Analysis of Longitudinal Data in Perinatal
Trials when the Length of Follow-up is

Informative

Tessa Longstaft

Thesis submatted for the degree of
Master of Philosophy
mn
Statistics
at
The University of Adelaide

(Faculty of Engineering, Computer and Mathematical Sciences)

School of Mathematical Sciences

THE UNIVERSITY

o ADELAIDE

May 14, 2016



i



Contents

Signed Statement Xiv
Signed Statement XV
Acknowledgements xvi
Abstract xvii
1 Introduction 1
1.1 Motivating Example . . . . . . . ... L 1
1.2 Research Aims . . . . . . . . . .. 2
1.3 Thesis Outline . . . . . . . . . .. .. 3

2 Methods for Analysing Clustered Data 4
2.1 Clustered Data . . . . . . . . . . . . . 4
2.2 Standard Methods of Analysis for Clustered Data . . . . . . . . .. .. .. 5
2.2.1 Mixed Model . . . . . . . .. 5)

2.2.2  Generalised Estimating Equations . . . . . . .. ... ... ... .. 7

2.2.3 Comparison . . . . . . . ... 11

2.3 Informative Cluster Size . . . . . . . . . . . . . . ... ... .. ..., 12
2.3.1 Definition . . . . . ... 12

2.3.2 Examples . . . .. 12

2.3.3  Issues Arising for Data with ICS. . . . . . . ... .. ... ..... 13

2.3.4 Relationship with Missing Data . . . . . . . .. ... ... .. ... 15

2.4 Approaches for Dealing with ICS . . . . . . ... ... ... ... ... 15

iii



2.4.1  Within Cluster Resampling . . . . ... ... ... ... ...... 16

24.2 Joint Models . . . . . ... 17
2.4.3 Include Cluster Size as a Covariate . . . . . .. .. ... ... ... 18
2.4.4 GEE Based Approaches . . . . . . . ... ... ... ... 18
2.4.5 Approaches for the POPPET Trial . . . ... ... ... ... ... 22
2.5 Summary of Methods . . . . . . . . . ... 22
POPPET Data Analysis 23
3.1 Variables in the POPPET Data Set . . . . . . ... ... ... ... .... 25
3.2 ICS for the POPPET Data . . . . . . . . . ... ... ... ... .. .... 25
3.3 Mixed Model Analysis . . . . . .. . ... 27
3.3.1 Model Developement . . . . . . ... .. ... .. ... ... .. 27
3.3.2 Informative Cluster Size . . . . . . . .. .. .. ... ... ..... 32
3.3.3 Reducing Informative Cluster Size by Adjusting for Baseline Co-
variates ... oL .o 33
3.3.4 Mixed Model Analysis Results . . . . . ... .. ... ... .. ... 36
3.3.5 Attempt to Remove ICS by Having a Fixed Trial Length . . . . . . 41
3.4 GEE Analysis . . . . . . .. 43
3.5 Comparison of Methods . . . . ... ... ... ... ... ......... 51
Simulation Study 54
4.1 Generating Simulated Data . . . . . . ... ..o 54
4.1.1 Gestational Age in Weeks . . . . . . ... ... L. 55
4.1.2 Birthweight . . . .. .. .. oo 55
4.1.3 Treatment Group . . . . . . . . . ... 57
4.1.4 Coefficients, Error and Random Effects . . . . . . .. .. ... ... 58
4.1.5 Infant Weights Over Time . . . . . . . . . .. ... ... ... ... 59
4.2 Method for Determining Cluster Size . . . . . . . . .. .. ... ... ... 59
4.2.1 Expected Value and Variance of Cluster Size Distribution . . . . . . 60
4.2.2  Determine Parameters to Match POPPET Trial Cluster Size Dis-
tribution . . . . ..o 63
4.3 Simulation Scenarios . . . . . . .. ..o 65

v



4.4 Results . . . . . 68

4.4.1 NICS Scenarios . . . . . . . . .. 68
4.4.2 TCS Scenarios . . . . . . . ..o 72
4.5 Simulation Study Conclusions . . . . . . . . .. .. ... ... 78
Simulation Study Extensions 79
5.1 Extension 1: Larger Standard Deviation of Cluster Size . . . . . . . .. .. 80
5.1.1 Results for Extension 1 . . . . . . . . ... ... ... ... ... .. 82
5.2  Extension 2: Larger Sample Size . . . . . . . . .. ... 87
5.2.1 NICS Scenario Results for Extension 2 . . . . .. .. ... ... .. 88
5.2.2  ICS Scenario Results for Extension 2 . . . . .. .. ... ... ... 91
5.3 Extension 3: Simulating from a GEE Framework . . . . . . . . . .. .. .. 102
5.3.1 Generating Simulated Data from a GEE Framework . . . . . . . .. 103
5.3.2 NICS Scenario Results for Extension 3 . . . .. ... ... ... .. 108
5.3.3 ICS Scenario Results for Extension 3 . . . . . ... ... ... ... 113
5.4 Extensions Conclusions . . . . . . . . . ... 124
5.5 Implications for the POPPET data . . . . . . . ... ... ... ...... 125
Conclusion 129
6.1 Main Findings . . . . . . . . ..o 129
6.2 Significance and Innovation . . . . ... ..o 132
6.3 Limitations and Future Work . . . . . . .. . ... ... oL, 133
6.4 Final Recommendations . . . . . . .. . ... ... ... 133
Results 134
A.1 Chapter 4 Simulation Results . . . . . ... ... ... ... ... ... .. 134
A.1.1 Scenarios with Non Informative Cluster Size . . . . . . .. ... .. 134
A.1.2 Scenarios with Informative Cluster Size using 7o = 3.069142 . . . . 137

A.2 Extension 1: Simulation With Larger Standard Deviation of Cluster Size,

Yo =2.T87T813 . . . . 142
Results Plots 148
B.1 Plots for Chapter 4 Simulation Study Results . . . . . .. ... ... ... 148



B.2 Extension 1: Plots for Larger Standard Deviation of Cluster Size . . . . . 155

B.3 Extension 2: Plots for Larger Sample Size Results . . . . . ... ... .. 160
B.4 Extension 3: Plots for GEE Study Results . . . . ... .. ... ... ... 173
Results for Larger Trial (600 individuals) 188
C.1 Scenarios with Non Informative Cluster Size . . . . . . .. ... ... ... 188
C.2 Scenarios with smaller SD of Cluster Size, 7o = 3.069142 . . . . . . . . .. 191
C.3 Scenarios with Larger SD of Cluster Size, v =2.787813 . . . . . . . .. .. 196
GEE Results 202
D.1 GEE Results for n=60 . . . . ... ... ... ... ... 202
D.1.1 Scenarios with Non Informative Cluster Size . . . . . . . . . . ... 202
D.1.2 Scenarios with Informative Cluster Size using v, = 3.069142 . . . . 205
D.2 GEE Results for n=600. . . . . . . . .. ... ... 210
D.2.1 Scenarios with Non Informative Cluster Size . . . . . . . . . .. .. 210
D.2.2 Scenarios with Informative Cluster Size using vy = 3.069142 . . . . 213

vi



List of Tables

2.1
2.2

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12
3.13
3.14

4.1
4.2
4.3
4.4
4.5
4.6
4.7

Coefficients for the IEE and EGEE methods . . . . . ... ... ... ...
Probability of disease for the IEE and EGEE methods . . . . . . ... ..

Variables to be used in the analysis of the POPPET dataset . . . . . . ..
Summary of initial duration model . . . . . . . .. ...
Summary of final duration model . . . . . . ... ... ... ... ...
Summary of fixed effects for mixed model . . . . . . . . ... ...
Summary of random effects for mixed model . . . . . . . .. ... .. ...
Summary of fixed effects for fixed trial length model . . . . . . . . . .. ..
Summary of random effects for fixed trial length model . . . . . . . .. ..
Summary of the EGEE model . . . . . . ... ... ... ... .. .....
Summary of the ARGEE model . . . . . ... ... ... ... .......
Summary of the IEE model . . . . . . . .. ... ... 0L
Summary of the CWGEE model . . . . . . . . ... ... ... .......
Group x Time estimates for each model . . . . . . . ... ... ... ...
Group x Time? estimates for each model . . . . . . . ... ... ... ...

Trajectories for an infant given each group allocation . . . . ... ... ..

Summary of fixed effects for simulation study mixed model . . . . . . . ..
Summary of random effects for simulation study mixed model . . . . . ..
Values of 7, and v, and resulting correlations . . . . . ... .. ... ...
Simulation Scenarios . . . . . . ...
Scenario 1 (fixed trial length of 38 days, treatment effect = 28 g/week)
Scenario 2 (7o = 3.19,7; = 0,792 = 0, treatment effect = 28 g/week)

Coverage probabilities for NICS scenarios . . . . . . .. ... ... .. ...

vil



4.8

4.9

4.10
4.11
4.12
4.13
4.14

5.1
5.2
5.3
5.4
2.5
5.6
2.7
5.8
2.9
5.10
5.11

5.12
5.13
5.14
0.15
5.16
5.17
5.18
5.19
5.20
5.21
5.22

Scenario 3 (y; = —0.50, 72 = 0, treatment effect = 28 g/week) . . . . . .. 72
Scenario 4 (y; = 0,72 = —0.50, treatment effect = 28 g/week) . . . . . .. 72
Scenario 5 (y; = —0.35,72 = —0.35, treatment effect = 28 g/week) . . . . . 72
Scenario 6 (y; = —0.46,v, = —0.19, treatment effect = 28 g/week) . . . . . 73
Scenario 7 (y; = —0.19, 72 = —0.46, treatment effect = 28 g/week) . . . . . 73
Ratio of mean SE divided by SD . . . . . ... ... ... ... ... .. 75
Coverage probabilities for ICS scenarios . . . . . . . . .. ... .. .. ... 7
Extension 1: Values of 7 and v and resulting correlations . . . . . . . .. 80
Simulation Scenarios for Extension 1 . . . . . . ... ... ... ... 81
Scenario 36 (7;=-0.90, 72,=0, treatment effect = 28 g/week) . . . ... .. 82
Scenario 37 (72=-0.90, v, =0, treatment effect = 28 g/week) . . . ... .. 82
Scenario 38 (y;=-0.64, 7,=-0.64, treatment effect = 28 g/week) . . . . .. 82
Scenario 39 (7,=-0.83, 7,=-0.34, treatment effect = 28 g/week) . . .. .. 82
Scenario 40 (72=-0.83, 7;=-0.34, treatment effect = 28 g/week) . . . . .. 83
Extension 1: Ratios of mean SE divided by SD. . . . . . .. .. ... ... 85
Extension 1: Coverage probabilities . . . . . . . . ... ... .. ... ... 87
Extension 2 Scenario 1 (fixed trial length=38, treatment effect = 28 g/week) 88

Extension 2 Scenario 2 (vyy=log(24.3667),71=0, 1.=0, treatment effect =

28 g/week) . ..o 88
Extension 2: Coverage probabilities for NICS scenarios . . . . . .. .. .. 91
Extension 2 Scenario 3 (7;=-0.50, 72=0, treatment effect = 28 g/week) . . 91
Extension 2 Scenario 4 (75=-0.50, 7;=0, treatment effect = 28 g/week) . . 92

Extension 2 Scenario 5 (77=-0.35, 72=-0.35, treatment effect = 28 g/week) 92

Extension 2 Scenario 6 (7;=-0.46, 12=-0.19, treatment effect = 28 g/week) 92

(
(
(
Extension 2 Scenario 7 (72=-0.46, y;=-0.19, treatment effect = 28 g/week) 92

Extension 2 Scenario 36 (v;=-0.90, 12=0, treatment effect = 28 g/week) . . 93
Extension 2 Scenario 37 (72=-0.90, ;=0, treatment effect = 28 g/week) . . 93

(

(

Extension 2 Scenario 38 (v;=-0.64, 15=-0.64, treatment effect = 28 g/week) 93

Extension 2 Scenario 39 (7;=-0.83, 72=-0.34, treatment effect = 28 g/week) 93
(

Extension 2 Scenario 40 (7,=-0.83, v;=-0.34, treatment effect = 28 g/week) 94

viii



5.23

5.24

2.25
.26
5.27
5.28
2.29

5.30

5.31

5.32

2.33

5.34

5.35

5.36

5.37

2.38

2.39

5.40

0.41

5.42

5.43

Extension 2: Ratios of mean SE divided by SD using smaller SD of cluster

SIZE . 100
Extension 2: Coverage probabilities for smaller SD of cluster size . . . . . . 101
Extension 2: Coverage probabilities for larger SD of cluster size . . . . .. 102
Extension 3: Values of v; and 7, and resulting correlations . . . . . . . .. 108

Extension 3 Scenario 1 (fixed trial length=38, treatment effect = 28 g/week)108

Extension 3 Scenario 2 (vyp=log(24.3667),71=0,72=0, treatment effect = 28

g/week) ..o 109
Extension 3 (Larger Trial) Scenario 1 (fixed trial length=38, treatment

effect =28 g/week) . . . ..o 109
Extension 3 (Larger Trial) Scenario 2 (yo=log(24.3667),71=0,7,=0, treat-

ment effect = 28 g/week) . . . . ..o oo 109
Extension 3: Coverage probabilities for NICS scenarios for n=60 . . . . . . 113
Extension 3: Coverage probabilities for NICS scenarios for n=600 . . . . . 113

Extension 3 Scenario 3 (7;=-0.36, 79=-0.22, treatment effect = 28 g/week) 114
Extension 3 Scenario 4 (7;=-0.039, 2= -0.48, treatment effect = 28 g/week)114
Extension 3 Scenario 5 (71=-0.24, 75=-0.35, treatment effect = 28 g/week) 114
Extension 3 Scenario 6 (7,=-0.29, 72=-0.29, treatment effect = 28 g/week) 114
Extension 3 Scenario 7 (7,=-0.17, 75=-0.40, treatment effect = 28 g/week) 115
Extension 3 (Larger Trial) Scenario 3 (7,=-0.36, 7,=-0.22, treatment effect
=28g/week) . ... 115
Extension 3 (Larger Trial) Scenario 4 (7;=-0.039, v,= -0.48, treatment
effect =28 g/week) . . . ... 115
Extension 3 (Larger Trial) Scenario 5 (71=-024, 79=-0.35, treatment effect
=28g/week) . ... 115
Extension 3 (Larger Trial) Scenario 6 (7,=-0.29, 7,=-0.29, treatment effect
=28 g/week) . . ... 116
Extension 3 (Larger Trial) Scenario 7 (71=-0.17, 75=-0.40, treatment effect
=28g/week) . ... 116

1X



5.44
5.45
5.46
5.47
5.48
5.49
5.50
5.51

Extension 3:

Bias amount for n=60 . . . . . . . . . ... .. ... ... .. 118

Extension 3: Bias amount for n=600 . . . ... ... ... .. ... .... 119
Extension 3: Ratios of mean SE divided by SD for n=60 . . .. ... ... 120
Extension 3: Ratios of mean SE divided by SD for n=600. . . . . . . . .. 120
Extension 3: Coverage probabilities forn=60 . . . . . . . .. ... ... .. 123
Extension 3: Coverage probabilities for n=600 . . . . . . .. .. ... ... 123
Results for the POPPET data fora MM . . . . ... ... ... ... ... 127
Results for the POPPET data fora ARGEE . . . .. ... ... ... ... 128



List of Figures

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10

3.11

3.12

3.13

3.14

Scatterplot of weight against time for each infant . . . . . . . . .. .. .. 27

Plots of main group effect vs group x time interaction, with no main effect 29

Scatterplot of residuals vs fitted values . . . . . . . .. ... ... .. ... 30
Scatterplot of residuals vs fitted values for quadratic model . . . . . . . .. 30
Normal quantile plot of residuals . . . . . . . ... ... ... .. ..... 31
Normal quantile plot of random effects . . . . . . . ... ... ... .... 31
Scatterplot of random effects vs duration . . . . . . . ... ... ... ... 33

Scatterplot of random effects vs duration for model with baseline covariates 36
Actual (in black) and expected (in red) weight against time for each infant 38
Scatterplot of weight against time for every 10th infant with a plot of fitted
values against time for every 10th infant (inred) . . . . . . . .. ... ... 39
Scatterplot of mean weight for Group 1 (black), mean weight for Group 2
(blue) and mean fixed effects for each group (Group 1 is green and Group
2isred) vstime . . . ... 40
Scatterplot of mean weight for Group 1 (black), mean weight for Group 2
(blue) and mean fixed effects for each group (Group 1 is green and Group 2
is red) vs time with a plot of the fitted values for each infant for the entire
duration of 72 days. It is pink while the infant was in the study and then
light green once the infant was discharged. . . . . . .. .. .. ... ... 41
Actual (in black) and expected (in red) weight against time for each infant

for the EGEE . . . . . . . 47

Actual (in black) and expected (in red) weight against time for each infant

for the ARGEE . . . . . . . 48

x1



3.15 Actual (in black) and expected (in red) weight against time for each infant
forthe IEE . . . . . .. .

3.16 Actual (in black) and expected (in red) weight against time for each infant
for the CWGEE . . . . . . . . . . .

3.17 Actual (in black) and expected (in red) weight against time for each infant
for the MM . . . . . . oL

3.18 Scatterplot of mean weight for Group 1 (black), for Group 2 (light green)
and mean fitted values from GEE for each group (Group 1 is blue and
Group 2 is pink) vs time for each of the GEEs . . . . . . . ... ... ...

4.1 Histogram of gestational age in weeks . . . . . . . .. ... ... ...
4.2 Histogram of birthweight in grams . . . . . . . . ... ... ... .. ....
4.3 Scatterplot of birthweight vs gestational age . . . . . . .. ... ... ...
4.4 Histogram of duration . . . . . . . ... L
4.5 Boxplots of Interaction Effect estimates for scenario from Table 4.6

4.6 Boxplots of Interaction Effect standard error / standard deviation for sim-

ulation 1 . . . . . L
4.7 Boxplots of Interaction Effect estimates for scenario from Table 4.8

4.8 Boxplots of Interaction Effect standard error / standard deviation for all

ICS data . . . . .

5.1 Extension 1: Boxplots of Interaction Effect estimates for Scenario 36 in

Table 5.3 . . .

5.2  Extension 1: Boxplots of Interaction Effect standard error / standard de-

viation for all ICS data . . . . . . . . . ...

5.3 Extension 2: Boxplots of Interaction Effect estimates for Scenario 1 in

Table 5.10 . . . . . .

5.4 Extension 2: Boxplots of Interaction Effect standard error / standard de-

viation for Scenario 1 in Table 5.10 . . . . . . . . . . . . . . .. ... ...

5.5  Extension 2: Boxplots of Interaction Effect estimates for Scenario 3 in

Table 5.13 using smaller SD of cluster size . . . . . ... ... ... ....

xil



2.6

5.7

5.8

2.9

5.10

5.11

0.12

5.13

5.14

5.15

Extension 2: Boxplots of Interaction Effect estimates for Scenario 3 in
Table 5.18 using larger SD of cluster size . . . . . . .. .. ... ... ...
Extension 2: Boxplots of Interaction Effect standard error / standard de-
viation for all ICS data with smaller SD of cluster size . . .. ... .. ..
Extension 2: Boxplots of Interaction Effect standard error / standard de-
viation for all ICS data with larger SD of cluster size . . .. .. ... ...
Extension 3: Boxplots of Interaction Effect estimates for Scenario 1 in
Table 5.28 forn=60 . . . . . . . . . . ...
Extension 3: Boxplots of Interaction Effect standard error / standard de-
viation for Scenario 1 in Table 5.28 for n=60 . . . . . . . .. .. ... ...
Extension 3: Boxplots of Interaction Effect standard error / standard de-
viation for Scenario 1 in Table 5.30for n=600 . . . . . . . . .. ... .. ..
Extension 3: Boxplots of Interaction Effect estimates for Scenario 3 in
Table 5.34 for n=60 . . . . . . . . . . ...
Extension 3: Boxplots of Interaction Effect estimates for Scenario 3 in
Table 5.39 for n=600 . . . . . . . .. ... ...
Extension 3: Boxplots of Interaction Effect standard error / standard de-
viation for all ICS data for n=60 . . . ... ... ... ... ... ...
Extension 3: Boxplots of Interaction Effect standard error / standard de-

viation for all ICS data for n=600 . . . . . . . . . . . . .. ... ... ...

xiii



Abbreviations

ARGEE
CWGEE
EGEE
GEE
ICS

IEE

MM
NICS
POPPET
SD

SE
WCR

Autoregressive Generalised Estimating Equation
Cluster Weighted Generalised Estimating Equation
Exchangeable Generalised Estimating Equation
Generalised Estimating Equation

Informative Cluster Size

Independence Estimating Equation

Mixed Model

Non Informative Cluster Size

Providing Optimal Protein for Prems via Enteral Tubes
Standard Deviation of the Estimates

Model Based Standard Error

Within Cluster Resampling

Xiv



Signed Statement

I certify that this work contains no material which has been accepted for the award of any
other degree or diploma in my name in any university or other tertiary institution and, to
the best of my knowledge and belief, contains no material previously published or written
by another person, except where due reference has been made in the text. In addition, I
certify that no part of this work will, in the future, be used in a submission in my name
for any other degree or diploma in any university or other tertiary institution without the
prior approval of the University of Adelaide and where applicable, any partner institution

responsible for the joint award of this degree.

I give consent to this copy of my thesis, when deposited in the University Library, being
made available for loan and photocopying, subject to the provisions of the Copyright Act
1968.

I also give permission for the digital version of my thesis to be made available on the web,
via the University’s digital research repository, the Library Search and also through web
search engines, unless permission has been granted by the University to restrict access for

a period of time.

SIGNED: ......... ... . . .. DATE: ... ... .

XV



Acknowledgements

I would like to begin by thanking my two supervisors, Associate Professor Gary Glonek

and Dr. Lisa Yellend, for their help and guidance throughout my Masters.

I am grateful to the staff at the Women’s and Children’s Health Research Institute who

were involved in conducting the POPPET trial and for sharing the data.

Of course I couldn’t do this without the help of my family: my dad, Simon, for always

being interesting in what I was doing and my mother, Jacqui, for always encouraging me.

Finally, I would like to thanks my partner, Brock, for his ongoing support and always

being there for me.

XVi



Abstract

Background: Most commonly used statistical methods assume that the data consist of
independent observations. Clustered data occur in many settings, such as longitudinal
studies, where outcomes are repeatedly measured over time on each subject. Observa-
tions from the same subject are dependent and hence form a cluster. Two commonly
used methods of analysis for clustered data are mixed models and generalised estimating

equations (GEEs).

Additional complexity arises when analysing clustered data where the cluster size is infor-
mative; that is, where the cluster size is related to the outcome. Most methods of analysis
for clustered data, including mixed models and GEEs, generally assume non informative

cluster size and hence may not be suitable when the cluster size is informative.

Aim: The aim of this thesis is to compare methods for analysing longitudinal data when

the cluster size (length of follow up) is informative.

Methods: Both real and simulated data were used to compare methods for analysing
clustered data with informative cluster size. A range of methods were considered includ-
ing: GEEs with independent, autoregressive or exchangeable working correlation struc-
tures; cluster weighted GEEs; and mixed models. The real data come from a perinatal
trial (the POPPET trial), which investigated the effect of high versus standard protein
content human milk fortifier on the growth of 60 preterm infants. This dataset was used
to investigate different methods of analysis for estimating the effect of treatment on infant

growth when informative cluster size was suspected.

Xvil



As real data cannot be used to show which methods of analysis are performing best in
general, a simulation study was conducted to compare methods when the true parame-
ter values were known. The data were simulated based on the POPPET trial. Different
treatment effects, sample sizes, and correlations between the cluster size and the outcomes

were considered.

Results: For the POPPET trial, evidence of informative cluster size was found. Different
methods of analysis produced quite different parameter estimates but similar conclusions

about the effect of the intervention.

The simulation results showed that when cluster size was non informative, all methods
performed very well. When cluster size was informative, mixed models and autoregres-
sive GEEs always performed well. However, the independence, exchangeable and cluster
weighted GEEs often produced low coverage probabilities and model based standard er-
rors that differed from the standard deviation of the parameter estimates. These methods
generally performed better when the trial size was larger and when there was no correla-

tion between individual growth trajectories and cluster size.

Conclusions: It is recommended that mixed models or autoregressive GEEs be used to
analyse longitudinal data with informative cluster size in general, including the POPPET
trial data. Independence, exchangeable and cluster weighted GEEs should only be used
when the sample size is large and there is no correlation between individual growth tra-

jectories and cluster size.

Xviil



Chapter 1

Introduction

1.1 Motivating Example

The motivation for this research project came from the recently completed POPPET
Trial, where POPPET stands for Providing Optimal Protein for Prems via Enteral Tubes
(Registration number; AC- TRN12611001275954). This perinatal trial was conducted to
assess the safety and efficacy of supplementing expressed breast milk and direct breast
feeds with a high protein content human milk fortifier compared to a standard protein
content human milk fortifier, in infants born preterm. Gestational age and weight were
recorded at birth, where the infants’ gestational ages ranged from 28 to 32 weeks. Gesta-
tional age was divided into two categories; infants born at less than 30 weeks and infants
born at greater than or equal to 30 weeks. Infants were then randomly allocated to one
of the two treatment groups (high protein or standard protein), with equal numbers of
infants assigned to each treatment group within each of the two gestational age categories.
In other words, the randomisation was stratified by gestational age. Weight measurements
were taken daily from trial entry until the nasogastric tube was removed, where the timing
of removal varied between infants depending on their medical needs. There were 60 infants
enrolled in the trial, with 42 remaining at 5 weeks and only 3 at 10 weeks. The number
of days spent in the trial (from entry until removal of the nasogastric tube) indicates the
length of follow up and will be referred to as duration. One aim of the trial was to esti-

mate the effect of treatment (i.e. the high protein content human milk fortifier) on weight.

1



The Poppet Trial data are longitudinal due to the repeated measurements taken on each
infant. In addition, there are some twins and triplets in the trial. This creates two levels
of clustering in the data, infants within mothers and repeated measurements within in-

fants. Any analysis of the POPPET data needs to consider both levels of clustering.

In longitudinal studies multiple measurements of some variable are taken on individuals
at various times. In the simplest case, the measurements are taken at regular intervals
for a fixed period of time, so that all individuals contribute equally to the analysis. In
some studies however, the length of follow up is not fixed but rather depends on the
characteristics of the individual. When the length of follow up is not fixed it may be
related to the outcomes of interest. This phenomenon is known as informative cluster size
(Seaman et al., 2014a). For example, in perinatal trials where treatments are given to
the mother and/or her infant to try and improve the health of the infant, measurements
are often taken on the infant from birth until some milestone, such as hospital discharge
or removal of the nasogastric tube in the case of the POPPET Trial. The timing of this
milestone will generally depend on the health of the infant, meaning that sicker infants
take longer to reach the milestone and therefore contribute more data to the analysis.

This can introduce bias into the estimated treatment effects (Hoffman et al., 2001).

As will be discussed in Chapter 2, methods are available for analysing clustered data when

cluster size is informative but it is unclear if they are suitable for longitudinal data.

1.2 Research Aims

The broad aim of this thesis is to identify suitable methods of analysis for longitudinal
data when the cluster size or length of follow up is informative. This will allow the POP-
PET data to be analysed to estimate the effect of treatment on weight, and more general
recommendations to be made regarding the use of different methods for analysing longi-

tudinal data when cluster size is informative.



More specifically, this project entails answering the following research questions:

e What methods of analysis are available for analysing clustered data with informative

cluster size?
e Are these methods suitable for analysing longitudinal data?
e If multiple methods are suitable, which one is better to use?

e How can simulations be used to help understand the statistical properties of methods

for analysing longitudinal data when cluster size is informative?

e Finally, what is the estimated effect of treatment on weight for the POPPET data

and how does this vary between analysis methods?

1.3 Thesis Outline

The remainder of this thesis is organised as follows. Chapter 2 provides an overview of
the problem of informative cluster size. Different analysis methods for longitudinal data
are discussed, including those that do and do not assume non informative cluster size. In
Chapter 3, data from the POPPET trial are analysed to estimate the effect of treatment
on weight and to compare methods for analysing these type of data. A simulation study
based on the POPPET trial is conducted in Chapter 4 to compare analysis methods
more generally. Three extensions to the simulation study are considered in Chapter 5
to answer key questions which arose based on the results of the Chapter 4 simulation
study. Finally, a summary of the key results and recommendations regarding methods for

analysing longitudinal data with informative cluster size are provided in Chapter 6.



Chapter 2

Methods for Analysing Clustered
Data

In Chapter 2, the problem of informative cluster size is discussed in detail. The literature
is reviewed to identify methods for analysing clustered data. Standard methods of analysis

for clustered data and approaches for dealing with informative cluster size are considered.

2.1 Clustered Data

Definition 1 (Cluster). A cluster is a group of observations that are not independent.

FEach group of dependent observations forms a cluster.

Clustered data occur in many settings. Longitudinal data are a special type of clustered
data, where each cluster corresponds to a set of repeated measurements on a single indi-
vidual. For example, consider a study which measures height on individuals every week
for a year. Heights from the same individual over time will be dependent, so these data

will be clustered.

Clustered data can also occur in cross sectional studies, where each measurement comes
from a different subject but there is some dependence present between certain subjects.
For example, consider a study which measures blood pressure of patients at several differ-

ent clinics. There may be dependence between measurements taken at the same clinic due
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to similarities in characteristics of patients treated at the same clinic, creating clustered
data. In this case, each cluster corresponds to the set of measurements taken on patients

at a single clinic.

As clustered data violate the assumption of independent observations, they cannot be
analysed using standard methods such as Ordinary Least Squares Regression. Alternative

methods that accommodate the dependence within clusters are required.

2.2 Standard Methods of Analysis for Clustered Data

Two commonly used methods for analysing clustered data are mixed models (MMs) and

generalised estimating equations (GEEs).

To motivate the development of MMs and GEESs, consider first the ordinary least squares
method for i = 1, ..., K independent observations (Dunlop, 1994). Let Y be a K x 1 vector
of outcomes, let e be a K x 1 vector of residuals, let 3 be a p x 1 vector of unknown

population parameters and let X be a K X p matrix of covariates. Then:

Y =X"B+e, where E(e)=0 and Var(e)=o’l
andlet p=FE(Y)=X"8.

The estimates, B, of B are the solutions to the equation:

XT(Y —p)=0.

Both MMs and GEEs arise as extensions of this well known method of analysis.

2.2.1 Mixed Model

The mixed model (MM) is a popular method of analysis that can be used when the as-
sumption of independence between observations is violated (Laird and Ware, 1982). The
model includes both fixed and random terms. A fixed term is one that is assumed to

be constant across the population, whereas a random term is one that is allowed to vary
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between clusters. In general, both the fixed and random effects may be of direct interest.
However, in the context of this thesis only the fixed effects will be of direct interest and
the random effects will be used only to model the correlations structure. The random
terms allow for dependency in the data to be explicitly taken into account. For example,
in longitudinal data a random effect can give each individual a different intercept, hence
accounting for the dependence among the repeated measurements within each individual.

Random slopes are also common for outcomes that vary linearly with time.

MMs have been studied extensively and can be implemented using a variety of different

programs, such as R using the lme4 package.

Mixed Model Formulation

Let the clusters be labelled ¢ = 1,..., M and let the number of members for cluster ¢ be

N;

Let Y; be an IN; x 1 vector of outcomes for the ith cluster, let 3 be a p x 1 vector of
unknown population parameters, let X; be an N; x p matrix of covariates, let a; be a
w X 1 vector of unknown individual effects for cluster 7, let Z; be an N; x w matrix of

covariates associated with a; and let e; be an V; x 1 vector of residuals.

Then for each cluster ¢ the form of the linear mixed model is

Y = X,8+ Zia; + e;,
where E(Y;) = X;8 and Var(Y;) = R; + Z;DZ}.

In this model the B are the fixed effects and the a; are the random effects. Estimates for
these parameters can be obtained using MLE or REML ((Harville, 1974) and (Harville,
1976)).

The assumptions of the MM are as follows (Laird and Ware, 1982).
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e e; are distributed N (0, R;) where R; is a N; X N; positive definite covariance matrix
e a; are distributed N (0, D) where D is an w X w positive definite covariance matrix
e ¢; are independent random vectors
e a; are independent random vectors

e a; are independent of the e;

2.2.2 Generalised Estimating Equations

An alternative method for analysing clustered data is the generalised estimating equa-
tions (GEESs) approach proposed by Liang and Zeger (Liang and Zeger, 1986) (Zeger and
Liang, 1986). It arises from the Generalised Linear Model (GLM), which is an extension

of Generalised Least Squares.

Generalised Least Squares

The assumptions of equal variance and independence made in the ordinary least squares
method, described at the beginning of Section 2.2, can be relaxed to obtain the generalised

least squares method (Dunlop, 1994):

Y =X"B+e where FE(e)=0, Var(Y) = o*V,
and V is a known, symmetric, positive definite matrix.

The estimates of B are now the solutions to the equation

X'VHY —pu)=0 where p=E(Y)=X'g.

Generalised Linear Model (GLM)

An extension of the generalised least squares method is the the generalised linear model,

where the outcomes Y; are generated from a distribution in the exponential family, e.g.
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binomial, Poisson or gamma. A link function g is used to relate E(Y;) to the linear pre-
dictors. For generalised linear models, the Y;s are assumed to have known variance which

is a function of ;.

The mean model for GLMs have the form

where
E(Y) = i =g (X[ B),
Var(Y;) = oV (p;)
and V is an K x K positive definite, symmetric matrix.

The assumption of independence between observations is still made, which means that

the covariance matrix of Y is a diagonal matrix, i.e. o?V = o? diag[V (1), ..., V(ur)]-

It can be shown (McCullagh and Nelder, 1989) that the MLEs of ,3, in vector notation,
are the solutions to the equation:
Op

D'VHY —p) =0, where D = 33

As generalised linear models assume the observations to be independent, they are unsuit-
able for use with clustered data. Generalised linear models were extended by Liang and
Zeger to allow for dependence amongst the observations (Liang and Zeger, 1986) using

the method of GEEs.

GEE Formulation

Consider M clusters and let N; be the number of observations in cluster <.

For cluster 7, let Y; be the IV; x 1 vector of outcomes, X; be the N; X p matrix of covariates

and Y = [Yq,..., Ynm|T be the Y (N;) x 1 vector of outcomes.



For cluster ¢, the mean model is
9(ms) = X B.

The covariance matrix of Y; can be written as 0?Vj, where

Vi = (diag[V (pir), ... V(in,)]) 2 Ri(diag[V (par), .., V(i )]) V2,

V(uij) = Var(Y;;) and R; is the N; x N; correlation matrix for Y;. In practice, R; is
unknown and a working correlation structure must be specified. In what follows, R; will
be taken to be the working correlation matrix. Observations within clusters may be de-
pendent but observations across clusters are assumed independent so that the covariance

matrix for Y is 02V, where the block diagonal matrix V is:

Vi 0 ... 0
0 W
V=
Ve O
_0 0 VN_

A number of different working correlation structures are commonly assumed. The simplest
is the independent working correlation structure, in which no correlation is present: R; =

I. An exchangeable working correlation is one in which all correlations (p) are equal:

L p P
P
R; =
L p
R p 1

Another possible structure is an autoregressive correlation structure, which can be used
with longitudinal data and models a diminishing correlation over time. For example, an

autoregressive correlation structure with order one has the form:



1 p p2 ,03 pnfl
p ph?
2 . n—3
R — P P
L p
_p”_1 e P |

It is also possible to consider an unstructured working correlation structure. However,
with large cluster sizes it is not always possible to apply this method. Unstructured
working correlation structures involve many parameters leading to computational and

statistical difficulties.
A key property of GEEs is that they are robust to misspecification of the working correla-
tion structure and will lead to consistent parameter estimates, provided the mean model

is correctly specified (Liang and Zeger, 1986).

The estimates of 3 are solutions to the equation:

N
> DIV (Y — i) =0,
=1

where D, = 5;;;

These equations are called the generalised estimating equations (Liang and Zeger, 1986).
Let B denote the estimate for 3 found by solving the GEE. The equation has the same
form as the Generalised Linear Model but the matrix V can now include off-diagonal

terms to allow for dependence within clusters.

The robust or sandwich variance estimate () is used for variance estimation of parameter

estimates and has the form

=

N N
2= (DI'V,'D;) 1<ZD1.TVZ. cov(Y )Z (DTV,'D,) ™,
=1

i=1 =1
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where cov(Y;) is a sample covariance.

When R; = I, the GEE is reduced to the maximum likelihood equation for a generalised
linear model. It will therefore give the same parameter estimates as GLM but different

standard errors, because GEEs use robust variance estimation (Zeger and Liang, 1986).

An assumption of GEEs is that observations within clusters are correlated but observa-
tions between clusters are independent. In the POPPET Trial, there are sets of twins
that create dependence amongst observations across individuals from the same mother.
In this case of perfectly nested clusters (measurements are nested within infants who are
nested within mothers), accounting for clustering on only the top level cluster (mothers)
is required (Miglioretti and Heagerty, 2006). Such structures can thus be accommodated

in the GEE framework.

2.2.3 Comparison

The key difference between MMs and GEEs is the way in which they handle the depen-
dency between measurements taken from the same cluster. MMs explicitly account for
the dependence by the addition of the random effects terms, whereas GEEs implicitly

take into account the dependency through the working correlation matrix, R;.

The type of model that should be used to analyse clustered data depends on whether the
aim of the analysis is to estimate population-averages or cluster specific parameters ((Hu
et al., 1998); (J. M. Neuhaus, 1991); (Ritz and Spiegelman, 2004)). GEEs are population
averaged models, as they are used to estimate population averaged effects. Population
averaged models specify a marginal mean function in term of the covariates, hence GEEs
are also known as marginal models. MMs are an example of a cluster-specific model,
as they are used to estimate cluster-specific effects. Cluster-specific models specify a
conditional mean function in terms of a random effect and the covariates, hence MMs

are also known as conditional models. For the linear model, marginal and conditional
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parameters coincide so the choice between MMs and GEEs is less important here than for
other link functions (Ritz and Spiegelman, 2004). Both MMs and GEEs will be considered
for the POPPET data as a linear model will be assumed.

2.3 Informative Cluster Size

2.3.1 Definition

Definition 2 (Informative Cluster Size (ICS)). Informative cluster size occurs when the

cluster size is not independent of the outcome. That is (Seaman et al., 2014a):

EY|X =x,N|]#E[Y|X =x]| for somezx (2.1)

where Y is the outcome variable, X is the covariate vector for a random member of a

cluster and N 1is the cluster size.

2.3.2 Examples

To understand how informative cluster size (ICS) arises, we consider several examples of

clustered data.

A Study on Periodontal Disease

Consider a study on periodontal disease, that measures whether each tooth of an individ-
ual is diseased or not (Hoffman et al., 2001). The outcome is binary and takes the value
1 if the tooth has periodontal disease and 0 otherwise. Every tooth from each individual
is included in the study and hence contributes to the analysis. As outcomes of teeth
from the same individual are dependent, this study produces clustered data in which the
clusters are the individuals and the cluster members are the teeth. Not all individuals
will have the same number of teeth, so cluster size is not fixed and may be related to the
outcome. In fact, factors which lead to periodontal disease may also lead to tooth loss,
so those with the disease may have already lost teeth as a result. This would cause a

negative relationship between the number of teeth and the disease status. That is, the
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less teeth an individual has the higher the chance of disease on their teeth. Hence, as the

outcome is not independent of the cluster size, this is an example of ICS.

An outcome measured at repeated visits to the doctor

Consider an outcome, such as general heath, that is measured each time an individual
visits the doctor. Each individuals’ measurements will form a cluster, as measurements
from the same individual will be dependent. The cluster size will be the number of visits
to the doctor. As cluster size is not fixed it could be related to the outcome of interest.
For example, sicker individuals may visit the doctor more often and hence contribute
more to the analysis. This could result in a negative relationship between the cluster size
and the health of the individual. That is, the larger the cluster size the worse, the general
health outcome is. This is again an example of ICS, as the cluster size is not independent

of the outcome.

A study on blood pressure

Consider a study on the blood pressure of blood donors, in which the blood pressure is
measured each time the individual attends the dontation clinic. Each indiviuals’ measure-
ments will form a cluster, as measurements from the same individual will be dependent.
The cluster size will be the number of visits to the donation clinic. Cluster size is not
fixed but it will not be related to the outcome of interest in this case, because the number
of blood donations a donor makes will not be related to their health or blood pressure.

Hence, this is an example of non informative cluster size.

2.3.3 Issues Arising for Data with ICS

Non-informative cluster size (NICS) is an assumption in general for the standard methods
of analysis for clustered data, including MMs and GEEs. For MMs, one of the assump-
tions is that the random effects a; are independent and hence independent of N;. If aj is
related to N; this suggests ICS is present ((Seaman et al., 2014b), (Neuhaus and Mccul-
loch, 2011), (Chen et al., 2011)). For GEEs, it is generally assumed that the same mean

and variance models apply within each cluster, irrespective of size. As such, this method
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does not allow for ICS.

When ICS is present, standard methods of analysis may result in bias in the parameter
estimates. Very different results can occur depending on which method is chosen (Hoff-
man et al., 2001). If a GEE is used when ICS is present, choosing a different working
correlation structure can lead to substantially different parameter estimates (Hoffman

et al., 2001).

Example

To illustrate that different methods can produce very different results when ICS is present,

consider again the periodontal example discussed in Section 2.3.2.

The periodontal study data were analysed using two different methods (Hoffman et al.,
2001): a GEE with an independent working correlation structure (IEE) and a GEE with
an exchangeable working correlation structure (EGEE). The analysis model included a
single predictor variable indicating whether or not the participant brushed their teeth at

least twice a day. The results of the analysis were as follows:

est. IEE est. EGEE
Intercept 0.0685 -0.389

Brush at least twice -0.786 -0.499

Table 2.1: Coefficients for the IEE and EGEE methods

est. IEE est. EGEE

Dont Brush at least twice 0.52 0.40
Brush at least twice 0.33 0.29

Table 2.2: Probability of disease for the IEE and EGEE methods

Tables 2.1 and 2.2 show that the two analysis methods produce quite different results. For
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example, the probability of disease for those who don’t brush their teeth twice a week was
estimated as 0.40 for EGEE and 0.52 for IEE. GEEs are robust to the misspecification
of the working correlation, so presumably the discrepancy is the result of ICS. Hence, in
the presence of ICS the choice of analysis method makes a substantial difference to the
results for this data set. This is problematic, as it is unclear which method should be

used to draw conclusions from the data.

2.3.4 Relationship with Missing Data

A common misconception is that ICS is really just a missing data problem. Missing data
refer to observations that are missing but should have taken values ((Schafer and Graham,
2002) and (Cummings, 2013)). Missing data are a different problem to ICS. Although
ICS can arise when cluster sizes vary due to missing data, it can also occur in the absence
of missing data. For example, consider a study involving singletons and twins with no
missing measurements, giving a maximum cluster size of two. If ICS was a missing data
problem, clusters of size 1 would be considered to have missing values. This does not make
sense, as this implies all the singletons would be missing a twin. As this is not the case
it is not a missing data problem but ICS may be present if the outcome of interest varies
between singletons and twins, which is often the case in practice. This thesis focuses on

methods for dealing with ICS, and will not consider methods for dealing with missing data.

2.4 Approaches for Dealing with ICS

When cluster size is informative, standard methods of analysis for clustered data may
result in bias and hence alternative methods are required to provide valid inference ((Hoff-
man et al., 2001), (Benhin et al., 2005), (Seaman et al., 2014a)). Alternative methods

have been proposed, but their applicability to longitudinal data is unclear.

In this section, methods of analysis that allow ICS will be considered. These include:

within cluster resampling; including cluster size as a covariate; joint models for the out-
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come and the cluster size; GEEs with independent correlation structure; and cluster

weighted GEEs.

2.4.1 Within Cluster Resampling

Within Cluster Resampling (WCR) is a method that provides valid inference even when
the cluster size is informative (Hoffman et al. 2001). For a dataset with M clusters, the

method is as follows:

1. Randomly sample one observation from each of the M clusters. This is the resampled
data set and its observations are independent. Repeat this process K times, where

K is large.

2. Analyse each of the K samples to obtain K valid estimates of the parameter of inter-
est, denoted Bk, k=1,..., K. The estimate, ,ék, is found by solving the estimating
equation from the Generalised Linear Model (since observations in each resampled

dataset are independent) (Section 2.2.1).

3. The WCR estimator, /3, is then the average of the K estimates obtained:
K
B=K"> B
k=1

This method can be used even when cluster size is informative because it weights clus-
ters equally, unlike GEEs. Only one observation from each cluster is used each time the
parameters of interest are estimated, so the effects of ICS do not affect the results found
using WCR. Since all clusters are weighted equally, the parameters will have a cluster level
interpretation, i.e. parameters apply to a randomly selected member from a randomly

selected cluster.
Note that under regularity conditions, as M — oo M'/?(3 — B) — N(0,%), where ¥ is

a finite positive definite matrix and 3 is the true parameter for a random member of a

random cluster.
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Each estimate Bk comes from a dataset where all observations are independent, but the
K datasets are correlated (because they are all samples drawn from the same dataset),
hence the K estimates are dependent. This dependence needs to be taken into account

in the variance formula of 3. The asymptotic variance estimator is:

S =Var(M'?(B—B)) = MK "> %= K (B —B)Bx—B)")

k=1 k=1

where 3, is the covariance matrix estimated from the kth resample.

Within cluster resampling is a very simple method and involves using only the generalised
linear model, which is very easy to implement. However, it is a computationally inefficient
method, and the results will also depend on the random samples chosen (Hoffman et al.,
2001). For these reasons, the approach is rarely used in practice and will not be considered

further in this thesis.

2.4.2 Joint Models

For mixed models, one way to relax the assumption that the random effects are inde-
pendent of the cluster size, is to jointly model the outcome and the cluster size ((Dunson
et al., 2003), (Gueorguieva, 2005), (Seaman et al., 2014a) and (Chen et al., 2011)). This is
achieved by combining a mixed model for the outcome, with a model for the distribution

of the cluster size.

One option for a joint model is a shared parameter model. This jointly models the cluster
size (IV;) and the outcome (Y;), by requiring that the N; and Y; are conditionally inde-

pendent given random effects (a;), hence a; is the shared parameter.

This method is theoretically appealing and it would be plausible to implement this
method. However, this method is beyond the scope of this thesis and will therefore

not be considered further.
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2.4.3 Include Cluster Size as a Covariate

If cluster size is included as a covariate in either a MM or a GEE both become valid model

choices. Recall the definition of NICS (Seaman et al., 2014a) :

EYX=x,N] = E[Y|X =x] V& (2.2)

where Y is the outcome for a random member of a random cluster and X is the vector of
covariates for a random member of a random cluster. Including cluster size as a covariate

ensures that this relationship holds for all clusters and hence cluster size is non informative.

However, it is not always appropriate to include cluster size as a covariate in the analysis.
For example, consider a clinical trial where the exposure of interest is the randomised
treatment. Any covariate determined after treatment is given (i.e. after randomisation)
should not be adjusted for, as including any such covariates can remove part of the effect
of the treatment on the outcome. This is because these covariates could themselves be
affected by the treatment. Hence if cluster size is determined after treatment is given,
it is not appropriate to include it as a covariate (the Committee for Proprietary Medici-

nal Products, 2004).

If cluster size cannot be adjusted for directly, an alternative is to adjust for baseline
covariates that are expected to affect the cluster size. This means that covariates that
might influence the cluster size, but were determined before the exposure of interest, are
included instead. This does not always guarantee NICS, as it does not directly ensure that
equation 2.2 holds. Further testing is then needed to determine whether the inclusion of
baseline covariates has resulted in NICS and if so then standard methods, such as MMs

and GEEs, become appropriate.

2.4.4 GEE Based Approaches

In general, GEEs do not provide valid inference when cluster size is informative. However,
two specific types of GEEs have been show to give valid inference: cluster weighted GEEs
(CWGEE) and independence estimating equations (IEE) (Williamson et al., 2003). These
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two approaches estimate different associations of potential interest when ICS is present.

Cluster Weighted Generalised Estimating Equation Approach (CWGEE)

The CWGEE approach is used to describe the association between Y and X for a random
member of a random cluster. ((Benhin et al., 2005), (Yelland et al., 2015)). It involves
fitting a GEE with an independent working correlation matrix and weighting each clus-
ter inversely by cluster size, such that each cluster contributes equally to the analysis.
Weightings for clusters is an optional input for most GEE functions, and is easily imple-

mented in a variety of statistical programs.

This Cluster Weighted GEE (CWGEE) approach is asymptotically equivalent to WCR.
That is, as K approaches infinity, the WCR estimate 3 approaches the solution to the
CWGEE. However, CWGEE is much simpler as it only requires a single model and is
recommended in preference to WCR (Williamson et al., 2003)

Independence Estimating Equation Approach (IEE)

The IEE approach is used to describes the association between Y and X among all cluster
members (Yelland et al., 2015). It involves fitting a GEE with an independence working
correlation matrix, where no weights are specified and hence each observation contributes
equally to the analysis. This independence estimating equation (IEE) approach makes
more sense with cross sectional clusters than with longitudinal data, since interest is often
in cluster level effects with longitudinal data. Hence, weighting each cluster equally in

the analysis using CWGEE is more appropriate.
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Comparison between CWGEE and IEE

The CWGEE and IEE methods differ in the parameter they estimate and are based on
different marginal models, both of which may be of interest in practice. To understand the
difference between these two approaches, consider examples by simplifying the POPPET

trial data in two ways.

Example 1- Cross Sectional Study

Consider removing the longitudinal aspect of the trial and only taking one measurement
at a fixed time point for each infant within mother. In this case, clusters correspond to
mothers, with one observation for each infant. The size of each cluster is the number of
infants born to each mother. To illustrate, we select three mothers from the POPPET
trial with a total of 5 infants. Two mothers had singletons with durations of 26 and 22
days, and gestational ages of 30 weeks. The third mother had triplets with durations of
47, 44 and 43 days, and a gestational age of 30 weeks. At day 22, (the last day when all
infants remained in the trial) the weights for the five infants were: 2545, 2390, 1915, 2225

and 2100 grams respectively.

If we fit an IEE to the weights on day 22, then each infant will be given equal weighting

and the sample mean will be:

1
g = (2545 4 2390 + 1915 + 2225 + 2100) * 5= 2235g.

In contrast, if we fit a CWGEE then the singletons will each be given a weight of one and
the triplets will each be given a weight of %, so their mother has a total weight of 1. The

sample mean will then be:

1.1
§ = (2350 + 2390 + (1915 + 2225 + 2100) * ) * 5 = 2273.3g.

These two approaches result in different estimated means y, with the CWGEE giving a
mean that is 38.3 grams larger than IEE. Hence, it is important to choose the correct

method depending on the parameter of interest. In this case, an IEE may make more
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sense because the interest will likely lie in the average infant weight, rather than the av-

erage infant weight across mothers.

Example 2 - Longitudinal Study

Consider now simplifying the POPPET trial to remove the multiple births and leave only
one level of clustering (the longitudinal aspect). In this case, the infant is the cluster
and the size of the cluster is the number of measurements taken on the infant. To il-
lustrate, again consider only 5 infants. These were chosen from the POPPET singleton
infants and had durations of 14, 72, 30, 14 and 58 days and sum of daily weight mea-
surements over these durations of 32570, 140220, 67410, 35304, 105815 grams respectively.

If we fit an IEE then each repeated measurement within each infant will be given equal

weighting and the sample mean will be:

1

7 = (32570 + 140220 + 67410 + 35304 + 105815
g = * + + + A ¥ S T

— 2028.3¢.

Alternatively, if we fit a CWGEE, each infant (cluster) will be inversely weighted by the

duration (cluster size), giving a sample mean of:

1 1 1 ! 11
7= (32570 % — + 140220 % — + 67410 % — + 35304 % — + 105815 % ) * = = 2173.40.
g = Vi g T 307" *ut 530 3 g

Again, these result in different estimated means 3, where the CWGEE has a mean that
is 145.1 grams larger than IEE.

Both these examples illustrate how different the estimates based on IEE and CWGEE
can be when cluster size in informative, and the importance of specifying the parameter

of interest when choosing between these methods.
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2.4.5 Approaches for the POPPET Trial
GEE Approaches for the POPPET Trial

The POPPET trial has two types of clustering: cross sectional clustering (infants within
mothers) and also longitudinal clusters (repeated measurements within infants). Due to
this complexity, it is not clear whether an IEE or a CWGEE is more appropriate. Hence,
both methods will be considered when analysing the POPPET trial. The IEE, which
weights cluster members equally, would result in all measurements from all infants having
equal weighting in the analysis. The CWGEE, which weights clusters equally, would result
in weights inversely proportional to duration for singletons and inversely proportional to

the sum of the durations for multiple births.

Mixed Model Approaches for the POPPET Trial

MMs will also be considered for the POPPET trial. The two levels of clustering will be
directly taken into account by the inclusion of random effects for each. The method of
including baseline covariates will also be considered for a MM in an attempt to remove

ICS and hence make the MM an appropriate choice for analysis.

2.5 Summary of Methods

When ICS is absent, clustered data can be analysed using MMs or GEEs. However, when
cluster size is informative, an alternative method is needed for analysis. Some alternatives
have been discussed in this chapter including: WCR, including cluster size as a covariate,
joint models, IEE and CWGEE. It is, however, unclear which method should be chosen
for longitudinal data with ICS. This issue will be addressed by first considering a real

data set in Chapter 3 and then via simulation in Chapter 4 and 5.
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Chapter 3

POPPET Data Analysis

In Chapter 2, the concept of clustered data was explored. Extensions to the simple linear
model were discussed that allow for the dependence within clusters to be taken into ac-
count in the analysis. This included methods of analysis which can be used when cluster

size is informative.

In Chapter 3, a real clustered data set will be analysed using the methods described in
Chapter 2, and the property of ICS for this data set will be explored. All analysis and

simulations in this chapter and throughout this thesis will be performed using R.

The data are from the POPPET Trial, introduced in Section 1.1. The trial was con-
ducted to assess the effect of high protein content human milk fortifier on the growth
of 60 preterm infants, where measurements were taken daily from trial entry until the
removal of the nasogastric tube. Recall, the number of days spent in the trial (from entry
till removal of the nasogastric tube) will be referred to as duration. To determine whether
treatment affected growth, these data will be analysed to estimate the effect of treatment

group on the daily weight measurements.

The POPPET Trial data set has two levels of clustering. The data are longitudinal due to
the repeated measurements taken on each infant. There is also cross sectional clustering

present due to some mothers having a multiple birth. This creates two levels of nested
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clustering; infants within mothers and repeated measurements within infants.

Due to the two levels of clustering, the total cluster size here is the total number of obser-
vations from infants within the same mother. That is, for multiple births the cluster size
is the sum of the infants’ durations and for singletons it is just their duration. Alterna-
tively, the cluster size at each level of the clustering can be considered separately. At the
mother level, the cluster size is the number of infants each mother has and at the infant
level it is each infant’s duration. In this thesis the cluster size will be considered at each

level separately when examining the data for evidence of ICS.

ICS is a potential a problem for this data set. Recall that ICS occurs when the cluster size
is related to the outcome. If ICS is present, one of the methods discussed in Section 2.4
may be needed for analysis. We therefore investigate whether ICS is present in Section
3.2. Methods assuming ICS and NICS will be applied to the POPPET data and the

results compared.

Misspecification of the correlation matrix is also a potential problem for the POPPET
Trial data. This is because the correlation between twins will be stronger if they are
monozygotic (one egg fertilised by one sperm that splits) vs dizygotic (two eggs fertilised
by two sperm) and also monochorionic (shared placenta) vs dichorionic (separate pla-
centa). As we do not have the information regarding zygosity or chorionicity, we cannot
model the correlation matrix properly. Instead, simplifying assumptions such as equal

correlation for all sets of twins must be made.

In addition, there are a number of missing weight measurements in this dataset. Not
all infants have weight measurements recorded for each day they were in the study and
the analysis was performed using the available data. The missing data are expected to
have little impact on the results, due to the large durations and small number of miss-

ing observations. There are 80 missing measurements out of 2411, which is less than 3.4%.
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3.1 Variables in the POPPET Data Set

The variables from the POPPET data set that will be considered in this thesis are listed
in Table 3.1. The table gives the name of the variable, which will be used throughout,

and a description of the variable.

Variable Name | Description

Duration The number of days spent in the trial from

entry until removal of the nasogastric tube (length of follow up).
Plurality The number of infants born to the mother.

Given values 1 for singletons and 2 for multiple births.

Time Time in weeks since trial entry.

Gestational Age | Gestational age at birth measured in weeks.

Group The randomised treatment group.

Sex The gender of the infant.

Birthweight The birthweight of the infant in grams.

Weight The weight of the infant measured daily in grams (outcome).

Table 3.1: Variables to be used in the analysis of the POPPET data set

3.2 ICS for the POPPET Data

For the POPPET data set ICS could be present and it is simplest to investigate this by
considering the relationship between cluster size and the outcome separately for each level

of clustering.

The number of infants each mother has may be related to their weights. It is very common
for infants from multiple births to have lower weights compared to singleton infants. This
indicates the cluster size (at the mother level) is expected to be related to the outcome,
which would create ICS. However, in this case ICS at the mother level will not be a

problem, because plurality can be included in the model as it is a baseline covariate and
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cannot be influenced by treatment. If the cluster size is included as a covariate, then ICS

cannot be present according to the definition (See Section 2.4.3).

As the length of follow up in this trial is not fixed, it may be related to the outcome of
interest. That is, the duration of the infant’s time in the trial may be related to their
weight. If this is the case, then ICS is present (at the infant level). Problematically,
ICS at the infant level can not easily be accounted for, since duration is a post ran-
domisation variable that could be influenced by treatment. Thus, it cannot be included

in the analysis model to remove ICS and ICS is potential a problem for the POPPET data.

To investigate informally whether ICS is present for the POPPET data, consider Figure
3.1. The y axis is the weight of the infant in grams and on the x-axis is time, where 0
represents a full term pregnancy of 40 weeks. Hence, x = —84 would represent a trial
entry time for an infant born at 28 weeks. Each line on the plot is an individual infant’s
trajectory showing their weight from when they entered the study until the day they
exited the study. As gestational ages vary in this trial, not all trajectories begin at the

same point on the time axis.

An interesting aspect of this plot is that there is an apparent truncation of the lines at the
top of the plot. This arises because discharge weights were quite similar for all infants. If
all infants are being discharged at roughly the same weight, then low birthweight infants
will remain in the trial for longer, as they take longer to reach this discharge weight than
high birthweight infants. This pattern suggests that the duration is related to the weight

and hence ICS is present.

ICS can also be investigated using a MM. For a MM the assumption of NICS is that the
random effects are independent of the cluster size. By fitting a MM to the POPPET data,
the correlation between the random effects and duration can be calculated. If it is non

zero, there is evidence to suggest that ICS is present. Investigating potential ICS using a

MM will be considered in Section 3.3.
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Figure 3.1: Scatterplot of weight against time for each infant

3.3 Mixed Model Analysis

The MM, described in Section 2.2, was fit to the POPPET data. To begin with, a model
building procedure was applied to ensure that the usual assumptions of the MM were met.
These assumptions include normality of the residuals and random effects, linearity and
homoscedasticity. As well as this, is the assumption of non informative cluster size, which
is that the random effects are independent of the cluster size. This was not assessed until

the final model. If all of these assumptions hold, the MM should provide valid inference.

3.3.1 Model Developement

For the POPPET data, a MM could be used to estimate the effect of treatment on weight
from trial entry until removal of the nasogastric tube. Recall the MM includes both fixed
and random terms, where the random terms are used to account for the clustering explic-
itly. In this case, there are two levels of clustering and each can be allowed for with an
appropriate random effect. A random effect for each infant is needed to account for the

dependence in the outcomes between repeated measurements. This will give a different
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intercept for each infant. As weight varies with time we will also allow for the slope to
vary between infants by including a random slope. For simplicity the infant level inter-
cept, slope and quadratic random effects are assumed to be independent. While such a
model may not necessarily be a good fit to the data, nevertheless provides a realistic basis
for our simulation studies. A random effect for each mother is also needed to account for
the dependence in the outcomes between infants with the same mother. This will give a
different intercept for each mother. Fixed effects for group and time will be included in

the model, as well as stratification variables of plurality and sex.

Treatment group will be included in the model in the form of an interaction term between
group and time but a main effect for group is not considered. The Principle of Marginality
(McCullagh and Nelder, 1989) states that higher order effects or interactions are marginal
to the main effect. This means that all main effects and lower order effects would usually
be included in the model if the higher order effect is included. This principle is not appli-
cable in this case because it does not make sense to include a main effect for treatment
in this trial. If a main effect were included, then a difference between the two groups at
time zero could occur. As it was a randomised trial, no difference between the two groups
can occur at time zero, except by chance. On the other hand the difference between
growth rates can be modelled by including an interaction without a main effect. Consider
that treatment group is a factor which is either a 0 or a 1. If this is multiplied by the
time variable, one group will have values which are zero at all time points and the other
will have values which change over time, depending on the estimated coefficient. Note, a
main effect of time will be included as well as this interaction between group and time.
This will allow the two groups to grow apart over time as one group will have an extra
term in the model, which changes over time. These ideas are illustrated in Figure 3.2.
The left part shows how the two groups can have a difference at zero if a main effect is
included and the right part shows how the groups can grow at different rates by including

an interaction term but no main effect for treatment.
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For each infant 7 the MM takes the form:
Yi = Xl,g + Zia,i + € (31)

where X; consists of time, gestational age, sex, plurality and group x time effects and
Z; consists of a random effect for mother, a random intercept for infant and a random
slope for infant. The e; are distributed N(0, R;) where R; is a N; x N; positive definite
covariance matrix and the a; are distributed N (0, D) where D is an w x w positive definite

covariance matrix.

Main Group Effect Group x Study Day Effect

Figure 3.2: Plots of main group effect vs group x time interaction, with no main effect

Model 3.1 was fit to the POPPET data, where here it is assumed that R; = I. The
assumptions of the MM were considered to determine whether the model is adequate.
The assumptions of linearity and homoscedasticity can be checked with a scatterplot of
the residuals vs the fitted values, given in Figure 3.3. It is noted that the residuals used
do not include the random effects. Figure 3.3 shows there is an obvious upward curve to
the data. This means there is not random scatter or even spread about the zero line, so
the assumptions of linearity and homoscedasticity do not hold. To attempt to account for
this curvature, a fixed quadratic term in time and an interaction between time squared
and treatment group was added to model 3.1. Time was not centered before its inclusion
as a quadratic term. This new model was fit and the coefficient of the quadratic time
terms were found to be highly statistically significant (p < 0.0001). Again, the assump-

tion of linearity and homoscedasticity was checked and the residuals vs fitted plot of the
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quadratic model is shown in Figure 3.4. In this case, there is no obvious pattern and the
upward curvature seen in Figure 3.3 is no longer present. This indicates the assumptions

of linearity and homoscedasticity are satisfied for the quadratic model.
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Figure 3.3: Scatterplot of residuals vs fitted values
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Figure 3.4: Scatterplot of residuals vs fitted values for quadratic model

To check the normality of the residuals and of the random effects, normal quantile plots

are used. Figure 3.5 and 3.6 give the normal quantile plots of the residuals and the ran-
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dom effects respectively. The normal quantile plot for the random effects appears roughly
linear. The normal quantile plot for the residuals is also linear except at the tails where

it deviates slightly.
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Figure 3.5: Normal quantile plot of residuals
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Figure 3.6: Normal quantile plot of random effects

As a quadratic fixed effect is included in the model, a quadratic random effect for each

infant (different curve for each infant) could also be considered in this case. Model 3.1
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was modified to include a random quadratic effect. To compare this model to the model
without a quadratic random effect, a likelihood ratio test of the nested models is used.
This tests whether the difference in the residual sum of squares is statistically significant
and can only be used for nested models. In this case, the two models are nested so the test
can be used and is performed using the anova function in R. The p-value is: p < 0.0001
with 3 degrees of freedom, which indicates there is a statistically significant difference be-

tween the models. Hence, the model including the quadratic random effect should be used.

We use the estimated random effects from this model to investigate potential ICS in these

data.

3.3.2 Informative Cluster Size

For the MM the assumption of NICS implies the random effects are independent of the
cluster size. There are four random effects to consider: random infant intercept, slope
and quadratic effect, and random mother intercept. In this case, the assumption of NICS
implies the infant level random effects are independent of duration and the mother level
random effect is independent of plurality. As plurality is included in the model there can-
not be ICS on the mother level, hence it does not need to be considered. The assumption
of NICS for the infant level does need to be considered. Plots of duration vs the infant level
random effects are given in Figure 3.7. The plots show a negative relationship between du-
ration and each of the infant level random effects. That is, as the random effects decrease
the duration increases, where the sample correlations are » = —0.710, —0.345, —0.208 for
the infant intercept, slope and quadratic effect respectively. These show that the correla-

tion is non zero and is very large for the random infant intercept. This represents strong

evidence of ICS in the POPPET data.
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Figure 3.7: Scatterplot of random effects vs duration

3.3.3 Reducing Informative Cluster Size by Adjusting for Base-

line Covariates

Recall from Chapter 2 that if cluster size is included as a covariate, there cannot be ICS.
However, it is not always possible to include cluster size, in Xg, directly. In this case,
cluster size (duration) is a response variable that is potentially influenced by the treat-
ment. Thus, it should not be included as a covariate, as adjusting for a variable that may
have been influenced by treatment can distort the estimated treatment effect (CPMP,

2004).

As duration cannot be accounted for directly, an alternative approach is to consider
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baseline covariates, that might influence duration. To investigate possible covariates,
consider a simple linear model with log(duration) as the outcome and baseline covariates

that may affect duration as predictors. This model is:

log(N) = X"B +e

where X includes group, sex, plurality, gestational age and birthweight.

This model was fit in R and the results are summarised in Table 3.2. Using backwards
selection, based on a p-value criteria, group was removed from the model first with a p-
value of 0.93. After refitting, plurality was removed with a p-value of 0.38 and finally sex
was removed with a p-value of 0.40. Thus, the final model included terms of birthweight
and gestational age and is given in Table 3.3. This implies that duration is significantly
affected by these two terms. Adding these terms to the model may reduce NICS. However
NICS is not guaranteed, as would be the case for duration, because it does not ensure

equation 2.2 holds.

estimate s.e t-value p-value  cilower ci upper
Intercept 8.067 0.83 9.698 < 0.0001 6.40 9.73
Group -0.0056  0.0597 -0.094 0.93 -0.13 0.11
Sex(Male) -0.066 0.066 -1.00 0.32 -0.20 0.066
Plurality(2) 0.044 0.051 0.87 0.39 -0.067  0.15
Gestational Age -0.13 0.029 -4.47 < 0.0001 -0.19 -0.072
Birthweight -0.00037  9.80 x 1075 -3.83 0.00034  -0.0006 -0.00018

Table 3.2: Summary of initial duration model

The MM for weight including birthweight and gestational age in weeks as fixed effects was
fit in an attempt to remove ICS. It should be noted that there is potential for collinearity

between the gestational age and birthweight terms. Removing one term could change the
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estimate s.e t-value p-value  cilower ci upper

Intercept 7.81 0.69 11.33 < 0.0001 6.43 9.18
Gestational Age -0.12 0.025 -4.70 < 0.0001 -0.17 -0.068
Birthweight -0.00041  0.000090 -4.60 < 0.0001 -0.0006 -0.00023

Table 3.3: Summary of final duration model

estimates but as both terms were significant they were retained in the model. Again, ICS
was examined using the correlations between cluster size and each of the three infant level
random effects. Plots of duration vs the infant level random effects are given in Figure
3.8. The first plot between duration and the random infant intercept shows no obvious
pattern. This is very different to Figure 3.7, where it was found to have a very strong
negative relationship before fixed effects for birthweight and gestational age were included
in the model. The other two plots remain mainly unchanged by the inclusion of these new
terms. In this case, the sample correlations were found to be r = —0.028, —0.367, —0.152
for the intercept, slope and quadratic effects respectively. These show there is still a
negative linear relationship between the random infant slope and duration and a weaker

relationship between the random quadratic effect and duration.

Including birthweight and gestational age in the MM has removed the correlation be-
tween the random infant intercept and duration (sample correlation changed from -0.710
to -0.028), but has not had the same effect for the other random infant effects. Hence,
including baseline covariates that influence cluster size has reduced but not completely

removed [CS. This means the MM may still not provide valid inference.
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Figure 3.8: Scatterplot of random effects vs duration for model with baseline covariates

3.3.4 Mixed Model Analysis Results

For comparison with the other methods, the results of the final MM are summarised in
Tables 3.4 and 3.5. These results need to be interpreted with caution as the NICS as-
sumption appears to be violated. However, using this model we can consider whether
treatment has an effect on weight. That is, whether the treatment significantly improves
the growth rate of preterm infants. This is described by the two interaction terms, which
have estimates of -5.0237 and 3.9817 respectively. Neither of these estimates are signifi-
cant. An F-test was performed to determine if the terms are jointly different from zero,
using the anova.lme function in R. The p-value from the Wald F-test was found to be

0.2721. Hence, there is not sufficient evidence to conclude that treatment has an effect
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Fixed Effect estimate s.e t-value p-value  cilower ci upper

Intercept -549.86  341.74 -1.61 0.11 -1219.67 119.94
Time 208.10 12.82 16.23 < 0.0001 182.95 233.21
Sex(Male) 13.20 22.66  0.58 0.57 -31.21 57.62
Plurality(2) -8.63 2949 -0.29  0.77 -66.42 49.16
Gestational Age 28.13 12.09  2.33 0.025 4.44 51.83
Birthweight 0.70 0.037 1880 < 0.0001 0.63 0.78
Time Squared 6.60 2.09 3.15 0.0016 2.50 10.71
Group*Time -5.02 18.00 -0.28  0.78 -40.32 30.27
Group*Time Squared 3.98 2.93 1.36 0.17 -1.76 9.73

Table 3.4: Summary of fixed effects for mixed model

Group Name Variance Standard Deviation

Infant Intercept 2105.6 45.89
Time (Slope)  4950.4 70.36
Time Squared 118.8 10.90
Mother  Intercept 6762.2 82.23
Residual 1343.8 36.66

Table 3.5: Summary of random effects for mixed model

on the growth of preterm infants.

It is relevant also to consider how well the MM fits the POPPET data. To compare the
final model to the actual data, a plot of actual weight and estimated weight against time
for each infant is given in Figure 3.9. In black is the infants actual trajectory and in red
is their predicted trajectory from the MM. Figure 3.9 shows an extremely good fit with
the red lines following the black lines very closely. This can be attributed to two factors.
Firstly, the MM produces a reasonable fit for the data. Secondly, due to its structure, the
MM allows for good fit by design. The random infant intercept in the model allow for
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each infant to have their own intercept and the random linear and quadratic terms allow

for each infants trajectories to differ (linearly and quadratically).

weight
1000 1500 2000 2500 3000 3500

Figure 3.9: Actual (in black) and expected (in red) weight against time for each infant

The close agreement between the predicted and actual growth trajectories can be seen
more clearly by only considering a selection of the infants from the trial, as the full plot
is hard to distinguish with so many trajectories. Consider now the trajectories for a ran-
domly selected 6 infants, given in Figure 3.10. In this plot, the close agreement between

the estimated weights and the true weights is very clear.

In addition to considering individual growth trajectories, it is interesting to consider the
data in terms of the observed mean weight over time. This can be done by comparing the
mean on each study day from the raw data to the predicted mean on each day, calculated
as the average fixed effects on each study day for Group 1 and Group 2 separately. This
plot is given in Figure 3.11, where the black indicates the sample mean for Group 1, the
blue indicates the sample mean for Group 2 and the green and red indicates the estimated

means for Group 1 and 2 respectively. In this plot, time corresponds to the study day,
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Figure 3.10: Scatterplot of weight against time for every 10th infant with a plot of fitted

values against time for every 10th infant (in red)

which can range between 1 and 72. In all cases the observed mean weight drops below
the estimated mean weight after approximately 30 weeks, with the gap increasing over
time. This means the modelled growth continues fairly constantly, almost linear, whereas
the data shows a drop off. This drop off is because the smaller sicker infants tend to stay
in hospital longer and thus are more likely to contribute to the raw mean at later time

points than larger healthier infants.
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Figure 3.11: Scatterplot of mean weight for Group 1 (black), mean weight for Group 2
(blue) and mean fixed effects for each group (Group 1 is green and Group 2 is red) vs

time

To see why this is the case, consider the plot of the fitted values for each infant extrapo-
lated out over the max 72 day study period, given in Figure 3.12. These fitted values are
in pink for when the infant was in the study and are green once the infant has left the
study. The reason the MM means are so high is because they are based on these green
lines. The MM means continue the projection of the path for infants even after they have
left the study. On the other hand, the raw means only consider the infants while they are
in the study, given by the pink lines. Toward the end of the 72 day period, the actual data
gradually flattens off and most of the remaining pink lines are not very steep, resulting in

a low sample mean weight. It is worth noting that this discrepancy is not a model defect.
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Figure 3.12: Scatterplot of mean weight for Group 1 (black), mean weight for Group 2
(blue) and mean fixed effects for each group (Group 1 is green and Group 2 is red) vs time
with a plot of the fitted values for each infant for the entire duration of 72 days. It is pink

while the infant was in the study and then light green once the infant was discharged.

3.3.5 Attempt to Remove ICS by Having a Fixed Trial Length

One way to remove the problem of ICS is to use a fixed trial length, which forces all
cluster sizes to be equal. This approach removes the problem of ICS because if the cluster
size is fixed, it cannot be related to the outcomes of interest. For the POPPET data
the shortest duration across all infants is 14 days. ICS can therefore be removed by only
considering the data from all infants up to day 14. This formulation also results in no
missing values. However, it means discarding a large amount of data that could provide

important information about the effect of treatment on growth.

The same MM from the previous section was applied again but only using the measure-
ments for all infants from the first 14 days of the study. The results are summarised in
Tables 3.6 and 3.7, and show a similar pattern to the previous results with baseline terms

having similar estimates and standard errors. However, the terms which vary over time

41



do have different standard errors. For example, both time and time squared have larger

standard errors in the fixed trial length model (18 and 7.97 for the fixed trial length model

compared to 12.82 and 2.09 for the non fixed trial length model). This could be expected

since the number of time points has been greatly reduced.

Fixed Effect estimate s.e t-value p-value  cilower ci upper
Intercept -149.56  327.95 -0.46 0.65 -792.13  493.00
Time 134.82 18.00  7.50 < 0.0001 99.53 170.11
Sex(Male) -6.25 23.87  -0.26 0.80 -53.04  40.55
Plurality(2) 8.46 26.11  0.32 0.75 -42.70  59.63
Gestational Age 13.53 11.32  1.19 0.24 -8.69 35.72
Birthweight 0.77 0.036 21.14 < 0.0001 0.70 0.84
Time Squared 32.10 7.97 4.027  0.0001 16.48 47.7
Group*Time -5.05 3.65 -1.38 0.17 -85,41  14.75
Group*Time Squared 0.30 0.23 1.31 0.19 -7.36 37.02

Table 3.6: Summary of fixed effects for fixed trial length model

Group Name Variance Standard Deviation
Infant Intercept 3141.1 56.05
Time (Slope)  8497.2 92.18
Time Squared 1642.1 40.52
Mother  Intercept 4209.4 64.88
Residual 452.8 21.28

Table 3.7: Summary of random effects for fixed trial length model

In summary, creating a fixed trial length does remove the problem of ICS but it may also

remove a lot of information. For this reason, it is generally not considered to be a suitable

method of analysis.
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3.4 GEE Analysis

For the POPPET data, a GEE could be used to estimate the effect of treatment on weight

from trial entry until removal of the nasogastric tube. For infant 7, the mean model is:

where X; comprises a treatment X time interaction, treatment x time squared interac-
tion, gestational age, sex, plurality, time, time squared and birthweight. These were the
fixed effect terms included in the final MM and hence will be used as the starting point

for the GEE model. The outcomes will be assumed to be generated from a Gaussian

distribution, so the link function will be the identity.

Recall from Chapter 2, that the GEE takes into account the dependence in the data
through the working correlation matrix. Many different working correlation matrices can
be used and several will be considered here for comparison: an exchangeable (EGEE),
an autoregressive of order 1 (ARGEE) and an independence (IEE) working correlation
structure. A cluster weighted GEE will also be considered. This uses an independence
working correlation structure but each cluster is now inversely weighted by cluster size
(CWGEE), as described in Section 2.4.4. For the CWGEE the weighting is based on
the total number of observations for each cluster (mother). For twins, the weight is the
inverse of the total number of measurements taken on the two infants. For singletons, the

weight is the inverse of the number of measurements taken on the infant.

The results of the four GEE methods are summarised in Tables 3.8 - 3.11. For the EGEE,
the value of the correlation parameter in R; was estimated to be p = 0.6621 and for the

ARGEE, the value of the correlation parameter in R; was estimated to be p = 0.984.

The results from the four GEE fits show that using a different working correlation struc-
ture can produce different results when ICS is present. There are some large differences
between the results for the EGEE, ARGEE, IEE and CWGEE. The IEE and CWGEE
have the most similar results and have very similar estimates for most of the terms. These

methods also result in the same terms being statistically significant (p < 0.05) as the MM
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estimate s.e Wald  p-value  cilower ci upper

Intercept -424 706 0.36 0.548 -1808 960.2
Time 249.86 12.63  391.66 < 0.0001 225 275
Sex(Male) 32.85 61.18 0.288  0.591 -87.06  152.8
Plurality(2) 35.15 51.51  0.466  0.495 -65.81 136.1
Gestational Age 2.245 27.38 0.007  0.935 -51.42 5591
Birthweight 1.10 0.1235 79.30 < 0.0001 0.858 1.342
Time Squared -2.56 1.76 2.125  0.145 -6.01 0.89
Group*Time -8.72 14.69  0.352  0.553 -37.5 20.1
Group*Time Squared 2.23 2.08 1.155  0.282 -1.85 6.31

Table 3.8: Summary of the EGEE model

estimate s.e Wald p-value  cilower ci upper

Intercept 532.38 1304.29 0.17  0.683 -2024 3089
Time 275.63 32.69 71.10 < 0.0001 212 340
Sex(Male) -106.13  83.06 1.63  0.201 -269 56.7
Plurality(2) 40.99 64.4 0.40  0.525 -85.3 167
Gestational Age -32.9162 54.21 0.37  0.544 -139 73.3
Birthweight 1.20 0.27 19.90 < 0.0001 0.675 1.73
Time Squared -5.89 4.15 2.01  0.156 -14 2.24
Group*Time -31.34 33.84 0.86  0.354 -97.7 35
Group*Time Squared 8.46 4.38 3.73  0.054 -0.125 17

Table 3.9: Summary of the ARGEE model

did. That is, the intercept, time, time squared, gestational age and birthweight. The
ARGEE and the EGEE only result in two significant variables, time and birthweight.
Hence, the largest change between the models can be seen in the time squared and gesta-

tional age terms. The standard error for time squared increased for the ARGEE method

(4.18 for the ARGEE compared to 1.89 and 2.603 for the IEE and CWGEE) and for the
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estimate s.e Wald  p-value  cilower ci upper

Intercept -1293 535 5.85 0.0156 -2342 -244
Time 263 13.5 379.08 < 0.0001 237 289
Sex(Male) 29.78 48.3 0.38 0.54 -64.9 124
Plurality(2) 17.44 47.7 0.13 0.715 -76.1 111
Gestational Age 44.6 19.3 5.36 0.0206 6.77 82.4
Birthweight 0.82 0.0739 123.53 < 0.0001 0.677 0.966
Time Squared -5.81 1.89 9.42 0.0021 -9.51 -2.11
Group*Time 4.39 21.0 0.040  0.835 -36.8 45.5
Group*Time Squared 0.768 3.20 0.060  0.810 -5.5 7.04

Table 3.10: Summary of the IEE model

estimate s.e Wald  p-value cilower ci upper

Intercept -1375 474 8.42 0.0037 -2304 -446
Time 262.10 1497  306.43 < 0.0001 233 291
Sex(Male) 20.00 41.00 0.24 0.6267 -60.4 100
Plurity(2) 18.00 42.9 0.18 0.6743 -66.1 102
Gestational Age 49.5 17.2 8.26 0.0041 15.8 83.2
Birthweight 0.780 0.0630 153.52 < 0.0001 0.657 0.903
Time Squared -5.161 2.603  3.93 0.0474 -10.3 -0.0591
Group*Time 17.304 21.149 0.67 0.4132 -24.1 58.8
Group*Time Squared -1.773 3.685 0.23 0.6305 -9 5.45

Table 3.11: Summary of the CWGEE model

EGEE the estimate decreased while the standard error remained similar to the IEE and
CWGEE (estimate of -2.56 compared to -5.89, -5.81 and -5.161 for the ARGEE, IEE and
CWGEE respectively). Similarly, for gestational age the standard error was substantially
larger for the EGEE and ARGEE models (27.38 and 54.21 for the EGEE and ARGEE
compared to 19.3 and 17.2 for the IEE and CWGEE respectively). Both, birthweight and
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time are fairly constant across all methods and although there is a very large difference

in the estimated interaction terms, all had large standard errors.

None of the methods resulted in a significant treatment effect, as all had non significant
interaction terms. To test whether the interaction terms jointly differ from zero, a model
with the interactions terms was compared to a model without them. The anova function
in R was used to test whether the models were significantly different. That is, testing
whether both interaction terms were jointly significantly different from zero. For all four
Chi Squared Tests there were 2 degrees of freedom and the p-values were 0.51, 0.048,
0.65, 0.64 for the EGEE, ARGEE, IEE and CWGEE respectively. This implies that for
the EGEE, IEE and CWGEE, the interaction terms are not significantly different from
zero. For the ARGEE, the p-value is less than 0.05 but only marginally. Consistent
with the MM analysis, the results of the GEE analysis for the EGEE, IEE and CWGEE
methods also provide no evidence that the use of high protein milk fortifier improves
growth for preterm infants compared with the regular protein milk fortifier. The ARGEE
model did suggest that the interaction terms were significantly different from zero but
only marginally, providing some evidence of a treatment effect. However, significance is

probably exaggerated by considering many tests.

To investigate how well the GEE models fit the data, a plot of actual and estimated weight
against time is given in Figures 3.13 - 3.16 for the EGEE, ARGEE, IEE and CWGEE
respectively. Comparing the GEE methods, the ARGEE fits very similarly to the EGEE,
perhaps a little better for some infants. The IEE and CWGEE show very similar fit and
both appear to fit better than the EGEE and ARGEE. In comparison to the fit for the
MM, the GEE fits appear worse. This is expected, because a GEE only includes fixed
terms and models dependence using a working correlation structure, hence each infant
does not have their own intercept and slope terms. Infant trajectories are only separated
according to the birthweight, gestational age, sex, plurality and group (through the inter-
action terms). For a fair comparison, consider trajectories from the MM using only fixed
effects, given in Figure 3.17. This plot shows fit which is better than the ARGEE and
EGEE and is similar to the fit of the IEE and CWGEE methods.
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Figure 3.13: Actual (in black) and expected (in red) weight against time for each infant
for the EGEE
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Figure 3.14: Actual (in black) and expected (in red) weight against time for each infant
for the ARGEE
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Figure 3.15: Actual (in black) and expected (in red) weight against time for each infant
for the IEE
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Figure 3.16: Actual (in black) and expected (in red) weight against time for each infant
for the CWGEE
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Figure 3.17: Actual (in black) and expected (in red) weight against time for each infant
for the MM
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Again, we will now consider the data in terms of the overall mean weight on each study
day as opposed to considering each infant separately. This was investigated by plotting
the sample mean based on the raw data and the estimated mean on each study day for
Group 1 and Group 2 separately against time for each GEE method. These plots are
given in Figure 3.18, where the black indicates the sample mean for Group 1, the light
green indicates the sample mean for Group 2 and the blue and pink lines are for the
estimated means for Group 1 and 2 respectively. Figure 3.18 shows that the EGEE,
ARGEE and the IEE indicate some difference in the mean of each group by the end of
the 72 day period, which is not significantly different except for the ARGEE. In contrast,
the CWGEE does not show a visible change in the mean of the groups by the end of
the study period. In all cases the observed mean weight drops below the estimated mean
weight after approximately 30 weeks, with the gap increasing over time. This means
the modelled growth continues fairly constantly, almost linear, whereas the data shows a
drop off. This drop off is because the smaller sicker infants tend to stay in hospital longer
and thus are more likely to contribute to the raw mean at later time points than larger

healthier infants.
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Figure 3.18: Scatterplot of mean weight for Group 1 (black), for Group 2 (light green)
and mean fitted values from GEE for each group (Group 1 is blue and Group 2 is pink)
vs time for each of the GEEs

3.5 Comparison of Methods

The aim of the POPPET trial data was to determine the effect of treatment on the growth
of preterm infants. Five different methods of analysis were used to analyse the POPPET

data and the results for the estimated treatment effect from each are summarised in Ta-

bles 3.12 and 3.13.
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estimate s.e Wald p-value cilower ci upper
MM -5.02 18.00 -0.28 0.78 -40.32  30.27
EGEE -8.72 14.69  0.352 0.553 -37.5 20.1
ARGEE | -31.34 33.84 0.86 0.354  -97.7 35

IEE 4.39 21.0 0.040 0.835 -36.8 45.5
CWGEE | 17.304 21.149 0.67 04132 -24.1 58.8

Table 3.12: Group x Time estimates for each model

estimate s.e Wald p-value cilower ci upper
MM 3.98 293 136 0.17 -1.76 9.73
EGEE 2.23 2.08 1.155 0.282 -1.85 6.31
ARGEE | 8.46 438 3.73 0.054 -0.125 17
[EE 0.768 3.20  0.060 0.810 -5.5 7.04
CWGEE | -1.773 3.685 0.23 0.6305 -9 5.45

Table 3.13: Group x Time? estimates for each model

Tables 3.12 and 3.13 show that the estimates for both terms vary between the methods.
Considered separately, coefficients appear different, but in combination the coefficients
describe a similar treatment effect over time, although with the exception of group X
time squared for the ARGEE, none are significantly different from zero. For all but the
ARGEE, it was also found that the terms were jointly not significantly different from
zero, with the ARGEE only finding a slightly significant effect (p=0.048). In that respect

the models are all reaching a very similar conclusion.

The combined effect of the two parameters describing the treatment effect can be seen by
considering outcomes on a specific day. Table 3.14 gives the predicted difference in weight
based on each group allocation for day 45, from the formula Sg * Time + B * Time?.
This example shows that the difference in the estimates depending on group allocation is

similar in magnitude for each method, with Group 2 always resulting in a higher weight.
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The ARGEE results in the largest difference in this example of 148g with the MM having
a similar difference of 132g and both having similar standard errors. The EGEE, IEE
and CWGEE resulted in similar differences when the large standard errors are consid-
ered. These differences were slightly smaller than the differences for the MM and ARGEE
methods. By considering the treatment effect from the combined interaction terms, it is

much clearer that all methods are roughly describing the same effect.

Difference (Group 2 - Group 1) Standard Error

MM 132 98
EGEE 36 57.3
ARGEE 148 108
IEE 60 64.7
CWGEE 38 74.8

Table 3.14: Trajectories for an infant given each group allocation

In summary, the results of the analysis for the POPPET data did not indicate that the
treatment was effective at improving the growth of preterm infants. Four out of five
methods indicated the treatment effect wasn’t significantly different from zero, and the
last only found a marginally significant difference. Again, the significance could be ex-
aggerated by considering many methods. However, the appropriateness of some of these
methods is questionable when ICS is present. Their performance can be tested through
simulation before any final conclusions can be made for the POPPET trial, and this will

be addressed in Chapter 4 and 5.
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Chapter 4

Simulation Study

In Chapter 3, the POPPET data set was analysed using a variety of methods to estimate
the effect of treatment on weight. As ICS was found to be present for these data, the
appropriateness of some of the methods is questionable. In Chapter 4, a simulation study

is conducted to investigate the performance of these methods when ICS is present.

The aim of the simulation study is to help understand which methods are most appropriate
for analysing longitudinal data when the length of follow up is informative. The simulated
data will be analysed using each of the methods described in Chapter 2. This will allow

the methods to be compared when the true parameter values are known.

4.1 Generating Simulated Data

Data were simulated based on the POPPET data set with two simplifications. Firstly,
we consider only one level of clustering, that is longitudinal data, and assume all mothers
give birth to single infants. Secondly, only a linear relationship between time and weight

was considered and the quadratic effect seen in the POPPET data was not included.

Each simulation initially included the same number of individuals as the POPPET trial.
That is, weights for 60 infants were generated for each simulated dataset. The data were

generated from the following MM:.
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Weight =y + B1Treatment : Time + BGestational Age + Pz Birthweight (4.1)
+ 54 Time + b() + b1 Time

+ Error

where by is the random infant intercept and b; is the random infant slope. The Error
is distributed N (0, R) where R is a N x N positive definite covariance matrix and the

b = [bo, b1] are distributed N (0, D) where D is an w X w positive definite covariance matrix.

To generate weight measurements for each individual using model 4.1, values for the
coefficients and for each predictor variable needed to be determined. The approach used

to determine each of these quantities will now be discussed.

4.1.1 Gestational Age in Weeks

Gestational age in weeks was the first variable to be generated, as several of the other
variables depend on gestational age. For the POPPET trial, infants’ gestational ages
ranged between 28 and 32 weeks. The distribution of gestational age for POPPET is
shown in Figure 4.1 and appears roughly uniform. Gestational age was therefore generated
from a discrete uniform distribution unif(28,32). In R this can be achieved using the

sample function with replacement.

4.1.2 Birthweight

The distribution of the birthweight for POPPET is given in Figure 4.2 and shows a
roughly normal distribution for the birth weights with a mean of 1516 grams and a stan-
dard deviation of 413.7 grams. However, mean birthweight increases with gestational age,

as shown in Figure 4.3.
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Figure 4.1: Histogram of gestational age in weeks
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Figure 4.2: Histogram of birthweight in grams

Fitting a linear regression of gestational age on birthweight showed that gestational age
has a significant effect on birthweight (Birthweight= —3889.9 4 178.4 x Gestational Age).
For the simulation study, it was concluded that birth weights should be generated sep-
arately within each gestational age based on a different normal distribution. To obtain
the mean and standard deviation for the normal distributions, the POPPET data were
not used, as within each gestational age the sample size was so small that reasonable
estimates of these quantities could not be obtained. Instead, the means and standard

deviations were obtained from a published study (Roberts and Lancaster, 1999), which
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Figure 4.3: Scatterplot of birthweight vs gestational age

reported means and standard deviations for infants’ birthweight by gestational age, using
much larger sample sizes than were available in POPPET. As a check to see whether
the variances used from the published study reflected the POPPET data, the variance
estimate from the POPPET data (grouped by gestational age) can be compared to the
published variances. The variance estimates from POPPET are 51432, 41250, 150057,
83250 and 128724; and the 5 chosen variances are 57600, 68121, 97969, 96721 and 142884

for gestational ages 28-32 weeks, respectively.

4.1.3 Treatment Group

In the POPPET trial, the gestational age was divided into two categories (as described in
Section 1.1); less than 30 weeks and greater than or equal to 30 weeks. Infants were then
randomly allocated to one of the two treatment groups, with equal numbers of infants as-
signed to each treatment within each gestational age category. That is, the randomisation
was stratified by gestational age. Hence, in the simulated data within these two gesta-
tional age groups, equal numbers of infants were allocated to each treatment. If there was
an even number, 2N, of infants in a gestational age category then N were allocated to each
group. This was done using the sample function in R (without replacement) sampling

from N ones and N zeros, where zero represents allocation to Group 1 and one represents
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allocation to Group 2. If there was an odd number of infants in a gestational age category,
then a one or zero was chosen randomly to determine which treatment group would have
the extra infant, using the sample function. The remaining infants were then allocated to

treatment groups as described previously.

4.1.4 Coefficients, Error and Random Effects

The coefficients, 5y — (4, and the standard deviation of the random effects and error terms,
were determined by fitting model 4.1 to the POPPET data, with output shown in Tables
4.1 and 4.2. The error and random effects were then generated from a normal distribution

(using rnorm in R) with a mean of zero and the obtained standard deviations.

Fixed Effect estimate s.e t-value p-value  cilower ci upper
Intercept -1042 309.9 -3.36 0.0008 -1649.47  -434.59
Time 244 7473 3272 < 0.0001 229.84 259.13
Gestational Age 41.96 11.38  3.69 0.0002 19.66 64.27
Birthweight 0.721 0.0404 17.86 < 0.0001 0.64 0.80
Group*Time 13.99 10.72  1.31 0.19 -7.02 35.01

Table 4.1: Summary of fixed effects for simulation study mixed model

Group Name Variance Standard Deviation
Infant Intercept 9531 97.63
Time (Slope) 1664 40.79
Mother  Intercept 2720 52.15
Residual 1343.8 36.66

Table 4.2: Summary of random effects for simulation study mixed model
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4.1.5 Infant Weights Over Time

To generate the weights for each infant in the study over time, initially the duration
was set to be a fixed value of 180 days, for every infant. The predictor variables and
coefficients were then applied in model 4.1 to obtain the weights for each infant on each
day. Once the cluster size was determined (as discussed in Section 4.2), the remaining
measurements (out of the 180 calculated) were removed to produce a trial with unequal

follow up lengths, between infants, resulting in a maximum possible cluster size of 180.

4.2 Method for Determining Cluster Size

The main aim of the simulation study is to investigate the performance of analysis meth-
ods when informative cluster size is present. A method of determining cluster size in such

a way that it induces informative cluster size is therefore needed.

In a previous simulation study investigating the problem of informative cluster size,
Neuhaus and Mcculloch generated cluster size from the random effects poisson distri-
bution Poisson (e nbo+201) 4 N . where by is the random intercept, b; is the random

slope and Ny, is the minimum cluster size (Neuhaus and Mcculloch, 2011).

Recall that for the MM, cluster size is non informative when the random effects are in-
dependent of the cluster size. The above method thus induces informative cluster size by

making the cluster size depend on the random effects.

As the simulated data are based on the POPPET trial, the distribution of the cluster size
in the simulation study should be as similar as possible to POPPET. Cluster size (dura-
tion), has a mean of 38.7 days, a variance of 191.59 days and a distribution as shown in
Figure 4.4. If the durations in POPPET followed a Poisson distribution then the variance
would be equal to the mean, which is clearly not the case for the POPPET data. In that,
the POPPET data has mean of 38 but a variance of 192. This means that the POPPET
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data are over dispersed and not Poisson distributed. However, Neuhaus’s method of gen-
erating cluster size from a Poisson distribution will still be used for simplicity. The value

of Npin will be set to 14 to match the minimum duration present in the POPPET data set.
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Figure 4.4: Histogram of duration

The mean and standard deviation of the cluster size distribution was chosen to match the
POPPET trial. This was achieved by equating the expectation and variance of Neuhaus’s
distribution to the POPPET trial mean and variance and solving for the required values

of ¥9,71,72. The calculations are given in Section 4.2.1.

4.2.1 Expected Value and Variance of Cluster Size Distribution

Conditionally on the random effects, the cluster size N follows a Poisson distribution.

That is,
Nlb(], blNPO(e’Yo+’Y1bo+’YQb1) + Nmim

which has mean and variance

E[N|b07 bl] = rotmbotmbh + Niin

and Var[N|b0, bl] = 670+'Ylb0+’72b1‘
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The joint distribution of the random effect is bivariate normal. This has the form N (g, 3)

where p is the mean vector and ¥ is the covariance matrix. For the random effects,

bo 0 00,0 00,1
~ N ) )

by 0 01,0 011

where o; ; is the covariance between b; and b;.

Let  Z =+ 71bo + 72b1.

The expected value and variance of Z can be determined as follows:

E[Z] = Elyo + 11bo + 72b1]
=Y + 1 Ebo] + 2 Ebi]

=7

Var(Z) = Var(yy + v1bo + 7201)
= ~7 Var(bo) + 73 Var(by) + 27172 Cov(bg, by)

= 7%0(2),0 + 730%,1 + 2717200,1

Hence, Z follows a normal distribution with mean -, and variance ~ioj, + V303, +

2"}/1"}/20071, that iS,

Z~N (70, 7%03,0 + 7220%,1 + 2917200,1)-



The expected value and variance of W can be determined as follows:

E[W] = Ele”] = Ele™]|im = Mz(1)

_ eE[Z]+%Var(Z)

— e’Yo+%(7%0(2),04-7%0%,1-%2717200,1)
)

where My(t) is the moment generating function of Z and

Var[W] = Var[e?] = E[e**] — E[e?]?
= Ele?!]|=y — E[?]?
= Mz(2) _ E[eZ]2
— e20+27i08 g +293 01 | +4m17200,1

_ 20trio o Hr3ot 127200,

Finally the expectation and the variance of the cluster size can be calculated as follows:

E[N] = E[E[N|bo,b]]
_ E[ewo—&—wbo-f—vzln +Nmin]
— E[W] + Nmin

— +3 0103 o +7307 1 +2
670 2(710'0,0 Y2911 Y17200,1) + Nmin (42)

and

Var(N)

E(Var[N|bo,b1]) + Var(E[N|by, by])
— E(€70+Wlbo+72b1) + Var(evo-i-%bo-l-wln + Nmin)

=EW)+ Var(W)

— 0 +3 (0708 0 +030% 1 +2m92000) | (290429708 g+2750F 1 +4m7200,

_ e20tiod g tr3et s +2m117200,1 (4.3)
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4.2.2 Determine Parameters to Match POPPET Trial Cluster

Size Distribution

It is desired that the simulated cluster size distribution be similar to that for the POPPET
trial. The parameters o, v, and 2 were therefore determined to match the expected value
and variance of POPPET duration, that is, N = 38.36667, N,,;, = 14 and S%, = 191.5921.
There is no correlation between the random effects (i.e 0p; = 0) and the random effects

will be standardised for simplicity of calculation.

The sample mean of POPPET was equated to Equation 4.2:

N = e'YOJF%(V%Ug,0+’ygail+2’YI’YQUO’1) + Nmin
38.3667 = ¢tz %) 4 14
1
(24.3667) = 70 + 5 (77 +22)
2(In(24.3667) — v0) =71 + 75 (44)

and the sample variance of POPPET was equated to Equation 4.3:

S]2V _ 670+%(vfff%,OJrv%Gil+2717200,1) + e210+27705 o +27307 1 H4717200,1
_ 6270—’—7%0%704—7%0%1+2717200’1

10,2 2 2 2 2 2
191.5922 = 70tz (0i+7) 4 20+20742% _ o290+ 47

Substituting in Equation 4.4 gives
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191.5922 = e’yo+ln(24.3667)7'yo + eQ’yo+4ln(24.3667)74'y0 . 62'y0+2ln(24.3667)72'yo

191.5922 = 24.3667 + ¢~ 20+H4n(243667) _ 94 36672

In(760.9616) = —2 + 4In(24.3667)

 4In(24.3667) — In(760.96)
N 2

Y0

= 3.0691.

Substituting this value for 7o into Equation 4.4 gives

2(In(24.3667) — 3.0691) = 72 + 42

0.2482 = 7% 4 ~3.

Therefore, to obtain the same expectation and variance as in the POPPET trial, v; and 7,

can be taken to be any value on the circle with equation 0.248 = 7% + 3.

To confirm that this method has created informative cluster size in the simulated data,
some test simulations were run and a MM was fit to each data set. Informative cluster
size was then tested for by finding the correlation between the cluster size and the random
effects (here a random intercept and a random slope). It was determined that, depending
on the choice of v, and s, a range of different correlation strengths could be achieved,

and hence the method could successfully be used to induce informative cluster size.

Both ~; and v needed to be negative to obtain a negative correlation between the random
intercept and duration and the random slope and duration. This is desired because these
correlations were negative for the POPPET data. Hence, only the quarter of the circle

where both v, and 7, are negative was considered.

Five combinations of values for 7; and 7, equally spaced around the negative quarter

of the circle were chosen for the simulation study, as these covered a range of possible
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correlations on the random effects. The combinations are given in Table 4.3. In Case 1,
only the random intercept is related to duration. Similarly, in Case 2, only the random
slope is related to duration. For Case 3, duration is equally correlated with the random
intercept and the random slope, while for Cases 4 and 5, there was stronger correlation

for the random intercept and the random slope, respectively.

Case | 11 V2 cor(by, N) cor(by, N)
1 -0.50 0 -0.86 0

2 0 -0.50 0 -0.87

3 -0.35 -0.35 -0.62 -0.62

4 -0.46 -0.19 -0.80 -0.34

5 -0.19 -0.46 -0.34 -0.81

Table 4.3: Values of v; and 7, and resulting correlations

4.3 Simulation Scenarios

When model 4.1 was fit to the POPPET data, the estimated treatment effect was 14
grams per week, which was found not to be significant (see Table 4.1). In this simulation

study, varying levels of treatment effect will be explored.

By increasing the treatment effect in steps by 7 grams a week (starting from 0) and using
the treatment effect together with model 4.1 to obtain weight, it was determined that the
maximum treatment effect that would be reasonable was 28 grams a week. When the
treatment effect is 28 grams a week, then the predicted weights at 40 weeks are roughly
4000 grams. Anything over this would be large and unrealistic. Hence, for the simulation
study five different treatment effects were considered, that is: 0, 7, 14, 21 and 28 grams
a week. For each of these treatment effects, the data were simulated using the five sets
of values of 7; and 7, given in Table 4.3, resulting in 25 different simulation scenarios to

consider.
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In addition to these 25 simulation scenarios where informative cluster size is present, sce-
narios with non informative cluster size were also of interest. This will give us the ability
to compare how methods perform when informative cluster size ir or is not present. NICS
can be achieved by either having a fixed cluster size or allowing it to vary, in a way that is
unrelated to the outcome. The first option was achieved by setting the cluster size to be
fixed at the mean of the POPPET trial cluster size, which is 38 days. To allow the cluster
size to vary but not depend on the outcome, the method described in Section 4.2 can be
used where y; and 7, are set to zero. Then the cluster size only depends on some constant
and so the random effects are independent of the cluster size, resulting in NICS. To main-
tain the same expected cluster size as POPPET, the calculations in Section 4.2.2 need

to be repeated with the requirement 7, = 79 = 0. This results in vy = In(24.36667) = 3.19.

These 2 settings with non informative cluster size will be considered for each of the 5
treatment effects, resulting in 10 additional simulation scenarios. This brings the total
number of simulation scenarios to 35, which are listed in Table 4.4. For each of these 35
simulation scenarios 10000 datasets were generated. Each simulated dataset was analysed
using a mixed model (MM), an exchangeable generalised estimating equation (EGEE), an
autoregressive generalised estimating equation (ARGEE), an independent generalised esti-
mating equation (IEE) and a cluster weighted generalised estimating equation (CWGEE).
These methods were described in Chapter 2.

The five different analysis approaches were compared based on 3 standard properties.
First, the bias was defined as the difference between the estimate and the true value,
which should be close to zero if the method is performing well. Second, the standard de-
viation of the estimates was compared to the model based standard error. The difference
between these two values should be close to zero if the model is performing well. Third,
the Coverage Probability is the proportion of times the 95% confidence interval contains
the true value. The coverage probability should be close to the expected value of 0.95
if the method is performing well. In fact, for 10000 simulations the coverage probability
should be between 0.9457 and 0.9542.
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Scenario | Cluster Size(days) 7 ™ Ve Treatment Effect(g/week)
1 38 NA NA NA 28
2 Varying 3.19 0 0 28
3 Varying 3.07 -0.50 0 28
4 Varying 3.07 0 -0.50 28
5 Varying 3.07 -0.35 -0.35 28
6 Varying 3.07 -0.46 -0.19 28
7 Varying 3.07 -0.19 -0.46 28
8 38 NA NA NA 21
92 Varying 319 0 0 21
10 Varying 3.07 -0.50 0 21
11 Varying 3.07 0 -0.50 21
12 Varying 3.07 -0.35 -0.35 21
13 Varying 3.07 -0.46 -0.19 21
14 Varying 3.07 -0.19 -0.46 21
15 38 NA NA NA 14
16 Varying 3.19 0 0 14
17 Varying 3.07 -0.50 0 14
18 Varying 3.07 0 -0.50 14
19 Varying 3.07 -0.35 -0.35 14
20 Varying 3.07 -046 -0.19 14
21 Varying 3.07 -0.19 -0.46 14
22 38 NA NA NA 7
23 Varying 3.19 0 0 7
24 Varying 3.07 -0.50 0 7
25 Varying 3.07 0 -0.50 7
26 Varying 3.07 -035 -0.35 7
27 Varying 3.07 -0.46 -0.19 7
28 Varying 3.07 -0.19 -046 7
29 38 NA NA NA O
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30
31
32
33
34
35

Varying
Varying
Varying
Varying
Varying
Varying

4.4 Results

Each column in the results tables give the average of the 10000 estimates of a model pa-
rameter followed by the average of the 10000 model based standard errors (SE), and the
standard deviation of the 10000 estimates (SD). In the results tables f; is the estimated
coefficient for the treatment x time interaction effect, 55 is the estimated coefficient for
gestational age, (3 is the estimated coefficient for birthweight, £, is the estimated coeffi-
cient for time and [ is the intercept. For a treatment effect of 28 grams a week, the true
parameter values are: [3; = 28, Bo=42, [3=0.721, $4,=244, By=-1042. The value of 3; will
differ for different treatment effects. These values were used to generate the simulated
data and were determined in Section 4.1.4. Primary interest lies in the interaction term

(B1), as this summarises the treatment effect. For this reason, the methods are compared

3.19 0 0
3.07 -0.50 0
3.07 0 -0.50

3.07 -0.35 -0.35
3.07 -0.46 -0.19
3.07 -0.19 -0.46

o O o o o O

Table 4.4: Simulation Scenarios

in terms of their performance in estimating this parameter.

4.4.1 NICS Scenarios

The results for the NICS simulation scenarios with a treatment effect of 28 grams a week

are given in Tables 4.5 and 4.6.
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) 81 SE(B) SD(B) B SE(B)) SD(8)
MM 27.93 10.47 10.73  42.04 11.95 12.23 0.72 0.04 0.04 244.50 7.44 747 -1043.64 320.97 328.90
EGEE 27.91 10.38 10.65 41.93 17.31 18.32 0.72 0.06 0.07 244.52 7.32 7.43 -1040.82 466.64 491.60
IEE 27.87 12.19 12.74 41.94 17.34 18.42 0.72 0.06 0.07 244.54 8.00 8.23 -1040.99 466.84 493.70
CWGEE 27.87 12.19 12.74 41.94 17.34 18.42 0.72 0.06 0.07 244.54 8.00 8.23 -1040.99 466.84 493.70
ARGEE 27.93 1081 1126 41.96 1756 18.66 072  0.06 007 24451  7.63  7.82 -1041.84 47326 500.66

Table 4.5: Scenario 1 (fixed trial length of 38 days, treatment effect = 28 g/week)

B SE(B) SD(B)  B. SE(B) SD(B) fBs SE(Bs) SD(8s) 81 SE(B) SD(B) B SE(f) SD(Bo)
MM 2791 10.48 10.82  41.80 11.93 12.42 0.72 0.04 0.04 244.51 7.45 7.63 -1036.97 320.62 333.65
EGEE 27.94 10.96 11.44 41.58 17.43 18.69 0.72 0.06 0.07 244.50 7.71 8.10 -1030.93 469.45 500.80
IEE 27.88 12.59 13.31 41.56 17.79 19.22 0.72 0.06 0.07 244.53 8.94 9.56 -1030.42 478.66 514.59
CWGEE 27.88 1234 1295 4157 1745 1878 072 006 007 24453 867 917 -1030.59 469.60 502.78
ARGEE 27.93 1093 1143 4152 1777 1910 072 006 007 24449  7.71 808 -1020.09 478.31 511.79

Table 4.6: Scenario 2 (79 = 3.19,71 = 0,7, = 0,

Bias

treatment effect = 28 g/week)

Consider Tables 4.5 and 4.6, which give the results of the two simulation scenarios with

NICS. Both show minimal bias in the estimated treatment effect. This can also been seen

in Figure 4.5, which shows boxplots by method of the 10000 estimates from the simulation

scenario in Table 4.6. The red line on the plot gives the true treatment effect. All methods

have similar spread, with the IEE and CWGEE having slightly larger spread than the

other methods. In addition, for all methods the median estimate is very close to the red

line, implying there is no bias present. This is what we expect to see, as when cluster

size is non informative all methods should provide valid inference. A similar pattern was

seen in the boxplot of the treatment effect estimates for the other NICS scenario (see

Appendix B.1 Figure B.2).
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Figure 4.5: Boxplots of Interaction Effect estimates for scenario from Table 4.6

Standard Errors of Interaction Term

For the interaction effect, the standard error of the estimates and the model based stan-
dard error are roughly equal for each method. This can be seen in Figure 4.6, which shows
boxplots of the ratio of SE for each of the 10000 simulated datasets divided by SD, for the
simulation scenario in Table 4.6. It shows that there is only a slight difference between
SE and SD, with the median ratio always falling slightly below 1. A similar pattern was
seen in the boxplots of the SE/SD for the other NICS scenario (see Appendix B.1 Figure
B.9). As seen in Table 4.5, the IEE and CWGEE have the largest SE, but for all the
methods, the difference between SE and SD is small. This is what we expect to see, as

all methods should perform well when ICS is absent.
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Figure 4.6: Boxplots of Interaction Effect standard error / standard deviation for simu-

lation 1

Coverage Probability

For the NICS simulation scenarios, the coverage probability of the Wald type confidence

interval for the interaction effect are shown in Table 4.7. These are all lower than the

expected value of 0.95 but not by very much.

Simulation Scenario | 1 2

MM 0.938 0.941
EGEE 0.933 0.940
IEE 0.933 0.937
CWGEE 0.932 0.937
ARGEE 0.933 0.939

Table 4.7: Coverage probabilities for NICS scenarios
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Summary

In summary, for the NICS scenarios, there is no bias in the estimated treatment effect,
the SE is roughly equal to the SD and the coverage probabilities are all close to 0.95. This

is what is expected when the methods are performing well.

4.4.2 1ICS Scenarios

The results for the ICS simulation scenarios with a treatment effect of 28 grams a week

are given in Tables 4.8 to 4.12.

o

B SE(B1) SD(B) , SE(S;) SD(B:) B3 SE(B;) SD(Bs) Bs SE(Bs) SD(B) Bo SE(Bo) SD(f)

MM 27.99 10.56 10.76  42.12 11.95 12.38 0.72 0.04 0.04 245.03 7.50 7.50 -1047.11 321.14 332.70
EGEE 27.63 14.40 17.61 42.18 17.73 18.94 0.72 0.06 0.07 244.78 9.97 1243 -1047.55 477.78 507.73
IEE 27.73 14.20 17.72  42.30 18.95 21.57 0.72 0.07 0.08 226.08 12.13 16.51 -1020.56 511.03 578.20
CWGEE 27.89 12.79 14.21 42.13 16.52 1779 0.72 0.06 0.06 223.83 11.00 12,73 -987.43 44497 476.84
ARGEE 27.96 11.81 12.53 42.02 18.02 1947 0.72 0.06 0.07 244.77 8.19 8.60 -1040.56 485.32 522.08

Table 4.8: Scenario 3 (71 = —0.50, 2 = 0, treatment effect = 28 g/week)

=y

| SE(3) SD(B) A SE(%) SD(B) A SE(%) SD(&) A SE(B) SD(B) B SE(f) SD(fh)
MM 27.99 10.44 10.70 41.84 12.00 12.25 0.72 0.04 0.04 243.64 7.42 7.61 -1037.92 322.26 329.33
EGEE 27.78 16.14 23.33 41.83 16.51 17.51 0.72 0.06 0.06 206.65 10.94 14.93  -966.41 444.69 471.39
IEE 27.77 13.22 18.91 42.02 17.12 20.13 0.72 0.06 0.07 181.66 11.55 17.04  -923.75 461.43 542.24
CWGEE 27.85 12.58 14.86 41.84 15.50 16.70 0.72 0.06 0.06 192.99 11.50 12.87 -928.36 417.67 449.53
ARGEE 28.06 12.57 13.31 41.75 18.17 19.52 0.72 0.06 0.07 234.93 8.46 9.81 -1033.89 489.19 524.94

Table 4.9: Scenario 4 (y; = 0,72 = —0.50, treatment effect = 28 g/week)

o

Bi SE(B) SD(B) , SE(f,) SD(B) fB5 SE(Bs) SD(Bs) Bi SE(B1) SD(By) Bo SE(By) SD(B)
MM 28.09 1051 1075 42.02 11.94 1240 0.72  0.04  0.04 244.24 746  7.61 -1043.79 32095 331.96
EGEE 27.99 1526 2101 41.85 1633 1773 072 006  0.06 217.60 1043 13.89 -086.85 440.03 474.24
IEE 27.93 1245 17.69 41.95 1591 1928 0.72  0.06  0.07 186.73 10.87 1647 -933.98 420.23 516.92
CWGEE 27.98 1158 13.63 41.87 13.96 1537 072 005 006 19329 10.64 12.68 -918.87 376.24 411.28
ARGEE 27.97 1346 1422 41.92 1767 1914 072 006 007 24088 877  9.68 -1033.65 47564 511.67

=

Table 4.10: Scenario 5 (y; = —0.35, 72 = —0.35, treatment effect = 28 g/week)
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1 SE(81) SD(51) B2 SE(B2) SD(fs) Bs SE(B3) SD(Bs) B1 SE(Bs) SD(B4) Bo SE(By) SD(S)
MM 2782  10.53 10.74 42.08  11.97 12.38 0.72 0.04 0.04 244.87 7.48 7.56 -1045.29 321.65 332.29
EGEE 27.74  14.63 18.41 41.95  16.99 18.13 0.72 0.06 0.06 230.15  10.04 12.82 -1013.01 457.59 487.61
IEE 27.74  13.18 17.06 42.05  17.20 20.10 0.72 0.06 0.07 20326  11.32 16.24  -968.88 463.70  541.05
CWGEE 27.78  11.98 13.37 41.93 1497 16.15 0.72 0.05 0.06 205.68  10.61 12.54  -943.64 403.01 433.95
ARGEE 27.80 12.70 13.33 41.91 17.78 19.16 0.72 0.06 0.07 242.63 8.49 9.19 -1034.20 478.37 514.49

Table 4.11: Scenario 6 (y; = —0.46,v, = —0.19, treatment effect = 28 g/week)

f1 SE(B1) SD(f1) B2 SE(B.) SD(B;) B3 SE(fs) SD(8s) Bs SE(Bs) SD(8s) Bo SE(Bo) SD(Bo)

MM 27.79 10.48 10.73  41.93 11.98 12.34  0.72 0.04 0.04 244.03 7.45 7.51 -1040.58 321.70 332.50
EGEE 27.53 15.91 22.85 42.15 16.10 17.35 0.72 0.06 0.06  209.71 10.79 14.63  -979.75 433.65 465.57
IEE 27.63 12.49 18.31 42.29 15.83 19.14 0.72 0.06 0.07 179.41 10.98 16.75 -927.32 426.74 514.37
CWGEE 27.74 11.84 14.15 42.11 14.19 1547 0.72 0.05 0.06 189.06 11.01 12.78  -921.01 382.28 415.99
ARGEE 27.70 13.34 14.09 42.04 17.93 19.46 0.72 0.06 0.07 238.50 8.70 9.84 -1040.07 482.14  520.97

Table 4.12: Scenario 7 (y; = —0.19,v, = —0.46, treatment effect = 28 g/week)

Bias

All scenarios with ICS show very little bias in the treatment effect for any method. This
is shown in Figure 4.7, which shows boxplots by method of the 10000 estimates of the
treatment effect from the simulation scenario in Table 4.8. The median estimate for each
method is very close to the true value given by the red line. Hence, for the ICS cases there
is no evidence of bias in the estimated treatment effect. A similar pattern was apparent in
the boxplots of the treatment effect estimates for the other ICS scenarios (see Appendix

B.1 Figures B.3 : B.7).
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Figure 4.7: Boxplots of Interaction Effect estimates for scenario from Table 4.8

Standard Errors of Interaction Term

In the ICS scenarios, the mean model based standard error is no longer always roughly
equal to the standard deviation of the interaction effect estimates for some methods. The
difference occurs to varying degrees in different scenarios. Generally, the EGEE and the
IEE show the largest difference, the CWGEE and ARGEE show a small difference and the
MM shows very little difference. In all cases, the mean of the model based standard error
is smaller than the standard deviation of the estimates. This implies that the standard

error is being underestimated by these methods.

Table 4.13 gives the ratio of the mean model based standard error and the standard de-
viation of the estimates, by method for the five simulation scenarios with ICS. Generally
for the EGEE, IEE and CWGEE, the worst results can be seen to occur in simulation
scenarios 4 and 7, where duration is correlated with the random slope more than with the
random intercept. The best performance occurs when duration is highly correlated with

the random intercept but not the random slope, seen in simulation scenarios 3 and 6.
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Simulation Scenario | 3 4 ) 6 7

MM 0.98 0.98 0.98 0.98 0.98
EGEE 0.82 0.69 0.73 0.79 0.69
IEE 0.80 0.70 0.70 0.77 0.68
CWGEE 0.90 0.85 0.85 0.90 0.84
ARGEE 094 094 095 095 0.95

Table 4.13: Ratio of mean SE divided by SD

The more duration is correlated with the random slope, the larger the difference between
SE and SD becomes for the EGEE, IEE and CWGEE. The MM and ARGEE do not
appear to vary between simulation scenarios. In general, the ratios are furthest from 1
for the EGEE and IEE and the ratios are moderately different to 1 for the CWGEE, the
ratio is slightly different from 1 for the ARGEE and the MM appears to do well in all cases.

To further understand how the different analysis methods compare, consider Figure 4.8.
This gives the ratio of SE for each of the 10000 simulated datasets divided by SD for
each method when the data from all of the simulation scenarios with ICS are combined.
Three outliers with values above 6 lie above the plot limits for the ARGEE and hence
are not shown in the plot. Figure 4.8 shows that the EGEE and IEE are substantially
underestimating the model based standard error and the the CWGEE and ARGEE are
slightly underestimating it. The MM is the only method which doesn’t underestimate
the standard error. It should also be noted that there is a large amount of variability
present, especially for the ARGEE. Separate plots for each simulation scenario showed

similar results to the combined plot (see Appendix B.1 Figures B.10 : B.14).
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Figure 4.8: Boxplots of Interaction Effect standard error / standard deviation for all ICS
data

Coverage Probabilities

The coverage probabilities of the Wald type confidence intervals for the interaction effect
for the scenarios with ICS, are given in Table 4.14. The MM and ARGEE have coverage
probabilities which are close to but slightly below 0.95 and do not vary much between
simulation scenarios. The EGEE and IEE have the worst coverage probabilities, which
all fall below 0.9, while the CWGEE has coverage probabilities of around 0.9. The EGEE
and IEE methods have coverage probabilities which vary quite a lot between simulation
scenarios and the coverage probabilities vary a little for the CWGEE. When the strength
of the correlation between the random slope and duration is greater than the strength
of the correlation between the random intercept and duration (scenario 4 and 7), the
coverage probabilities are lower. This again suggests that the EGEE, IEE and CWGEE

perform worse when the random slope is correlated with duration.
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Simulation Scenario | 3 4 ) 6 7

MM 0.942 0.941 094 094 0.938
EGEE 0.887 0.832 0.861 0.886 0.842
IEE 0.877 0.822 0.829 0.865 0.813
CWGEE 0915 0.895 0.897 0.912 0.891
ARGEE 093 0.931 0.943 0.938 0.941

Table 4.14: Coverage probabilities for ICS scenarios

Summary

In summary, these results show for a treatment effect of 28g/week that when cluster size
is non informative, all methods provide valid inference. There is no bias, the model based
standard error is being estimated well and the coverage probability is close to 0.95. This
is what we expect to see, as all methods should perform well in this case. Notably, the
IEE and CWGEE are the most inefficient methods. For simulation scenarios with ICS,
no method produced substantial bias in the treatment effect. However, the model based
standard error differed from the standard deviation of the estimates for all methods ex-
cept the MM. In fact, the EGEE and IEE are severely underestimating the model based
standard error and the CWGEE is slightly underestimating it. The ARGEE only had a
very minor difference between SE and SD. However, there is a large amount of variability
in the ratio of median SE divided by SD for the ARGEE. Comparing the variability of
the ARGEE to the smallest variability method, the MM, the ratio of SE divided by SD
ranged from 0.52 to 16.82 for the ARGEE and 0.64 to 1.40 for the MM, which mean the
ARGEE has misleading SE estimates. The coverage probability is also severely low for
the EGEE and IEE and slightly low for the CWGEE. For all methods except the MM
and ARGEE, the strength of the correlation between duration and the random effects in-
fluences how badly these methods preform. When duration is correlated with the random
slope only, the difference between SE and SD is greater and the coverage probabilities are
lower. The best results occur when duration is not correlated with the random slope. The
MM performs well in all circumstances considered and the ARGEE performed nearly as

well, but there was a large variability in the ratio of mean SE divided by SD.
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The results for the simulation scenarios using the other treatment effects of 0, 7, 14 and 21
g/week, gave similar results to those discussed in this section. The value of the treatment
effect estimate changed accordingly but the analysis concerning bias, estimates of SEs

and coverage probabilities were unaffected. Full results tables for these scenarios can be

found in Appendix A.1 Tables A.1 : A.35.

4.5 Simulation Study Conclusions

The simulation study was conducted to compare methods of analysis for longitudinal data
with ICS when the true parameter values are known. This allowed the methods to be
compared by considering the bias, the difference between SE and SD, and the coverage

probabilities for each method.

The results of the simulation study showed that when there was NICS, all methods per-
formed well, as expected. When ICS was present however, not all methods performed well.
The MM performed the best, followed by the ARGEE. The EGEE, IEE and CWGEE
all performed poorly, with low coverage probabilities and large differences between SE
and SD. The best results for these methods occurred when duration was correlated with
the random intercept only, with no relationship between the cluster size and the random
slope. It is worth noting that simulations were based on the MM which could be causing

it to be favoured in the analysis. This will be explored in Chapter 5.

Overall, the results from the simulation study suggest that the MM and ARGEE are the
most suitable methods for analysing longitudinal data when the length of followup is in-
formative. Before a final conclusion is made however, the reasons why the other methods

may have performed poorly needs to be explored. This will be the topic of Chapter 5.
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Chapter 5

Simulation Study Extensions

In Chapter 4, a simulation study was conducted to compare methods of analysis for
longitudinal data with ICS. Three issues arose from these results that are worthy of

further investigation:

1. The distribution of the cluster size was chosen to give the same mean and variance
as the POPPET data in these simulations. It is relevant to consider the possible

effect of different distributions of cluster size on the conclusions.

2. It was observed that a large difference between the model based standard error
and the standard deviation of the estimates could occur for various methods under
certain ICS scenarios. It is relevant to investigate whether this was due to the

relatively small number of clusters considered (n=60).

3. It was observed that the mixed model performed well in all cases, while the perfor-
mance of the GEE approaches varied for data simulated under a mixed model. It

is relevant to consider whether this is true more generally.

In Chapter 5, three extensions to the original simulation study were considered to in-
vestigate these issues. In Extension 1, the distribution of the cluster size was varied
by increasing the standard deviation to investigate the effect on the performance of the
methods. In Extension 2, the sample size of the trial was increased to investigate whether
the difference between the model based standard error (SE) and the standard deviation

of the estimate (SD) would be reduced for larger studies. This extension was conducted
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on both the original distribution of the cluster size and the Extension 1 distribution of
the cluster size. In Extension 3, the data were simulated from a multivariate distribution
not equivalent to the mixed model, to investigate the relative performance of the methods
under a different simulation model. This extension was conducted on both the original

and larger sample size.

5.1 Extension 1: Larger Standard Deviation of Clus-
ter Size

The distribution of the cluster size in the Chapter 4 simulation study was chosen to match
the POPPET trial data. In the first extension to the Chapter 4 simulation study, the
variability of the cluster size was increased by doubling the standard deviation of the
cluster size from 14 to 28. It is expected that increasing the variability will increase any

problems caused by ICS.

New values for 7y, 71 and 7, are required to produce the desired standard deviation.
Repeating the calculation in Section 4.2.2 with the new standard deviation gives v, =
2.787813 and 0.81 = ~? + ~2. Values of v; and ~, were then chosen to cover the same
five correlation settings used in the original simulation study, as summarised in Table
5.1. This produced a total of 25 new simulation scenarios when combined with 5 different

levels of weekly weight gain, which are listed in Table 5.2.

Case | 7 V2 cor(by, N) cor(by,N)
1 -0.90 0 -0.86 0

2 0 -0.90 0 -0.87

3 -0.64 -0.64 -0.62 -0.62

4 -0.83 -0.34 -0.80 -0.34

5 -0.34 -0.83 -0.34 -0.81

Table 5.1: Extension 1: Values of 7; and 7, and resulting correlations
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Scenario | 79 M V2 Treatment Effect(g/week)
36 2.79 -090 0 28
37 2719 0 -0.90 28
38 279 -0.64 -0.64 28
39 279 -0.83 -0.34 28
40 2.79 -0.34 -0.83 28
41 2.79 -090 0 21
42 279 0 -0.90 21
43 2.719 -0.64 -0.64 21
44 2.719 -0.83 -0.34 21
45 279 -0.34 -083 21
46 2.79 -090 0 14
47 2719 0 -0.90 14
48 2.79 -0.64 -0.64 14
49 279 -083 -0.34 14
50 279 -0.34 -083 14
51 2.79 -090 0 7
52 279 0 -090 7
53 279 -064 -064 7
o4 279 -083 -034 7
95 2.719 -034 -0.83 7
56 2.79 -090 0 0
57 279 0 -0.90 0
58 2.719 -0.64 -0.64 0
29 279 -083 -034 0
60 279 -034 -083 0

Table 5.2: Simulation Scenarios for Extension 1
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5.1.1 Results for Extension 1

Recall that in the results tables 3, is the estimated coefficient for the treatment x time
interaction effect, By is the estimated coefficient for gestational age, (3 is the estimated
coefficient for birthweight, 5, is the estimated coefficient for time and f; is the intercept.
The results for the simulation scenarios with a treatment effect of 28 grams a week are

given in Tables 5.3 - 5.7.

B SE(Bi) SD(B:) B2 SE(B2) SD(B:)  fBs SE(B3) SD(B;) Bs SE(By) SD(Bs) Bo SE(Bo) SD(B)

MM 28.06 10.69 10.87 41.95 12.02 12.31 0.72 0.04 0.04 245.44 7.60 7.66 -1043.43 322.78 331.19
EGEE 27.96 17.25 28.00 41.94 18.16 19.52 0.72 0.06 0.07 244.61 11.59 19.93 -1041.49 488.95 523.95
IEE 2797 15.72 26.31 42.08 23.38 29.97 0.72 0.08 0.11  228.53 12.85 24.49 -1032.30 630.61 806.55
CWGEE 28.08 14.48 18.73 41.93 16.23 17.80 0.72 0.06 0.06 223.03 12.65 18.02 -981.20 437.11 478.01
ARGEE 28.09 12.56 13.27 41.95 17.78 19.17 0.72 0.06 0.07 246.22 8.65 9.14 -1037.23 478.70 514.17

Table 5.3: Scenario 36 (y;=-0.90, 7,=0, treatment effect = 28 g/week)

B SE(B) SD(B1) B SE(B) SD(B) fBs SE(B;) SD(8s) B: SE(B:) SD(8) B SE(By) SD(B)
MM 28.08 1042  10.69 42.01 11.99 12.39 0.72  0.04  0.04 24249 740  7.64 -1040.62 322.14 332.88
EGEE 27.71 1421 3144 41.92 1470 1583 0.72 005 006 18412  9.73 2053 -928.41 39596 423.92
IEE 27.88 953  21.32 41.97 1587 2092 0.72  0.06 007 16245  7.57 19.05 -891.52 428.02 563.49
CWGEE 27.90 11.37 17.06 41.92 1344 1481 072  0.05 005 173.23 1027 1563 -899.67 362.11 398.23
ARGEE 28.04 1333 1407 41.81 1750 1882 0.72 006 007 23264 885 959 -1034.62 471.11 505.41

Table 5.4: Scenario 37 (2=-0.90, 7,=0, treatment effect = 28 g/week)

B1 SE(B1) SD(B1) B2 SE(B2) SD(B2) B3 SE(B3) SD(Bs) B1 SE(B1) SD(B4) Bo SE(By) SD(f)

MM 2791 10.59 10.64 41.80 12.02 12.39 0.72 0.04 0.04 243.88 7.53 7.67 -1036.60 322.98 334.80
EGEE 27.93 15.85 29.77 41.87  14.38 15.81 0.72 0.05 0.06 202.11 10.69 19.98  -960.35 387.34 425.76
IEE 27.93 10.39 21.06 42.28 14.96 21.00 0.72 0.05 0.07 175.50 8.66 19.02  -935.78 404.19 566.27
CWGEE 27.89 10.37 15.09 41.91 10.75 12.20 0.72 0.04 0.04 179.31 9.49 14.57  -899.13  289.72  329.03
ARGEE 27.83 13.88 14.30 41.73 16.53 1797 0.72 0.06 0.06 239.27 9.08 9.49 -1026.04 445.16  483.97

Table 5.5: Scenario 38 (y;=-0.64, 72=-0.64, treatment effect = 28 g/week)

B, SE(B) SD(B) B SE(B) SD(B) Bs SE(Bs) SD(8s) B SE(B) SD(B) B SE(B) SD(Bo)
MM 28.23 10.65 10.94 42.04 12.00 12.29 0.72 0.04 0.04 244.60 7.57 7.77 -1043.13 322.48 329.58
EGEE 27.81 16.89 29.22 41.76 16.30 17.26  0.72 0.06 0.06 221.90 11.33 20.13  -992.33 439.00 462.73
IEE 27.84 13.51 24.45 41.67 19.32 25.52 0.72 0.07 0.09 198.93 11.15 22.02  -964.23 521.62 686.85
CWGEE 27.99 12.46 17.01 41.74 13.23 14.41 0.72 0.05 0.05 197.89 11.07 16.16  -926.03 356.49 387.32
ARGEE 28.21 13.22 13.83 41.88 16.94 18.01 0.72 0.06 0.07 242.03 8.83 9.40 -1029.13 455.91 483.74

Table 5.6: Scenario 39 (y;=-0.83, 75=-0.34, treatment effect = 28 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) 81 SE(B) SD(B) B SE(B)) SD(8)
MM 2797 10.48 10.62  41.93 12.01 12.30 0.72 0.04 0.04 243.07 7.45 7.62 -1038.93 322.62 330.28
EGEE 28.24 14.76 31.03 41.70 13.66 14.87 0.72 0.05 0.05 188.50 10.04 20.56  -930.58 368.10 399.64
IEE 2812 838 1080 4163 1318 1851 072 005 007 16253 687 1842 -888.39 35542 499.40
CWGEE 28.11 9.87 15.33 41.75 10.85 12.17 0.72 0.04 0.04 170.49 9.16 15.02  -882.98 292.37 328.16
ARGEE 2815 13.86 14.34 41.90 1681 1828 072 006 007 23577  9.08  9.46 -1033.34 452.14 490.29

Bias

Table 5.7: Scenario 40 (2=-0.83, 7,=-0.34, treatment effect = 28 g/week)

In Extension 1, there is very little bias in the estimated treatment effect for any of the

analysis methods. This can been seen in Figure 5.1, which shows boxplots by method

of the 10000 estimates of the treatment effect from the simulation scenario in Table 5.3.

The median estimated treatment effect for each method is very close to the true value

(given by the red line), which is similar to the ICS scenarios in the Chapter 4 simulation

study. The MM has the smallest spread and the EGEE and IEE have the largest. A

similar pattern was seen in the boxplots of the treatment effect estimates for the other

ICS scenarios (see Appendix B.2 Figures B.15 : B.19).
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Figure 5.1: Extension 1: Boxplots of Interaction Effect estimates for Scenario 36 in Table

5.3

Standard Errors of Interaction Term

As seen in the Chapter 4 simulation study, for the interaction effect there is still a differ-
ence between the model based standard error and the standard deviation of the estimates.
In these scenarios, the difference now appears to be exacerbated. Table 5.8 gives the ratio
of the mean model based standard error divided by the standard deviation of the esti-
mates, by method for the five simulation scenarios in the extension study with treatment
effect 28g/week. It appears that the ratios are similar to those seen in the Chapter 4
simulation study for the MM and the ARGEE, but are different for the EGEE, IEE and
CWGEE.

For example, the EGEE ratio in simulation scenario 4 was 0.69, for the Chapter 4 sim-
ulation study compared to 0.45 for simulation scenario 37 in Extension 1. In fact, the
difference between SE and SD is now so large that the difference is larger than the standard

error itself. These results show that the EGEE and IEE are now severely underestimating
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the standard error and the CWGEE is also underestimating it quite substantially. Hence,
increasing the spread of the distribution of the cluster size appears to have reduced the
ability of the EGEE, IEE and CWGEEs methods to correctly estimate the standard error
but has had little effect on the MM and ARGEE. The EGEE, IEE and CWGEE meth-
ods had ratios closer to 1 when duration was correlated with the random intercept only,

similar to the results seen in the Chapter 4 simulation study.

Simulation Scenario | 36 37 38 39 40

MM 0.98 0.97 1.00 0.97 0.99
EGEE 0.62 0.45 0.53 0.58 0.48
IEE 0.62 0.45 0.49 0.55 0.42
CWGEE 0.77 0.67 0.69 0.73 0.64
ARGEE 095 0.95 0.97 0.96 0.97

Table 5.8: Extension 1: Ratios of mean SE divided by SD

To summarise the difference between SE and SD for the 5 methods, consider Figure 5.2,
which gives the ratio of the SE for each of the 10000 simulated datasets divided by the
SD for each method when the data from all of the simulation scenarios with ICS are
combined. This shows that across all the simulation scenarios when ICS is present, the
EGEE and IEE are severly underestimating the model based standard error, the CWGEE
is moderately underestimating it and the MM and ARGEE are estimating it quite well.
The general pattern is similar to the results found for the original simulations. However,
in this case the amount by which each method has underestimated SE is much larger
than for the original simulations. It is again observed that there is a large amount of
volatility, which is again worst for the ARGEE. Separate plots for each simulation sce-

nario showed similar results to the combined plot (see Appendix B.2 Figures B.20 : B.24).

85



0
3 ;
8 :
o
o | o ° ]
N 8
8
o <]
Lol
—
— —_—— -
S - 1 g
! 8
T T T T T
MM EGEE IEE CWGEE ARGEE

Figure 5.2: Extension 1: Boxplots of Interaction Effect standard error / standard deviation

for all ICS data

Coverage Probabilities

The coverage probabilities of the Wald type confidence interval for the interaction effect
are given in Table 5.9. For the MM and the ARGEE these are similar to the Chapter
4 simulation study and are close to but slightly below the expected value of 0.95. The
EGEE and IEE have the worst coverage probabilities and the CWGEE is marginally bet-
ter, which is also consistent with the Chapter 4 simulation study. The EGEE, IEE and
CWGEE methods have coverage probabilities that vary substantially between simulation
scenarios. When the correlation between the random slope and duration is stronger than
between the random intercept and duration, the coverage probabilities are lower. The
major difference here is that the EGEE, IEE and CWGEE all have much lower coverage
probabilities than those found in the original simulations. This agrees with the larger
differences between SE and SD for these methods, hence indicating that the EGEE, IEE
and CWGEE methods are performing worse when the cluster size is more variable com-

pared to the original simulations.
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Simulation Scenario | 36 37 38 39 40

MM 0.942 0.942 0.946 0.941 0.943
EGEE 0.755 0.594 0.687 0.732 0.627
IEE 0.746 0.584 0.644 0.711 0.557
CWGEE 0.865 0.789 0.814 0.845 0.777
ARGEE 0.931 0935 0.945 0.941 0.943

Table 5.9: Extension 1: Coverage probabilities

Summary

Overall, increasing the variability in the cluster sizes has had an effect on the simulated
results for some methods. The performance of the MM and ARGEE is largely unaffected
by the change in cluster size distribution and they continue to perform well. On the other
hand, for the EGEE, IEE and CWGEE methods the difference between SE and SD is
greater and the coverage probabilities are lower compared with the original simulation
results. In general, it appears that these methods all perform worse when the variability

in the cluster sizes is increased.

The results for the simulation scenarios using the other treatment effects of 0, 7, 14 and
21 g/week gave similar results to those discussed above. The value of the treatment
effect estimate changed accordingly but the analysis concerning bias, estimates of SEs
and coverage probabilities were unaffected. Full results for these scenarios can be found

in Appendix A.2, Tables A.36 : A.60.

5.2 Extension 2: Larger Sample Size

In the Chapter 4 simulation study, the standard deviation of the treatment effect esti-

mates differed from the model based standard error and the coverage probabilities were

low for the EGEE, IEE and CWGEE methods. This could have occurred because the
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study size was not large enough for the models to estimate the standard error correctly.
GEEs are known to perform poorly when the number of clusters is small (Mancl and
DeRouen, 2001). The simulation study in Chapter 4 only included 60 infants (n=60),
so perhaps the models would obtain a more reasonable estimate of the standard error if

there were more infants.

In Extension 2, a new simulation study was conducted which included 600 infants (n=600)
in each simulated dataset. Both the 35 simulation scenarios from the original simulation
study and the 25 from Extension 1 were considered. Note that only 1000 simulations
were completed for each simulation scenario, compared to 10000 in the original simula-
tion study, due the computational time required to simulate and analyse data from a

larger study.

5.2.1 NICS Scenario Results for Extension 2

The results for the NICS simulation scenarios with a treatment effect of 28 grams a week

are given in Tables 5.10 and 5.11.

B SE(B) SD(B:) B2 SE(B:) SD(B2) B3 SE(B3) SD(8s) Bs SE(Bi) SD(B4) Bo SE(By) SD(Bo)

MM 28.05 3.35 3.43 41.73 3.73 3.77 0.72 0.01 0.01 244.37 2.37 2.41 -1035.37 100.46 101.64
EGEE 28.05 3.35 3.43 4191 5.62 5.68 0.72 0.02 0.02 244.37 2.37 2.41 -1040.00 151.23 152.66
IEE 27.90 3.97 4.06 41.91 5.62 5.69 0.72 0.02 0.02 244.44 2.60 2.66 -1040.03 151.24 152.75
CWGEE 27.90 3.97 4.06 41.91 5.62 5.69 0.72 0.02 0.02 244.44 2.60 2.66 -1040.03 151.24 152.75
ARGEE 28.00 3.52 3.60 41.93 5.70 5.80 0.72 0.02 0.02  244.40 2.48 2.54 -1040.65 153.33 155.94

Table 5.10: Extension 2 Scenario 1 (fixed trial length=38, treatment effect = 28 g/week)

=

SE(B1) SD(51) B> SE(B2) SD(8:) f3  SE(B3) SD(Bs) SE(Bs) SD(B4) Bo SE(By) SD(B)
MM 28.07 3.36 3.21 41.92 3.74 3.84 0.72 0.01 0.01 244.42 2.37 2.34 -1041.55 100.57 103.23
EGEE 28.08 3.58 3.51 42.07 5.69 5.80 0.72 0.02 0.02  244.42 2.54 2.55 -1045.55 153.14 155.58
IEE 28.07 4.15 4.08 42.10 5.84 597 0.72 0.02 0.02 244.44 3.00 3.05 -1046.70 157.15 160.31
CWGEE 28.07 4.04 3.96 42.07 5.69 5.80 0.72 0.02 0.02 244.44 2.87 2.92 -1045.63 153.14 155.74
ARGEE 28.07 3.57 3.46 42.08 5.81 591 0.72 0.02 0.02 24443 2.53 2.54 -1046.11 156.18 158.79

=
IS

Table 5.11: Extension 2 Scenario 2 (yo=log(24.3667),71=0, 7,=0, treatment effect = 28
g/week)
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Bias

For the two simulation scenarios with NICS, the results are very similar to those discussed
for the Chapter 4 simulation study. There is very little bias in the estimated treatment
effect, as seen in Figure 5.3, which shows boxplots by method of the 1000 estimates from
the simulation scenario in Table 5.11. The median estimated treatment effect, for each
method, is very close to the true value (shown in red), indicating there is no bias. A
similar pattern was seen in the boxplots of the treatment effect estimates for the other

NICS scenario (see Appendix B.3 Figure B.25).
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Figure 5.3: Extension 2: Boxplots of Interaction Effect estimates for Scenario 1 in Table

5.10

Standard Errors of Interaction Term

For the interaction effect in Tables 5.10 and 5.11, the IEE and CWGEE have the largest
SE. In this extension, all methods have very small differences between SE and SD. Con-

sider Figure 5.4, which gives a boxplot of the ratio of the standard error for each of the
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1000 simulated datasets divided by the standard deviation for each method for the simu-
lation scenario in Table 5.11. The median ratio is now always greater than 1, indicating
a tendency for the SE to be slightly larger than the SD. Overall, the ratio of SE divided
by SD for each method is very close to 1 with an average ratio of around 1.025. A simi-
lar pattern was seen in the boxplots of the SE/SD for the other NICS scenario, however
this plot showed the median ratio was slightly less than 1 (see Appendix B.3 Figure B.37).
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Figure 5.4: Extension 2: Boxplots of Interaction Effect standard error / standard deviation

for Scenario 1 in Table 5.10

Coverage Probabilities

For the NICS simulation scenarios, the coverage probabilities of the Wald type confidence
interval for the interaction effect are given in Table 5.12. The coverage probabilities are
all very close to the expected value of 0.95 and are slightly higher than the coverage

probabilities in the original simulation study.
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Simulation Scenario | 1 2
MM 0.96 0.939
EGEE 0.95 0.941
[EE 0.95 0.94
CWGEE 0.96 0.94
ARGEE 0.96 0.94

Table 5.12: Extension 2: Coverage probabilities for NICS scenarios

Summary

In summary, for the NICS scenarios, there is no bias in the estimated treatment effect,
the SE is roughly equal to the SD and the coverage probabilities are all close to 0.95. This
is what is expected when the methods are performing well and agrees with the findings

in Section 4.4, when the sample size was only 60.

5.2.2 ICS Scenario Results for Extension 2

The results for the ICS simulation scenarios with a sample size of 600 and a treatment

effect of 28 grams a week are given in Tables 5.13 and 5.22.

Scenarios with Smaller SD of Cluster Size using v, = 3.069142

B SE(B) SD(Bi) B SE(B) SD(B) Bs SE(B;) SD(Bs) B: SE(B) SD(8)) B0 SE(B) SD()
MM 2809 337 348 4205 374 369 072 0.0l 001 24501 239 239 -1044.95 100.56  99.36
EGEE 2827 598 629 4213 585 580 072 002 002 24440 415 452 -1046.01 157.23 154.76
IEE 2829 599 627 4212 691  7.00 072 002 003 22379 575 652 -1011.64 18595 187.04
CWGEE 28.18 450 453 4212 544 543 072 002 002 22233 415 427 -983.38 14633 145.11
ARGEE 28.07 392 406 4220 580 594 072 002 002 24575  2.68 292 -1044.93 15840 158.51

Table 5.13: Extension 2 Scenario 3 (7;=-0.50, 7,=0, treatment effect = 28 g/week)
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B SE(B) SD(B:) B2 SE(B;) SD(B2)  fBs SE(B3) SD(8s) Bs SE(By) SD(Bs) Bo SE(Bo) SD(B)
MM 27.95 3.34 3.37 42.04 3.75 3.80 0.72 0.01 0.01 243.59 2.36 241 -1042.84 100.75 102.17
EGEE 27.99 8.72 10.06 42.21 5.44 5.62 0.72 0.02 0.02  202.33 5.92 6.61 -964.82 146.53 151.26
IEE 28.00 6.85 7.89 4241 6.54 6.95 0.72 0.02 0.02 172.88 7.15 8.29 -910.73 176.66 186.75
CWGEE 28.01 4.86 5.03 42.18 5.12 5.31 0.72 0.02 0.02 188.85 5.02 4.75  -926.27 138.12 143.10
ARGEE 27.82 5.40 5.95 42.10 5.93 6.25 0.72 0.02 0.02  239.69 3.32 3.94 -1041.89 159.69 169.38

Table 5.14: Extension 2 Scenario 4 (72=-0.50, y;=0, treatment effect = 28 g/week)

A1 SE(B1) SD(B) B2 SE(B2) SD(B2)  fBs SE(Bs) SD(Bs) B1 SE(B1) SD(B4) Bo SE(By) SD(fo)

MM 28.07 3.36 3.29 42.19 3.74 3.87 0.72 0.01 0.01 244.10 2.38 2.32 -1049.06 100.70 104.34
EGEE 28.12 7.62 8.57 42.19 5.39 5.53 0.72 0.02 0.02  214.50 5.18 5.54  -990.24 145.34 14948
IEE 28.17 6.27 711 4224 6.13 6.45 0.72 0.02 0.02 178.78 6.38 7.28 -924.84 165.59 175.46
CWGEE 28.17 4.39 4.51 42.14 4.59 4.69 0.72 0.02 0.02 189.25 4.49 433  -917.94 123.84 12718
ARGEE 28.02 6.30 6.87 41.99 5.76 5.78 0.72 0.02 0.02 243.74 3.72 3.89 -1025.98 155.21 156.13

Table 5.15: Extension 2 Scenario 5 (7;=-0.35, 72=-0.35, treatment effect = 28 g/week)

B, SE(B) SD(B)  B. SE(B) SD(B) Bs SE(Bs) SD(8s) B SE(Bi) SD(B) B SE(B) SD(Bo)
MM 27.92 3.38 3.51 41.98 3.74 3.86 0.72 0.01 0.01 244.71 2.39 2.34 -1042.36 100.66 104.18
EGEE 27.65 6.59 7.11 41.68 5.62 5.75 0.72 0.02 0.02  228.39 4.59 4.74 -1001.59 151.28 155.31
IEE 27.70 6.04 6.56 41.65 6.42 6.76 0.72 0.02 0.02 197.77 5.99 6.59 -945.59 173.31 183.72
CWGEE 27.76 4.36 4.49 41.72 4.93 5.02 0.72 0.02 0.02  202.70 4.23 4.06 -930.64 132.75 135.49
ARGEE 27.91 506 535 4164 578 578 072 002 002 24533 319  3.23 -1021.88 155.66 15547

Table 5.16: Extension 2 Scenario 6 (7;=-0.46, 7o=-0.19, treatment effect = 28 g/week)

Bi SE(B) SD(B) S SE(B) SD(B)  fB5 SE(B5) SD(Bs) Bi SE(B1) SD(By) Bo SE(By) SD(B)

MM 28.15 3.35 3.43 42.01 3.74 3.87 0.72 0.01 0.01 243.86 2.37 2.37 -1042.32 100.67  103.49
EGEE 28.53 8.28 9.23 42.00 5.33 542 0.72 0.02 0.02  205.66 5.67 6.11  -966.70 143.55 146.33
IEE 28.41 6.49 7.25 41.85 6.17 6.55 0.72 0.02 0.02 170.71 6.79 7.84 -895.52 166.36 178.40
CWGEE 28.31 4.55 4.55 41.99 4.69 479 0.72 0.02 0.02 184.76 477 446 -907.41 126.47 129.37
ARGEE 28.16 6.23 6.62 42.13 5.82 5.83 0.72 0.02 0.02  242.03 3.72 3.97 -1034.80 156.53  156.79

Table 5.17: Extension 2 Scenario 7 (72=-0.46, v;=-0.19, treatment effect = 28 g/week)
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Scenarios With Larger SD of Cluster Size, 7o = 2.787813

=

. SE(8) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) B SE(B) SD(B) B SE(B)) SD(8)
MM 27.90 3.42 3.39 41.87 3.75 3.79 0.72 0.01 0.01 245.46 2.42 2.35 -1041.21 100.96 101.48
EGEE 27.31 10.65 11.32 41.85 6.21 6.25 0.72 0.02 0.02 245.07 7.32 7.88 -1039.97 167.52 167.45
IEE 27.31 10.29 11.11  41.77 11.39 12.30 0.72 0.04 0.04 228.27 9.04 10.00 -1026.20 307.35 331.70
CWGEE 27.65 644 655 41.87 564 566 072 002 002 22287 602 627 -979.58 15216 151.75
ARGEE 27.85 401 395 4194 569 574 072 002 002 247.30 274 273 -1035.77 15294 15356

=

Table 5.18: Extension 2 Scenario 36 (7,=-0.90, 72=0, treatment effect = 28 g/week)

B SE(B1) SD(8) B> SE(B;) SD(B2) Bz SE(B3) SD(8s) Bs SE(Bi) SD(8s) Bo SE(Bo) SD(8)

MM 28.19 3.33 3.32 42.27 3.75 3.82 0.72 0.01 0.01 242.33 2.36 2.39 -1047.42 100.89 102.80
EGEE 27.82 9.96 10.99 42.19 4.77 4.74 0.72 0.02 0.02 174.13 6.87 7.55 -911.12 128.78 128.79
IEE 27.98 6.89 7.92 41.93 7.30 791 0.72 0.03 0.03 149.58 6.09 7.22  -854.49 197.26 214.61
CWGEE 28.02 5.38 5.70 42.17 4.53 4.52  0.72 0.02 0.02 166.84 5.21 5.32  -890.88 122.48 122.67
ARGEE 28.20 5.29 5.44  42.60 5.48 551 0.72 0.02 0.02 234.11 3.37 3.30 -1049.25 147.63 148.76

Table 5.19: Extension 2 Scenario 37 (72=-0.90, 7,=0, treatment effect = 28 g/week)

Pi SE(B) SD(B) B SE(B) SD(By) B3 SE(B3) SD(8s) B SE(Bs) SD(By) o SE(S) SD(fo)

MM 27.98 338 346 4199  3.76  3.85 072 0.01 001 24383 239 245 -1042.38 101.11 103.88
EGEE 26.87 10.39 1099 42.02 471 486 072 002 002 19522  7.05  7.59 -947.00 127.27 131.87
IEE 2712  7.67 838 4200 754 841 072 003 003 16577 669 771 -901.19 20444 227.74
CWGEE 2754 500 517 4206  3.67 379 072 001 001 17435 478 509 -891.30  99.11 102.95
ARGEE 27.73 559 569 4222 525 526 072 002  0.02 23947 350 349 -1031.68 141.34 140.99

Table 5.20: Extension 2 Scenario 38 (7;=-0.64, 7,=-0.64, treatment effect = 28 g/week)

Bi SE(B1) SD(B) B SE(B) SD(B) fB5 SE(B5) SD(8s) Bi SE(B1) SD(By) B0 SE(B) SD()
MM 2801 341  3.34 41.88  3.75  3.83 072 0.0l 001 24471 241  2.37 -1040.37 100.96 103.59
EGEE 27.63 1048 1126 41.96 549 562 072 002 002 217.83 716  7.91 -989.75 14839 151.73
IEE 27.64 909 996 41.81  9.69 10.64 072 003  0.04 19275  7.98 914 -954.24 26230 285.22
CWGEE 2789 565 576 41.96 459 469 072 002 002 19470 533 567 -926.42 123.90 126.68

ARGEE 27.94 4.72 4.62 41.95 5.34 5.32 0.72 0.02 0.02  243.46 3.07 3.07 -1028.44 143.68 143.16

Table 5.21: Extension 2 Scenario 39 (7;=-0.83, 79=-0.34, treatment effect = 28 g/week)
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B SE(B) SD(3)  f SE(%) SD(B) B SE(8;) SD(5)  Ai SE(8) SD(By) By SE(fs) SD(50)

MM 27.95 3.35 3.46 42.02 3.76 3.80 0.72 0.01 0.01 243.08 2.37 2.52 -1041.38 101.11 102.20

EGEE 28.08 10.07 11.57 41.97 4.41 4.46 0.72 0.02 0.02 179.38 7.02 7.78 -916.18 119.18 119.76

IEE 28.11 6.54 7.80 42.04 6.44 7.39 0.72 0.02 0.03  150.23 5.86 7.16  -867.08 174.33 198.72

CWGEE 28.00 4.85 5.28 41.97 3.66 3.72 0.72 0.01 0.01 164.38 4.80 5.14  -874.61 98.94  100.06

ARGEE 27.88 5.85 5.85 41.86 5.32 5.29 0.72 0.02 0.02  236.20 3.67 3.54 -1022.83 143.24 141.64
Table 5.22: Extension 2 Scenario 40 (7,=-0.83, 71=-0.34, treatment effect = 28 g/week)

Bias

The simulation scenarios with ICS shows no significant bias in the estimated treatment

effect for any method. This can be seen in Figures 5.5 and 5.6, which are boxplots by

method of the 1000 estimates from the simulation scenarios in Tables 5.13 and 5.18 with a

small and large standard deviation of cluster size, respectively. These boxplots show that

under both situations there is no bias in the estimated treatment effect, with the EGEE

and IEE having the largest spread. This agrees with the findings presented in Sections

4.4 and 5.1 with a smaller sample size. A similar pattern can be seen in the boxplots of

the treatment effect estimates for the other ICS scenarios (see Appendix B.3 Figures B.27

: B.36).
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Figure 5.5: Extension 2: Boxplots of Interaction Effect estimates for Scenario 3 in Table

5.13 using smaller SD of cluster size
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Figure 5.6: Extension 2: Boxplots of Interaction Effect estimates for Scenario 3 in Table

5.18 using larger SD of cluster size
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Standard Errors of Interaction Term

The major difference seen in Extension 2 compared to the original simulation study and
Extension 1, is that for the interaction effect, the model based standard error is now much

closer to the standard deviation of the estimates.

This smaller difference can be seen in Figures 5.7 and 5.8. These plots show the com-
bined data from Extension 2 for the ICS simulation scenarios using the smaller and larger
standard SD of cluster size respectively. Each plot gives the ratio of SE for each of the
1000 simulated datasets divided by SD for each method. Both plots show that the MM
has a ratio closest to 1 and the EGEE and IEE have ratios furthest from 1, consistent
with the original simulation study and Extension 1 results. The ARGEE varies between
the two, with a lower ratio in the smaller SD scenarios. Overall, the median ratios are
much closer to 1 for all methods than those seen in Figures 4.8 and 5.2, which showed
the equivalent results for the n=60 trial. Notice the variability appears to be larger in
the smaller SD scenarios (Figure 5.7) compared with the larger SD scenarios (Figure 5.8).
This is because of a few more outliers present mainly for the ARGEE. These large outliers
for the ARGEE occured in a small number of seemingly random scenarios and this was
not a pattern present across all scenarios. For example, the SE divided by SD ratios for a
treatment effect of 14g/week resulted in similar outliers (See Appendix B.3 Figures B.49
and B.50). Overall, the variability for the ARGEE is smaller than in the original simu-
lation study and extension 1. Separate plots for each simulation scenario showed similar

results to the combined plot (see Appendix B.3 Figures B.39 : B.48)

The improvement in the SE can also be seen in Tables 5.23 and 5.24, which give the
ratio of mean SE divided by SD, for the five smaller SD scenarios and the five larger SD
scenarios respectively. Comparing Tables 5.23 and 5.24 to Tables 4.13 and 5.8 from the
Chapter 4 simulation study and Extension 1, they shows that the results for the MM and
ARGEE are similar to those seen previously. In contrast, there is significant improvement
with ratios much closer to 1 for the EGEE, IEE and CWGEE methods. Similar to the
Chapter 4 simulation study, the CWGEE performs the best out of these three methods.
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Figure 5.7: Extension 2: Boxplots of Interaction Effect standard error / standard deviation

for all ICS data with smaller SD of cluster size

The EGEE and IEE methods generally performed best when the random intercept was
highly correlated with duration (Scenarios 3 and 6). Notably, the MM still produces ra-
tios closest to 1 in most scenarios. It is also worth noting that in Tables 5.13 to 5.22 the
EGEE and IEE do result in larger SE and SD, whereas the CWGEE method gives a more

efficient estimate in most scenarios.
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Figure 5.8: Extension 2: Boxplots of Interaction Effect standard error / standard deviation

for all ICS data with larger SD of cluster size

Simulation Scenario | 3 4 5 6 7
MM 0.97 0.99 1.02 0.96 0.98
EGEE 0.95 0.87 0.89 0.93 0.90
IEE 0.96 0.87 0.88 0.92 0.90
CWGEE 0.99 097 097 097 1
ARGEE 0.97 091 0.92 0.95 0.94

Table 5.23: Extension 2: Ratios of mean SE divided by SD using smaller SD of cluster

size
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Simulation Scenario | 36 37 38 39 40
MM 1.01 1.00 0.98 1.02 0.98
EGEE 094 091 0.95 0.93 0.87
IEE 0.93 087 0.92 091 0.84
CWGEE 098 094 097 0.98 0.92
ARGEE 1.02 097 098 1.02 1

Table 5.24: Extension 2: Ratios of mean SE divided by SD using larger SD of cluster size
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Coverage Probabilities

The coverage probabilities of the Wald type confidence interval for the interaction effect
are given in Tables 5.25 and 5.26 for the original scenarios and larger standard devia-
tion scenarios respectively. For all methods, the coverage probabilities are now closer to
0.95 than in the Chapter 4 simulation study and Extension 1, where the EGEE, IEE
and CWGEE had coverage probabilities that were too low. Table 5.26 shows coverage
probabilities that are much larger than those found in Extension 1, where undercoverage
was present. For example, for the EGEE in scenario 37 the coverage probability increased
from 0.594 to 0.908, which is a vast improvement. For the EGEE and IEE, the pattern
of the coverage probabilities being higher when duration was highly correlated with the
random intercept (Scenarios 3 and 6) can still be seen here, however the effect is not
as great as in the Chapter 4 simulation study or Extension 1. It is worth noting that,
although the coverage probabilities are quite high in this case and the ratio of SE to SD
is close to one, there is substantial variability in the SE’s for the EGEE, IEE, CWGEE
and ARGEE methods.

Simulation Scenario | 3 4 ) 6 7
MM 0.949 0.95 0.958 0.942 0.95
EGEE 0.937 0.926 0.939 0.938 0.922
IEE 0.941 0924 0.919 0.93 0.921
CWGEE 0.955 0.954 094 0.929 0.931
ARGEE 0.944 0.966 0.954 0.95 0.958

Table 5.25: Extension 2: Coverage probabilities for smaller SD of cluster size
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Simulation Scenario | 36 37 38 39 40

MM 0.96 0943 0.943 0.954 0.932
EGEE 0.927 0.908 0.912 0.918 0.899
[EE 0.925 0.893 0.908 0.914 0.879
CWGEE 0.944 0.933 0.922 0.945 0.919
ARGEE 0.962 0.948 0.944 0.962 0.946

Table 5.26: Extension 2: Coverage probabilities for larger SD of cluster size

Summary

In summary, when the sample size for the trial was increased from 60 to 600, the MM and
ARGEE performed well, as they did in the Chapter 4 simulation study. The EGEE, IEE
and CWGEE also performed well with small differences between SE and SD and coverage
probabilities close to the nominal level. It could be concluded that the size of the study
was insufficient in the Chapter 4 simulation study and a larger study size is needed for

the EGEE, IEE and CWGEE to perform well.

The results for the simulation scenarios using the other treatment effects of 0, 7, 14 and
21 g/week gave similar results to those discussed above. For the ICS scenarios, the value
of the treatment effect estimate changed accordingly but the analysis concerning bias,
estimates of SEs and coverage probabilities were unaffected. For the NICS scenarios the
value of the treatment effect estimate changed and the SE and SD also changed slightly.
Depending on the scenario, SE was sometimes larger than SD across all methods, although
this was only by a small amount (less than 0.05%). In all cases, SE was very close to SD,
as expected. Full results tables for these scenarios can be found in Appendix C Figure

C.11 : C.60.

5.3 Extension 3: Simulating from a GEE Framework

In the Chapter 4 simulation study the MM performed well in all situations, including

when ICS was present. Part of the explanation may be that the MM was used to simulate
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the data, hence it was able to effectively analyse it. That is, the poor relative performance
of the GEE methods may be due, in part, to the model misspecification that is not present
for MM. To investigate this possible bias, Extension 3 was conducted, where data were
simulated using a GEE framework. This extension was conducted on both the original
sample size and the larger sample size in Extension 2. The method of simulation is

described Section 5.3.1.

5.3.1 Generating Simulated Data from a GEE Framework

To simulate the infant weights using a GEE framework, a multivariate normal distribution
was used, where the dependence in the data was taken into account via the covariance
structure. A set of weights was generated, using mvrnorm in R, separately for each infant.

To simulate the data, it is necessary to specify the mean vector and the covariance matrix.

The mean vectors are given by model 5.1. This is the same as the fixed effects specified

in the MM.

Weight =0y + B1Treatment : Time + [y Birthweight + p3Gestational Age (5.1)

B4 Time

The covariance matrix is the same for each infant and is given by the formula:

Covariance = (diag[V (1), ..., V(N])l/QR(diag[V(l), s V(N])1/2,

where R is the working correlation structure and V(i) is the variance for time i.

It is expected that as the time between outcomes increases, the correlation between those
outcomes should decrease, hence an autoregressive structure was chosen to generate the

data. The corresponding correlation matrix has the form:
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Model 5.1 was fit to the singleton infants from the POPPET trial, using an autoregressive
GEE, and the estimates of p and V' were obtained. Only singleton infants were considered
as only one level of clustering (longitudinal) will be considered in the simulation study.
The value for p was set to 0.984 and the value for all V' was set to the constant value of

24224.

A total of 180 weights were generated for each infant in the first instance. The cluster
size was then simulated for each infant, and the superfluous weights discarded. As the
aim here is to investigate methods when informative cluster size is present, a method of

simulating cluster size in such a way that it induces informative cluster size is needed.

In the Chapter 4 simulation study, recall that the cluster size was determined from the
random effects Poisson distribution Poisson(e¥71bo+200) 4 N . “wwhere by is the random
intercept, b; is the random slope and N,,;, is the minimum cluster size (Neuhaus and
Mcculloch, 2011). It is desirable to use a comparable method here, so that the two data

generation approaches are as similar as possible.

For the MM the assumption of non informative cluster size means that the random effects
are independent of the cluster size. Hence, Neuhaus and Mcculloch’s method induces in-
formative cluster size by making the cluster size depend on the random effects. As there
are no random effects in a GEE, to induce ICS we need the cluster size to depend on the

outcome directly. To do this using Neuhaus and Mcculloch’s method, the random effects
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need to be replaced by terms based on the infants weights.

To match the original model for cluster size, an intercept term and a slope term are
needed. The random intercept was replaced with the infant’s weight on first day of the
study (denoted W7). The random slope was replaced with the infant’s weight on day 14
minus the infants weight on the first day (denoted D). This term was used as the differ-
ence gives a measure of growth, which makes sense to replace a random slope term. Day
14 was used as this was the minimum duration in POPPET. W, and D are marginally
normally distributed and are also jointly normal, as required for the method to work. The

two weight terms were standardised for simplicity of calculation.

The cluster size was generated from the Poisson distribution

Poisson(et1Wit2D)y L N . As in the original simulation study, we want the simulated
cluster size distribution to be the same as that for the POPPET trial. Hence, we will find
the parameters (7o, 71,72) needed to give the same expected value and variance as the
observed duration distribution for POPPET. This is done by repeating the calculation

from Section 4.2.2.

The expected value of the cluster size is given by

BN] = e+ 0ioh, o sonmaw,) 4y (5.2
Now assume,
Wy 0 1 0.439
~ N ,
D 0 0.439 1

Substituting these values into equation 5.2 and setting the expectation equal to the sample

mean duration from POPPET gives
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38.36667 = 102 (1 +73+2:0439m%2) 4 1y

1
In(24.36667) = 7o + 5(712 + 92 + 2% 0.4397,72)

2(In(24.36667) — 7o) = Vi + 75 + 2 * 0439717 (5.3)

and for the variance:

191.5921 = e0+3(io8 0730 14+2M7200.1) 4 290+ 29708 o +23307 1 +4717200,1
_ 6270+7503,0+7§Ui1+2’717200,1

1
191.5921 = 103 (7 +3+2:0439772) | (290 +297 +275+4x04397172) _ o290 +77+75+2+0.4397172)

Now substituting in Equation 5.3 gives

191.59217 = e’yo+1n(24.36667)7'yo + 6270+41n(24.36667)74'yo . 62'*/0+21n(24.36667)72fyo

191.5921 = 24.36667 + ¢~ 270 +4In(24.36667) _ 94 366672

In(760.96) = —27o + 41n(24.36667)

~ 41n(24.36667) — In(760.96)
a 2

Y0

= 3.069142.

Substituting this value for vy into Equation 5.3 gives

2(In(24.36667) — 3.069142) = 77 + 75 + 2 * 0.4397,7,

0.248 = 77 + 73 + 0.878717.
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This is an ellipse with equation 0.248 = 7% + 2 + 0.878v,72, as opposed to the equation
of a circle obtained when simulating under a MM. Notice the value of 7, is the same as

in the original method.

To investigate whether ICS has been induced and how changing v, and v, affects the
strength of the correlation, a MM was fit to the generated data and the correlation be-
tween the random effects and cluster size was found for different values for v, and .
Through experimentation it was determined that choosing the same values for v, and 7,
as in the Chapter 4 simulation study did not result in the same strength of correlation.
Nonetheless, the same general pattern was present, in that increasing the coefficient of
the intercept term (;) increased the correlation between the random intercept and dura-
tion. Likewise, increasing the coefficient of the slope term (7;) increased the correlation
between the random slope and duration. However, it did not occur to the same extent
as in the original study. Setting the coefficient of one term to zero did not result in the
maximum correlation strength between duration and the other term. The magnitude of
the correlations from the original study could also not be reached. Through trial and error
it was found that it was possible to obtain nearly zero correlation between one random
effect and duration and achieve a maximum correlation between duration and the other

random effect by selecting different combinations of values for v, and ~,.

To keep the extension as similar as possible to the Chapter 4 simulation study it was deter-
mined that the v values would be chosen to give the same 5 correlation patterns as consid-
ered in the original study (i.e. correlation between duration and intercept only, correlation
between duration and slope only, equal correlation between duration and slope/intercept,
more correlation between duration and intercept than duration and slope, and more cor-
relation between duration and slope than duration and intercept). Through trial and
error, the v values were chose to give correlations as close to the original cases as could

be achieved, as listed in Table 5.27.

These five ICS cases were considered for the five treatment effects (0, 7, 14, 21 and 28

g/week), resulting in 25 simulation scenarios. There were also 2 NICS simulation sce-
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Cases | 11 V2 cor(bg, N) cor(by, N)
1 -0.36  -0.22 -0.05 -0.30

2 -0.039 -0.48 -0.32 -0.003

3 -0.24  -0.35 -0.172 -0.206

4 -0.29  -0.29 -0.23 -0.143

5 -0.17  -0.40 -0.107 -0.262

Table 5.27: Extension 3: Values of 7; and v, and resulting correlations

narios considered for the five treatment effects, a fixed trial length and a non fixed trial
length that was unrelated to the outcome, resulting in an additional 10 simulation sce-
narios. These NICS simulation scenarios used the same parameters as the NICS examples
from the original study. For each scenario, data were generated for 60 infants to match
the original simulation study with 10000 datasets generated per scenario. In addition,
Extension 2 was replicated to investigate the effect of increasing the sample size to 600

infants. Again only 1000 simulations were performed for each of these scenarios due to

the time it takes to run a simulation scenario with a larger sample size.

5.3.2 NICS Scenario Results for Extension 3

Consider the results of the Extension 3, using the sample sizes of 60 and 600. The results

for the NICS simulation scenarios with a treatment effect of 28 grams a week are given

in Tables 5.28 - 5.31.

Scenarios for smaller sample size, n=60

Bi SE(B1) SD(B) S SE(B) SD(B:) Bs SE(Bs) SD(8s) B: SE(B:) SD(8) B SE(By) SD(5)
MM 27.91 672  6.83 4216 17.06 17.66 0.72  0.06  0.06 24446 519 528 -1049.11 458.36 473.81
EGEE 27.93  7.63  7.80 4217 1654 1752 072 006  0.06 24444 543 559 -1049.28 44540 470.03
IEE 2785 982 10.13 42.16 1638 1754 0.72 006 006 24449 631  6.50 -1049.21 441.13 470.31
CWGEE 2785  9.82 1013 4216 1638 17.54 0.72  0.06  0.06 24449 631 650 -1049.21 441.13 470.31
ARGEE 27.90  6.09 627 4207 1589 17.00 0.72  0.06 006 24449 466 483 -1046.82 427.98 455.81

Table 5.28: Extension 3 Scenario 1 (fixed trial length=38, treatment effect = 28 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) 81 SE(B) SD(B) B SE(B)) SD(8)
MM 28.01 6.75 6.95 42.10 17.08 17.66 0.72 0.06 0.06 244.42 5.21 5.33 -1045.18 458.87  474.37
EGEE 27.92 7.70 7.96 42.05 16.52 17.49 0.72 0.06 0.06 244.49 5.46 5.68 -1043.97 445.18 469.52
IEE 28.08 9.59 10.11  42.06 16.38 17.59 0.72 0.06 0.06 244.45 6.48 6.77 -1044.28 441.33 472.32
CWGEE 28.10 9.59 10.05 42.05 16.34 17.50 0.72 0.06 0.06 244.44 6.48 6.73 -1044.07 440.31 469.71
ARGEE 2803 603 625 4206 1586 1688 072 006 006 24444 459 476 -1043.86 427.35 452.62

Table 5.29: Extension 3 Scenario 2 (yp=log(24.3667),7,=0,72=0, treatment effect = 28
g/ week)

Scenarios for larger sample size, n=600

=

1 SE(B1) SD(6) Bs SE(B2) SD(B2) B3 SE(B3) SD(8) Bs SE(Bi) SD(B1) Bo SE(Bo) SD(fo)
MM 27.95 2.14 2.08 41.61 5.32 5.36 0.72 0.02 0.02  244.50 1.65 1.66 -1033.02 143.16 143.73
EGEE 27.94 2.46 2.40 41.61 5.30 536 0.72 0.02 0.02 244.51 1.76 1.76 -1033.13 142.63 143.54
IEE 27.98 3.19 3.13 41.61 5.29 536 0.72 0.02 0.02 244.48 2.03 2.03 -1033.01 142.50 143.57
CWGEE 27.98 3.19 3.13 41.61 5.29 5.36  0.72 0.02 0.02 244.48 2.03 2.03 -1033.01 142.50 143.57
ARGEE 27.97 1.97 1.93 41.61 5.12 521 0.72 0.02 0.02 244.48 1.51 1.52 -1032.77 137.82 139.44

Table 5.30: Extension 3 (Larger Trial) Scenario 1 (fixed trial length=38, treatment effect
= 28 g/week)

B SE(B) SD(Bi) B SE(B) SD(B) Bs SE(B;) SD(Bs) B: SE(B) SD(8)) B0 SE(B) SD(5)
MM 27.87 216 214 4209 533 541 072 0.02 002 24460  1.66  1.70 -1046.82 143.46 146.04
EGEE 27.904 250 250 4208 529 537 072 002  0.02 24456 178  1.82 -1046.76 14251 145.12
IEE 27.86  3.14 317 42.00 531 532 072 002  0.02 24459 212 215 -1047.04 14296 143.90
CWGEE 2785 312 315 4208 529 537 072  0.02 002 24460 210 213 -1046.71 142.38 145.13
ARGEE 27.92 195 191 4209 511 520 072 002 002 24455 149 151 -1046.76 137.58 140.48

Table 5.31: Extension 3 (Larger Trial) Scenario 2 (y9=log(24.3667),7;=0,72=0, treatment
effect = 28 g/week)

Bias

For the four simulation scenarios with NICS, the results are similar to the Chapter 4
simulation study. There is very little bias in the estimated treatment effect, which is
shown in boxplots by method of the 10000 estimates from the simulation scenario in
Table 5.29 (see Figure 5.9). The plot shows the median treatment effect estimates are
very close to the true value shown in red. There is some variation between methods in

the spread of the data, with the IEE and CWGEE having the largest spread. Overall,
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the spread is larger than what was found for the NICS cases in the MM based simulation
scenarios. A similar pattern was seen in the boxplot of the other NICS scenario, with the
only difference being that the plots using the larger sample size had a smaller spread of
the data using all methods. This is expected when increasing the size of the sample (see

Appendix B.4 Figures B.51 : B.53).
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Figure 5.9: Extension 3: Boxplots of Interaction Effect estimates for Scenario 1 in Table

5.28 for n=60

Standard Errors of Interaction Term

For the interaction effect, the standard error of the estimates and the model based stan-
dard error were similar for the NICS scenarios. Considering n=60 first, Figure 5.10 gives
the ratio of the standard error for each of the 10000 simulated datasets divided by the
standard deviation for the simulation scenario in Table 5.29. This shows that for all
the methods the standard error is generally being underestimated, but not by much. A
similar pattern is seen in the other NICS scenario (see Appendix B.4 Figure B.66). Now

considering n=600 results, Figure 5.11 gives the ratio of standard error for each of the
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1000 simulated datasets divided by standard deviation for the simulation scenario in Ta-
ble 5.31. This shows that the standard error is being overestimated by some methods and
very slightly underestimated by others, which is different to the smaller trial where all
methods were underestimating the SE. Overestimating the standard error is better than
underestimating it because this is more conservative, so this would be preferable. Overall,
the standard error is similar to the standard deviation as the median ratio is close to 1.
A similar pattern was seen in the plot for the other NICS scenario except here all the

methods were overestimating the standard error (see Appendix B.4 Figure B.72).
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Figure 5.10: Extension 3: Boxplots of Interaction Effect standard error / standard devi-

ation for Scenario 1 in Table 5.28 for n=60
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Figure 5.11: Extension 3: Boxplots of Interaction Effect standard error / standard devi-

ation for Scenario 1 in Table 5.30for n=600

Coverage Probabilities

The coverage probabilities of the Wald type 95% confidence interval for the interaction
effect in NICS scenarios are given in Tables 5.32 and 5.33 for the smaller and larger sample
size respectively. For n=60, the coverage probabilities are all quite close to the expected
value of 0.95. For n=600, the coverage probabilities are all extremely close to 0.95 and

for the scenarios with equal follow up are slightly larger than 0.95.
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Simulation Scenario | 1 2

MM 0.937 0.945
EGEE 0.938 0.944
[EE 0.933 0.941
CWGEE 0.935 0.941
ARGEE 0.936 0.940

Table 5.32: Extension 3: Coverage probabilities for NICS scenarios for n=60

Simulation Scenario | 1 2

MM 0.949 0.952
EGEE 0.944 0.955
IEE 0.949 0.963
CWGEE 0.944 0.963
ARGEE 0.947 0.953

Table 5.33: Extension 3: Coverage probabilities for NICS scenarios for n=600

Summary

In summary, for the GEE simulation scenarios with NICS there is very little bias in the
estimated treatment effect, very little difference between the SE and SD, and correct cov-

erage probabilities for the 95% confidence interval.

5.3.3 ICS Scenario Results for Extension 3

The results for the ICS simulation scenarios with a treatment effect of 28 grams a week

are given in Tables 5.34 - 5.43.
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Scenarios for smaller sample size, n=60

B SE(B1) SD(B:) B2 SE(B2) SD(B2)  fBs SE(Bs) SD(Bs) B1 SE(B1) SD(B4) Bo SE(Bo) SD(B)

MM 2797 7.22 7.35 42.30 17.31 1772 0.72 0.06 0.06 247.43 5.51 5.43 -1059.86 465.39 476.42
EGEE 27.73 8.16 8.74 42.15 16.57 17.39 0.72 0.06 0.06 247.08 5.63 6.07 -1052.48 447.18 467.80
IEE 27.06 9.21 9.91 41.46 16.11 17.31 0.71 0.06 0.06 235.66 6.42 6.89 -992.90 435.05 465.98
CWGEE 26.95 9.27 9.62 41.18 15.96 16.98 0.71 0.06 0.06 234.59 6.46 6.73  -966.19 431.06 458.11
ARGEE 27.85 6.24 6.58 42.09 15.84 16.76  0.72 0.06 0.06 244.83 4.58 4.82 -1044.01 427.18 450.76

Table 5.34: Extension 3 Scenario 3 (7;=-0.36, 12=-0.22, treatment effect = 28 g/week)

Bi SE(B1) SD(B1) B2 SE(B2) SD(B2)  fBs SE(B3) SD(fs) B1 SE(B:) SD(B4) Bo SE(By) SD(f)

MM 28.41 7.38 7.46 41.56 17.36 1776 0.72 0.06 0.06 251.27 5.61 5.35 -1044.47 466.43 476.92
EGEE 26.88 7.93 8.71 41.49 16.47 17.35 0.72 0.06 0.06 244.40 5.29 597 -1029.41 443.75 465.95
IEE 26.85 8.93 9.77 4142 16.35 17.80 0.72 0.06 0.06 239.48 5.92 6.84 -1017.96 440.61 478.07
CWGEE 27.01 9.11 9.52 41.48 16.19 1729 0.72 0.06 0.06 240.46 6.22 6.64 -1017.16 436.24 464.67
ARGEE 27.75 6.02 6.31 41.53 15.77 16.90 0.72 0.06 0.06 244.78 4.26 4.51 -1030.76 424.85 453.82

Table 5.35: Extension 3 Scenario 4 (y;=-0.039, o= -0.48, treatment effect = 28 g/week)

w

SE(B1) SD(B1)

, SE(6) SD(8) s SE(8s) SD(8s) B SE(3

)

SD(B4) Bo SE(Bo) SD(B)

MM 28.35 7.31 743 4214 1734 17.62 0.72 0.06 0.06 249.35 5.57 5.45 -1058.68 465.70 473.99
EGEE 27.32 8.12 8.80 4191  16.52 17.15 0.72 0.06 0.06 245.76 5.52 5.99 -1040.85 445.36 461.39

IEE  26.92 9.28 10.03  41.65 16.20 17.27 0.71 0.06 0.06 236.53 6.28 6.85 -1006.76 436.83 465.11
CWGEE 26.91 9.37 9.80 41.48 16.07 16.92 0.71 0.06 0.06 236.63 6.43 6.75 -991.19 433.41 456.25
ARGEE 27.85 6.22 6.51 41.92 15.85 16.63 0.72 0.06 0.06 244.81 4.49 4.70 -1039.25 427.16  447.40

Table 5.36: Extension 3 Scenario 5 (71=-0.24, 72=-0.35, treatment effect = 28 g/week)

=®
o

. SE(B) SD(1) , SE(B.) SD(B.)  Bs SE(Bs) SD(Bs) B SE(B) SD(B) B SE(B) SD(Bo)
MM 28.35 7.26 7.42 42.15 17.36 18.13 0.72 0.06 0.07 248.52 5.54 5.46 -1059.10 466.36  485.34
EGEE 27.58 8.14 8.67 41.95 16.58 17.66 0.72 0.06 0.06 246.31 5.55 6.04 -1044.51 447.12 473.39
IEE 27.05 9.29 10.07 41.50 16.18 17.70 0.71 0.06 0.06 235.99 6.33 6.91  -999.05 436.72 474.84
CWGEE 27.02 9.36 9.85 41.30 16.07 17.34 0.71 0.06 0.06 235.62 6.44 6.81 -979.48 433.61 466.07
ARGEE 27.98 6.35 6.73 42.03 16.36 17.91 0.72 0.06 0.07 244.78 4.61 4.93 -1043.12 438.62 473.22

Table 5.37: Extension 3 Scenario 6 (71=-0.29, 75=-0.29, treatment effect = 28 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) 81 SE(B) SD(B) B SE(B)) SD(8)
MM 28.49 7.33 7.60 41.91 17.40 18.19 0.72 0.06 0.06 250.20 5.58 5.42 -1054.49 467.29 488.43
EGEE 27.13 8.05 8.66 41.78 16.55 17.74 0.72 0.06 0.06 245.30 5.44 5.95 -1037.33 446.12 476.39
IEE 26.86 9.19 10.02 41.51 16.28 17.92 0.72 0.06 0.06 237.54 6.16 6.87 -1009.83 439.02 481.29
CWGEE 26.95 931 984 4154 1617 17.60 072 006 006 23802  6.37 674 -100332 43617 473.10
ARGEE 27.88 6.15 6.51 41.85 15.85 17.21 0.72 0.06 0.06 244.83 4.40 4.67 -1038.71 427.26 461.93

Table 5.38: Extension 3 Scenario 7 (7,=-0.17, 79=-0.40, treatment effect = 28 g/week)

Scenarios for larger sample size, n=600

o

B SE(B) SD(B1) B SE(B) SD(B) Bs SE(B;) SD(Bs) B: SE(B) SD(8)) B0 SE(B) SD(B)
MM 2828 230 239 4234 541 534 072 0.02 002 247.37 175 178 -1061.01 145.66 144.16
EGEE 27.86 2.76 2.77 42.20 5.32 5.27 0.72 0.02 0.02 247.20 1.92 1.93 -1054.28 143.30 142.14
IEE 27.25  3.09 315 4145 529 529 071 002 002 23478 218 221 -990.46 142.48 14347
CWGEE 2721  3.02 308 4121 518 514 071 002 002 23385 211 216 -964.12 139.60 139.17
ARGEE 28.03 198 206 4215 513 515 072 002 002 24474 146 156 -1047.13 138.03 138.61

Table 5.39: Extension 3 (Larger Trial) Scenario 3 (7,=-0.36, 75=-0.22, treatment effect
= 28 g/week)

B SE(B) SD(B) B SE(B) SD(B) Bs SE(Bs) SD(8y) B SE(Bi) SD(B) B SE(By) SD(Bo)
MM 28.63 2.36 242 42.12 5.43 5.23 0.72 0.02 0.02 251.33 1.79 1.70 -1059.33 146.17 140.33
EGEE 27.00 2.82 2.95 42.12 5.29 5.20 0.72 0.02 0.02 244.38 1.91 1.99 -1045.74 142.50 139.50
IEE 26.72 3.06 3.01 42.14 5.42 5.32 0.72 0.02 0.02 239.11 2.16 2.26 -1035.55 146.04 142.86
CWGEE 26.97 2.97 2.92 42.09 5.27 5.18 0.72 0.02 0.02 240.12 2.06 2.08 -1031.95 141.77 138.93
ARGEE 28.04 1.93 1.92 42.19 5.12 5.07 0.72 0.02 0.02 244.63 1.37 1.40 -1047.84 137.71 135.68

Table 5.40: Extension 3 (Larger Trial) Scenario 4 (7;=-0.039, 2= -0.48, treatment effect
= 28 g/week)

P SE(B) SD(B) > SE(S) SD(B) s SE(fs) SD(6) Pa SE(Bi) SD(By) B SE(By) SD(5)

MM 2838 233 234 4211 542 539 072 0.02 002 24939 177 173 -1059.20 14594 145.26
EGEE 27.34 277 281 4185 530 529 0.72 002 002 24587 191 191 -1040.42 142,68 14261
IEE 2679 312 317 4143 532 537 071 002 002 23591 217 225 -1000.23 143.38 144.75
CWGEE 2681  3.05  3.10 41.39 521 522 071 002 002 23613 211 217 -987.87 140.37 14111
ARGEE 27.99 198 195 41.95 513 512 072 002 002 24468 144 147 -1042.33 138.00 137.53

=

Table 5.41: Extension 3 (Larger Trial) Scenario 5 (7,=-024, 72=-0.35, treatment effect =
28 g/week)
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By SE(B) SD(B) B SE(B) SD(B) S5 SE(Bs) SD(8s) Bi SE(B) SD(B) B SE(f) SD(B)

MM 28.37 2.32 2.24 4201 5.43 5.41 0.72 0.02 0.02 248.58 1.76 1.73 -1055.85 14591 146.91
EGEE 27.55 2.77 2.70 41.80 5.32 5.33 0.72 0.02 0.02 246.45 1.92 1.92 -1041.24 143.18 144.82
IEE 27.03 3.12 3.12 41.23 5.32 5.35 0.71 0.02 0.02 235.10 2.17 2.13  -990.10 143.19 145.40
CWGEE 27.05 3.04 3.04 41.12 5.20 521 0.71 0.02 0.02 234.89 2.11 2.07  -972.48 140.20 142.02
ARGEE 28.07 1.98 1.92 41.83 5.14 517 0.72 0.02 0.02 244.73 1.45 1.50 -1039.43 138.23 139.98

Table 5.42: Extension 3 (Larger Trial) Scenario 6 (y;=-0.29, 75=-0.29, treatment effect
= 28 g/week)

B SE(B1) SD(B) B2 SE(B2) SD(B:) B3 SE(B3) SD(B;) Bs SE(B1) SD(Bs) Bo SE(Bo) SD(f)

MM 28.34 2.35 2.32 42.16 5.43 5.35 0.72 0.02 0.02  250.32 1.78 1.67 -1062.12 146.10 143.75
EGEE 26.89 2.78 2.71 41.96 5.31 5.26 0.72 0.02 0.02  245.40 1.90 1.87 -1042.96 143.02 141.35
IEE 26.78 3.11 3.09 41.70 5.36 5.30 0.72 0.02 0.02  236.89 2.17 2.23 -1014.62 144.35 142.43
CWGEE 26.85 3.04 2.98 41.70 5.25 521 0.72 0.02 0.02  237.52 2.10 2.09 -1006.69 141.45 139.79
ARGEE 27.96 1.96 1.99 42.03 5.14 5.06 0.72 0.02 0.02 244.71 1.42 1.41 -1044.76 138.35 135.79

Table 5.43: Extension 3 (Larger Trial) Scenario 7 (7;=-0.17, 72=-0.40, treatment effect
= 28 g/week)

Bias

Examining the scenarios with ICS, for both sample sizes there appears to be a small
amount of bias present in the estimated treatment effects. This is different to all of the
results considered thus far, where very little bias was ever present. This bias can be seen
in Figures 5.12 and 5.13, which are boxplots by method of the 10000 and 1000 estimates
from the simulation scenarios in Table 5.34 and 5.39 respectively. It should be noted
that the bias appears relatively large in Figure 5.13 because of the reduced SD arising
for n=600. In all cases, the bias is small relative to the variability of the estimates. In
both plots, there is a small amount of bias present ( about 1 gram difference between
the median estimate and the true value for some methods), with varying levels depending
on the method. The ARGEE has virtually no bias in either case, the EGEE, IEE and
CWGEE have the most bias and the MM has minor bias which is larger for n=600. A
similar pattern was present in the other simulation scenarios for both trial sizes, where
the larger trial size has consistently smaller spread in all cases (see Appendix B.4 Figure

B.55 : B.64).
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Figure 5.12: Extension 3: Boxplots of Interaction Effect estimates for Scenario 3 in Table

5.34 for n=60

The amount of bias the methods produced differed between simulation scenarios. This
relationship can be seen in Tables 5.44 and 5.45, which give the difference between the
mean estimated treatment value and the true value for each method, for n=60 and n=600
respectively. In both tables for the MM, EGEE and TEE, the largest bias is generally
found in simulation scenarios 4 and 7, when the random slope was highly correlated with
duration. It should be noted that compared to the size of the true parameter (28) this

bias is not large for any method.
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Figure 5.13: Extension 3:

5.39 for n=600

Boxplots of Interaction Effect estimates for Scenario 3 in Table

Simulation Scenario | 3 4 5t 6 7

MM 0.03 -0.41 -0.35 -0.35 -0.49
EGEE 028 1.12 0.68 0.42 0.87
IEE 094 1.15 1.08 095 1.14
CWGEE 1.05 0.98 1.09 092 1.05
ARGEE 0.15 0.25 0.15 0.02 0.12

Table 5.44: Extension 3: Bias amount for n=60
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Simulation Scenario

3 4 5 6 7

MM
EGEE
IEE
CWGEE
ARGEE

-0.28 -0.63 -0.38 -0.37 -0.34
0.14 1.00 0.66 045 1.11
0.75 128 1.21 097 1.22
0.79 103 119 095 1.15
-0.03 -0.04 0.01 -0.07 0.04

Table 5.45: Extension 3: Bias amount for n=600
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Standard Errors of Interaction Term

For the interaction effect, there is very little difference between the model based standard
error and the standard deviation of the estimates. There is slightly more difference when
n=60 than when n=600, which can be seen in Tables 5.46 and 5.47. These tables give the
mean ratio of the standard error divided by the standard deviation for n=60 and n=600
respectively. Table 5.46 shows that all the ratios are greater than 0.90, with the smallest
ratios occurring for the EGEE and IEE and the closest to 1 for the MM. In all cases,
the SE is being slightly underestimated. In comparison, Table 5.47 shows that the ratios

for all methods are all close to 1. Here SE is larger sometimes and smaller sometimes

compared to SD.

Simulation Scenario | 3 4 5 6 7

MM 0.98 0.99 0.98 0.98 0.96
EGEE 0.93 091 0.93 094 0.93
IEE 0.93 091 0.93 0.92 0.92
CWGEE 0.96 0.96 0.96 0.95 0.95
ARGEE 0.95 095 0.96 094 0.95

Table 5.46: Extension 3: Ratios of mean SE divided by SD for n=60

Simulation Scenario | 3 4 5 6 7

MM 096 098 1 1.04 1.01
EGEE 1 0.96 0.99 1.03 1.03
IEE 098 1.02 1.01 1 1.01
CWGEE 098 1.02 098 1 1.02
ARGEE 0.96 1.01 1.02 1.03 0.98

Table 5.47: Extension 3: Ratios of mean SE divided by SD for n=600

The difference between SE and SD for different methods can be seen more clearly in

Figure 5.14 and 5.15 for n=60 and n=600 respectively. These give the ratio of the SE
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for each of the 10000 and 1000 simulated datasets divided by the SD for each method
when the data from all of the ICS simulation scenarios are combined for n=60 and n=600
respectively. Figure 5.14 shows that all methods tend to underestimate the SE, with the
EGEE and the IEE having the smallest ratios. The ARGEE has the largest spread with
a lot of positive outliers. Individual plots for these 5 scenarios showed a similar pattern
(See Appendix B.4 Figures B.67 : B.71 ). For n=600, the ratio is very close to 1 and has
no obvious pattern, as seen in Figure 5.15. Individual plots varied, however all showed

ratios very close to 1 (See Appendix B.4 Figures B.74 : B.78 ).
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Figure 5.14: Extension 3: Boxplots of Interaction Effect standard error / standard devi-

ation for all ICS data for n=60

121



1.6

1.4

1.2
|
szzxmoom}mm o ® oo
%IIIID a o

© ———— ( [ - ]
— T
L i 1 L J
© |
- T 5
T T T T T
MM EGEE IEE CWGEE ARGEE

Figure 5.15: Extension 3: Boxplots of Interaction Effect standard error / standard devi-

ation for all ICS data for n=600

Coverage Probabilities

The coverage probabilities of the Wald type confidence interval for the interaction effect
by method, for both n=60 and n=600 scenarios, are given in Tables 5.48 and 5.49 respec-
tively. Table 5.48 shows that all methods had coverage probabilities that were above 0.9.
The MM had the highest coverage probabilities, which were consistently around 0.94, and
the ARGEE was a close second with probabilities around 0.935. The EGEE and IEE
performed worst overall, with the CWGEE being marginally better. The EGEE and IEE
performed the best when the random intercept term was strongly correlated with duration
(Scenarios 3 and 6). For the larger sample size, Table 5.49 shows coverage probabilities
that are higher than Table 5.48 overall and are all higher than 0.92. Here the ARGEE and
MM performed the best with coverage probabilities which were generally close to 0.95.
The EGEE did marginally worse and the IEE and CWGEE performed the worst overall.
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Simulation Scenario | 3 4 ) 6 7
MM 0.942 0.946 0.941 0.944 0.936
EGEE 0.926 0.913 0.925 0.928 0.92
IEE 0.923 0914 0.922 0.924 0.917
CWGEE 0.936 0.933 0.934 0.933 0.928
ARGEE 0.935 0.934 0.933 0.936 0.933

Table 5.48: Extension 3: Coverage probabilities for n=60

Simulation Scenario | 3 4 ) 6 7

MM 0.944 0.934 0.949 0.951 0.949
EGEE 0.948 0.920 0.946 0.949 0.944
IEE 0.931 0.924 0.924 0.935 0.943
CWGEE 0.931 0.940 0.927 0.937 0.934
ARGEE 0.942 0.959 0.960 0.963 0.940

Table 5.49: Extension 3: Coverage probabilities for n=600

Summary

In summary, for the ICS scenarios, there was some bias in the treatment effect estimate
present for all of the methods except the ARGEE, but it was fairly small. This is in con-
trast to the original simulation studies based on the MM, that did not show discernible
bias. For both sample sizes, the SE was similar to SD, with SE being underestimated
slightly in the original study size scenarios and no constant pattern in the larger study
size. In addition, the difference between the SE and SD was much smaller than what
was found in the MM simulations. For n=60 the ratio of mean SE divided by SD had
a lot of variability for the ARGEE, similar to the original simulation study. For n=60,
the coverage probabilities were quite low for the EGEE and TEE and slightly low for the
CWGEE and ARGEE. In comparison, for n=600 all coverage probabilities were high,
with the ARGEE and MM performing the best. For n=60, the EGEE and IEE methods
generally performed better when the random slope term was not high correlated with

duration. Overall, it appears that the MM performed the best when ICS was present.
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The results for the simulation scenarios using the other treatment effects of 0, 7, 14, and
21 g/week gave similar results to those discussed above for the coverage probabilities
and difference between SE and SD. The amount of bias did change depending on the
treatment effect, in that as the treatment effect decreased, the amount of bias present de-

creased proportionally. Full results tables for these scenarios can be found in Appendix D.

5.4 Extensions Conclusions

In Chapter 5, 3 extensions to the original simulation study presented in Chapter 4 were
considered. Extension 1 changed the distribution of the cluster size to have a larger
spread, in order to investigate whether changing the distribution had an effect on the
method’s performance. The results from this extension showed that when the spread is
larger, the EGEE, IEE and CWGEE all performed worse, however the MM and ARGEE
performed similarly. These results show that changing the distribution of the cluster size
can have an effect on how some of the methods perform, but the conclusions for the MM

and ARGEE are unchanged.

Extension 2 investigated the effects of increasing the size of the study, that is, increasing
the number of infants included in the trial. This was done to investigate whether the
poor performance of the EGEE, IEE and CWGEE occurred because of the small trial
size. The results from Extension 2 showed that for the larger trial size, the performance
of the EGEE, IEE and CWGEE methods improved. In comparison, for both sample sizes,
the MM and ARGEE performed well. This indicates that the poor performance of some

methods in the initial simulation study may be due to the size of the study being too small.

Extension 3 changed the way the data were simulated, from a MM to a GEE. This was
done to test whether the MM was performing relatively well because it had the addi-
tional advantage of being the correct model for the simulations in Chapter 4. The results

from this extension showed that the MM still performed well when a GEE framework
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was used to simulate the data, with little bias and high coverage probabilities. Thus,
the MM performs well, regardless of whether or not it is used to simulate the data. The
EGEE, IEE and CWGEE methods performed better when the trial size was large, which
is consistent with the finding of the simulations under the MM. Hence, it can be concluded

that the good performance of the MM was not solely due to its use in generating the data.

In summary, the results of all simulations conducted indicate that the MM and ARGEE
are the most appropriate methods for analysing longitudinal data when the length of
followup is informative. The EGEE, IEE and CWGEE methods do not always perform
well and can result in large differences between the SE and the SD and low coverage
probabilities. These methods performed the best when the trial size was large and when

only the random intercept was correlated with duration.

5.5 Implications for the POPPET data

The objective of the POPPET trial analysis was to determine the effect of the interven-
tion on the growth of preterm infants. The results of the simulation studies can now be
used to address this objective. It is concluded that a MM or a ARGEE should be used to
analyse the POPPET data, as these methods were determined to provide valid inference

in the presence of ICS.

The POPPET results for the MM and ARGEE are re-listed in Tables 5.50 and 5.51 re-
spectively. When comparing the parameter estimates between to two tables, some of
them appear quite different. For example, for the MM the estimates for sex and plurality
are 13.2 and -8.63 respectively, whereas for the ARGEE they are -106.13 and 40.99 re-
spectively. However, when these are considered in conjunction with their standard errors,
both methods appear to be reaching similar conclusions. For the MM, the confidence
intervals for sex and plurality are (-31.21,57.62) and (-66.42, 49.16), and for the ARGEE
they are (-269,56.7) and (-85.3,167). These are quite similar when considering that the
outcome is weight in grams which is in the thousands, and these are factor variables.

The estimates for gestational age and time squared are also quite different between the
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two methods. Again, the standard errors are quite large for the ARGEE method and
only slightly smaller for the MM, so when considering how large the outcomes are, the
conclusions are not very different. Notably, both methods do result in similar estimates

for time and birthweight.

Recall that interest lies in the interaction terms involving time and group, as they de-
scribe the treatment effect. The two sets of interaction term estimates are quite different
between the two models, but when combined they lead to similar conclusions. For ex-
ample, the predicted difference in weight between treatment groups, on day 45 is 132g
for the MM and 148g for the ARGEE with standard errors of 98g and 108g respectively.
This indicates the combined treatment effect is similar between the two models, with the
ARGEE estimating only a slightly larger effect. In Chapter 3, a test for whether the
two interaction terms are jointly significantly different from zero was performed for each
method. For the MM, the null hypothesis of no difference was retained (p=0.2721). For
the ARGEE, the null hypothesis was rejected as the p value was 0.048. Note that there
may be an issue due to multiple testing present here. The p-value for the ARGEE is only
marginally less than 0.05 and hence there was only limited evidence to suggest a difference
from zero. This implies the two methods don’t attain the same effect of the intervention,
with the ARGEE producing a slightly larger effect than the MM. This agrees with the
differences on day 45, where the ARGEE resulted in a slightly larger difference. As the
MM results indicated no treatment effect and the ARGEE did not show strong evidence
of a treatment effect, it is concluded that there is not enough evidence to show that the
treatment affects the growth of preterm infants. It is possible that the high protein milk
fortifier improves the growth of infants, however a larger trial is needed before any defini-

tive conclusions can be drawn.

The slightly differing conclusions for the MM and ARGEE could be happening for a num-
ber of reasons. Firstly, the POPPET data are more complicated than the simulated data
(discussed in Chapter 4 and 5) as they contain two levels of clustering, both longitudinal
and maternal. Further research is needed to understand how the MM and ARGEE per-

form when both types of clustering are present. Secondly, it could be due to real world
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data problems. It was briefly discussed in Chapter 1 that misspecification of the correla-
tion matrix is a potential problem for the POPPET trial data. Recall, this is because the
correlation between twins will be stronger if they are monozygotic (one egg fertilised by
one sperm that splits) vs disygotic (two eggs fertilised by two sperm) and also monochori-
onic (shared placenta) vs dichorionic (separate placenta). This problem could be affecting
the results of the two methods differently, since GEEs are robust to misspecification of

the working correlation structure.

Fixed Effect estimate s.e t-value p-value  cilower ci upper
Intercept -549.86  341.74 -1.61 0.11 -1219.67 119.94
Time 208.10 12.82  16.23 < 0.0001 182.95 233.21
Sex(Male) 13.20 22.66  0.58 0.57 -31.21 57.62
Plurality(2) -8.63 29.49  -0.29 0.77 -66.42 49.16
Gestational Age 28.13 12.09  2.33 0.025 4.44 51.83
Birthweight 0.70 0.037 1880 < 0.0001 0.63 0.78
Time Squared 6.60 2.09 3.15 0.0016 2.50 10.71
Group*Time -5.02 18.00  -0.28 0.78 -40.32 30.27
Group*Time Squared 3.98 2.93 1.36 0.17 -1.76 9.73

Table 5.50: Results for the POPPET data for a MM
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estimate s.e Wald p-value  cilower ci upper

Intercept 532.38 1304.29 0.17  0.683 -2024 3089
Time 275.63 32.69 71.10 < 0.0001 212 340
Sex(Male) -106.13  83.06 1.63  0.201 -269 56.7
Plurality(2) 40.99 64.4 0.40  0.525 -85.3 167
Gestational Age -32.92 54.21 0.37  0.544 -139 73.3
Birthweight 1.20 0.27 19.90 < 0.0001 0.675 1.73
Time Squared -5.89 4.15 2.01  0.156 -14 2.24
Group*Time -31.34 33.84 0.86 0.354 -97.7 35
Group*Time Squared 8.46 4.38 3.73  0.054 -0.125 17

Table 5.51: Results for the POPPET data for a ARGEE
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Chapter 6

Conclusion

This thesis investigated the issue of informative cluster size in longitudinal data. The
research objective was to determine suitable methods for the analysis of longitudinal data
when cluster size (length of follow up) is informative. Chapter 1 provided the motivation
for the research, and included a discussion of the POPPET trial. Chapter 2 explored
different strategies for analysing clustered data, including methods that can be used when
ICS is present. Following from this, Chapters 3 and 4 compared analysis methods using
real and simulated data respectively, with extensions to the simulation study considered
in Chapter 5. The main findings of this research will now be summarised and final
recommendations made regarding the analysis of longitudinal data when cluster size is

informative.

6.1 Main Findings

In Chapter 3, different analysis methods were applied to real data from the POPPET trial.
Informative cluster size was suspected, which was confirmed thorough investigation. This
analysis showed, with the exception of the ARGEE, that there was no significant effect of
treatment on weight. Specifically, the MM, EGEE, IEE and CWGEE all showed similar
results regarding the intervention’s effect. Through the simulation studies conducted in
Chapter 4 and 5, it was found that the MM and ARGEE were the most suitable analysis
methods for analysing longitudinal data with informative cluster size. The results of these

methods did not show strong evidence of a significant effect of the intervention on the
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growth of preterm infants.

To further explore the research aim, a simulation study was conducted to compare meth-
ods when the true parameter values were known. Three measures were used to assess the
performance of methods in the simulation study: the amount of bias in the estimated
treatment effect; the difference between the model based standard error and the standard

error of the estimates; and the coverage probability.

In the Chapter 4 simulation study, it was found that all analysis methods were valid when
there was non informative cluster size. Importantly, there was no significant bias when
ICS was present. However, when the EGEE, IEE and CWGEE methods were used, they
did not have the expected coverage probabilities and their mean model based standard
error and standard deviation of the estimates were not similar. These methods performed
best when cluster size was correlated with the random intercept but not the random slope.
The ARGEE method performed well with high coverage probabilities and the ratio of the
mean model based standard error divided by the standard deviation of the estimates was
close to 1, but there was a large variability in this ratio. Although the mean of the stan-
dard error is close to the standard deviation, there are lots of really large values which
means this method could produce misleading estimates. Overall, the best performing

method was the MM.

Three main questions arose from the Chapter 4 simulation results: would changing the
distribution of cluster size affect the results, would increasing the sample size improve
the results for the EGEE, IEE and CWGEE methods, and would generating data from
a different model change how the methods perform. These three questions became three

extension simulation studies, which were discussed in Chapter 5.

Extension 1 considered changing the distribution of the cluster size to be more variable in
order to determine if this would alter the performance of the different analysis approaches.
This analysis resulted in similar findings to the original simulation study in Chapter 4

with one notable exception; the performance of EGEE, IEE and CWGEE were all sub-
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stantially worse. In particular, both the difference between SE and SD increased and
the coverage probabilities decreased. Notably, optimal results still occurred when cluster
size was correlated with the random intercept but not the random slope. Accordingly,
it was concluded that the spread of the cluster size distribution negatively affected the

performance of the EGEE, IEE and CWGEE methods.

In Extension 2, the sample size was increased to see if this improved the performance of
the analysis approaches considered. Similar to all previous simulation studies, all methods
performed well in NICS cases. Importantly, all methods also performed well in the ICS
cases - this was in contrast to the poor performance of the EGEE, IEE and CWGEE meth-
ods in previous simulations (Chapter 4 and Extension 1 Chapter 5). In this extension,
there were no large differences between SE and SD and the methods displayed coverage
probabilities that were close to the expected value. The ratio of mean SE divided by SD
was also less variable for the ARGEE in this study. Overall in this second extension, the
MM and ARGEE performed the best, but the EGEE, IEE and CWGEE were only slightly
worse. Hence, it was concluded that a larger sample size did improve the performance of

some methods.

To determine if the MM still performed optimally, Extension 3 considered simulated data
which was generated from a GEE framework rather than a MM. Two sample sizes were
considered for this purpose: the small trial size in Chapter 4 and the large trial size from
Extension 2 in Chapter 5. For the NICS cases, all methods performed well. In both
sample sizes for ICS cases, some bias was present for the EGEE, IEE and CWGEE. For
the EGEE and IEE, when cluster size was correlated with the random slope, the bias
was worse. For the small sample size, there was a noticeable difference between the SE
and SD and the coverage probabilities were quite low for the EGEE, ITEE and CWGEE.
These methods improved for the larger sample size, similar to Extension 2. The ARGEE
performed well for the large sample size, but there was a large amount of variability in the
ratio of the mean SE divided by SD for the small sample size. The MM performed well
for both sample sizes. Hence, it is reasonable to conclude that the strong performance of

MM seen in the original simulation study was not solely due to its use in generating the
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data alone.

Overall, based on the results of all simulation studies it was concluded that all methods
performed well when cluster size was non informative. Notably, the CWGEE and IEE
were the most inefficient methods. However, when cluster size was informative, |the MM
performed well across all scenarios considered and the ARGEE performed quite well, but
there was a large variability in the ratio of the SE divided by SD in scenarios with a small
cluster size. This variability means that sometimes the estimates are ok and other they
are very wrong. The performance of the other three methods (EGEE, IEE and CWGEE)
was sub-optimal in many scenarios. Of note, these methods did not perform well for the
small sample sizes, resulting in large differences between SE and SD and low coverage
probabilities. Regardless of sample size, these methods generally performed better when
cluster size was correlated with the random intercept but not with the random slope, that

is, when there is no correlation between individual growth trajectories and cluster size.

6.2 Significance and Innovation

The real data set considered in this thesis was the POPPET data set, which is from a
recently completed Australian clinical trial. In Chapter 3, this data set was analysed to
provide an estimate of the effect of treatment on the growth of preterm infants, which may
be helpful for informing clinical practice regarding feeding practices for future preterm

infants.

To my knowledge this thesis provides the most comprehensive comparison of the per-
formance of analysis methods for longitudinal data with informative cluster size. Five
methods were compared for several differing levels of informative cluster size, that is,
different degrees of correlation between the cluster size and the outcome. Also considered
were different sample sizes, distributions of cluster size and methods for simulating the
data. Overall, this thesis provided a clear recommendation regarding which methods are

suitable for analysing longitudinal data with ICS: some are suitable consistently and other
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only under certain circumstances. These results will guide future researchers to make in-
formed decisions regarding which methods of analysis should be used for longitudinal data

with informative cluster size.

6.3 Limitations and Future Work

Within this thesis a large number of simulations were conducted across a broad range
of scenarios relevant to longitudinal data in perinatal trials, but the simulation studies
are necessarily limited. The data were simulated with one level of clustering; that is
longitudinal data. In addition, only a linear growth relationship was considered and a
gaussian distribution was assumed for the outcome. The results of these analyses cannot
be assumed to apply to more general settings and hence are only applicable to data akin

to that discussed throughout this thesis.

Additional simulation studies are needed to explore the performance of analysis methods
for more complex data sets with ICS. This could include data with multiple levels of
clustering, such as non longitudinal clustering, or data with more complex relationships,
such as nonlinear growth. A broader range of sample sizes could also be considered, such

as a smaller number of clusters than 60.

6.4 Final Recommendations

Based on the results of this thesis, it is recommended that the mixed model is used for
the analysis of longitudinal data when the cluster size is informative. The ARGEE could
also be used but the mixed model is preferred. The IEE, EGEE and CWGEE should
only be used if there is a very large sample size or when there is no dependence between

individual growth trajectories and cluster size.
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Appendix A

Results

In Section 4.4 the results for the simulation study were discussed and the results for sim-
ulation scenarios with a treatment effect of 28 were provided. This appendix, A.1, gives
the results for the full simulation study, including all treatment effects. That is, all 35

simulation scenarios listed in table 4.4.

In section 5.1 the results for Extension 1, which looked at doubling the standard deviation
of the cluster size were discussed. The results for the simulation scenarios with a treatment
effect of 28 were provided. This appendix, A.2, gives the results for the full extension to
the simulation study, including all treatment effects. That is, all 25 simulation scenarios

listed in table 5.2.

A.1 Chapter 4 Simulation Results

A.1.1 Scenarios with Non Informative Cluster Size

Interaction =28
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) Bi SE(B) SD(B) B SE(f) SD(Bo)
MM 27.93 10.47 10.73  42.04 11.95 12.23 0.72 0.04 0.04 244.50 7.44 747 -1043.64 320.97 328.90
EGEE 27.91 10.38 10.65 41.93 17.31 18.32 0.72 0.06 0.07 244.52 7.32 7.43 -1040.82 466.64 491.60
IEE 27.87 12.19 12.74 41.94 17.34 18.42 0.72 0.06 0.07 244.54 8.00 8.23 -1040.99 466.84 493.70
CWGEE 27.87 12.19 12.74 41.94 17.34 18.42 0.72 0.06 0.07 244.54 8.00 8.23 -1040.99 466.84 493.70
ARGEE 27.93 1081 1126 41.96 1756 18.66 072  0.06 007 24451  7.63  7.82 -1041.84 47326 500.66

Table A.1: Scenario 1 (fixed trial length of 38, treatment effect = 28 g/week)

P SE(B) SD(B) B SE(S) SD(B) B SE(Bs) SD(B) P SE(B1) SD(84) o SE(Bo) SD(f)

MM 2791 1048 1082 41.80 11.93 1242 0.72  0.04  0.04 24451 745  7.63 -1036.97 320.62 333.65
EGEE 27.94 1096 1144 4158 1743 1869 072 006  0.07 24450  7.71 810 -1030.93 469.45 500.80
IEE 27.88 1259 1331 41.56 17.79  19.22 072  0.06 007 24453  8.94 956 -1030.42 478.66 514.59
CWGEE 27.88 1234 1295 41.57 1745 1878 0.72  0.06 007 24453 867 9.7 -1030.59 469.60 502.78
ARGEE 27.93 1093 1143 4152 17.77 19.10 072 006  0.07 24449  7.71  8.08 -1029.09 47831 511.79

Table A.2: Scenario 2 (vyy = log(24.3667),v1 = 0,72 = 0, treatment effect = 28 g/week)

Interaction =21

P SE(B) SD(B) B2 SE(B) SD(By)  fBs SE(S;) SD(Bs) B SE(Bs) SD(By) S SE(By) SD(5)

MM 2094 1047 1068 41.73 11.95 12.23 072 0.04  0.04 24452 743 7.53 -1035.06 320.85 328.50
EGEE 20.92 1037 1060 41.72 17.28 18.13 0.72  0.06 006 244.53  7.32  7.51 -1034.02 46546 488.40
IEE 2097 1219 1272 41.72 17.31 1824 072  0.06 007 24450  8.01 829 -1034.12 465.80 490.69
CWGEE 2097 1219 1272 41.72 17.31 1824 072 006  0.07 24450 801 829 -1034.12 465.80 490.69
ARGEE 20.99 10.81 11.16 41.72 1752 1845 0.2  0.06 007 24451  7.64  7.88 -1033.92 471.82 496.66

Table A.3: Scenario 8 (fixed trial length of 38, treatment effect = 21 g/week)

B1 SE(B1) SD(f1) > SE(B:) SD(B:) B3 SE(B3) SD(B3) By SE(B4) SD(B4) Bo  SE(Bo) SD(f)

MM  21.00 10.48 10.68 41.74 11.94 12.37 0.72 0.04 0.04 244.53 7.44 7.51 -1036.43 320.71 332.73
EGEE 20.98 10.97 11.31 41.75 17.46 18.82 0.72 0.06 0.07 244.49 7.71 8.01 -1036.58 470.18 505.69
IEE 20.99 12.57 13.15 41.72 17.82 19.38 0.72 0.06 0.07 244.42 8.94 9.49 -1035.69 479.47 520.46
CWGEE 21.01 12.32 12.80 41.75 17.48 18.91 0.72 0.06 0.07 244.44 8.67 9.10 -1036.58 470.27 507.76
ARGEE 21.02 10.92 11.32 41.71 17.80 19.24 0.72 0.06 0.07 244.51 7.72 8.04 -1035.66 479.16 516.81

Table A.4: Scenario 9 (79 = log(24.3667),7; = 0,72 = 0, treatment effect = 21 g/week)

Interaction =14
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By SE(B) SD(B) B SE(B) SD(B) S5 SE(Bs) SD(8s) Bi SE(B) SD(B) B SE(f) SD(B)
MM 14.06 10.48 10.73  41.93 11.93 12.27 0.72 0.04 0.04 244.39 7.45 7.60 -1041.25 320.56 330.26
EGEE 14.04 10.39 10.64 41.96 17.33 18.47 0.72 0.06 0.07 244.40 7.32 7.57 -1042.01 466.65 496.05
IEE 13.97 12.20 12.72  41.95 17.35 18.56 0.72 0.06 0.07 244.44 8.01 8.32 -1041.89 466.84 497.97
CWGEE 13.97 12.20 12.72  41.95 17.35 18.56 0.72 0.06 0.07 244.44 8.01 8.32 -1041.89 466.84 497.97
ARGEE 14.00 10.82 11.20 41.95 17.57 18.74 0.72 0.06 0.07 244.42 7.64 7.92 -1041.80 473.05 502.86

Table A.5: Scenario 15 (fixed trial length of 38, treatment effect = 14 g/week)

Bi SE(B) SD(B) B2 SE(B) SD(B) B3 SE(8;) SD(Bs) fa SE(Bs) SD(8) Ao SE(f) SD(fo)

MM 14.06 1049 1070 42.01 11.98 1222 0.72  0.04  0.04 24437 745 751 -1042.90 321.74 328.08
EGEE 14.03 1098 11.25 41.77 1750 1845 0.72  0.06 007 24438  7.72  7.98 -1035.59 471.43 496.44
IEE 1410 1258 1320 41.76  17.85 1899 0.72  0.06  0.07 244.32 895  9.51 -1035.37 480.56 510.41
CWGEE 14.11 1233 1296 41.77 17.51 1855 072  0.06  0.07 24432 868 9.1 -1035.57 47137 498.64
ARGEE 14.05 1093 11.32 41.81 17.84 1892 0.72  0.06  0.07 24434 773 8.0l -1036.47 480.35 508.66

Table A.6: Scenario 16 (v = log(24.3667),v, = 0,72 = 0, treatment effect = 14 g/week)

Interaction =7

1 SE(B) SD(Bi)  fh SE(S) SD(B) Bz SE(Bs) SD(6) Bi SE(S:) SD(B) Bo SE(S) SD(f)
MM 698 1049 1059 4213  11.94 1236 072 0.04 004 24457 745 751 -1047.10 320.71 330.63
EGEE 6.99 1039 1051 42.13 1735 1824 0.72  0.06  0.07 24457  7.32 749 -1046.62 467.34 489.26
IEE 7.2 1220 1254 4215 17.37 1832 072  0.06  0.07 24450 801 826 -1046.95 467.47 490.96
CWGEE 712 1220 1254 4215 1737 1832 0.72  0.06 007 24450 801 826 -1046.95 467.47 490.96
ARGEE 7.07 1082 11.06 4214 17.61 1853 0.72 006  0.07 24456  7.64  7.86 -1047.07 474.08 496.63

Table A.7: Scenario 22 (fixed trial length of 38, treatment effect = 7 g/week)

Bi SE(B1) SD(B) B SE(B.) SD(B) B5 SE(B5) SD(3s) Bi SE(B1) SD(By) By SE(By) SD(Bo)
MM 7.03 1048  10.76 4216 1195 1227 0.72  0.04 004 24453 745  7.62 -1047.20 321.27 329.55
EGEE 6.97 1097 1141 41.89 1745 1838 072 006 007 24459 773 811 -1039.56 47048 493.81
IEE 6.98 12.61 13.18 41.92 17.82 1891 0.72  0.06  0.07 24462 898  9.53 -1040.26 479.93 507.81
CWGEE 6.99 1235 12.83 41.89 1747 1848 0.72 006 007 24462 870  9.14 -1039.72 470.63 496.26
ARGEE 7.02 1093 11.36 41.87 17.79 1878 072 006  0.07 24456  7.74 805 -1039.11 479.46 504.19

Table A.8: Scenario 23 (o = log(24.3667),7 = 0,7, = 0, treatment effect = 7 g/week)

Interaction =0
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Int SE(Int) SD(Int) GA SE(GA) SD(GA) BW SE(BW) SD(BW) T SE(T) SD(T) Intercept  SE  SD

MM -0.03 10.48 10.70 42.11 11.94 12.21 0.72 0.04 0.04 244.48 7.45 7.60 -1045.35 320.81 327.30

EGEE -0.03 10.39 10.62  42.20 17.32 18.33 0.72 0.06 0.07 244.48 7.30 7.57 -1047.62 466.44 492.04

IEE -0.03 12.18 12.72 42.21 17.34 18.43 0.72 0.06 0.07 244.48 7.98 8.30 -1047.87 466.55 494.08

CWGEE -0.03 12.18 12.72 42.21 17.34 18.43 0.72 0.06 0.07 244.48 7.98 8.30 -1047.87 466.55 494.08

ARGEE -0.07 10.82 11.14  42.20 17.57 18.63 0.72 0.06 0.07 244.52 7.62 7.90 -1047.51 473.06 499.88

Table A.9: Scenario 29 (fixed trial length of 38, treatment effect = 0 g/week)

Int SE(Int) SD(Int) GA SE(GA) SD(GA) BW SE(BW) SD(BW) T SE(T) SD(T) Intercept SE SD

MM -0.02 10.50 10.75 41.94 11.92 12,17 0.72 0.04 0.04 244.53 7.46 7.68 -1041.81 320.26 327.21

EGEE 0.02 10.98 11.32 42.19 17.44 18.45 0.72 0.06 0.07 244.49 7.74 8.13 -1048.89 469.95 495.83

IEE 0.01 12.59 13.30 42.22 17.78 18.99 0.72 0.06 0.07 244.49 8.96 9.64 -1049.66 478.90 510.05

CWGEE  0.00 12.34 12.97 42.18 17.45 18.56 0.72 0.06 0.07 244.50 8.69 9.24  -1048.66 469.88 498.35

ARGEE -0.01 10.95 11.39 42.19 17.76 18.89 0.72 0.06 0.07 244.49 7.75 8.15 -1048.54 478.54 507.67
Table A.10: Scenario 30 (yo = log(24.3667),71 = 0,72 = 0, treatment effect = 0 g/week)

A.1.2 Scenarios with Informative Cluster Size using v, = 3.069142
Interaction =28
B SE(B) SD(B) . SE(B) SD(B) B; SE(Bs) SD(8s) B1 SE(B) SD(By) B SE(B) SD(5)
MM 27.99 10.56 10.76  42.12 11.95 12.38 0.72 0.04 0.04 245.03 7.50 7.50 -1047.11 321.14 332.70
EGEE 27.63 14.40 17.61 42.18 17.73 18.94 0.72 0.06 0.07 244.78 9.97 12.43 -1047.55 477.78  507.73
IEE 27.73 14.20 17.72  42.30 18.95 21.57 0.72 0.07 0.08 226.08 12.13 16.51 -1020.56 511.03 578.20
CWGEE 27.89 12.79 14.21 42.13 16.52 17.79 0.72 0.06 0.06 223.83 11.00 1273 -987.43 44497 476.84
ARGEE 27.96 11.81 12.53 42.02 18.02 19.47 0.72 0.06 0.07 244.77 8.19 8.60 -1040.56 485.32  522.08
Table A.11: Scenario 3 (71 = —0.50, 72 = 0, treatment effect = 28 g/week)

61 SE(B1) SD(51) By SE(B2) SD(Ss) Bs SE(B3) SD(Bs) B1 SE(Bs) SD(B4) Bo SE(Bo) SD(5o)
MM 27.99 10.44 10.70 41.84 12.00 12.25 0.72 0.04 0.04 243.64 7.42 7.61 -1037.92 322.26 329.33
EGEE 27.78 16.14 23.33 41.83 16.51 17.51 0.72 0.06 0.06  206.65 10.94 14.93  -966.41 444.69 471.39
IEE 27.77 13.22 18.91 42.02 17.12 20.13 0.72 0.06 0.07 181.66 11.55 17.04  -923.75 46143 542.24
CWGEE 27.85 12.58 14.86 41.84 15.50 16.70 0.72 0.06 0.06 192.99 11.50 12.87  -928.36 417.67 449.53
ARGEE 28.06  12.57 13.31 41.75 18.17 19.52 0.72 0.06 0.07 234.93 8.46 9.81 -1033.89 489.19 524.94

Table A.12: Scenario 4 (73 = 0,7, =
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Bi SE(B1) SD(B) B2 SE(B2) SD(B:)  fBs SE(B3) SD(B;) Bs SE(By) SD(Bs) Bo SE(Bo) SD(B)

MM 28.09 10.51 10.75 42.02  11.94 12.40 0.72 0.04 0.04 244.24 7.46 7.61 -1043.79 320.95 331.96
EGEE 2799 1526  21.01 4185 16.33 17.73 0.72 0.06 0.06 217.60  10.43 13.89  -986.85 440.03 474.24
IEE 2793 1245 17.69 41.95 1591 19.28 0.72 0.06 0.07 186.73  10.87 16.47  -933.98 429.23 516.92
CWGEE 2798  11.58 13.63 41.87  13.96 15.37 0.72 0.05 0.06 193.29  10.64 12.68 -918.87 376.24 411.28
ARGEE 2797  13.46 14.22 4192  17.67 19.14 0.72 0.06 0.07 240.88 8.77 9.68 -1033.65 475.64 511.67

Table A.13: Scenario 5 (73 = —0.35,7 = —0.35, treatment effect = 28 g/week)

Bi SE(B1) SD(B) B2 SE(B2) SD(B2)  fBs SE(Bs) SD(Bs) Bs SE(B1) SD(Bs) Bo SE(By) SD(fo)

MM 27.82  10.53 10.74 42.08  11.97 12.38 0.72 0.04 0.04 244.87 7.48 7.56 -1045.29 321.65 332.29
EGEE 27.74  14.63 18.41 4195  16.99 18.13 0.72 0.06 0.06 230.15  10.04 12.82 -1013.01 457.59 487.61
IEE 27.74 13.18 17.06 42.05  17.20 20.10 0.72 0.06 0.07 20326  11.32 16.24  -968.88 463.70  541.05
CWGEE 27.78  11.98 13.37 41.93 1497 16.15 0.72 0.05 0.06 205.68  10.61 12.54  -943.64 403.01 433.95
ARGEE 27.80 12.70 13.33 4191  17.78 19.16 0.72 0.06 0.07 242.63 8.49 9.19 -1034.20 47837 514.49

Table A.14: Scenario 6 (7, = —0.46,v, = —0.19, treatment effect = 28 g/week)

=®

. SE(B) SD(1) , SE(B.) SD(B.) Bs SE(Bs) SD(Bs) B SE(B) SD(B) B SE(B) SD(B)

™

MM 2779  10.48 10.73  41.93  11.98 12.34  0.72 0.04 0.04 244.03 7.45 7.51 -1040.58 321.70  332.50
EGEE 27.53 15.91 22.85 42.15  16.10 17.35 0.72 0.06 0.06 209.71 10.79 14.63  -979.75 433.65 465.57
IEE 27.63 12.49 18.31 4229  15.83 19.14 0.72 0.06 0.07 179.41 10.98 16.75  -927.32 426.74 514.37
CWGEE 27.74 11.84 14.15 4211 1419 1547 0.72 0.05 0.06 189.06  11.01 12,78 -921.01 382.28 415.99
ARGEE 27.70 13.34 14.09 42.04 17.93 19.46 0.72 0.06 0.07 238.50 8.70 9.84 -1040.07 482.14  520.97

Table A.15: Scenario 7 (73 = —0.19, v, = —0.46, treatment effect = 28 g/week)

Interaction =21

=®

1 SE(B1) SD(B) b SE(82) SD(B2) B3 SE(83) SD(Bs) By SE(Bi) SD(B1) Bo  SE(Bo) SD(f)

™

MM 20.74  10.56 10.84 4197  11.95 12.22 0.72 0.04 0.04 245.08 7.50 7.63 -1043.18 321.05 328.75
EGEE 20.82  14.42 17.39 41.91 17.74 18.89 0.72 0.06 0.07 244.42 9.94 12.33 -1041.11 477.70  507.65
IEE 20.79  14.20 17.62 41.97  18.94 2175 0.72 0.07 0.08 225.70  12.10 16.37 -1012.34 510.32  585.40
CWGEE 20.78  12.80 1417 4190  16.52 1777 0.72 0.06 0.06 223.58  11.00 12.69  -981.90 444.72 477.33
ARGEE 20.78 11.82 12.46 4191  18.03 19.36  0.72 0.06 0.07 244.76 8.20 8.68 -1039.35 485.41 520.05

Table A.16: Scenario 10 (73 = —0.50, 75 = 0, treatment effect = 21 g/week)

B SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) Bi SE(B1) SD(By) Bo SE(By) SD(B)

MM 2097 10.43 10.66 41.98  11.98 12.30 0.72 0.04 0.04 243.66 7.41 7.57 -1040.68 321.79 330.91
EGEE 21.05 16.18  23.61 42.07 16.53 17.84 0.72 0.06 0.06 206.51 11.04 15.23  -970.59 445.24  479.99
IEE 21.01 13.21 19.01 4226 17.14 20.33 0.72 0.06 0.07 18147  11.63 17.52  -927.64 462.01 547.25
CWGEE 2099 12.61 14.86 42.02  15.51 16.95 0.72 0.06 0.06 192.89  11.60 13.08  -931.49 417.82 456.50
ARGEE 21.02  12.65 1349 4191 1817 19.72 0.72 0.06 0.07 234.97 8.51 9.92 -1037.13 489.26  530.21

Table A.17: Scenario 11 (73 = 0,7, = —0.50, treatment effect = 21 g/week)
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Br SE(ﬁl) SD(ﬁl) B2 SE(ﬂz) SD(ﬁz) B3 SE(ﬁzs) SD(@;) B SE(!%) SD(ﬂ;x) Bo SE(B{J) SD(ﬁl))
MM 20.94 10.52 10.76  41.94 11.96 12.25 0.72 0.04 0.04 244.26 747 7.52 -1040.84 321.31 327.64
EGEE 21.45 15.18 20.39 42.02 16.29 17.51 0.72 0.06 0.06 217.55 10.44 13.85 -992.33 438.77 470.41
IEE 2134 1242 1723 4200 1581 1896 072 006 007 18685 1085 1649 -039.55 42666 510.63
CWGEE 2121 1153 1338 4204 1393 1518 072 005 005 19335 10.63 1261 92463 375.45 408.06
ARGEE 2116 1335 1403 4200 17.66 1916 072 006 007 240.67 877 963 -1039.00 47526 513.01
Table A.18: Scenario 12 (73 = —0.35,v2 = —0.35, treatment effect = 21 g/week)
Br SE(#%) SD(ﬂl) B2 SE(ﬂ'z) SD(32) B3 SE(ﬁs) SD(,@;) B SE(84) SD(ﬁ«x) Bo SE(ﬂU) SD(S[))
MM 21.10 10.55 10.67 42.09 11.96 12.41 0.72 0.04 0.04 244.60 7.50 7.58 -1045.37 32141 332.78
EGEE 21.08 14.62 18.39 42.21 16.97 18.45 0.72 0.06 0.07 22997 10.00 12.72  -1019.39 457.18 493.78
IEE 21.16 13.19 17.15 42.23 17.19 20.27 0.72 0.06 0.07 203.14 11.28 16.12  -973.97 463.66 543.84
CWGEE 21.16 11.98 13.45 42.16 14.95 16.40 0.72 0.05 0.06  205.49 10.56 12.50  -949.45 402.93 438.87
ARGEE 2104 1266 1316 4200 1770 1931 072 006 007 24238 844 917 -1035.67 47685 51584
Table A.19: Scenario 13 (73 = —0.46,v, = —0.19, treatment effect = 21 g/week)
B SE(B) SD(B) B SE(B) SD(B) fs SE(8:) SD(Bs)  fi SE(B) SD(By) By SE(A) SD(5o)
MM 21.00 10.48 10.63 41.86 11.97 12.33 0.72 0.04 0.04 243.79 7.44 7.55 -1038.54 321.57 330.60
EGEE 21.06 15.83 22.96 41.55 16.12 17.19 0.72 0.06 0.06 209.33 10.81 14.91  -963.91 434.16 461.59
IEE 21.06 12.47 18.42 41.52 15.85 18.88 0.72 0.06 0.07 179.10 10.98 17.14  -907.17 427.61 508.34
CWGEE 21.07 11.82 14.27 41.59 14.19 15.35 0.72 0.05 0.05 188.75 11.03 13.05 -907.06 382.51 412.62
ARGEE 20.96 13.25 14.04 41.57 17.85 19.09 0.72 0.06 0.07 238.23 8.71 9.71 -1027.62 480.44 511.22
Table A.20: Scenario 14 (v, = —0.19,v9 = —0.46, treatment effect = 21 g/week)
Interaction =14
B SE(B) SD(B) B SE(B) SD(B) fs SE(8:) SD(Bs)  fi SE(B) SD(B) o SE(A) SD(5o)
MM 13.90 10.54 10.74 41.93 11.94 12.36 0.72 0.04 0.04 245.09 7.49 7.61 -1042.03 320.90 330.91
EGEE 14.06 14.45 17.49 41.81 17.71 18.86 0.72 0.06 0.07 244.39 10.00 12.39 -1038.55 477.31 506.54
IEE 14.11 14.22 17.65 41.99 18.94 21.61 0.72 0.07 0.08 225.64 12.16 16.55 -1013.55 510.48 580.86
CWGEE 14.07 12.82 14.17 41.80 16.50 1772 0.72 0.06 0.06 223.53 11.05 12.78  -979.45 44449  476.06
ARGEE 13.93 11.84 1242 41.82 18.02 19.26 0.72 0.06 0.07 244.78 8.21 8.67 -1036.44 485.58 516.60

Table A.21: Scenario 17 (73 = —0.50, 7

= 0, treatment effect = 14 g/week)

B1 SE(B1) SD(f1) B2 SE(B:) SD(B:) B3 SE(B3) SD(B3) Bs SE(B4) SD(B4) Bo  SE(Bo) SD(f)

MM 13.91 10.42 10.64 41.80 11.98 12.27 0.72 0.04 0.04 243.61 7.40 7.62 -1036.40 321.82 328.89
EGEE 14.04 16.10 23.36  41.91 16.47 17.55 0.72 0.06 0.06 206.53 10.95 1527  -967.54 443.65 470.47
IEE 14.01 13.20 18.86 41.96 17.07 20.06 0.72 0.06 0.07 181.63 11.56 17.40  -922.02 460.14 539.10
CWGEE 13.98 12.58 14.73  41.89 15.47 16.68 0.72 0.06 0.06  193.00 11.54 13.14  -929.38 416.75 447.38
ARGEE 13.96 12.61 13.42 41.98 18.16 19.78 0.72 0.06 0.07 234.93 8.49 9.90 -1038.57 488.77 529.14

Table A.22: Scenario 18 (73 = 0,7, = —0.50, treatment effect = 14 g/week)
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B SE(B) SD(B:) B2 SE(B;) SD(B2)  fBs SE(B3) SD(8s) Bs SE(Bi) SD(81) Bo SE(Bo) SD(B)
MM 1391 10.51 10.66 41.88 11.96 12.24 0.72 0.04 0.04 244.21 7.47 7.53 -1039.68 321.25 328.44
EGEE 13.98 15.24 20.74  42.07 16.32 17.53 0.72 0.06 0.06 217.60 10.39 13.75  -992.65 439.72 470.34
IEE 13.99 12.44 17.49 42.14 15.88 19.06 0.72 0.06 0.07 186.76 10.84 16.26  -939.25 428.40 511.72
CWGEE 13.96 11.55 13.42  42.06 13.96 15.22  0.72 0.05 0.05 193.28 10.62 12.48  -924.00 376.31 408.41
ARGEE 1395 1348 14.16  42.07  17.68 19.18 0.72 0.06 0.07 240.77 8.78 9.69 -1037.60 475.62 513.14
Table A.23: Scenario 19 (73 = —0.35,v = —0.35, treatment effect = 14 g/week)
B SE(B1) SD(B) By SE(B:) SD(B2) B3 SE(B3) SD(B3) By SE(Bi) SD(B1) Bo  SE(Bo) SD(B)
MM 14.01 10.56 10.81 41.97 11.97 12.30 0.72 0.04 0.04 244.63 7.50 7.57 -1042.24 321.68 330.13
EGEE 13.97 14.63 18.60 42.17 17.06 18.19 0.72 0.06 0.06 229.90 10.07 12,92 -1019.48 459.50  489.25
IEE 13.98 13.19 17.30 42.26 17.29 20.12 0.72 0.06 0.07  203.05 11.35 16.38  -975.31 466.34 541.29
CWGEE 13.94 11.98 13.60 42.17 15.02 16.20 0.72 0.05 0.06 205.44 10.62 12.65 -950.70 404.72 435.74
ARGEE 14.03 12.72 13.73 42.21 17.88 19.81 0.72 0.06 0.08 242.36 8.50 9.41 -1042.69 480.41 519.23
Table A.24: Scenario 20 (v, = —0.46,v, = —0.19, treatment effect = 14 g/week)
B SE(B) SD(B) 6 SE() SD(3) B SE(%) SD(%) B SE() SD(B) fo SE(f) SD(A)
MM 13.93 10.45 10.68 42.18 11.96 12.20 0.72 0.04 0.04 243.96 7.42 7.52 -1046.95 321.42 327.98
EGEE 13.39 15.84 22.78 42.18 16.09 17.16 0.72 0.06 0.06 209.91 10.72 14.51  -979.19 433.52 460.91
IEE 13.63 12.46 18.20 42.24 15.82 1894 0.72 0.06 0.07  179.60 10.94 16.80  -924.79 426.82  509.68
CWGEE 13.78 11.82 14.03  42.18 14.16 15.33 0.72 0.05 0.06 189.18 10.97 12,82 -921.94 381.83 412.15
ARGEE 13.75  13.25 14.08 4220 17.79 19.09 0.72 0.06 0.07 238.41 8.65 9.84 -1042.20 478.87 513.12
Table A.25: Scenario 21 (73 = —0.19,v9 = —0.46, treatment effect = 14 g/week)
Interaction =7
B SE(B) SD(B)) B SE(By) SD(B) B SE(Bs) SD(Bs) 81 SE(B) SD(B) Bo SE(By) SD(f)
MM 7.01 10.57 10.82 42.12 11.93 12.25 0.72 0.04 0.04 244.92 7.51 7.66 -1046.79 320.64 328.35
EGEE 7.26 14.42 17.39 41.94 17.75 19.00 0.72 0.06 0.07 244.17 9.98 12,32 -1041.07 478.33  510.62
IEE 7.17 14.21 17.54 41.85 18.96 21.71 0.72 0.07 0.08 225.47 12.17 16.43 -1008.68 511.28 583.83
CWGEE 7.06 12.82 14.12 41.89 16.53 1791 0.72 0.06 0.06 223.41 11.06 12.72  -981.00 445.29 481.31
ARGEE 7.09 11.82 12.56 41.83 18.02 19.51 0.72 0.06 0.07 244.60 8.21 8.74 -1036.49 485.52 524.25
Table A.26: Scenario 24 (v, = —0.50, 75 = 0, treatment effect = 7 g/week)
B SE(B) SD(B)) B SE(B) SD(B) B SE(Bs) SD(Bs) 81 SE(B) SD(B) Bo SE(By) SD(f)
MM 6.97 10.44 10.63  41.86 11.97 12.30 0.72 0.04 0.04 243.60 7.41 7.49 -1038.50 321.51 331.64
EGEE T7.17 16.14 23.81 41.74 16.53 17.61 0.72 0.06 0.06 206.37 11.03 15.24  -963.49 44540 474.26
IEE 7.10 13.19 19.10 41.66 17.13 20.27 0.72 0.06 0.07 181.40 11.63 1743 -913.47 461.95 547.46
CWGEE 7.04 12.58 14.98 41.72 15.50 16.74 0.72 0.06 0.06 192.84 11.59 13.14  -924.96 417.91 451.02
ARGEE 6.96  12.62 1343 41.79  18.18 19.54 0.72 0.06 0.07 234.94 8.50 9.76 -1035.61 489.51 524.93

Table A.27: Scenario 25 (73 = 0,7, = —0.50, treatment effect = 7 g/week)
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B1 SE(B1) SD(B) B2 SE(B2) SD(B2)  fBs SE(B5) SD(Bs) B1 SE(B1) SD(B4) Bo SE(Bo) SD(f)

MM 7.04 10.49 10.80 41.88 11.96 12.41 0.72 0.04 0.04 244.20 7.45 7.61 -1039.03 321.23 332.85
EGEE 7.15 15.16 20.84 41.60 16.29 1774 0.72 0.06 0.06 217.71 10.37 13.94  -979.37 438.90 477.44
IEE 7.14 12.41 17.63 41.62 15.82 19.11 0.72 0.06 0.07 186.97 10.85 16.56  -924.84 426.88 515.72
CWGEE 7.09 11.53 13.62 41.64 13.94 15.37 0.72 0.05 0.05 193.46 10.61 12.74  -912.35 375.62 413.83
ARGEE 7.01 13.39 14.23  41.58 17.64 19.32 0.72 0.06 0.07 240.79 8.72 9.68 -1023.80 474.95 518.26

Table A.28: Scenario 26 (v, = —0.35,v2 = —0.35, treatment effect = 7 g/week)

B SE(1) SD() B> SE(B:) SD(B2)  Bs SE(B3) SD(Bs) B SE(B1) SD(Bs) Bo SE(Bo) SD(bo)

MM 6.84 10.54 10.73  42.08 11.95 12.15 0.72 0.04 0.04 244.67 7.49 7.62 -1045.27 321.19 326.97
EGEE 6.85 14.67 18.54 42.25 16.95 18.09 0.72 0.06 0.07 229.88 10.11 12.86 -1021.71 456.80 486.44
IEE 6.89 13.23 17.41 42.39 17.20 20.03 0.72 0.06 0.07 202.95 11.39 16.24  -978.83 464.04 539.56
CWGEE 6.87 12.00 13.64 42.22 14.94 16.11 0.72 0.05 0.06 205.40 10.65 12.53  -952.09 402.55 433.57
ARGEE 6.85 12.68 13.28 42.25 17.68 19.04 0.72 0.06 0.07 24242 8.49 9.22 -1043.16 476.17 512.02

Table A.29: Scenario 27 (73 = —0.46,v, = —0.19, treatment effect = 7 g/week ) one gross
outlier was excluded from the ARGEE on the basis that it would be clear the value was

wrong if it was obtained.

B SE(B) SD(B) B SE(B) SD(B) Bs SE(Bs) SD(Bs) 5, SE(B) SD(By) By SE(B) SD(f)
MM 6.98 10.46 10.72 41.75 11.99 12.31 0.72 0.04 0.04 243.81 7.43 7.55 -1035.20 322.14 330.15
EGEE 7.27 15.74 22.45 41.87 16.12 17.31 0.72 0.06 0.06 209.45 10.77 14.56  -972.47 434.30 462.82
IEE 7.23 12.44 18.10 42.04 15.86 19.02 0.72 0.06 0.07 179.41 10.98 16.90 -922.35 427.89 510.14
CWGEE 17.13 11.78 14.10 41.87 14.21 15.46 0.72 0.05 0.06 189.00 10.99 12.94  -915.17 383.02 414.03
ARGEE 7.13 13.14 13.95 41.70 17.84 19.21 0.72 0.06 0.07 238.11 8.64 9.78 -1030.50 480.42 513.41

Table A.30: Scenario 28 (v; = —0.19, v, = —0.46, treatment effect = 7 g/week)

Interaction =0

Int SE(Int) SD(Int) GA SE(GA) SD(GA) BW SE(BW) SD(BW) T SE(T) SD(T) Intercept SE  SD
MM 0.16 1055  10.81 41.96  11.95 1227 0.72 0.04 0.04 24474 749 756 -1042.89 321.21 329.88
ECEE 025 1439 1745 4165 1768  19.02 0.72 0.06 0.07 24418 994 1213 -1034.01 476.50 510.80
IEE 023 1417 1759 41.69 1884  21.65 0.72 0.07 0.08 22550 1212 16.16 -1004.71 508.31 582.21
CWGEE 019 1277 1419 4164 1646  17.94 0.72 0.06 0.06 223.33 11.01 1252  -974.47 443.54 481.67
ARGEE 018 1180 1241 4174 1798  19.36 0.72 0.06 0.07 24439 821 860 -1033.94 48440 519.11

Table A.31: Scenario 31 (7; = —0.50, v, = 0, treatment effect = 0 g/week)
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It SE(Int) SD(It) GA SE(GA) SD(GA) BW SE(BW) SD(BW) T SE(T) SD(T) Intercept  SE  SD
MM -0.00 10.43 10.73  41.74 11.94 12.27 0.72 0.04 0.04 243.65 7.41 7.50 -1033.99 320.82 328.94
EGEE 0.08 16.09 23.64 41.77 16.48 17.59 0.72 0.06 0.06 206.52 10.97 14.94 -963.99 443.89 472.67
IEE 0.12 13.17 19.13 41.87 17.07 20.22  0.72 0.06 0.07 181.50 11.58  17.30 -919.75  460.49 543.51
CWGEE 008 1257 1500 4175 1546 1672 072 005 006 19287 1154 1301 92548 41657 449.61
ARGEE 002 1257 1340 41.64 1814 1960 072 006 007 23497 849 971 -1030.63 48871 527.09
Table A.32: Scenario 32 (v, = 0,72 = —0.50, treatment effect = 0 g/week)
Int SE(Int) SD(Int) GA SE(GA) SD(GA) BW SE(BW) SD(BW) T SE(T) SD(T) Intercept ~ SE  SD
MM 0.03 10.51 10.75 41.84 11.96 1231 0.72 0.04 0.04 244.24 7.47 7.51 -1038.58 321.30 330.32
EGEE 0.11 15.18 20.71 41.94 16.28 17.63 0.72 0.06 0.06 217.69 10.39  14.00 -089.41 438.46 473.32
IEE 0.02 12.43 17.46 42.04 15.84 19.14 0.72 0.06 0.07 186.95 10.82  16.60 -937.02  427.25 514.26
CWGEE 0.01 11.54 13.44 41.95 13.92 15.28 0.72 0.05 0.06 193.42 10.60 12.73 -921.51 375.00 410.53
ARGEE 016 1336 1420 4195 1760 1895 072 006 007 24073 873 972 103474 47386 50847
Table A.33: Scenario 33 (v, = —0.35,72 = —0.35, treatment effect = 0 g/week)
Int SE(Int) SD(It) GA SE(GA) SD(GA) BW SE(BW) SD(BW) T SE(T) SD(T) Imtercept  SE  SD
MM 0.19 10.55 10.81 41.79 11.97 12.23 0.72 0.04 0.04 244.58 7.49 7.61 -1038.31 321.54 329.62
EGEE 0.15 14.67 18.63 41.92 17.01 18.31 0.72 0.06 0.07 229.78 10.08 12,94 -1013.12 458.11 491.43
IEE 0.08 13.20 17.33  42.00 17.22 20.26  0.72 0.06 0.07 20295 11.37 16.36 -968.98 464.16 543.79
CWGEE 0.07 11.99 13.60 41.94 14.99 16.34 0.72 0.05 0.06 205.36 10.63  12.68 -944.91 403.68 438.90
ARGEE 0.23 12.67 13.34 41.99 17.77 19.28 0.72 0.06 0.07 242.27 8.47 9.25 -1036.79 478.49 516.56
Table A.34: Scenario 34 (7, = —0.46, v = —0.19, treatment effect = 0 g/week)
It SE(Int) SD(Int) GA SE(GA) SD(GA) BW SE(BW) SD(BW) T SE(T) SD(T) Intercept  SE  SD
MM -0.12 10.47 10.66 42.06 11.99 12.28 0.72 0.04 0.04 243.89 7.44 749 -1043.92 322.14 330.43
EGEE 005 1590 2287 4218 1616 1718 072 006 006 20934 1087 1495 -980.80 435.01 46195
IEE -0.03 12.48 18.38 42.25 15.89 19.07 0.72 0.06 0.07 179.14 11.05 17.13 -927.40 428.71 51341
CWGEE -0.09 11.84 14.22 42.16 14.23 15.35 0.72 0.05 0.06 188.87 11.09  13.03 -922.55 383.45 412.88
ARGEE -0.07 13.29 14.11 42.13 17.86 19.15 0.72 0.06 0.07 238.29 8.72 9.75 -1042.28 480.78 514.29

Table A.35: Scenario 35 (73 = —0.19, v = —0.46, treatment effect = 0 g/week)

A.2 Extension 1: Simulation With Larger Standard

Deviation of Cluster Size,

Interaction =28
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B SE(R) SD(B) 4 SE(%) SD(%) A SE(%) SD(&) B SE(B) SD(8) B SE(A) SD(f)
MM  28.06 10.69 10.87 41.95 12.02 12.31 0.72 0.04 0.04 245.44 7.60 7.66 -1043.43 322.78 331.19
EGEE 27.96 17.25 28.00 41.94 18.16 19.52 0.72 0.06 0.07 244.61 11.59 19.93 -1041.49 488.95 523.95
IEE 2797 15.72 26.31 42.08 23.38 29.97 0.72 0.08 0.11 228.53 12.85 2449 -1032.30 630.61  806.55
CWGEE 28.08 14.48 18.73 41.93 16.23 17.80 0.72 0.06 0.06 223.03 12.65 18.02  -981.20 437.11 478.01
ARGEE 28.09 12.56 13.27 41.95 17.78 19.17 0.72 0.06 0.07 246.22 8.65 9.14 -1037.23 478.70 514.17
Table A.36: Scenario 36 (7;=-0.90, 12=0, treatment effect =28 g/week)
B SE(R) SD(A) 4 SE(%) SD(%) A SE(%) SD(&) B SE(B) SD(8) A SE() SD(A)
MM  28.08 10.42 10.69 42.01 11.99 12.39 0.72 0.04 0.04 242.49 7.40 7.64 -1040.62 322.14 332.88
EGEE 27.71 14.21 31.44 41.92 14.70 15.83 0.72 0.05 0.06 184.12 9.73 20.53  -928.41 395.96 423.92
IEE 27.88 9.53 21.32 4197 15.87 20.92 0.72 0.06 0.07 162.45 7.57 19.05 -891.52 428.02 563.49
CWGEE 27.90 11.37 17.06 41.92 13.44 14.81 0.72 0.05 0.05 173.23 10.27 15.63  -899.67 362.11 398.23
ARGEE 28.04 13.33 14.07 41.81 17.50 18.82 0.72 0.06 0.07 232.64 8.85 9.59 -1034.62 471.11 505.41
Table A.37: Scenario 37 (72,=-0.90, 7,=0, treatment effect = 28 g/week)
B SE(B) SD(B)) B SE(8) SD(B) B SE(Bs) SD(Bs) 8. SE(B) SD(B) B SE(By) SD(f)
MM 2791 10.59 10.64 41.80 12.02 12.39 0.72 0.04 0.04 243.88 7.53 7.67 -1036.60 322.98 334.80
EGEE 27.93 15.85 29.77 41.87 14.38 15.81 0.72 0.05 0.06 202.11 10.69 19.98  -960.35 387.34 425.76
IEE 27.93 10.39 21.06 42.28 14.96 21.00 0.72 0.05 0.07 175.50 8.66 19.02  -935.78 404.19 566.27
CWGEE 27.89 10.37 15.09 41.91 10.75 12.20 0.72 0.04 0.04 179.31 9.49 14.57  -899.13  289.72  329.03
ARGEE 27.83 13.88 14.30 41.73  16.53 17.97 0.72 0.06 0.06 239.27 9.08 9.49 -1026.04 445.16 483.97

Table A.38: Scenario 38 (v;=-0.64,

712=-0.64, treatment effect = 28 g/week)

Bi SE(B1) SD(B) B SE(B,) SD(B) B5 SE(B5) SD(8s) Bi SE(B1) SD(By) Bo SE(B) SD(B)
MM 2823 10.65 10.94 42.04 1200 1229 0.72  0.04 004 244.60 757 777 -1043.13 32248 329.58
EGEE 27.81 1689 2922 4176 1630 1726 072 006 006 221.90 11.33 2013 -992.33 439.00 462.73
IEE 27.84 1351 2445 4167 1932 2552 072 007 009 19893 1115 2202 -96423 521.62 686.85
CWGEE 27.99 1246 17.01 41.74 1323 1441 072  0.05 005 197.89 11.07 1616 -926.03 356.49 387.32
ARGEE 2821 1322 13.83 41.88 1694 1801 072  0.06  0.07 24203 883 940 -1020.13 45591 483.74

Table A.39: Scenario 39 (v;=-0.83,

72=-0.34, treatment effect = 28 g/week)

Bi SE(B1) SD(B) B SE(B) SD(B) fB5 SE(B5) SD(8s) Bi SE(B1) SD(By) Bo SE(B) SD(B)
MM 27.97 1048  10.62 41.93 12.01 1230 0.72  0.04  0.04 243.07 745  7.62 -1038.93 322.62 330.28
EGEE 2824 1476 31.03 41.70 13.66 14.87 072 005  0.05 18850 10.04  20.56 -930.58 368.10 399.64
IEE 2812 838 10.89 41.63 13.18 1851 072  0.05  0.07 16253  6.87 1842 -888.39 35542 499.40
CWGEE 28.11  9.87 1533 4175 10.85 1217 072 004 004 17049 9.6 1502 -882.98 292.37 328.16
ARGEE 28.15 13.86 14.34 41.90 1681 1828 0.72  0.06 007 23577  9.08  9.46 -1033.34 452.14 490.29

Table A.40: Scenario 40 (v,=-0.83, v;=-0.34, treatment effect = 28 g/week)
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Interaction =21

B SE(B1) SD(B) B2 SE(B2) SD(B:) B3 SE(S3) SD(Bs) By SE(B1) SD(Bs) Bo SE(Bo) SD(f)

MM 2092 10.68  10.83 4180 1200 1239 072 004 004 24552 759 770 -1039.29 322.39 332.98

EGEE 2071 17.30 2833 4153 1814 1954 072  0.06 007 24474 1162 20.14 -1030.86 488.85 525.25

IEE 2071 1579 2657 4140 2325 2998 0.72 008 011 22876 1280 2471 -101600 627.75 807.38

CWGEE 2075 1451 1874 4153 1620 1781 072 006 006 223.25 1267 1821 -07112 436.63 470.42

ARGEE 20.00 1255 1342 4158 17.75 1922 072 0.06 007 24637 862 920 -1027.44 47826 516.73
Table A.41: Scenario 41 (v;=-0.90, 72=0, treatment effect =21 g/week)

Pi SE(B1) SD(Bi) P2 SE(B) SD(B) B3 SE(S;) SD(8s) Bs SE(B1) SD(8s) Bo SE(By) SD(f)

MM 2091 1042 10.68 4216 1200 1231 072 0.04 004 24255 T4l T.64 -1043.23 32237  320.80

EGEE 2080 1425 3150 4213 1465 1570 072 005 006 18384 078 20.83 -032.55 39470 420.71

IEE 2090 955 2124 4222 1582 20.67 0.72 006  0.07 16222 762 1920 -895.07 42676 556.78

CWGEE 20.90 1142 17.03 4213 1339 1472 072 0.05 005 173.07 10.33 1592 -903.82 360.96 394.91

ARGEE 2086 1336 1390 4208 1745 1880 072 006 007 23271 888 062 -104123 469.96 50381
Table A.42: Scenario 42 (7,=-0.90, v, =0, treatment effect = 21 g/week)

B SE(B1) SD(B:) B2 SE(B;) SD(B2)  fBs SE(B;) SD(8s) Bs SE(By) SD(Bs) Bo SE(Bo) SD(B)

MM 2100 1057 1074 4206 1202 1234 072 0.04 004 24385 752 T.64 -1046.00 322.87 330.84

EGEE 2072 1588 2092 4209 1439 1576 072 005 006 20216 10.68 10.96 -967.08 387.58 42247

IEE 2081 1039 2112 4214 1493 2115 072 005 007 17546 865 1893 -03336 40313 56394

CWGEE 2084 1038 1519 4197 1076 1220 0.72 004  0.04 179.32 948 1452 -001.90 20018 327.87

ARGEE 20.99 13.92 1441 4195 1656 17.86 072  0.06 006 23926 007 940 -1032.84 445.71 479.80

Table A.43: Scenario 43 (v;=-0.64,

~2=-0.64, treatment effect = 21 g/week)

Bi SE(B) SD(B) B2 SE(B) SD(B)  Bs SE(8;) SD(Bs) B SE(B1) SD(b4) Ao SE(f) SD(Bo)

MM 2093 1065 1079 41.93 1201 1258 0.72  0.04  0.04 244.67 757  7.70 -1041.80 322.64 337.13
EGEE 2140 16.86 28.56 41.83 1628 17.89 0.72  0.06 006 22140 11.35  19.72 -997.02 43843 479.59
IEE 21.31 1348 2382 41.88 19.28 2584 0.72 007 009 19836 1110 2148 -973.12 520.65 695.39
CWGEE 21.17 1241 1653 41.82 1320 1488 0.72  0.05 005 197.52 11.05 1574 -930.56 355.65 399.63
ARGEE 21.01 1324 1361 41.84 1694 1844 072 006  0.07 24213 886  9.31 -1020.74 455.86 493.99

Table A.44: Scenario 44 (v;=-0.83,

~v2=-0.34, treatment effect = 21 g/week)

B SE(B1) SD(8) B> SE(B:) SD(B2)  fBs SE(B;) SD(8s) Bs SE(Bi) SD(84) Bo SE(Bo) SD(Bo)

MM 21.05 10.50 10.60 41.88 12.01 12.27 0.72 0.04 0.04 242.99 7.46 7.50 -1037.47 322.58 329.39
EGEE 21.55 14.68 30.83 42.08 13.65 14.78 0.72 0.05 0.05 188.41 10.01 20.57  -941.99 367.58 395.52
IEE 21.37 8.35 19.74  42.36 13.15 18.35 0.72 0.05 0.07 162.46 6.86 18.35  -909.75 354.74  493.50
CWGEE 21.26 9.85 15.22  42.02 10.85 12.10 0.72 0.04 0.04 170.40 9.16 14.92  -891.16 292.21 324.56
ARGEE 21.17 13.85 14.31 41.89 16.77 18.15 0.72 0.06 0.07 235.74 9.09 9.32 -1033.80 451.33 485.88

Table A.45: Scenario 45 (7,=-0.83, v;=-0.34, treatment effect = 21 g/week)
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Interaction =14

B SE(3) SD(B) . SE(5) SD(5) fs SE(B) SD(%)  fi SE(B) SD(A) B SE(f) SD(f)
MM 1391 10.67 10.87 41.85 11.98 12.20 0.72 0.04 0.04 245.69 7.58 7.65 -1040.60 321.96 328.30
EGEE 14.22 17.26 28.52 41.85 18.09 19.10 0.72 0.06 0.07 244.71 11.57 20.08 -1039.31 487.32 512.54
IEE 14.17 15.74 26.78 42.04  23.17 29.59 0.72 0.08 0.11  228.66 12.81 24.64 -1032.30 625.47 795.36
CWGEE 14.06 14.48 18.87 41.88 16.15 17.39 0.72 0.06 0.06 223.26 12.64 18.04  -980.44 435.10 467.34
ARGEE 1401 1256 1327 4181 1770 1890 072 006 007 24650 863 907 -103442 47672 507.11
Table A.46: Scenario 46 (7;=-0.90, 12=0, treatment effect =14 g/week)
B SE(1) SD(81) B2 SE(S) SD(B) B3 SE(S;) SD(fs) Bi SE(Bi) SD(8) Bo SE(By) SD(f)
MM 14.15 10.41 10.62  41.95 11.98 12.26  0.72 0.04 0.04 242.28 7.40 7.58 -1039.04 321.90 329.81
EGEE 14.30 14.18 31.17 41.92 14.64 15.50 0.72 0.05 0.06 183.77 9.74 20.78  -929.70  394.28 416.42
IEE 14.17 9.55 21.07 41.78 15.80 20.51 0.72 0.06 0.07 162.21 7.62 19.41  -886.83 426.08 554.04
CWGEE 1414 1138 1686 4187 1339 1454 072 005  0.05 17300 1032 1594 -89952 36074 391.99
ARGEE 14.15 13.30 13.99 42.07 17.45 18.62 0.72 0.06 0.07 232.40 8.86 9.58 -1043.80 469.63 498.84
Table A.47: Scenario 47 (72=-0.90, ,=0, treatment effect = 14 g/week)
B SE(B1) SD(8) B2 SE(B:) SD(B:) B3 SE(B;) SD(8s) Bs SE(Bs) SD(B4) B0 SE(B) SD(b)
MM 13.79 10.58 1091 41.97 12.02 12.30 0.72 0.04 0.04 24391 7.52 7.79 -1042.04 323.10 330.53
EGEE 14.03 15.83 30.01  42.02 14.36 15.61 0.72 0.05 0.06 201.76 10.70 20.34  -964.71 387.02 419.61
IEE 14.01 10.36 21.24 42.39 14.96 21.04 0.72 0.05 0.07 175.11 8.64 19.34  -938.49 404.00 566.20
CWGEE 13.98 10.38 15.25 42.01 10.72 12.07 0.72 0.04 0.04 178.97 9.51 14.85  -902.25 289.01 324.99
ARGEE 13.81 13.87 14.36  41.81 16.56 17.69 0.72 0.06 0.06 239.21 9.09 9.52 -1029.00 445.90 475.07

Table A.48: Scenario 48 (v;=-0.64,

v2=-0.64, treatment effect = 14 g/week)

Bi SE(B) SD(B) . SE(B.) SD(3) fB5 SE(B5) SD(Bs) Bi SE(B) SD(By) Bo SE(B) SD(B)
MM 1395 1065 10.89 41.81 1202 1216 0.72  0.04 004 24464 757 772 -1038.12 323.08 325.78
EGEE 13.61 1675 28.61 41.83 16.27 1742 072 006  0.06 221.88 11.22 1995 -995.88 43843 466.36
IEE 1370 1338 23.82 4195 1929 2538 0.72 007 009 19873 1103 21.66 -974.07 52057 682.17
CWGEE 1380 1233 16,72 41.88 1319 1455 072 005 005 197.67 10.95 16.01 -931.03 35552 390.04
ARGEE 13.91 1320 1378 41.86 1695 1799 072 006  0.07 24213 882 933 -1020.15 456.37 481.44

Table A.49: Scenario 49 (v;=-0.83,

vo=-0.34, treatment effect = 14 g/week)

B1 SE(B1) SD(f1) B2 SE(B:) SD(B:) B3 SE(B3) SD(B3) Bs SE(B4) SD(B4) Bo  SE(Bo) SD(f)

MM 13.83 10.47 10.71  42.04 12.00 12.32 0.72 0.04 0.04 243.14 7.44 7.59 -1042.41 32245 331.35
EGEE 13.94 14.72 30.76  42.03 13.64 14.78 0.72 0.05 0.05 188.68 10.02 20.61  -941.23 367.39 396.29
IEE 13.93 8.37 19.77  42.12 13.12 18.50 0.72 0.05 0.07 162.74 6.82 18.45 -903.71 353.87 499.57
CWGEE 13.95 9.87 15.21 42.02 10.82 12.09 0.72 0.04 0.04 170.64 9.12 15.04 -891.66 291.61 325.41
ARGEE 13.84 13.86 14.30  42.05 16.80 18.20 0.72 0.06 0.07  235.96 9.06 9.39 -1038.97 452.25 489.35

Table A.50: Scenario 50 (v,=-0.83, v;=-0.34, treatment effect = 14 g/week)
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Interaction =7

B SE(B1) SD(B1) B2 SE(B;) SD(Bx) B3 SE(B;) SD(Bs) Bs SE(B1) SD(Bs) Bo SE(By) SD(bo)

MM 6.98 10.68 10.93  41.90 11.98 12.34  0.72 0.04 0.04 245.49 7.59 7.72 -1041.84 321.90 331.95

EGEE 6.99 17.30 28.64 41.85 18.10 19.77 0.72 0.06 0.07 244.63 11.59 20.06 -1040.14 487.85 531.60

IEE 709 1583 2696 4213 2315 3037 072 008 011 22851 1285 2443 -1037.45 625.60 817.99

CWGEE 7.07 1455 10.05 4188 1618 1807 0.72 006 006 22310 1266 17.98 -080.80 43625 486.12

ARGEE 6.93 1254 1347 4177 1771 1953 072 006  0.07 24636 860 021 -1033.20 47745 524.74
Table A.51: Scenario 51 (7,=-0.90, 12=0, treatment effect =7 g/week)

B SE(B1) SD(B) B2 SE(B;) SD(B») B3 SE(B;) SD(Bs) Bs SE(B1) SD(Bs) Bo SE(By) SD(5)

MM 7.03 10.40 10.73  42.11 11.98 12.31 0.72 0.04 0.04 242.48 7.39 7.64 -1043.03 321.85 330.85

EGEE 6.24 14.15 31.34 42.00 14.66 15.71 0.72 0.05 0.06 184.55 9.68 20.65 -931.93 394.86 421.43

IEE 653 952 2134 4205 1584 2077 072 006 007 16286 754 1023 -895.36 427.47 550.82

CWGEE 6.69 1135 17.07 4200 1339 1467 0.72 005 005 17349 1020 1588 -003.07 36102 394.68

ARGEE 6.94 13.32 13.95 41.97 17.44 18.78 0.72 0.06 0.07 232.73 8.83 9.54 -1039.70 469.60 503.74
Table A.52: Scenario 52 (72=-0.90, 7,=0, treatment effect = 7 g/week)

B SE(S) SD(B) B2 SE(S) SD(B) B3 SE(Ss) SD(Bs) Ba SE(Bs) SD(By) Bo_SE(Bo) SD(o)

MM 6.80 10.58 10.78  41.89 12.05 12.25 0.72 0.04 0.04 243.84 7.52 7.75 -1039.13  323.86 328.32

EGEE 6.98 1580 2011 4173 1439 1550 0472 005  0.06 20200 10.67 10.85 -957.88 387.92 416.90

I[EE 701 10.37 2060 4173 1494 2065 072 005 007 17546 864 1804 -02231 403.65 558.24

CWGEE 6.98 10.32 14.83 41.80 10.75 11.96 0.72 0.04 0.04 179.18 9.43 14.62  -897.09 290.24 322.74

ARGEE 6.84 13.78 14.07  42.00 16.58 17.79 0.72 0.06 0.06 239.22 9.03 9.41 -1034.15 446.55 477.82

Table A.53: Scenario 53 (71=-0.64, 7,=-0.64, treatment effect = 7 g/week)

B SE(B1) SD(B) B2 SE(By) SD(B2)  fBs SE(B5) SD(fs) Bs SE(B1) SD(Bs) Bo SE(Bo) SD(Bo)

MM 6.89 10.67 10.89 41.92 12.00 12.36  0.72 0.04 0.04 244.72 7.58 7.70 -1040.84 322.58 332.02

EGEE 680 1680 2851 4167 1620 1742 072 006 006 221.77 1131 1085 -091.66 436.65 468.54

IEE 6.78 13.45 23.80 41.59 19.20 25.44 0.72 0.07 0.09 198.72 11.10 21.63  -964.17 519.05 686.84

CWGEE 6.90 12.38 16.57 41.73 13.13 14.44 0.72 0.05 0.05 197.72 11.01 15.89  -927.80 354.12 388.97

ARGEE 6.83 13.18 13.67 41.81 16.83 17.99 0.72 0.06 0.07 242.24 8.81 9.28 -1029.37 453.39  482.19

Table A.54: Scenario 54 (71=-0.83, 72=-0.34, treatment effect = 7 g/week)

B SE(B1) SD(B) B» SE(By) SD(B) P SE(B;) SD(Bs) Bs SE(B1) SD(Bs) Bo SE(Bo) SD(S)

MM 7.03 10.49 10.64 42.12 12.03 12.38 0.72 0.04 0.04 243.03 7.45 7.55 -1044.52 323.16 332.01

EGEE 6.32 14.75 30.74  42.25 13.68 14.71 0.72 0.05 0.05 189.05 9.99 20.35  -947.04 368.68 395.80

IEE 6.55 8.39 19.75  42.39 13.19 18.28 0.72 0.05 0.06 162.94 6.82 18.22  -910.91 356.18 494.40

CWGEE 6.71 9.87 15.21 42.20 10.87 12.04 0.72 0.04 0.04 170.74 9.05 1491 -896.59 293.19 324.95

ARGEE 6.82 13.82 14.22  42.32 16.79 18.05 0.72 0.06 0.06 235.94 9.02 9.45 -1045.37 452.22  485.16

Table A.55: Scenario 55 (7,=-0.83, v;=-0.34,
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Interaction =0
/1 SE(B1) SD(p1) B2 SE(B2) SD(8:) B3 SE(B3) SD(Bs) Bs SE(Bs) SD(Bs) Bo SE(By) SD(6)
MM 7.03 10.68 10.86 41.55 11.99 12.22 0.72 0.04 0.04 245.45 7.59 7.61 -1033.29 322.06 328.48
EGEE 7.12 17.23 29.07 4143 18.10 19.38 0.72 0.06 0.07 244.33 11.51 20.48 -1029.35 487.50 518.92
IEE 7.09 15.75 27.24 41.55 23.14 29.92 0.72 0.08 0.11  228.20 12.77 2498 -1021.01 624.87 804.07
CWGEE 7.02 14.50 19.18 41.53 16.14 17.71 0.72 0.06 0.06 222.82 12.63 18.29  -971.82 434.87 474.62
ARGEE 6.98 12.58 13.42 41.38 17.72 19.13 0.72 0.06 0.07 246.25 8.63 9.19 -1022.76 477.31 512.82
Table A.56: Scenario 56 (7;=-0.90, 12=0, treatment effect =0 g/week)
B SE(B) SD(B1) B2 SE(B2) SD(B2)  fs SE(B3) SD(B) Ba SE(B) SD(By) o SE(Bo) SD(f)
MM  0.01 10.42 10.66 42.04 11.97 12.27 0.72 0.04 0.04 242.45 7.40 773 -1040.96 321.81  329.28
EGEE 0.22 14.17 31.15 4191 14.67 15.78 0.72 0.05 0.06 183.73 9.70 20.74  -928.74 39541 422.61
IEE 009 051 2123 4198 1583 2095 0.72 006  0.07 16230 754 1920 89150 42696 563.34
CWGEE 013 1137 1695 4191 1342 1479 072 0.05 005 17301 10.24 1591 -899.75 36180 396.60
ARGEE -0.02 13.33 13.98  41.90 17.50 19.00 0.72 0.06 0.07 232.57 8.88 9.71 -1038.70 471.20  509.36
Table A.57: Scenario 57 (72=-0.90, 7,=0, treatment effect = 0 g/week)
B SE(B1) SD(Br) B2 SE(B2) SD(B2)  fBs SE(Bs) SD(fs) Bs SE(B1) SD(Bs) Bo SE(o) SD(f)
MM 003 1058 1078 4197 1203 1224 072 004 004 24385 752 759 -1040.80 323.36 32884
EGEE 033 1580 2091 4200 1436 1562 072 005 006 20191 1060 2019 -963.80 386.96 419.83
IEE 0.19 10.34 21.18 42.13 14.86 20.85 0.72 0.05 0.07 175.31 8.62 19.22  -932.36 401.74 561.97
CWGEE 0.14 10.34 15.17 41.99 10.71 12.10 0.72 0.04 0.04 179.14 9.48 14.70  -901.60 288.98 325.91
ARGEE 0.04 13.88 14.32 41.84 16.54 17.72 0.72 0.06 0.06 239.21 9.10 9.41 -1029.05 445.36 475.80
Table A.58: Scenario 58 (7;=-0.64, 7,=-0.64, treatment effect = 0 g/week)
B SE(B1) SD(f) Bo SE(B2) SD(B:) Bz SE(Bs) SD(Bs) Ba SE(B1) SD(Bs) Bo SE(Bo) SD(bo)
MM 0.19 10.66 10.87 41.92 12.01 12.39 0.72 0.04 0.05 244.54 7.58 7.64 -1042.06 322.69 332.35
EGEE 0.40 16.84 28.82 42.14 16.27 17.65 0.72 0.06 0.06 221.46 11.25 19.67 -1004.55 438.36 472.69
IEE 0.34 13.44 24.04  42.45 19.33 26.08 0.72 0.07 0.09 198.40 11.06 21.40  -985.85 521.70  700.70
CWGEE 0.29 12.38 16.81 42.14 13.21 14.720.72 0.05 0.05 197.50 10.98 15.81  -938.26 356.00 394.93
ARGEE 0.19 13.26 13.73 42.16 16.93 18.14 0.72 0.06 0.07  242.06 8.84 9.33 -1038.58 455.81 486.08
Table A.59: Scenario 59 (7;=-0.83, 72,=-0.34, treatment effect = 0 g/week)
B SE(B) SD(B) B SE(B) SD(%) B SE(G) SD(3) B SE(8) SD(8) By SE(d) SD(fh)
MM -0.04 10.46 10.61 42.06 12.03 12.28 0.72 0.04 0.04 242.99 7.43 7.58 -1043.18 323.28 330.20
EGEE 0.08 14.69 30.89  42.04 13.70 14.86 0.72 0.05 0.05 188.70 10.04 20.65 -941.21 368.90 397.69
IEE -0.00 8.36 19.87 42.11 13.16 18.41 0.72 0.05 0.07 162.74 6.85 18.46  -903.08 355.01 495.43
CWGEE 0.01 9.87 15.24 42.04 10.87 12.11 0.72 0.04 0.04 170.62 9.15 14.95 -892.16 293.07 325.41
ARGEE 0.01 13.84 14.37 42.15 16.81 18.20 0.72 0.06 0.07 235.82 9.05 9.42 -1040.72  452.50  487.46

Table A.60: Scenario 60 (7,=-0.83, v;=-0.34, treatment effect = 0 g/week)
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Appendix B

Results Plots

B.1  Plots for Chapter 4 Simulation Study Results

Boxplots of Bias in Treatment Effect
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Figure B.1: Boxplots of Interaction Effect Estimates for scenario 1
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Figure B.2: Boxplots of Interaction Effect Estimates for scenario 2
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Figure B.3: Boxplots of Interaction Effect Estimates for scenario 3
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Figure B.4: Boxplots of Interaction Effect Estimates for scenario 4
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Figure B.5: Boxplots of Interaction Effect Estimates for scenario 5
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Figure B.6: Boxplots of Interaction Effect Estimates for scenario 6
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Figure B.7: Boxplots of Interaction Effect Estimates for scenario 7
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Boxplots of Standard Error / Standard Deviation

NICS Scenarios
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Figure B.8: Boxplots of Interaction Effect Standard Error / Standard Deviation for sce-

nario 1
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Figure B.9: Boxplots of Interaction Effect Standard Error / Standard Deviation for sce-

nario 2
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Figure B.10: Boxplots of Interaction Effect Standard Error / Standard Deviation for

scenario 3
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Figure B.11: Boxplots of Interaction Effect Standard Error / Standard Deviation for

scenario 4
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Figure B.12: Boxplots of Interaction Effect Standard Error / Standard Deviation for

scenario H

Figure B.13: Boxplots of Interaction Effect Standard Error / Standard Deviation for

scenario 6
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Figure B.14: Boxplots of Interaction Effect Standard Error / Standard Deviation for

scenario 7

B.2 Extension 1: Plots for Larger Standard Devia-

tion of Cluster Size
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Figure B.15: Extension 1: Boxplots of Interaction Effect Estimates for scenario 3
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Figure B.16: Extension 1: Boxplots of Interaction Effect Estimates for scenario 4
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Figure B.17: Extension 1: Boxplots of Interaction Effect Estimates for scenario 5
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Figure B.18: Extension 1: Boxplots of Interaction Effect Estimates for scenario 6
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Figure B.19: Extension 1: Boxplots of Interaction Effect Estimates for scenario 7
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Boxplots of Standard Error / Standard Deviation
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Figure B.20: Extension 1: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 3
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Figure B.21: Extension 1: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 4
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Figure B.22: Extension 1: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 5
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Figure B.23: Extension 1: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 6
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Figure B.24: Extension 1: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 7

B.3 Extension 2: Plots for Larger Sample Size Re-

sults

Boxplots of Bias in Treatment Effect

NICS Scenarios

o
o |
< o 3
o 7 e
8 8 ; 8
[To R 3 :
o™
o
o™
n _| i
O ; :
9 | |
N : :
6
R o R [
T T T T T
MM EGEE IEE CWGEE ARGEE

Figure B.25: Extension 2: Boxplots of Interaction Effect Estimates for scenario 1
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Figure B.26: Extension 2: Boxplots of Interaction Effect Estimates for scenario 2
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Figure B.27: Extension 2: Boxplots of Interaction Effect Estimates for scenario 3
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Figure B.28: Extension 2: Boxplots of Interaction Effect Estimates for scenario 4
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Figure B.29: Extension 2: Boxplots of Interaction Effect Estimates for scenario 5
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Figure B.30: Extension 2:

Boxplots of Interaction Effect Estimates for scenario 6
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Figure B.31: Extension 2:

Boxplots of Interaction Effect Estimates for scenario 7

163



ICS Scenrios Larger SD of Cluster Size

8
8
o |
© g g
; : o
i 8
_—°
o | | 2
s L] ; ——
—— I A ——
o : 7
N — T T : :
° : : : 8
L
o | i
o
T T T T T
MM EGEE IEE CWGEE ARGEE

Figure B.32: Extension 2:(Larger Sd of Cluster Size) Boxplots of Interaction Effect Esti-

mates for scenario 3
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Figure B.33: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Esti-

mates for scenario 4
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Figure B.34: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Esti-

mates for scenario 5
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Figure B.35: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Esti-

mates for scenario 6
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Figure B.36: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Esti-

mates for scenario 7
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Figure B.37: Extension 2: Boxplots of Interaction Effect

Deviation for scenario 1
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Figure B.38: Extension 2: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 2
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Figure B.39: Extension 2: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 3
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Figure B.40: Extension 2: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 4
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Figure B.41: Extension 2: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 5
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Figure B.42: Extension 2: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 6
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Figure B.43: Extension 2: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 7
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Figure B.44: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Stan-

dard Error / Standard Deviation for scenario 3
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Figure B.45: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Stan-

dard Error / Standard Deviation for scenario 4
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Figure B.46: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Stan-

dard Error / Standard Deviation for scenario 5
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Figure B.47: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Stan-

dard Error / Standard Deviation for scenario 6
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Figure B.48: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Stan-

dard Error / Standard Deviation for scenario 7
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Figure B.49: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Stan-

dard Error / Standard Deviation for all ICS scenarios with treatment effect of 14 g/week
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Figure B.50: Extension 2:(Larger SD of Cluster Size) Boxplots of Interaction Effect Stan-

dard Error / Standard Deviation for all ICS scenarios with treatment effect of 14 g/week

B.4 Extension 3: Plots for GEE Study Results

Boxplots of Bias in Treatment Effect
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Figure B.51: Extension 3: Boxplots of Interaction Effect Estimates for scenario 1
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Figure B.52: Extension 3: Boxplots of Interaction Effect Estimates for scenario 2
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Figure B.53: Extension 3:(Larger Trial) Boxplots of Interaction Effect Estimates for sce-

nario 1
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Figure B.54: Extension 3:(Larger Trial) Boxplots of Interaction Effect Estimates for sce-

nario 2
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Figure B.55: Extension 3: Boxplots of Interaction Effect Estimates for scenario 3
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Figure B.56: Extension 3: Boxplots of Interaction Effect Estimates for scenario 4

60

40

20

Figure B.57: Extension 3: Boxplots of Interaction Effect Estimates for scenario 5
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Figure B.58: Extension 3: Boxplots of Interaction Effect Estimates for scenario 6
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Figure B.59: Extension 3: Boxplots of Interaction Effect Estimates for scenario 7
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Figure B.60: Extension 3:(n=600) Boxplots of Interaction Effect Estimates for scenario 3
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Figure B.61: Extension 3:(n=600) Boxplots of Interaction Effect Estimates for scenario 4
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Figure B.62: Extension 3:(n=600) Boxplots of Interaction Effect Estimates for scenario 5
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Figure B.63: Extension 3:(n=600) Boxplots of Interaction Effect Estimates for scenario 6
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Figure B.64: Extension 3:(n=600) Boxplots of Interaction Effect Estimates for scenario 7

Boxplots of Standard Error / Standard Deviation

NICS Scenarios n=60

S ssg
e
R S S S SR

T T T T
MM EGEE IEE CWGEE ARGEE

Figure B.65: Extension 3: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 1
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Figure B.66: Extension 3: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 2
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Figure B.67: Extension 3: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 3
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Figure B.68: Extension 3: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 4
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Figure B.69: Extension 3: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 5
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Figure B.70: Extension 3: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 6
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Figure B.71: Extension 3: Boxplots of Interaction Effect Standard Error / Standard

Deviation for scenario 7
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Figure B.72: Extension 3:(n=600) Boxplots of Interaction Effect Standard Error / Stan-

dard Deviation for scenario 1
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Figure B.73: Extension 3:(n=600) Boxplots of Interaction Effect Standard Error / Stan-

dard Deviation for scenario 2
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Figure B.74: Extension 3:(n=600) Boxplots of Interaction Effect Standard Error / Stan-

dard Deviation for scenario 3
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Figure B.75: Extension 3:(n=600) Boxplots of Interaction Effect Standard Error / Stan-

dard Deviation for scenario 4
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Figure B.76: Extension 3:(n=600) Boxplots of Interaction Effect Standard Error / Stan-

dard Deviation for scenario 5
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Figure B.77: Extension 3:(n=600) Boxplots of Interaction Effect Standard Error / Stan-

dard Deviation for scenario 6
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Figure B.78: Extension 3: (n=600) Boxplots of Interaction Effect Standard Error / Stan-

dard Deviation for scenario 7
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Appendix C

Results for Larger Trial (600

individuals)

In Section 5.2, the results for the larger sample size trial were discussed,
which looked at repeated the Chapter 4 simulation study and the Extension
1, using a larger trial size of 600 infants. The results for the simulation sce-
narios with a treatment effect of 28 were provided. This appendix, C, gives
the results for the full larger simulation study, that is all 60 simulations

discussed in section 5.2.

C.1 Scenarios with Non Informative Cluster Size

Interaction =28

B SE(B) SD(B1) B SE(B) SD(B) fBs SE(B;) SD(Bs) B: SE(B:) SD(8) B SE(By) SD(5)

MM 2805  3.35 343 4173 373 3.7 072 001 001 24437 237 241 -1035.37 10046 101.64
EGEE 28.05 3.5 343 4191 562 568 072 002 002 24437 237 241 -1040.00 151.23 152.66
IEE 27.90 397 406 41.91 562 569 072 002 002 24444 260  2.66 -1040.03 151.24 152.75
CWGEE 27.90 397 406 4191 562 569 072  0.02 002 24444 260 266 -1040.03 151.24 15275
ARGEE 28.00 352  3.60 4193 570 580 0.72 002 002 24440 248 254 -1040.65 15333 155.94

Table C.1: Extension 2 Scenario 1 (fixed trial length=38, treatment effect = 28 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) Bi SE(B) SD(B) B SE(f) SD(Bo)
MM 28.07 3.36 3.21 41.92 3.74 3.84 0.72 0.01 0.01 244.42 2.37 2.34 -1041.55 100.57 103.23
EGEE 28.08 3.58 3.51 42.07 5.69 5.80 0.72 0.02 0.02 244.42 2.54 2.55 -1045.55 153.14 155.58
IEE 28.07 4.15 4.08 42.10 5.84 5.97 0.72 0.02 0.02 244.44 3.00 3.05 -1046.70 157.15 160.31
CWGEE 28.07 4.04 3.96 42.07 5.69 5.80 0.72 0.02 0.02 244.44 2.87 2.92 -1045.63 153.14 155.74
ARGEE 28.07 3.57 3.46  42.08 5.81 591 0.72 0.02 0.02 244.43 2.53 2.54 -1046.11 156.18 158.79

Table C.2: Extension

g/ week)

Interaction =21

2 Scenario 2 (yy=log(24.3667),71=0, 72=0, treatment effect = 28

B SE(B1) SD(B) By SE(B2) SD(B2) B3 SE(B3) SD(8) Bs SE(Bi) SD(B1) Bo SE(Bo) SD(fo)

MM 21.06 3.36 3.48 42.03 3.73 3.76  0.72 0.01 0.01 244.48 2.37 2.37 -1043.06 100.38 101.32
EGEE 21.06 3.35 3.47 4212 5.62 5.80 0.72 0.02 0.02 244.48 2.37 2.37 -1045.56 151.20 155.91
IEE 21.15 3.97 4.07 42.12 5.62 580 0.72 0.02 0.02 244.43 2.60 2.61 -1045.56 151.21 155.89
CWGEE 21.15 3.97 4.07 42.12 5.62 5.80 0.72 0.02 0.02 244.43 2.60 2.61 -1045.56 151.21 155.89
ARGEE 21.11 3.52 3.68 42.18 5.70 5.87 0.72 0.02 0.02 244.46 2.48 2.52 -1047.16 153.38 157.78

Table C.3: Extension

2 Scenario 8 (fixed trial length=38, treatment effect = 21 g/week)

B SE(B1) SD(8) B> SE(B;) SD(B2) Bz SE(B3) SD(8s) Bs SE(Bi) SD(Bs) Bo SE(Bo) SD(Bo)

MM 21.02 3.35 3.26 41.93 3.73 3.77 0.72 0.01 0.01 244.46 2.37 2.30 -1041.41 100.47 101.78
EGEE 21.06 3.58 3.51 41.88 5.67 5.73 0.72 0.02 0.02 244.44 2.53 248 -1040.02 152.55 153.88
IEE 21.14 4.14 4.11 41.90 5.81 5.86 0.72 0.02 0.02  244.40 2.99 2.95 -1040.49 156.40 157.42
CWGEE 21.13 4.03 3.99 41.88 5.67 573 0.72 0.02 0.02 244.41 2.86 2.81 -1040.03 152.55 154.18
ARGEE 21.06 3.57 3.48 41.86 5.79 577 0.72 0.02 0.02 244.43 2.52 2.46 -1039.46 155.74  155.40

Table C.4: Extension

g/ week)

Interaction =14

2 Scenario 9 (yp=log(24.3667),71=0, 12=0, treatment effect = 21

Bi SE(B1) SD(B) B SE(B) SD(B) fB5 SE(B5) SD(8s) Bi SE(B1) SD(By) B0 SE(B) SD()
MM 1387 335 330 4205 374 354 072 0.0l 001 24452  2.37 236 -1043.95 100.56  95.26
EGEE 13.87 335 330 4232 564 576 072 002 002 24452 237 235 -1051.33 151.67 153.94
IEE 1376 3.97 392 4232 564 577 072 002 0.02 24458 259 250 -1051.24 151.68 154.00
CWGEE 1376  3.97 392 4232 564 577 072 002 002 24458 259 259 -1051.24 151.68 154.09
ARGEE 13.79 352 345 4230 572 579 072 0.02 002 24457 248 245 -1050.41 153.85 154.84

Table C.5: Extension 2 Scenario 15 (fixed trial length=38, treatment effect = 14 g/week)
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B, SE(B:1) SD(B) B2 SE(B) SD(By)  fBs SE(Bs) SD(8s) B: SE(B)) SD(B1) Bo SE() SD(Bo)
MM 13.98 3.35 341 42.18 3.72 3.83 0.72 0.01 0.01 244.50 2.37 2.26 -1048.79 100.18 103.32
EGEE 13.93 3.58 3.69 42.35 5.66 5.76 0.72 0.02 0.02  244.55 2.53 2.46 -1053.25 152.45 155.53
IEE 13.95 4.14 4.29 42.32 5.81 5.95 0.72 0.02 0.02 244.57 3.00 3.01 -1052.58 156.48 160.34
CWGEE 13.96  4.03 414 4234 566 576 072 002 002 24455 286  2.85 -1053.26 15245 155.55
ARGEE 13.99 356  3.64 4236 578 590 072 002 002 24451 252 245 -1053.64 15550 159.10

Table C.6: Extension 2 Scenario 16 (yy=log(24.3667),7,=0, 72=0, treatment effect = 14
g/week)

Interaction =7

B SE(B1) SD(5) B> SE(B2) SD(B2)  Bs SE(B3) SD(Bs) Bs SE(Bs) SD(B4) Bo SE(Bo) SD(B)
MM 7.19 3.35 3.40 42.04 3.74 3.76  0.72 0.01 0.01 244.40 2.37 2.49 -1043.88 100.60 100.92
EGEE 7.19 3.35 3.40 41.87 5.63 548 0.72 0.02 0.02  244.40 2.36 2.49 -1039.69 151.51 146.09
IEE 7.26 3.97 4.08 41.87 5.63 548 0.72 0.02 0.02 244.37 2.59 2.74 -1039.72 151.52  146.20
CWGEE 7.26 3.97 4.08 41.87 5.63 5.48 0.72 0.02 0.02 244.37 2.59 2.74 -1039.72 151.52 146.20
ARGEE 721 3.51 3.57 41.86 5.71 5.52 0.72 0.02 0.02 244.38 2.48 2.59 -1039.57 153.61 147.44

Table C.7: Extension 2 Scenario 22 (fixed trial length=38, treatment effect = 7 g/week)

=S
W

SE(81) SD(Bh) B2 SE(B:) SD(82) B3 SE(Bs) SD(Bs) Bs SE(B1) SD(Bs) o SE(y) SD(B)
MM 7.00 3.36 3.44  42.12 3.74 3.74 0.72 0.01 0.01 244.50 2.38 241 -1046.68 100.68 100.24
EGEE 7.08 3.59 3.63 42.14 5.69 5.61 0.72 0.02 0.02  244.46 2.54 2.53 -1047.48 153.12  149.77
IEE 7.04 4.16 4.18 42.12 5.84 5.74 0.72 0.02 0.02 244.48 3.01 291 -1046.95 157.16 153.29
CWGEE 7.02 4.04 4.07 42.14 5.69 5.61 0.72 0.02 0.02  244.49 2.87 2.80 -1047.54 153.12 149.85
ARGEE 7.03 3.57 3.65 42.11 5.81 5.73 0.72 0.02 0.02  244.49 2.53 2.55 -1046.85 156.22  153.10

o

Table C.8: Extension 2 Scenario 23 (vyy=log(24.3667),71=0, 7,=0, treatment effect = 7
g/week)

Interaction =0

B1 SE(B1) SD(61) B2 SE(B:) SD(B:) B3 SE(B3) SD(Bs3) B1 SE(B1) SD(f4) Bo  SE(Bo) SD(f)

MM  0.03 3.36 3.36  41.97 3.72 3.88 0.72 0.01 0.01 244.51 2.37 2.39 -1041.49 100.22 104.97
EGEE 0.02 3.35 3.36  42.07 5.62 5.80 0.72 0.02 0.02  244.52 2.37 2.39 -1044.49 151.31 156.30
IEE  0.02 3.97 3.97 42.07 5.63 5.80 0.72 0.02 0.02 244.52 2.60 2.60 -1044.49 151.31 156.23
CWGEE 0.02 3.97 3.97 42.07 5.63 5.80 0.72 0.02 0.02  244.52 2.60 2.60 -1044.49 151.31 156.23
ARGEE -0.00 3.52 3.49 42.05 5.71 5.83 0.72 0.02 0.02 244.51 2.48 249 -1044.09 153.50 157.12

Table C.9: Extension 2 Scenario 29 (fixed trial length=38, treatment effect = 0 g/week)
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B SE(B) SD(B)  B: SE(B) SD(B) Bs SE(s) SD(8s) Bi SE(Bi) SD(Bi) Bo SE() SD(f)
MM -0.03 3.36 3.30 41.86 3.74 3.96 0.72 0.01 0.01 244.50 2.38 2.35 -1039.67 100.59 106.12
EGEE -0.06 3.59 3.61 42.02 5.68 5.88 0.72 0.02 0.02 244.57 2.54 2.54 -1044.19 152.86 157.60
IEE -0.13 4.16 4.18 42.03 5.84 6.05 0.72 0.02 0.02 244.64 3.00 2.98 -1044.57 157.06 162.25
CWGEE -0.13 4.04 4.06 42.02 5.68 5.88 0.72 0.02 0.02 244.62 2.87 2.84 -1044.30 152.87 157.63
ARGEE -0.06 357 355 4206 579 598 072 002 002 24454 252 252 -104533 15594 160.09

Table C.10: Extension 2 Scenario 30 (yo=log(24.3667),71=0, v,=0, treatment effect = 0
g/ week)

C.2 Scenarios with smaller SD of Cluster Size, 7

3.069142

Interaction =28

B SE(B) SD(B) B2 SE(B2) SD(B:)  fBs SE(fB3) SD(B;) Bs SE(B1) SD(Bs) Bo SE(Bo) SD(B)

MM  28.09 3.37 348 42.05 3.74 3.69 0.72 0.01 0.01  245.01 2.39 2.39 -1044.95 100.56 99.36
EGEE 28.27 5.98 6.29 4213 5.85 5.80 0.72 0.02 0.02  244.40 4.15 4.52 -1046.01 157.23 154.76
IEE 2820 599 627 4212 691 700 072 002 003 22379 575 652 -101L64 185.95 187.04
CWGEE 28.18 4.50 4.53 4212 5.44 5.43 0.72 0.02 0.02 222.33 4.15 427 -983.38 146.33 145.11
ARGEE 28.07 3.92 4.06 42.20 5.89 5.94 0.72 0.02 0.02 245.75 2.68 2.92 -1044.93 158.40 158.51
Table C.11: Extension 2 Scenario 3 (y;=-0.50, 72=0, treatment effect = 28 g/week)
P SE(S) SD(B) B2 SE(B) SD(By)  fBs SE(S;) SD(Bs) Bi SE(Bs) SD(8) B SE(By) SD(5)

MM  27.95 3.34 3.37 42.04 3.75 3.80 0.72 0.01 0.01 243.59 2.36 241 -1042.84 100.75 102.17
EGEE 27.99 8.72 10.06 42.21 5.44 5.62 0.72 0.02 0.02  202.33 5.92 6.61 -964.82 146.53 151.26
IEE 28.00 6.85 7.89 4241 6.54 6.95 0.72 0.02 0.02 172.88 7.15 829 -910.73 176.66 186.75
CWGEE 28.01 4.86 5.03 42.18 5.12 5.31 0.72 0.02 0.02 188.85 5.02 475 -926.27 138.12 143.10
ARGEE 27.82 5.40 5.95 42.10 5.93 6.25 0.72 0.02 0.02  239.69 3.32 3.94 -1041.89 159.69 169.38

Table C.12: Extension 2 Scenario 4

(72=-0.50, 71=0, treatment effect = 28 g/week)

Bi SE(8) SD(B) B SE(B) SD(B) fs SE(B;) SD(Bs) Bi SE(By) SD(By) B SE(B) SD(B)

MM 28.07 3.36 3.29 42.19 3.74 3.87 0.72 0.01 0.01 244.10 2.38 2.32 -1049.06 100.70  104.34

EGEE 28.12 7.62 8.57 42.19 5.39 5.563 0.72 0.02 0.02 214.50 5.18 5.54  -990.24 145.34 149.48

IEE 28.17 6.27 711 4224 6.13 6.45 0.72 0.02 0.02 178.78 6.38 7.28 -924.84 165.59 175.46

CWGEE 28.17 4.39 451 4214 4.59 4.69 0.72 0.02 0.02  189.25 4.49 433 -917.94 123.84 127.18

ARGEE 28.02 6.30 6.87 41.99 5.76 5.78 0.72 0.02 0.02 243.74 3.72 3.89 -1025.98 155.21 156.13
Table C.13: Extension 2 Scenario 5 (y;=-0.35, 7,=-0.35, treatment effect = 28 g/week)
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B SE(B) SD(B:) B2 SE(B;) SD(B2)  fBs SE(B3) SD(8s) Bs SE(By) SD(Bs) Bo SE(Bo) SD(B)
MM 27.92 3.38 3.51 41.98 3.74 3.86 0.72 0.01 0.01 244.71 2.39 2.34 -1042.36 100.66 104.18
EGEE 27.65 6.59 7.11 41.68 5.62 5.75 0.72 0.02 0.02  228.39 4.59 4.74 -1001.59 151.28 155.31
IEE 27.70 6.04 6.56 41.65 6.42 6.76  0.72 0.02 0.02 197.77 5.99 6.59 -945.59 173.31 183.72
CWGEE 27.76 4.36 4.49 41.72 4.93 5.02 0.72 0.02 0.02  202.70 4.23 4.06 -930.64 132.75 13549
ARGEE 2791 5.06 5.35 41.64 5.78 5.78 0.72 0.02 0.02 245.33 3.19 3.23 -1021.88 155.66  155.47

Table C.14: Extension 2 Scenario 6 (7;=-0.46, 75=-0.19, treatment effect = 28 g/week)

Bi SE(B1) SD(B) B2 SE(B2) SD(B2)  fBs SE(Bs) SD(Bs) B1 SE(B1) SD(B4) Bo SE(Bo) SD(B)

MM 28.15 3.35 3.43 42.01 3.74 3.87 0.72 0.01 0.01 243.86 2.37 2.37 -1042.32  100.67 103.49
EGEE 28.53 8.28 9.23 42.00 5.33 5.42 0.72 0.02 0.02  205.66 5.67 6.11 -966.70 143.55 146.33
IEE 28.41 6.49 7.25 41.85 6.17 6.55 0.72 0.02 0.02 170.71 6.79 7.84 -895.52 166.36 178.40
CWGEE 28.31 4.55 4.55 41.99 4.69 4.79 0.72 0.02 0.02 184.76 4.77 4.46  -907.41 126.47 129.37
ARGEE 28.16 6.23 6.62 42.13 5.82 5.83 0.72 0.02 0.02 242.03 3.72 3.97 -1034.80 156.53 156.79

Table C.15: Extension 2 Scenario 7 (7,=-0.46, 7,=-0.19, treatment effect = 28 g/week)

Interaction =21

B1 SE(B1) SD(6) B2 SE(B2) SD(Bs) B3 SE(B3) SD(Bs) By SE(Bs) SD(B1) Bo SE(By) SD(B)

MM  21.06 3.38 3.48 41.88 3.74 3.67 0.72 0.01 0.01 245.04 2.39 2.42 -1040.60 100.58  98.75
EGEE 21.20 5.98 6.37 41.68 5.84 6.21 0.72 0.02 0.02 244.40 4.15 4.50 -1033.32 157.37 167.47
IEE 21.20 6.01 6.39 41.58 6.90 7.50 0.72 0.02 0.03  223.69 5.74 6.52  -995.31 186.37 202.85
CWGEE 21.13 4.50 4.60 41.71 5.44 5.80 0.72 0.02 0.02  222.32 4.15 429  -971.96 146.50 156.55
ARGEE 21.17 3.94 4.02 41.76 5.90 6.23 0.72 0.02 0.02 245.77 2.70 2.87 -1032.51 158.66  168.57

Table C.16: Extension 2 Scenario 10 (v;=-0.50, 72=0, treatment effect = 21 g/week)

B SE(B1) SD(B:)

o

, SE(B) SD(B;)  fs SE(Bs) SD(Bs) B SE(B) SD(B) Bo SE(B) SD(Bo)
MM 20.95 3.34 3.31 41.70 3.73 3.83 0.72 0.01 0.01 243.59 2.36 2.36 -1034.17 100.35 103.36
EGEE 21.20 8.77 10.27 41.83 5.43 547 0.72 0.02 0.02  202.26 5.98 6.56 -955.51 146.42 147.70
IEE 21.27 6.89 7.95 41.76 6.56 7.00 0.72 0.02 0.03 172.74 7.26 8.13 -894.23 177.22 188.60
CWGEE 2120 486 498 4179 512 517 072 002 002 18878 506 456 -916.79 137.97 139.56
ARGEE 2091 549  6.26 4189 594 601 072 002 002 23977 339 398 -1037.04 159.93 162.40

Table C.17: Extension 2 Scenario 11 (7,=-0.50, 7;=0, treatment effect = 21 g/week)

Bi SE(B) SD(B)

o

By SE(B,) SD(B) fB5 SE(B5) SD(Bs) Bi SE(B1) SD(By) Bo SE(By) SD(B)
MM 2113 336 340 41.96 375 3.8 0.72 0.0l 001 244.20 238  2.36 -1041.07 100.93 101.23
EGEE 2150  7.33 821 4202 539 525 072 002 002 21474 511 568 -984.71 14507 141.89
IEE 2134 607 684 42.07 603 631 072 002 002 17941 624 727 -920.00 162.96 171.46
CWGEE 21.18 432 449 4201 458 448 072 002 002 18958 443 447 -913.68 12359 120.83
ARGEE 2138 598 667 41.92 570 557 072 002 002 24377  3.63 395 -1024.78 15327 148.97

Table C.18: Extension 2 Scenario 12 (v;=-0.35, 72=-0.35, treatment effect = 21 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) . SE(B) SD(B) B SE(f) SD(Bo)
MM 20.92 3.37 3.32 42.07 3.75 3.66 0.72 0.01 0.01 244.65 2.39 2.37 -1045.26 100.82 98.81
EGEE 20.94 6.51 7.11 4241 5.63 5.44 0.72 0.02 0.02 228.37 4.50 4.97 -1022.25 151.61 146.72
IEE 20.97 5.97 6.54 42.53 6.43 6.45 0.72 0.02 0.02 19791 5.86 6.84 -970.78 173.51 174.40
CWGEE 20.98 4.34 4.43 42.36 4.94 4.79 0.72 0.02 0.02 202.71 4.19 4.33  -948.98 133.08 129.26
ARGEE 20.96 4.96 5.14 42.22 5.79 5.62 0.72 0.02 0.02 245.19 3.13 3.33 -1037.95 155.83 152.14

=

Table C.19: Extension 2 Scenario 13 (73=-0.46, 75=-0.19, treatment effect = 21 g/week)

=S
=

SE(61) SD(61) B2 SE(B2) SD(fs) Bs SE(B3) SD(Bs) . SE(84) SD(84) Bo SE(By) SD(S)
MM 21.07 3.35 3.28 41.98 3.75 3.78 0.72 0.01 0.01 243.84 2.37 2.38 -1041.88 100.80 101.88
EGEE 21.31 8.62 9.53 41.93 5.33 5.43 0.72 0.02 0.02  205.30 5.89 6.60 -963.43 143.86 146.89
IEE 21.30 6.72 749 41.79 6.18 6.64 0.72 0.02 0.02  169.89 7.06 8.39  -890.36 167.72 181.43
CWGEE 21.25 4.64 469 4191 4.69 481 0.72 0.02 0.02 184.35 4.89 481  -904.42 126.76 129.88
ARGEE 21.07 6.52 7.02 42.22 5.85 5.80 0.72 0.02 0.02 242.01 3.88 418 -1036.22 157.25 157.69

=®

Table C.20: Extension 2 Scenario 14 (7,=-0.46, 7,=-0.19, treatment effect = 21 g/week)

Interaction =14

Bi SE(B1) SD(B) B SE(B.) SD(B) B5 SE(B5) SD(8s) Bi SE(B1) SD(By) Bo SE(B) SD(B)
MM 14.02 338 335 4205 374 382 072 001 001 24503 239 243 -104522 10051 102.86
EGEE 13890 598 640 4209 584 581 072 002 002 24452 411 439 -104547 157.05 156.65
IEE 1388 601 640 4206 688 709 072 002 002 2238 560 638 -1009.81 18521 191.64
CWGEE 1400 451 452 4207 543 541 072 002 002 22238 413 424 -982.85 14624 145.80
ARGEE 1393 395 399 4194 590 58 072 002 002 24583 269 290 -103856 158.75 157.76

Table C.21: Extension 2 Scenario 17 (7,=-0.50, 75=0, treatment effect = 14 g/week)

k=)

Bi SE(B1) SD(B) B SE(B.) SD(B) B5 SE(B5) SD(Bs) Bi SE(B1) SD(By) Bo SE(B) SD(B)
MM 1392 334 339 4202 374 379 072 0.0l 001 243.56 236 220 -1042.42 100.74 10151
EGEE 1374 872 1061 4186 544 558 072 002 002 20247 589 677 -95555 146.67 150.80
IEE 1386 687 831 4182 655  7.06 072 002 002 17290 719 856 -895.25 177.26 190.52
CWGEE 1391 487 529 4188 512 528 072 002 002 18884 503 493 -91829 13819 14245
ARGEE 1389 550 644 4202 593 605 0.72 002 002 23958 335 389 -1038.93 159.82 163.38

[

Table C.22: Extension 2 Scenario 18 (7,=-0.50, 7,=0, treatment effect = 14 g/week)

Bi SE(B1) SD(B) B SE(B) SD(B) fB5 SE(B5) SD(8s) Bi SE(B1) SD(By) B0 SE(B) SD()
MM 1410  3.36 343 4205 374 3.69 072 0.0l 001 24411 238 245 -1044.37 10074 98.40
EGEE 1421 754 868 41.88 541 540 072 002 002 21456 517 573 -981.18 14571 143.74
IEE 1416 620 718 41.85 613 641 072 002 002 179.02 636 745 -91441 16551 170.81
CWGEE 14.12 436 462 4189 460 462 072 002 002 189.34 447 449 -910.77 124.12 122.90
ARGEE 14.32 618 693 41.84 577 584 072 002 002 243.65  3.68  4.02 -1021.78 15541 157.22

Table C.23: Extension 2 Scenario 19 (v;=-0.35, 72=-0.35, treatment effect = 14 g/week)
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B SE(B) SD(B:) B2 SE(B;) SD(B2)  fBs SE(B3) SD(8s) Bs SE(By) SD(Bs) Bo SE(Bo) SD(B)
MM 14.03 3.38 3.56 42.16 3.75 3.71 0.72 0.01 0.01 244.72 2.39 2.50 -1047.14 100.77 98.97
EGEE 14.00 6.38 7.04 42.11 5.64 5.74 0.72 0.02 0.02 228.62 4.45 5.01 -1014.12 151.85 153.78
IEE 1397 587 651 4199 647 679 072 002 002 19837 577 676 95650 17420 182.43
CWGEE 13.99 4.31 4.49 42.08 4.95 5.03 0.72 0.02 0.02  202.93 4.15 4.40  -941.29 133.28 135.10
ARGEE 14.20 4.81 5.26 42.07 5.78 5.81 0.72 0.02 0.02 245.23 3.07 3.40 -1034.07 155.29  154.59
Table C.24: Extension 2 Scenario 20 (7;=-0.46, 75=-0.19, treatment effect = 14 g/week)
B SE(A) SD(B) B SE(B) SD(B) fs SE(B:) SD(8s)  fi SE(B) SD(B) By SE(fs) SD(5o)
MM 14.12 3.35 3.58 41.86 3.74 3.73 0.72 0.01 0.01 243.77 2.37 2.54 -1037.92 100.60 100.69
EGEE 13.94 8.46 9.76 41.84 5.35 5.29 0.72 0.02 0.02  205.51 5.73 6.18 -961.41 144.04 143.95
IEE 13.88 6.60 7.77 41.80 6.24 6.57 0.72 0.02 0.02 170.25 6.90 7.64 -892.78 168.39 178.59
CWGEE 13.92 4.60 4.93 41.83 4.71 4.68 0.72 0.02 0.02 184.55 4.82 4.55  -902.36 127.01 127.86
ARGEE 14.05 6.33 7.12 41.83 5.84 5.70 0.72 0.02 0.02 242.03 3.73 4.14 -1023.94 157.17 154.98
Table C.25: Extension 2 Scenario 21 (75,=-0.46, 7,=-0.19, treatment effect = 14 g/week)

Interaction =7

B SE(B1) SD(51) B2 SE(B2) SD(6) Bs SE(B3) SD(Bs) B1 SE(Bs) SD(B4) Bo SE(By) SD(B)

MM 7.05 3.37 3.36 41.91 3.73 3.76  0.72 0.01 0.01  245.02 2.38 242 -1042.12  100.40 100.34
EGEE 7.01 6.06 6.49 42.07 5.85 5.67 0.72 0.02 0.02 244.44 4.28 4.67 -1045.20 157.41 153.27
IEE 7.11 6.07 6.53 42.02 6.90 6.83 0.72 0.02 0.02 223.72 5.95 6.74 -1008.90 186.06 185.61
CWGEE 7.03 4.52 453 4211 5.44 5.27 0.72 0.02 0.02 222.33 4.22 432 -983.92 146.52 142.53
ARGEE 6.95 3.95 3.98 42.03 5.91 5.81 0.72 0.02 0.02 245.89 2.70 297 -1041.44 158.82 155.99

Table C.26: Extension 2 Scenario 24 (y;=-0.50, 12=0, treatment effect = 7 g/week)

Bi SE(B) SD(B) B, SE(B) SD(B) fs SE(B5) SD(Bs) Bi SE(B) SD(B) By SE(B) SD(f)
MM 7.12 3.34 3.29 41.89 3.74 3.80 0.72 0.01 0.01 243.62 2.36 2.32 -1039.24 100.70 101.93
EGEE 7.02 8.74 10.10 41.96 5.45 5.40 0.72 0.02 0.02 202.52 5.96 6.48 -959.11 146.80 145.50
IEE 7.01 6.89 8.08 41.86 6.58 6.73 0.72 0.02 0.02 173.04 7.27 812 -896.83 178.01 180.84
CWGEE 697 487 508 4196 513 510 072 002 002 189.04 506  4.62 -921.30 138.35 137.41
ARGEE 718 550 622 4205 596  6.08 072 002 002 23960 338 395 -1041.62 16022 164.35

Table C.27: Extension 2 Scenario 25 (7,=-0.50, 71=0, treatment effect = 7 g/week)

B SE(f) SD(3)  f. SE(B) SD(f) B SE(8s) SD(%)  fi SE(B) SD(8y) By SE(f) SD(A)
MM 7.08 3.36 3.31 42.02 3.75 3.82 0.72 0.01 0.01 244.13 2.38 2.40 -1043.09 100.94 102.30
EGEE 6.82 7.46 8.45 42.00 5.43 5.62 0.72 0.02 0.02 214.92 5.02 5.54  -985.29 14598 150.09
IEE 6.87 6.15 6.96 42.04 6.14 6.61 0.72 0.02 0.02 179.44 6.16 7.27 -920.81 165.33 175.97
CWGEE 7.05 4.35 4.45 42.00 4.62 4.80 0.72 0.02 0.02  189.53 4.40 433 -91443 12433 128.30
ARGEE 6.67 6.07 6.53 41.86 5.76 5.89 0.72 0.02 0.02  243.96 3.59 3.91 -1023.31 15499 157.53
Table C.28: Extension 2 Scenario 26 (v;=-0.35, 72=-0.35, treatment effect = 7 g/week)
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B SE(B) SD(B) B2 SE(B2) SD(B2)  fBs SE(B5) SD(Bs) Bs SE(B:) SD(8) Bo SE(Bo) SD(f)
MM 6.89 338 341 41.96 374 384 0.72 001 001 24475 239 243 -1042.65 100.64 103.92

EGEE 6.92 6.52 711 41.95 5.62 5.57 0.72 0.02 0.02 228.48 4.54 4.76 -1010.53 151.45 151.28
IEE 6.84 5.98 6.60 42.01 6.43 6.48 0.72 0.02 0.02 198.07 5.93 6.42  -957.43 173.67 176.26
CWGEE 6.82 4.34 4.43 4192 4.93 4.88 0.72 0.02 0.02 202.90 4.20 418  -937.67 132.92 132.59
ARGEE 6.99 5.00 5.40 41.88 5.76 5.86 0.72 0.02 0.02 245.31 3.14 3.45 -1029.53 154.90  159.30

Table C.29: Extension 2 Scenario 27 (7,=-0.46, 75=-0.19, treatment effect = 7 g/week)

B SE(B1) SD(p1) B2 SE(B3) SD(8:) Bs  SE(B3) SD(Bs) Bs SE(B1) SD(B4) Bo SE(By) SD(6o)

MM 7.03 3.34 3.35 41.87 3.75 3.92 0.72 0.01 0.01  243.86 2.36 2.38 -1039.51 100.88 105.05
EGEE 6.81 8.37 9.68 41.73 5.34 5.67 0.72 0.02 0.02  205.92 5.67 6.28  -960.78 143.90 151.93
IEE 6.93 6.55 7.52  41.66 6.19 6.70 0.72 0.02 0.02 170.77 6.85 797 -891.43 167.47 181.36
CWGEE 6.98 4.58 4.62 41.75 4.70 498 0.72 0.02 0.02 184.88 4.79 453  -902.50 126.74 133.69
ARGEE 7.02 6.33 7.15 41.86 5.81 6.00 0.72 0.02 0.02  242.03 3.74 415 -1027.02 156.53 161.30

Table C.30: Extension 2 Scenario 28 (7,=-0.46, 7,=-0.19, treatment effect = 7 g/week)

Interaction =0

Bi SE(S1) SD(B1) B2 SE(B) SD(B) B3 SE(B;) SD(fs) Bi SE(S:) SD(B) Bo SE(By) SD(5)
MM -0.15 337 350 41.99 373 367 072 001 0.0l 24510 238 240 -1043.71 10040  98.57

EGEE -0.39 5.98 6.30 41.76 5.83 5.99 0.72 0.02 0.02  244.65 4.16 4.60 -1037.00 157.06 161.00
IEE -0.33 6.00 6.32 41.69 6.86 7.10 0.72 0.02 0.03  224.03 5.78 6.54 -1000.31 185.38 191.33
CWGEE -0.24 4.49 4.55 41.75 5.42 5.60 0.72 0.02 0.02 22247 4.15 432 -974.50 146.09 150.87
ARGEE -0.26 3.93 412 41.84 5.89 6.08 0.72 0.02 0.02 24592 2.69 2.84 -1036.74 158.47 163.91

Table C.31: Extension 2 Scenario 31 (7;=-0.50, 75=0, treatment effect = 0 g/week)

=

. SE(8) SD(3) B SE(B) SD(B) B SE(Bs) SD(Bs) Bi SE(B) SD(B) Bo SE(By) SD(5)
MM  0.01 3.33 3.29 41.94 3.74 3.75 0.72 0.01 0.01 243.50 2.36 2.31 -1039.45 100.73 101.30
EGEE -0.04 8.71 9.86 42.01 5.44 5.40 0.72 0.02 0.02 202.32 5.86 6.52  -959.17 146.78 145.83
IEE  0.04 6.87 7.70 42.01 6.56 6.80 0.72 0.02 0.02 172.81 7.13 8.42 -900.46 177.26 183.11
CWGEE 0.09 4.86 4.89 42.01 5.13 5.10 0.72 0.02 0.02 188.77 5.02 4.75 -921.44 138.23 138.02
ARGEE -0.03 546 631 4216 594 597 072 002 002 23955 334 393 -1041.95 159.60 161.00

Table C.32: Extension 2 Scenario 32 (7,=-0.50, 7;=0, treatment effect = 0 g/week)

B SE(B) SD(B) B SE(B.) SD(B) B5 SE(B5) SD(3s) B SE(B) SD(By) Bo SE(Bo) SD(B)
MM 0.18  3.36 353 4214 375 371 072 001 0.0l 24409 238 237 -1046.50 100.86  99.62
EGEE 051 748 850 4220 539 523 0.2 002 002 21454 516 585 -990.28 14504 141.06
IEE 038 615  7.03 4228 607 632 072 002 002 17910 631  7.60 -925.68 163.73 169.98
CWGEE 026 435 455 4218 459 448 072 002 002 18943 446 447 -918.96 123.63 120.97
ARGEE 050 611 678 4205 573 574 072 002 002 24359 360  3.93 -1029.31 15417 154.74

Table C.33: Extension 2 Scenario 33 (7;=-0.35, 12=-0.35, treatment effect = 0 g/week)
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B SE(B1) SD(B1) B2 SE(B;) SD(B;) B3 SE(B3) SD(Bs) By SE(Bs) SD(B4) Bo  SE(Bo) SD(f)
MM -0.08 3.37 3.25 41.88 3.75 3.63 0.72 0.01 0.01 244.65 2.39 2.33 -1040.66 100.85 97.15
EGEE 0.23 6.44 6.98 42.12 5.63 5.64 0.72 0.02 0.02 228.29 4.52 4.81 -1015.05 151.65 151.68
IEE 0.24 5.91 6.40 42.12 6.45 6.61 0.72 0.02 0.02  197.89 5.88 6.60 -960.43 174.22 178.00
CWGEE  0.09 4.31 4.34 4212 4.94 4.95 0.72 0.02 0.02  202.70 4.19 420 -942.83 133.17 133.33
ARGEE 0.03 4.94 5.35 42.17 5.79 5.89 0.72 0.02 0.02  245.22 3.14 3.36 -1036.85 155.83  159.76

Table C.34: Extension 2 Scenario 34 (7;=-0.46, 75=-0.19, treatment effect = 0 g/week)

=

. SE(B) SD(B) B SE(B) SD(B) S SE(Bs) SD(Bs) B: SE(By) SD(B)) Bo SE(B) SD(B)
MM 032 335 339 41.80 374  3.62 072 001 001 24377 237 234 -1037.34 10060  97.73
EGEE -006 843 980 41.73 532 518 072  0.02 002 20575 567 627 -950.35 143.54 139.35
IEE -0.05 660 7.65 4169 616 615 072  0.02 002 17049 685 804 -880.81 167.03 166.09
CWGEE 0.09 460 475 41.76  4.68 458 072 002 002 184.68 480  4.61 -901.22 12642 123.52
ARGEE 0.19 641 753 4185 581 594 072 002 002 24197  3.76  4.33 -1026.83 156.44 159.63

Table C.35: Extension 2 Scenario 35 (7,=-0.46, v;=-0.19, treatment effect = 0 g/week)

C.3 Scenarios with Larger SD of Cluster Size, vy =
2.787813

Interaction =28

B SE(B) SD(8) Py SE(B) SD(B) S5 SE(B5) SD(fs) Bs SE(By) SD(8s) Bo SE()) SD(Bo)

MM 27.90 3.42 3.39 41.87 3.75 3.79 0.72 0.01 0.01 245.46 2.42 2.35 -1041.21 100.96 101.48
EGEE 27.31 10.65 11.32 41.85 6.21 6.25 0.72 0.02 0.02  245.07 7.32 7.88 -1039.97 167.52 167.45
IEE 27.31 10.29 11.11  41.77 11.39 12.30 0.72 0.04 0.04 228.27 9.04 10.00 -1026.20 307.35 331.70
CWGEE 27.65 644 655 4187 564 566 072 002 002 22287 602 627 -979.58 152.16 151.75
ARGEE 27.85 401 395 41.94 569 574 072 002  0.02 247.30 274 273 -1035.77 152.94 153.56

Table C.36: Extension 2 Scenario 36 (v;=-0.90, 72=0, treatment effect = 28 g/week)

o

B1 SE(B1) SD(B1) b SE(82) SD(B2) B3 SE(83) SD(Bs) By SE(Bi) SD(fi) Bo  SE(Bo) SD(f)

MM 28.19 3.33 3.32 4227 3.75 3.82 0.72 0.01 0.01 242.33 2.36 2.39 -1047.42 100.89 102.80
EGEE 27.82 9.96 10.99 42.19 4.77 4.74 0.72 0.02 0.02 174.13 6.87 7.55 -911.12 128.78 128.79
IEE 27.98 6.89 7.92 41.93 7.30 791 0.72 0.03 0.03 149.58 6.09 7.22  -854.49 197.26 214.61
CWGEE 28.02 5.38 5.70 4217 4.53 4.52 0.72 0.02 0.02 166.84 5.21 5.32  -890.88 122.48 122.67
ARGEE 28.20 5.29 5.44  42.60 5.48 5.51 0.72 0.02 0.02 234.11 3.37 3.30 -1049.25 147.63 148.76

Table C.37: Extension 2 Scenario 37 (7,=-0.90, 7;=0, treatment effect = 28 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) Bi SE(B) SD(B) B SE(f) SD(Bo)
MM 27.98 3.38 3.46 41.99 3.76 3.85 0.72 0.01 0.01 243.83 2.39 2.45 -1042.38 101.11 103.88
EGEE 26.87 10.39 10.99 42.02 4.71 4.86 0.72 0.02 0.02 195.22 7.05 7.59  -947.00 127.27 131.87
IEE 27.12 7.67 8.38 42.00 7.54 841 0.72 0.03 0.03 165.77 6.69 771  -901.19 204.44 227.74
CWGEE 27.54 500 517 4206  3.67 379 072 001 001 17435 478 500 -891.30 9911 102.95
ARGEE 27.73 5.59 5.69 42.22 5.25 5.26 0.72 0.02 0.02 239.47 3.50 3.49 -1031.68 141.34 140.99

Table C.38: Extension 2 Scenario 38 (7,=-0.64, 75=-0.64, treatment effect = 28 g/week)

=
=

SE(61) SD(61) B2 SE(B2) SD(fs) Bs SE(B3) SD(Bs) B1 SE(B4) SD(B4) Bo SE(By) SD(S)
MM 28.01 3.41 3.34 41.88 3.75 3.83 0.72 0.01 0.01 244.71 2.41 2.37 -1040.37 100.96 103.59
EGEE 27.63 10.48 11.26  41.96 5.49 5.62 0.72 0.02 0.02 217.83 7.16 791  -989.75 148.39 151.73
IEE 27.64 9.09 9.96 41.81 9.69 10.64 0.72 0.03 0.04 192.75 7.98 9.14  -954.24 262.30 285.22
CWGEE 27.89 5.65 5.76  41.96 4.59 4.69 0.72 0.02 0.02 194.70 5.33 5.67  -926.42 12390 126.68
ARGEE 27.94 4.72 4.62 41.95 5.34 5.32 0.72 0.02 0.02  243.46 3.07 3.07 -1028.44 143.68 143.16

Table C.39: Extension 2 Scenario 39 (7,=-0.83, 75=-0.34, treatment effect = 28 g/week)

B SE(B) SD(B) 4 SE() SD(%) G SE(%) SD(A&) B SE(A) SD(8) B SE(%) SD()
MM 27.95 3.35 3.46  42.02 3.76 3.80 0.72 0.01 0.01 243.08 2.37 2.52 -1041.38 101.11 102.20
EGEE 28.08 10.07 11.57 41.97 4.41 4.46 0.72 0.02 0.02 179.38 7.02 7.78 -916.18 119.18 119.76
IEE 28.11 6.54 7.80 42.04 6.44 7.39 0.72 0.02 0.03 150.23 5.86 7.16 -867.08 174.33 198.72
CWGEE 28.00 4.85 528 41.97 3.66 3.72 0.72 0.01 0.01 164.38 4.80 5.14  -874.61 98.94  100.06
ARGEE 27.88 5.85 5.85 41.86 5.32 5.29 0.72 0.02 0.02 236.20 3.67 3.54 -1022.83 143.24 141.64

Table C.40: Extension 2 Scneario 40 (7,=-0.83, 71=-0.34, treatment effect = 28 g/week)

Interaction =21

™

Bi SE(B1) SD(B) , SE(B) SD(B) s SE(Bs) SD(Bs) Bi SE(B1) SD(By) Bo SE(B) SD(B)
MM 2095 341 343 4183 375 374 072 0.0l 001 24556 242 243 -1039.61 100.87  99.81
EGEE 2065 1060 1185 4179 619 630 072 002 002 24461  7.30 813 -103655 166.98 170.56
IEE 2067 1026 1163 4216 1130 1198 072 004 004 22757 902 1032 -1032.39 305.04 323.20
CWGEE 2076 642 682 4188 562 574 072 0.02 002 22254 600 640 -977.97 15146 155.44
ARGEE 20.82 403 400 41.78 567 58 072 002 002 24735 276 278 -1031.02 15260 158.22

Table C.41: Extension 2 Scenario 41 (7,=-0.90, 72=0, treatment effect = 21 g/week)

Bi SE(B1) SD(B) B SE(B) SD(B) fB5 SE(B5) SD(8s) Bi SE(B1) SD(By) B0 SE(B) SD()
MM 20.88  3.33  3.28 4227 375 347 072 0.0l 001 24254 236 242 -1046.54 100.81  100.70
EGEE 20.66  9.90 11.01 4237 476 485 072 002 002 17426 685  7.73 -91550 12848 130.02
IEE 2071 682  7.85 4254  7.24 819 072 003 003 14991  6.00 745 -87041 19539 219.71
CWGEE 2072 535 560 4236 453 463 072 002 002 167.13 518 547 -895.97 12219 124.12
ARGEE 2094 526 524 4235 548 563 072 002 002 23426 335  3.32 -1042.86 147.29 151.93

Table C.42: Extension 2 Scenario 42 (7,=-0.90, 7;=0, treatment effect = 21 g/week)
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B SE(B) SD(B:) B2 SE(B2) SD(B:)  fBs SE(B3) SD(B;) Bs SE(By) SD(Bs) Bo SE(Bo) SD(B)

MM 21.15 3.39 3.48 41.84 3.76 3.82 0.72 0.01 0.01 243.76 2.40 2.48 -1038.63 101.26 103.45
EGEE 21.40 10.49 11.50 41.90 4.77 4.82 0.72 0.02 0.02 194.45 7.21 7.71  -944.29 128.63 130.98
IEE 21.36 7.76 8.73 42.14 7.74 8.60 0.72 0.03 0.03  165.08 6.87 7.67 -906.37 208.46 231.95
CWGEE 21.22 5.04 5.30 41.92 3.71 3.76  0.72 0.01 0.01 173.91 4.89 5.10 -887.82 99.94 101.98
ARGEE 21.16 5.63 5.93 41.73 5.26 5.19 0.72 0.02 0.02  239.25 3.55 3.56 -1017.52 141.66 138.91

Table C.43: Extension 2 Scenario 43 (7;=-0.64, 75=-0.64, treatment effect = 21 g/week)

B SE(B1) SD(B1) B2 SE(B2) SD(B2) B3 SE(B3) SD(Bs) Br SE(B1) SD(B4) Bo SE(By) SD(f)

MM 21.00 3.40 3.54 4222 3.76 3.77 0.72 0.01 0.01 244.63 241 2.50 -1049.12 101.14 101.45
EGEE 21.25 10.52 11.44 42.02 5.51 5.57 0.72 0.02 0.02 217.63 7.21 8.17 -991.85 148.68 150.93
IEE 21.25 9.14 10.10 41.81 9.69 1047 0.72 0.03 0.04 192.67 8.02 9.47  -955.38 261.79 282.40
CWGEE 21.17 5.67 5.94 41.96 4.60 4.68 0.72 0.02 0.02 194.60 5.36 5.83  -926.78 124.16 126.73
ARGEE 21.01 4.66 4.71 42.06 5.35 5.25 0.72 0.02 0.02 243.34 3.05 3.10 -1030.98 144.04 141.06

Table C.44: Extension 2 Scenario 44 (v;=-0.83, 72=-0.34, treatment effect = 21 g/week)

pi SE(B1) SD(B) B2 SE(B) SD(B)  Bs SE(Bs) SD(B) B SE(Bs) SD(B4) Ao SE(f) SD(fo)
MM 21.02 336 325 4198 376  3.86 0.72 0.0l  0.01 243.04 238 235 -1040.99 101.17 104.07
EGEE 21.21 1014  10.69 41.75 440 447 072 002 002 17898  7.04  7.35 -910.54 119.12 120.05
IEE 2117 660 720 41.67 644 715 072 002 003 149.82 586 690 -857.08 174.61 194.16
CWGEE 21.05 4.8 491 4180 366 375 072 001 001 164.09 481 505 -870.53 9891 100.91
ARGEE 21.09 587 577 41.98 534 540 0.2 002 002 23600  3.69 345 -1026.55 14359 144.36

Table C.45: Extension 2 Scneario 45 (7,=-0.83, 71=-0.34, treatment effect = 21 g/week)

Interaction =14

Pi SE(B1) SD(Bi) B2 SE(B) SD(B) B3 SE(S;) SD(8s) Bi SE(Bs) SD(8) Bo SE(S) SD(Bo)

MM 1395 342 339 4199 376  3.86 0.72 0.0l  0.01 24549 242 238 -1045.29 101.10 103.99
EGEE 13.79 10.61 11.82 41.94 621 636 0.72 002 002 24502  7.32 810 -1042.35 167.38 171.59
IEE 1380 1025 11.62 41.84 1137 1202 0.72  0.04 004 22823  9.03 1020 -1026.65 306.95 323.87
CWGEE 1389 643 678 41.89 564 573 072 002 002 22300  6.02 632 -979.82 152.01 154.36
ARGEE 13.92 401 403 4187 568 589 0.72 002 002 24732 274 277 -1034.33 15265 15841

Table C.46: Extension 2 Scenario 46 (7,=-0.90, 7,=0, treatment effect = 14 g/week)

B SE(B1) SD(Br)

S

, SE(f,) SD(B) 85 SE(B5) SD(Bs) Bi SE(B1) SD(By) Bo SE(By) SD(B)
MM 14.07 332 3.30 4204 375  3.85 0.72 0.0l 001 24246 235  2.31 -1040.80 100.97 103.06
EGEE 1385  9.97 1094 41.99 477 484 072 002 002 17398 695  7.66 -90552 128.84 131.07
IEE 1403 690  7.78 41.89  7.35 802 0.72 003 003 14953 613  7.44 -852.86 198.29 216.21
CWGEE 1395 540 568 41.99 455 462 072 002 002 16697 526 554 -886.33 122.65 124.70
ARGEE 1401 529 522 4212 548 551 0.2 002 002 23423 338 322 -1036.79 147.36 148.34

Table C.47: Extension 2 Scenario 47 (7,=-0.90, 71=0, treatment effect = 14 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) Bi SE(B) SD(B) B SE(f) SD(Bo)
MM 13.85 3.38 3.37 41.87 3.76 3.68 0.72 0.01 0.01 243.91 2.39 2.43 -1039.29 101.20 99.47
EGEE 13.49 10.44 11.40 42.06 4.75 4.69 0.72 0.02 0.02 194.91 7.14 7.87  -947.85 128.46 126.52
IEE 13.62  7.72 867 4221 770 826 072 003 003 16544 682  7.95 -907.17 209.07 223.05
CWGEE 13.82 5.3 4206 3.69 367 072 001 001 17415 486 517 -890.98 99.86  98.95
ARGEE 13.71 5.64 41.97 5.27 5.45 0.72 0.02 0.02 239.50 3.54 3.40 -1023.62 141.81 145.03

ot
[}
[y

ot
ot
)

Table C.48: Extension 2 Scenario 48 (7,=-0.64, 75=-0.64, treatment effect = 14 g/week)

=S
=

SE(61) SD(61) B2 SE(B2) SD(fs) Bs SE(B3) SD(Bs) B1 SE(B4) SD(B4) Bo SE(By) SD(S)
MM  14.06 3.41 3.55  42.06 3.77 3.93 0.72 0.01 0.01 244.73 2.42 2.46 -1045.20 101.30 105.71
EGEE 13.51 10.66 11.46  41.95 5.51 5.568 0.72 0.02 0.02 218.04 7.36 8.03  -990.03 148.71 150.65
IEE 13.58 9.26 10.22 41.83 9.74 10.31 0.72 0.03 0.04 19291 8.21 9.28  -956.62 262.92 277.48
CWGEE 13.84 5.72 5.93 41.93 4.60 4.67 0.72 0.02 0.02 194.82 5.43 5.69  -92543 12399 125.92
ARGEE 13.95 4.72 494 41.96 5.35 5.51 0.72 0.02 0.02  243.49 3.08 312 -1027.15 143.95 147.26

Table C.49: Extension 2 Scenario 49 (7,=-0.83, 72=-0.34, treatment effect = 14 g/week)

o

B SE(Bi) SD(B1) By SE(B2) SD(B2) B SE(B3) SD(83) Bs SE(Bs) SD(B4) Bo SE(Bo) SD(B)

MM 14.01 3.35 3.40  42.00 3.76 3.83 0.72 0.01 0.01 243.00 2.37 2.39 -1040.62 101.08 103.09
EGEE 14.35 10.20 10.99 41.73 4.39 4.55 0.72 0.02 0.02 179.16 7.08 7.62 -909.08 118.73 122.56
IEE 14.29 6.63 7.36 41.38 6.39 7.32 0.72 0.02 0.03 150.01 5.93 7.10 -849.64 173.44 198.25
CWGEE 14.11 4.89 5.02 41.78 3.65 3.78 0.72 0.01 0.01 164.32 4.85 5.09  -869.45 98.73  102.03
ARGEE 14.27 5.90 6.01 42.14 5.33 5.30 0.72 0.02 0.02  235.93 3.71 3.68 -1029.01 143.46 142.39

Table C.50: Extension 2 Scneario 50 (7,=-0.83, 71=-0.34, treatment effect = 14 g/week)

Interaction =7

B SE(B) SD(B) By SE(B) SD(B) B3 SE(B;) SD(83) 81 SE(B) SD(By) B SE(B) SD(B)
MM 6.88 3.42 3.41 42.06 3.74 3.79 0.72 0.01 0.01 245.57 2.42 2.36  -1045.69 100.73  102.48
EGEE 7.33 10.80 11.48 42.31 6.20 6.28 0.72 0.02 0.02 244.48 7.46 8.16 -1050.80 166.95 169.67
IEE 7.30 10.42 11.24 42.59 11.40 12.55 0.72 0.04 0.05 227.64 9.20 10.51 -1046.96 307.61 334.12
CWGEE 705 650 649 4226 563 573 072 002 002 22266 609 635 -988.69 151.69 15422
ARGEE 6.90 4.03 3.97 42.20 5.67 5.68 0.72 0.02 0.02 247.34 2.76 2.63 -1041.47 152.50 153.43

Table C.51: Extension 2 Scenario 51 (73=-0.90, 72=0, treatment effect = 7 g/week)

B SE(B1) SD() B> SE(B) SD(B2)  Bs SE(B3) SD(Bs) B SE(B1) SD(Bs) Bo SE(Bo) SD(bo)
MM 7.08 3.34 3.41 42.04 3.74 3.81 0.72 0.01 0.01 242.44 2.36 242 -1042.63 100.73 102.73
EGEE 7.17 9.97 10.77  42.09 4.77 4.80 0.72 0.02 0.02 173.73 6.95 7.26  -909.44 128.90 130.48
IEE 7.07 6.88 7.74 4217 7.33 7.82 0.72 0.03 0.03 149.30 6.10 7.06 -861.81 198.32 211.62
CWGEE 7.01 5.40 5.65 42.07 4.54 4.60 0.72 0.02 0.02  166.74 5.25 5.33  -889.62 122.60 124.73
ARGEE 7.18 5.28 5.21 41.96 5.47 5.

ot

7 0.72 0.02 0.02  234.05 3.38 3.26 -1033.85 147.26  150.30

Table C.52: Extension 2 Scenario 52 (7,=-0.90, 71=0, treatment effect = 7 g/week)
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B SE(B1) SD(B) B2 SE(B;) SD(Bx) B3 SE(B;) SD(Bs) Bs SE(B1) SD(B4) B0 SE(o) SD(fB)

MM 7.00 3.39 3.46 42.01 3.77 3.86 0.72 0.01 0.01 243.67 2.40 2.44 -1041.51 101.48 103.58
EGEE 6.50 10.31 11.07 42.03 4.75 4.93 0.72 0.02 0.02 194.75 7.05 7.89 -947.35 128.32 133.03
IEE 6.61 7.61 8.38 42.05 7.62 8.43 0.72 0.03 0.03  165.35 6.71 7.88 -905.69 206.07 226.55
CWGEE 6.81 4.98 5.17 42.00 3.69 3.84 0.72 0.01 0.01 173.93 4.80 5.11  -889.88 99.68 103.62
ARGEE 6.99 5.55 5.73 42.10 5.27 5.

0 0.72 0.02 0.02 239.17 3.49 3.50 -1026.11 141.82  149.25

wt

Table C.53: Extension 2 Scenario 53 (7;=-0.64, 75=-0.64, treatment effect = 7 g/week)

B SE(B1) SD(B) B2 SE(B;) SD(Bx) B3 SE(B;) SD(Bs) By SE(Bi) SD(B1) B0 SE(Bo) SD(B)

MM 7.17 341 3.36  42.05 3.75 3.68 0.72 0.01 0.01 244.53 2.42 243 -1045.34 101.02 99.30
EGEE 721 10.50 11.45 42.10 5.48 5.39 0.72 0.02 0.02 217.57 7.30 8.02 -994.31 147.92 145.38
IEE 7.11 9.13 10.18  42.02 9.60 10.39 0.72 0.03 0.04 192.61 8.13 9.23  -960.25 259.44  282.04
CWGEE 7.08 5.65 5.83 42.07 4.56 4.55 0.72 0.02 0.02  194.58 5.40 5.57  -929.87 123.19 122.64
ARGEE 17.33 4.69 4.55 42.16 5.35 5.27 0.72 0.02 0.02 243.13 3.08 2.96 -1034.71 143.90 140.69

Table C.54: Extension 2 Scenario 54 (7,=-0.83, 72=-0.34, treatment effect = 7 g/week)

-

3, SE(B) SD(5) , SE(B) SD(B)  fs SE(Bs) SD(Bs) Bi SE(B) SD(By) B SE(B) SD(f)
MM 7.12 3.35 3.46  42.07 3.76 3.80 0.72 0.01 0.01 242.94 2.37 2.45 -1042.76 101.04 101.65
EGEE 7.24 10.11 11.02 42.21 4.39 4.53 0.72 0.02 0.02 179.22 6.97 7.54  -922.52 118.54 122.07
IEE 7.10 6.55 7.43 42.35 6.41 7.15 0.72 0.02 0.03 150.17 5.80 6.89 -875.19 172.89 192.58
CWCEE 7.12 485 514 4218 364 375 072 001 001 16429 477 507 -880.26 98.38 10118
ARGEE 7.22 5.85 5.94 42.01 5.31 5.67 0.72 0.02 0.02 235.95 3.67 3.61 -1027.43 142.86 152.52

Table C.55: Extension 2 Scneario 55 (7,=-0.83, 71=-0.34, treatment effect = 7 g/week)

Interaction =0

B SE(B1) SD(B) B> SE(B2) SD(B2)  fBs SE(B3) SD(8s) B SE(B1) SD(B4) Bo SE(Bo) SD(Bo)

MM -0.05 3.41 3.47 41.78 3.75 3.73 0.72 0.01 0.01 245.55 241 2.46 -1038.58 100.91 101.63
EGEE -0.24 10.60 12.04 41.74 6.17 6.49 0.72 0.02 0.02 244.61 7.35 8.40 -1034.55 166.41 176.05
IEE -0.26 10.24 11.83 41.45 11.20 12.77 0.72 0.04 0.04 227.61 9.06 10.60 -1012.97 302.94 343.08
CWGEE -0.13 6.41 6.95 41.82 .59 594 0.72 0.02 0.02  222.58 6.01 6.58 -975.92 150.80 161.07
ARGEE -0.05 4.02 4.11 41.84 5.65 5.92 0.72 0.02 0.02 247.34 2.76 2.83 -1031.73 152.08 159.98

ot
ot

(=2}

Table C.56: Extension 2 Scenario 56 (7;=-0.90, 12=0, treatment effect = 0 g/week)

=

1 SE(31) SD(81) B2 SE(B2) SD(B) Bz SE(B3) SD(Bs) By SE(B1) SD(B1) Bo SE(Bo) SD(Bo)
MM -0.12 3.33 3.44 42.04 3.76 3.74 0.72 0.01 0.01 242.54 2.36 2.42 -1041.66 101.07  100.70
EGEE -0.08 10.05 10.86 42.11 4.78 4.77 0.72 0.02 0.02 173.89 6.92 7.36  -909.25 129.10 128.34
IEE -0.01 6.93 7.80 42.26 7.32 7.79 0.72 0.03 0.03 14941 6.09 7.08 -862.77 198.17 209.11
CWGEE -0.00 5.41 5.62 42.11 4.55 4.55 0.72 0.02 0.02  166.85 5.25 522 -889.96 122.89 122.44
ARGEE -0.13 5.29 5.37 41.77 5.48 5.60 0.72 0.02 0.02  234.26 3.37 3.28 -1027.57 147.59  150.89

Table C.57: Extension 2 Scenario 57 (7,=-0.90, 7;=0, treatment effect = 0 g/week)
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/1 SE(B1) SD(p1) B2 SE(B3) SD(8:) Bs  SE(B3) SD(Bs) B1 SE(B1) SD(B4) Bo SE(By) SD(6o)

MM 0.15 3.39 3.45 41.93 3.77 3.63 0.72 0.01 0.01  243.76 2.40 240 -1040.71 101.35  97.54
EGEE 0.50 10.31 11.85 41.93 4.74 4.67 0.72 0.02 0.02  194.36 7.08 7.81  -944.77 12820 125.29
IEE 0.39 7.60 8.99 41.78 7.59 8.54 0.72 0.03 0.03 165.03 6.71 779 -896.40 206.11  230.26

CWGEE 0.33 4.98 5.50 41.90 3.68 3.67 0.72 0.01 0.01 173.83 4.82 5.15 -887.06  99.57  98.47
ARGEE 0.17 5.58 5.84 41.80 5.25 5.27 0.72 0.02 0.02  239.17 3.53 3.48 -1019.27  141.32  141.12

Table C.58: Extension 2 Scenario 58 (7;=-0.64, 75=-0.64, treatment effect = 0 g/week)

81 SE(Bi) SD(B) Ba SE(B2) SD(B2) Bz SE(B3) SD(Bs) y SE(By) SD(B4) Bo SE(By) SD(8)

MM 0.11 3.41 3.46 41.98 3.75 3.76  0.72 0.01 0.01 244.68 2.41 2.52 -1043.04 100.93 101.27
EGEE 0.51 10.67 11.73 41.82 5.52 5.65 0.72 0.02 0.02 217.31 7.31 7.92 -986.45 148.85 151.00
IEE 0.49 9.26 10.45 41.73 9.76 10.57 0.72 0.03 0.04 192.23 8.12 9.02  -953.05 263.90 284.11
CWGEE 0.31 5.73 6.04 41.83 4.60 4.74 0.72 0.02 0.02 194.45 5.41 561 -923.18 124.28 126.77
ARGEE 0.08 4.71 4.74  41.80 5.35 547 0.72 0.02 0.02 243.44 3.08 3.14 -1024.30 144.07 146.17

=

Table C.59: Extension 2 Scenario 59 (7,=-0.83, 7=-0.34, treatment effect = 0 g/week)

=

SE(B1) SD(B1) B2 SE(B:) SD(B2) B3 SE(B;) SD(8s) Ba SE(By) SD(Bs) Bo SE(By) SD()
MM -0.13 3.35 3.40 42.14 3.76 3.73 0.72 0.01 0.01 243.11 2.37 2.34 -1044.89 101.26 99.38
EGEE -0.00 10.25 11.10 42.07 4.43 4.32 0.72 0.02 0.02 179.18 7.13 7.75  -918.07 119.82 117.29
IEE -0.07 6.68 7.55 41.94 6.60 7.17 0.72 0.02 0.03  150.04 5.94 7.25 -863.02 178.12 194.04
CWGEE -0.14 4.91 5.20 42.05 3.69 3.60 0.72 0.01 0.01 164.32 4.84 5.15  -876.68 99.69 97.72
ARGEE -0.18 5.85 5.96 42.26 5.34 5.39 0.72 0.02 0.02 236.18 3.66 3.55 -1033.57 143.71 144.30

Table C.60: Extension 2 Scneario 60 (7,=-0.83, 71=-0.34, treatment effect = 0 g/week)
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Appendix D

GEE Results

In Section 5.3 the results for the GEE simulation study were discussed,

which looked at repeated the Chapter 4 simulation study and Extension

2 using a GEE to simulate the data from. The results for the simulation

scenarios with a treatment effect of 28 were provided. This appendix, D,

gives the results for the full GEE simulation study, that is all 70 simulations

discussed in section 5.3.

D.1

D.1.1 Scenarios with Non

Interaction =28

GEE Results for

n—60

Informative Cluster Size

B SE(B) SD(B1) B SE(B) SD(B) fBs SE(B;) SD(Bs) B: SE(B:) SD(8) B SE(By) SD(5)
MM 27.91 672  6.83 4216 17.06 17.66 0.72  0.06  0.06 24446 519 528 -1049.11 458.36 473.81
EGEE 27.93  7.63  7.80 4217 1654 1752 072 006  0.06 24444 543 559 -1049.28 44540 470.03
IEE 2785 982 10.13 42.16 1638 1754 0.72 006 006 24449 631  6.50 -1049.21 441.13 470.31
CWGEE 2785  9.82 1013 4216 1638 17.54 0.72  0.06  0.06 24449 631 650 -1049.21 441.13 470.31
ARGEE 27.90 609 627 42.07 1589 17.00 0.72 006  0.06 24449  4.66  4.83 -1046.82 427.98 455.81

Table D.1: Extension 3 Scenario 1 (fixed trial length=38, treatment effect = 28 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) Bi SE(B) SD(B) B SE(f) SD(Bo)
MM 28.01 6.75 6.95 42.10 17.08 17.66 0.72 0.06 0.06 244.42 5.21 5.33 -1045.18 458.87  474.37
EGEE 27.92 7.70 7.96 42.05 16.52 17.49 0.72 0.06 0.06 244.49 5.46 5.68 -1043.97 445.18 469.52
IEE 28.08 9.59 10.11  42.06 16.38 17.59 0.72 0.06 0.06 244.45 6.48 6.77 -1044.28 441.33 472.32
CWGEE 28.10 9.59 10.05 42.05 16.34 17.50 0.72 0.06 0.06 244.44 6.48 6.73 -1044.07 440.31 469.71
ARGEE 2803 603 625 4206 1586 1688 072 006 006 24444 459 476 -1043.86 427.35 452.62

Table D.2: Extension 3 Scenario 2 (vy=log(24.3667),71=0,72=0, treatment effect = 28
g/ week)

Interaction =21

B SE(B) SD(B1) B SE(B) SD(B) Bs SE(B;) SD(Bs) B: SE(B:)) SD(8)) B0 SE(B) SD(B)
MM 2096 672  6.88 4214 1699 17.60 0.72  0.06  0.06 24455 520 522 -1046.55 456.59 472.71
EGEE 2098  7.64  7.81 4212 1643 1741 0.72  0.06 006 24454 542 555 -1046.08 44274 467.89
IEE 2091 979 1017 4213 1627 1746 072 006  0.06 24458 630 640 -1046.37 43826 468.85
CWGEE 2091 979 1017 4213 1627 1746 0.72  0.06  0.06 24458  6.30  6.40 -1046.37 438.26 468.85
ARGEE 2093 610 632 4210 1579 1686 0.72  0.06  0.06 24457 466 478 -104550 42546 453.04

Table D.3: Extension 3 Scenario 8 (fixed trial length=38, treatment effect = 21 g/week)

Bi SE(B1) SD(B) B SE(B.) SD(B) fB5 SE(B5) SD(3s) Bi SE(B1) SD(By) Bo SE(B) SD(B)
MM 2107 676  6.99 41.76 17.08 1771 072  0.06  0.06 244.46 522 527 -1036.01 458.76 474.32
EGEE 21.02 7.6 796 41.74 1649 17.53 072 006  0.06 24447 546 564 -1035.49 444.12 469.64
IEE 21.02 960 1011 41.74 1636 17.63 072  0.06  0.06 24448 650 675 -1035.59 44048 472.04
CWGEE 21.03 960 1007 4171 1632 1757 072 006  0.06 24447 649  6.71 -1034.99 439.45 470.59
ARGEE 21.04 603 631 41.74 1584 1698 0.72  0.06 006 24446 461 473 -1035.78 426.66 454.39

Table D.4: Extension 3 Scenario 9 (yp=log(24.3667),71=0,72=0, treatment effect = 21
g/ week)

Interaction =14

Bi SE(B1) SD() B2 SE(B2) SD(B2)  fBs SE(B3) SD(Bs) B1 SE(B1) SD(B4) Bo SE(By) SD(f)

MM 14.08 6.72 6.89 41.85 17.05 17.39 0.72 0.06 0.06  244.50 5.19 5.26 -1038.81 457.92 467.46
EGEE 14.03 7.63 7.87 41.86 16.54 17.28 0.72 0.06 0.06 244.53 5.43 5.60 -1038.80 445.41 464.68
IEE 14.18 9.81 10.23 41.84 16.37 17.28 0.72 0.06 0.06 244.45 6.30 6.46 -1038.64 440.87 464.67
CWGEE 14.18 9.81 10.23 41.84 16.37 17.28 0.72 0.06 0.06 244.45 6.30 6.46 -1038.64 440.87 464.67
ARGEE 14.10 6.09 6.30 41.95 15.89 16.63 0.72 0.06 0.06 244.48 4.66 4.78 -1041.41 428.12 447.30

Table D.5: Extension 3 Scenario 15 (fixed trial length=38, treatment effect = 14 g/week)
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B, SE(B:1) SD(B) B2 SE(B) SD(By)  fBs SE(Bs) SD(8s) B: SE(B)) SD(B1) Bo SE() SD(Bo)
MM 13.94 6.75 6.95 41.85 17.09 17.65 0.72 0.06 0.06 244.47 5.21 5.28 -1038.44 458.93 473.56
EGEE 13.94 7.69 7.97 41.88 16.52 17.47 0.72 0.06 0.06 244.48 5.45 5.67 -1039.02 445.07 468.86
IEE 14.02 9.60 10.08 41.88 16.38 17.60 0.72 0.06 0.06 244.44 6.48 6.72 -1039.16 441.21 472.31
CWGEE 14.02 960 1005 4187 1634 1750 072 006  0.06 24443 647  6.67 -1038.95 440.20 469.63
ARGEE 13.94  6.02 626 41.87 1587 1687 072 006 006 24449 459 475 -1039.06 427.64 452.88

Table D.6: Extension 3 Scenario 16 (y9=log(24.3667),71=0,72=0, treatment effect = 14
g/week)

Interaction =7

Bi SE(S1) SD(B1) B2 SE(B) SD(B) B3 SE(Ss) SD(fs) Bs SE(Si) SD(8) Bo SE(By) SD(5)
MM 7.05 671 6.8 41.99 17.03 17.61 0.72  0.06 0.6 244.50 519 525 -1042.39 457.52 473.71
EGEE 7.0l  7.63  7.81 4200 1650 1744 072  0.06 006 24452 542 5

57 -1042.67  444.35  469.25

IEE 7.07 9.79 10.18 42.00 16.34  17.46 0.72 0.06 0.06 244.49 6.30 6.47 -1042.53 439.89  469.76
CWGEE 7.07 9.79 10.18 42.00 16.34 17.46 0.72 0.06 0.06 244.49 6.30 6.47 -1042.53 439.89  469.76
ARGEE 7.03 6.08 6.30 41.95 15.86 16.88 0.72 0.06 0.06 244.51 4.65 478 -1041.10 427.15 454.74

[

Table D.7: Extension 3 Scenario 22 (fixed trial length=38, treatment effect = 7 g/week)

B SE(B1) SD(B) B2 SE(B;) SD(Bx) B3 SE(B;) SD(Bs) Bs SE(B1) SD(B4) Bo SE(By) SD(bo)

MM 6.99 6.75 6.89 42.05 17.06 17.51 0.72 0.06 0.06 244.51 5.22 5.28 -1045.21 458.42 469.47
EGEE 6.98 7.70 7.96 42.07 16.51 17.31 0.72 0.06 0.06 244.50 5.46 5.65 -1045.81 444.77 463.97
IEE 7.02 9.58 10.07  42.09 16.36 17.37 0.72 0.06 0.06 244.51 6.49 6.77 -1046.67 440.86 465.61
CWGEE 7.02 9.59 10.02 42.07 16.33 1732 0.72 0.06 0.06 244.53 6.48 6.73 -1046.03 439.87 464.23
ARGEE 7.02 6.02 6.26 42.12 15.85 16.77 0.72 0.06 0.06 244.49 4.60 4.78 -1047.11 427.03 449.24

Table D.8: Extension 3 Scenario 23 (yp=log(24.3667),71=0,72=0, treatment effect = 7
g/ week)

Interaction =0
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™

/1 SE(B1) SD(p1) B2 SE(B3) SD(8:) Bs  SE(B3) SD(Bs) , SE(B1) SD(B4) Bo SE(By) SD(6o)

MM 0.22 6.71 6.88 41.88  17.03 17.61 0.72 0.06 0.06 244.34 5.19 5.30 -1039.98 457.74 472.82
EGEE 0.18 7.63 7.83 41.85  16.50 17.47 0.72 0.06 0.06 244.35 5.42 5.61 -1039.22 444.58 469.17
IEE 0.32 9.79 10.23 41.88  16.34 17.50 0.72 0.06 0.06 244.28 6.30 6.50 -1039.85 440.06 469.92
CWGEE 0.32 9.79 10.23 41.88  16.34 17.50 0.72 0.06 0.06 244.28 6.30 6.50 -1039.85 440.06 469.92
ARGEE 0.20 6.09 6.35 41.80  15.86 16.83 0.72 0.06 0.06 244.35 4.65 4.85 -1037.78 427.34 451.57

Table D.9: Extension 3 Scenario 29 (fixed trial length=38, treatment effect = 0 g/week)

B SE(B) SD(B)  B. SE(B) SD(B) fBs SE(s) SD(8s) B SE(B) SD(B) B SE(B) SD(f)
MM -0.06 675 691 41.96 17.06 17.64 0.72 006  0.06 244.60 521 528 -1042.04 458.54 473.53
EGEE -0.02 7.70 7.90 41.98 16.51 17.44 0.72 0.06 0.06 244.58 5.47 5.65 -1043.26 445.10 468.11
IEE -0.13 9.59 10.03 41.97 16.38 17.53 0.72 0.06 0.06 244.62 6.50 6.76 -1043.07 441.48 470.72
CWGEE -0.13 9.59 10.00 41.99 16.34 17.45 0.72 0.06 0.06 244.62 6.49 6.71 -1043.34 440.45 468.47
ARGEE -0.08 602 626 41.93 1585 1690 072  0.06 006 24460 461 481 -1041.70 427.28 453.50

Table D.10: Extension 3 Scenario 30 (yp=log(24.3667),71=0,72=0, treatment effect = 0
g/ week)

D.1.2 Scenarios with Informative Cluster Size using v, = 3.069142

Interaction =28

o

Bi SE(B1) SD(B) B SE(B.) SD(B) B5 SE(B5) SD(Bs) Bi SE(B1) SD(By) Bo SE(B) SD(B)
MM 27.97 722 735 4230 1731 1772 072 0.06 006 24743 551 543 -1059.86 465.39 476.42
EGEE 27.73 816 874 4215 1657 17.39 072 006  0.06 247.08 563  6.07 -105248 447.18 467.80
IEE 27.06 921 991 4146 1611 1731 071 006  0.06 23566 642  6.89 -992.90 435.05 465.98
CWGEE 2695 927  9.62 41.18 1596 1698 071 006 006 23459 646  6.73 -966.19 431.06 458.11
ARGEE 2785 624 658 42.09 1584 1676 0.72  0.06 006 244.83 458  4.82 -1044.01 427.18 450.76

Table D.11: Extension 3 Scenario 3 (7;=-0.36, 7,=-0.22, treatment effect = 28 g/week)

ke

B SE(B1) SD(8) B> SE(B:) SD(B2)  fBs SE(B3) SD(8s) Bs SE(B1) SD(B4) Bo SE(Bo) SD(fo)

MM 2841 7.38 7.46 41.56 17.36 17.76  0.72 0.06 0.06 251.27 5.61 5.35 -1044.47 466.43 476.92
EGEE 26.88 7.93 8.71 41.49 16.47 17.35 0.72 0.06 0.06 244.40 5.29 5.97 -1029.41 443.75 465.95
IEE 26.85 8.93 9.77 41.42 16.35 17.80 0.72 0.06 0.06 239.48 5.92 6.84 -1017.96 440.61 478.07
CWGEE 27.01 9.11 9.52 41.48 16.19 17.29 0.72 0.06 0.06 240.46 6.22 6.64 -1017.16 436.24 464.67
ARGEE 27.75 6.02 6.31 41.53 15.77 16.90 0.72 0.06 0.06 244.78 4.26 451 -1030.76 424.85 453.82

Table D.12: Extension 3 Scenario 4 (7;=-0.039 , vo= -0.48, treatment effect = 28 g/week)
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B SE(B) SD(B:) B2 SE(B2) SD(B2)  fBs SE(Bs) SD(Bs) B1 SE(B1) SD(B4) Bo SE(Bo) SD(B)
MM 28.35 7.31 743 42.14 17.34 17.62 0.72 0.06 0.06 249.35 5.57 5.45 -1058.68 465.70 473.99
EGEE 27.32 8.12 8.80 41.91 16.52 17.15 0.72 0.06 0.06 245.76 5.52 5.99 -1040.85 445.36 461.39
IEE 26.92 9.28 10.03 41.65 16.20 1727 0.71 0.06 0.06 236.53 6.28 6.85 -1006.76 436.83 465.11
CWGEE 26.91 9.37 9.80 41.48 16.07 16.92 0.71 0.06 0.06 236.63 6.43 6.75 -991.19 433.41 456.25
ARGEE 27.85 6.22 6.51 41.92 15.85 16.63 0.72 0.06 0.06 244.81 4.49 4.70 -1039.25 427.16 447.40

Table D.13: Extension 3 Scenario 5 (y;=-0.24, 7,=-0.35, treatment effect = 28 g/week)

=

1 SE(B1) SD(B1) By SE(B:) SD(B2) B3 SE(B3) SD(B3) By SE(Bi) SD(B1) Bo  SE(Bo) SD(B)
MM 28.35 7.26 742 42.15 17.36 18.13 0.72 0.06 0.07 248.52 5.54 5.46 -1059.10 466.36 485.34
EGEE 27.58 8.14 8.67 41.95 16.58 17.66 0.72 0.06 0.06 246.31 5.55 6.04 -1044.51 447.12 473.39
IEE 27.05 9.29 10.07  41.50 16.18 17.70 0.71 0.06 0.06  235.99 6.33 6.91  -999.05 436.72 474.84
CWGEE 27.02 9.36 9.85 41.30 16.07 17.34 0.71 0.06 0.06 235.62 6.44 6.81 -979.48 433.61 466.07
ARGEE 27.98 6.35 6.73 42.03 16.36 1791 0.72 0.06 0.07 244.78 4.61 4.93 -1043.12 438.62 473.22

Table D.14: Extension 3 Scenario 6 (7;=-0.29, 75,=-0.29, treatment effect = 28 g/week)

=y

1 SE(B1) SD(B1)

™

, SE(%) SD(B)  B; SE(B;) SD(Bs) B SE(B) SD(B) Bo SE(B) SD(Bo)
MM 28.49 7.33 7.60 41.91 17.40 18.19 0.72 0.06 0.06 250.20 5.58 5.42 -1054.49 467.29 488.43
EGEE 27.13 8.05 8.66 41.78 16.55 1774 0.72 0.06 0.06 245.30 5.44 5.95 -1037.33 446.12 476.39
IEE 26.86 9.19 10.02 41.51 16.28 17.92 0.72 0.06 0.06 237.54 6.16 6.87 -1009.83 439.02 481.29
CWGEE 26.95 931 984 4154 1617 1760 0.72 006 006 23802  6.37 674 -1003.32 43617 473.10
ARGEE 27.88 6.15 6.51 41.85 15.85 17.21 0.72 0.06 0.06 244.83 4.40 4.67 -1038.71 427.26 461.93

Table D.15: Extension 3 Scenario 7 (7;=-0.17, 7,=-0.40, treatment effect = 28 g/week)

Interaction =21

B SE(B1) SD(B:)

™

, SE(%) SD(B)  B; SE(B;) SD(Bs) B SE(B) SD(B) Bo SE(B) SD(Bo)
MM 20.97 7.22 7.39 42.36 17.30 17.84 0.72 0.06 0.06 247.50 5.51 5.45 -1061.89 464.99 480.31
EGEE 20.69 8.15 8.74 42.18 16.55 1747 0.72 0.06 0.06 247.13 5.64 6.06 -1053.62 446.58 470.39
IEE 20.41 9.19 9.92 41.58 16.09 17.43 0.71 0.06 0.06 235.60 6.48 6.98 -996.56 434.66 470.30
CWGEE 20.35  9.25 968 4126 1595 17.06 071 006 006 23450 651 681 -96857 430.93 460.97
ARGEE 20.81 6.24 6.57 42.12 15.83 16.81 0.72 0.06 0.06 244.89 4.61 4.83 -1045.25 427.07 452.68

Table D.16: Extension 3 Scenario 10 (7;=-0.36, 72=-0.22, treatment effect = 21 g/week)

B1 SE(B1) SD(B1) B2 SE(B:) SD(B:) B3 SE(B3) SD(Bs) B SE(B4) SD(B4) Bo  SE(Bo) SD(f)

MM 21.44 7.38 7.50 42.11 17.35 1777 0.72 0.06 0.06 251.40 5.62 5.44 -1060.45 466.23 478.83
EGEE 20.39 7.94 8.76  42.01 16.48 17.31 0.72 0.06 0.06 244.20 5.34 6.07 -1044.52 444.21 466.48
IEE 20.02 8.84 9.76 41.97 16.34 17.77 0.72 0.06 0.06 239.37 6.05 7.01 -1033.79 440.64 478.36
CWGEE 20.21 9.05 9.55 41.98 16.19 1727 0.72 0.06 0.06 240.33 6.33 6.78 -1031.45 436.44 465.60
ARGEE 20.99 6.00 6.30 42.00 15.78 16.76 0.72 0.06 0.06 244.71 4.31 4.56 -1044.68 42521 451.81

Table D.17: Extension 3 Scenario 11 (7;=-0.039 , yo=-0.48, treatment effect = 21 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) Bi SE(B) SD(B) B SE(f) SD(Bo)
MM 21.15 7.32 7.52 4217 17.35 17.94 0.72 0.06 0.06 249.57 5.58 5.50 -1060.60 466.23  480.66
EGEE 20.37 8.12 8.75 41.96 16.55 17.50 0.72 0.06 0.06 245.81 5.57 6.02 -1042.70 446.38 469.07
IEE 20.15 9.26 10.01 41.58 16.22 17.66 0.71 0.06 0.06 236.42 6.37 6.99 -1004.93 437.82 473.84
CWGEE 20.18 9.35 9.77 41.49 16.10 17.29 0.71 0.06 0.06 236.51 6.51 6.82 -992.14 434.46 464.13
ARGEE 20.80 6.21 6.59 42.05 15.88 16.92 0.72 0.06 0.06 244.91 4.53 4.77 -1043.55 428.14 453.13

Table D.18: Extension 3 Scenario 12 (y;=-0.24, 7,=-0.35, treatment effect = 21 g/week)

Bi SE(B1) SD(Bi1) B2 SE(B) SD(B)  fBs SE(S;) SD(Bs) B1 SE(B1) SD(B4) Bo SE(By) SD(f)
MM 21.09 725 743 41.79 1731 17.64 0.73  0.06  0.06 248.79 553 550 -1050.70 465.26 473.40

EGEE 20.70 8.13 8.78 41.55  16.54 17.19 0.72 0.06 0.06 246.34 5.59 6.02 -1034.89 446.37 461.41
IEE 20.10 9.23 9.95 41.10 16.14 1726 0.71 0.06 0.06 236.10 6.42 7.04  -989.71 43591 463.69
CWGEE 20.06 9.32 9.73 40.89  16.02 16.90 0.71 0.06 0.06 235.75 6.51 6.90 -969.99 432.62 454.90
ARGEE 20.83 6.22 6.66 41.60  15.86 16.71  0.72 0.06 0.06 244.94 4.57 4.86 -1033.00 427.65 448.25

Table D.19: Extension 3 Scenario 13 (7;=-0.29, 7,=-0.29, treatment effect = 21 g/week)

™

Bi SE(B1) SD(B) , SE(B) SD(B) s SE(Bs) SD(Bs) Bi SE(B1) SD(By) Bo SE(B) SD(B)
MM 2139 735 757 4196 17.36  17.80 0.72  0.06  0.06 250.33 560 546 -1056.26 466.57 477.51
EGEE 2038 806 870 41.78 1653 17.30 072  0.06  0.06 24514 550  6.06 -1037.31 445.65 464.49
IEE 2020 916  9.84 4150 16.25 1751 072 006  0.06 237.28  6.20  7.02 -1009.73 43820 470.39
CWGEE 2025 929 963 4149 1615 1713 072  0.06 006 237.80 648  6.82 -1002.04 435.69 460.56
ARGEE 21.00 615 654 41.86 1584 16.67 0.72  0.06 006 24478 446  4.69 -1039.25 427.09 447.12

Table D.20: Extension 3 Scenario 14 (y;=-0.17, 7,=-0.40, treatment effect = 21 g/week)

Interaction =14

Bi SE(B1) SD(B) , SE(B) SD(B) s SE(Bs) SD(Bs) Bi SE(B1) SD(By) Bo SE(B) SD(B)
MM 14.01 721 742 4203 17.32 1791 072 0.06  0.06 24755 551 551 -1052.37 465.43 481.39
EGEE 1380 815 890 41.89 1658 17.53 0.72  0.06 006 247.10 567 620 -1045.15 446.83 471.71

™

IEE 13.50 9.18 10.04 41.19  16.09 17.50 0.71 0.06 0.06 235.58 6.56 713 -985.43 434.49 472.03
CWGEE 13.46 9.25 9.81 4094 1596 17.13 0.71 0.06 0.06 234.49 6.57 6.94 -959.56 430.76 462.71
ARGEE 13.89 6.24 6.65 41.85  15.84 16.81 0.72 0.06 0.06 244.84 4.63 4.89 -1037.21 426.97 452.73

Table D.21: Extension 3 Scenario 17 (7;=-0.36, 7,=-0.22, treatment effect = 14 g/week)

Bi SE(B1) SD(B) B SE(B) SD(B) fB5 SE(B5) SD(8s) Bi SE(B1) SD(By) B0 SE(B) SD()
MM 1436 739  7.56 41.88 17.35  17.68 0.72  0.06 006 25148 563 554 -1052.67 466.15 474.53
EGEE 1357  7.90 881 41.90 1650 17.20 072  0.06  0.06 24411 541  6.14 -1039.41 444.68 461.44
IEE 13.33 877  9.62 41.86 16.33 17.63 0.72 006 006 239.30  6.18  7.20 -1020.13 440.43 473.27
CWGEE 1345  9.00 946 41.89 1622 1717 072 006  0.06 24028 645  6.92 -1027.29 437.10 460.74
ARGEE 14.00 598 637 41.89 1579 1661 072 006  0.06 24468 437 466 -1039.30 42570 445.26

Table D.22: Extension 3 Scenario 18 (7;=-0.039 , yo=-0.48, treatment effect = 14 g/week)
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B SE(B) SD(B:) B2 SE(B2) SD(B2)  fBs SE(Bs) SD(Bs) Bs SE(By) SD(Bs) Bo SE(Bo) SD(B)

MM 14.13 7.31 7.56 42.11 17.34 17.99 0.72 0.06 0.07 249.55 5.58 b4 -1058.22  465.64  481.43
EGEE 13.68 8.10 8.75 41.87 16.49 17.54 0.72 0.06 0.06 245.57 5.60 6.14 -1039.35 444.39 469.37
IEE 13.29 9.17 10.05 41.52 16.15 17.69 0.71 0.06 0.06 236.33 6.49 7.20 -1002.80 435.50 473.81
CWGEE 13.33 9.29 9.82 41.43 16.04 17.34 0.71 0.06 0.06 236.42 6.60 7.01 -989.63 432.51 464.46
ARGEE 13.89 6.22 6.56 41.98 15.83 16.98 0.72 0.06 0.06 244.76 4.58 4.84 -1040.72 426.30 454.10

ot

Table D.23: Extension 3 Scenario 19 (y;=-0.24, 7,=-0.35, treatment effect = 14 g/week)

B SE(B1) SD(B:) B2 SE(B) SD(B2)  fBs SE(B;) SD(8s) Bs SE(B1) SD(Bs) Bo SE(Bo) SD(B)

MM 14.10 7.26 742 42.23 17.31 1776 0.72 0.06 0.06 248.78 5.55 549 -1061.72 465.33 477.56
EGEE 13.76 8.12 8.87 41.98 16.55 17.41 0.72 0.06 0.06 246.23 5.62 6.14 -1045.53 446.14 468.13
IEE 13.51 9.20 10.03 41.43 16.13 17.43 0.71 0.06 0.06 235.81 6.53 7.19  -997.86 435.42 468.65
CWGEE 13.48 9.29 9.76  41.33 16.02 17.08 0.71 0.06 0.06 235.45 6.59 6.98  -980.50 432.32 460.37
ARGEE 13.88 6.22 6.62 41.97 15.86 16.87 0.72 0.06 0.06 244.85 4.60 4.85 -1041.14 427.53 453.35

=)

Table D.24: Extension 3 Scenario 20 (y;=-0.29, 7,=-0.29, treatment effect = 14 g/week)

B, SE(B) SD(B) B SE(B) SD(B) Bs SE(Bs) SD(8s) Bi SE(By) SD(By) B SE(B) SD(B)
MM 14.13 7.36 7.62 42.19 17.35 17.83 0.72 0.06 0.06 250.54 5.61 5.53 -1061.11 466.12 477.18
EGEE 13.60 8.07 8.75 41.92 16.55 17.37 0.72 0.06 0.06 245.08 5.56 6.12 -1039.95 445.83 465.14
IEE 13.29 9.11 9.93 41.71 16.28 17.61 0.72 0.06 0.06 237.30 6.45 7.18 -1013.93 438.93 471.31
CWGEE 1329 925 975 4168 1617 1720 072  0.06 006 23784 660 695 -1006.14 435.83 461.15

ARGEE 13.88 6.15 6.57 4196 1586  16.85 0.72 0.06 0.06 244.84 4.52 4.80 -1040.90 427.33  450.68

-

Table D.25: Extension 3 Scenario 21 (y;=-0.17, 75=-0.40, treatment effect = 14 g/week)

Interaction =7

Bi SE(B) SD(B) B SE(B) SD(B) S5 SE(Bs) SD(3s) . SE(B) SD(B) Bo SE(By) SD(f)
MM 7.07 7.23 7.38 42.00 17.36 17.91 0.72 0.06 0.06 247.45 5.52 5.59 -1051.16 466.33  480.79
EGEE 6.92 8.16 8.70 41.85 16.61 17.58 0.72 0.06 0.06 246.97 5.73 6.18 -1043.58 447.84 471.91
IEE 6.81 9.19 9.90 41.11 16.13 17.54 0.71 0.06 0.06 235.29 6.64 7.14  -982.79 435.55 471.49
CWGEE 681 925 965 4090 1600 1718 071 006 006 23417 663  6.95 -957.83 431.65 46255
ARGEE 7.01 6.24 6.59 41.76 15.91 17.00 0.72 0.06 0.06 244.75 4.67 4.91 -1034.43 428.61 456.49

=

Table D.26: Extension 3 Scenario 24 (7;=-0.36, 7,=-0.22, treatment effect = 7 g/week)

Bi SE(B) SD(B) B SE(B.) SD(B) B5 SE(B5) SD(3s) Bi SE(B1) SD(By) By SE(By) SD(Bo)
MM 711 740  7.60 41.80 17.38 17.64 0.72  0.06 006 251.72 564 557 -1052.33 466.86 473.34
EGEE 678  7.90 883 4171 1655 1710 072 006  0.06 24405 546  6.25 -1036.01 44554 458.87
IEE 6.66 872 983 4171 1639 17.59 072 006  0.06 239.16 635  7.52 -1027.15 44155 472.03
CWGEE 6.71 898 959 41.67 1625 17.07 072 006 006 24017 659  7.19 -1022.94 437.67 458.07
ARGEE 6.94 597 628 4179 1583 1660 072 006  0.06 24473 443 469 -1038.15 42623 44549

Table D.27: Extension 3 Scenario 25 (y;=-0.039 , vo= -0.48, treatment effect = 7 g/week)
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B1 SE(81) SD(6) B2 SE(B2) SD(fs) s SE(83) SD(Bs) B1 SE(B4) SD(B4) Bo SE(By) SD(S)
MM 7.03 7.29 744 4198  17.32 17.45 0.72 0.06 0.06 249.65 5.57 5.53 -1054.01 465.41 468.35

3 EGEE 6.76 8.09 8.73 41.73  16.50 17.05 0.72 0.06 0.06 245.63 5.64 6.15 -1035.28 444.80 458.12
IEE 6.59 9.19 9.94 4140 16.15 17.19 0.71 0.06 0.06 236.26 6.64 729  -999.36 435.84 462.57
CWGEE 6.60 9.30 9.69 41.30  16.04 16.79 0.71 0.06 0.06 236.36 6.71 7.09 -985.72 432.62 452.55
ARGEE 6.92 6.19 6.47 41.85 1581 16.63 0.72 0.06 0.06 244.80 4.61 4.83 -1036.36 426.21  446.96

Table D.28: Extension 3 Scenario 26 (y;=-0.24, 7,=-0.35, treatment effect = 7 g/week)

B SE(B1) SD(p1) B2 SE(B3) SD(8:) Bs  SE(B3) SD(Bs) , SE(B1) SD(B4) Bo SE(By) SD(6o)

MM 7.15 7.26 746 42.05 @ 17.34 17.50 0.72 0.06 0.06 248.76 5.55 5.50 -1056.15 465.82 470.12
EGEE 6.78 8.13 8.67 41.83  16.55 17.07 0.72 0.06 0.06 246.22 5.68 6.10 -1040.83 446.05 458.84
IEE 6.68 9.21 10.03 41.37  16.15 17.08 0.71 0.06 0.06 235.65 6.63 722 -995.09 435.83 459.93
CWGEE 6.70 9.30 9.85 41.19  16.02 16.77 0.71 0.06 0.06 235.26 6.67 6.99 -976.05 432.24 451.73
ARGEE 6.96 6.21 6.54 41.91 15.86 16.52  0.72 0.06 0.06 244.82 4.63 4.84 -1039.42 427.22  443.88

™

Table D.29: Extension 3 Scenario 27 (7;=-0.29, 7,=-0.29, treatment effect = 7 g/week)

B SE(B) SD(B) B SE(B.) SD(B) B5 SE(B5) SD(3s) , SE(B1) SD(By) Bo SE(B) SD(Bo)
MM 711 736 7.61 4221 17.38 1779 072 006 006 25049 562 557 -1061.94 466.97 477.33
EGEE 674 806 887 4199 1653 17.31 072 006 006 24493 561 622 -1041.94 44544 464.63
IEE 679 907 1000 41.68 1623 1748 072 006 006 23699 656  7.40 -1013.64 437.76 469.63
CWGEE 6.79 923 982 41.73 1613 1717 0.72 006 006 237.52 670  7.14 -1007.59 435.05 461.68
ARGEE 6.95 613 654 41.99 1584 1675 072 006  0.06 24472 457 484 -1041.75 426.83 449.28

=

Table D.30: Extension 3 Scenario 28 (7;=-0.17, 7,=-0.40, treatment effect = 7 g/week)

Interaction =0

=

. SE(8) SD(3) B SE(B) SD(B) B SE(Bs) SD(Bs) Bi SE(B) SD(B) Bo SE(By) SD(5)
MM  0.04 7.23 7.22 42.14 17.37 17.94 0.72 0.06 0.06 247.54 5.53 5.50 -1056.67 466.58 482.13
EGEE -0.11 8.17 8.68 41.91 16.64 17.51 0.72 0.06 0.06 247.05 5.77 6.24 -1046.92 448.72  470.42
IEE  0.05 9.16 9.85 41.28 16.15 17.46 0.71 0.06 0.06 235.18 6.71 7.32  -988.83 436.20 470.27
CWGEE 004 923 961 4095 1603 1711 071 006  0.06 23405  6.68  7.09 -960.36 432.80 461.61
ARGEE 001 624 655 41.94 1590 1688 072 006 006 24478 470  4.97 -104056 428.56 453.92

Table D.31: Extension 3 Scenario 31 (7;=-0.36, 7,=-0.22, treatment effect = 0 g/week)

Bi SE(B1) SD(B) B SE(B.) SD(B) B SE(B5) SD(3s) Bi SE(B1) SD(By) Bo SE(B) SD(B)
MM 003 740  7.55 4208 17.36 17.84 072 006 006 251.67 565 555 -1059.76 466.71 479.07
EGEE -004 790 880 41.99 1650 1741 0.72  0.06 006 243.88 554 629 -1043.38 444.50 467.49
IEE 005 872  9.65 41.96 1633 17.79 072  0.06  0.06 238.96  6.54  7.55 -1033.44 44045 477.92
CWGEE -0.07 898 946 41.94 1621 17.37 072  0.06 006 240.00  6.74  7.21 -1030.21 437.01 466.19

ARGEE -0.02 5.97 6.28 42.00 1577  16.89 0.72 0.06 0.06 244.65 4.50 471 -1043.37 42527  452.69

Table D.32: Extension 3 Scenario 32 (7;=-0.039 , vo=-0.48, treatment effect = 0 g/week)
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B SE(Bi) SD(B1) B2 SE(B;) SD(B;) B3 SE(B3) SD(Bs) By SE(Bs) SD(B4) Bo  SE(Bo) SD(f)

MM  0.03 7.32 7.39 41.79 17.41 17.80 0.72 0.06 0.06 249.69 5.59 5.61 -1050.03 467.74 477.62
EGEE -0.11 8.10 8.77 41.60 16.58 17.40 0.72 0.06 0.06 245.50 5.71 6.34 -1032.49 446.94 467.05
IEE 0.06 9.18 9.88 41.25 16.23 17.51 0.71 0.06 0.06  235.95 6.76 747 -995.69 437.83 470.06
CWGEE  0.09 9.30 9.67 41.14 16.12 17.16 0.71 0.06 0.06 236.01 6.81 7.19  -982.01 435.02 461.40
ARGEE -0.05 6.21 6.54 41.63 15.88 16.85 0.72 0.06 0.06 244.80 4.68 4.96 -1031.50 427.99 452.22

Table D.33: Extension 3 Scenario 33 (y;=-0.24, 7,=-0.35, treatment effect = 0 g/week)

B SE(81) SD(B1) > SE(B:) SD(B) B; SE(B;) SD(Bs) B SE(B1) SD(B4) Bo SE(Bo) SD(B)
MM 0.01 7.28 7.52 42.23 17.37 17.78 0.72 0.06 0.06 248.87 5.56 5.63 -1060.90 466.68 478.18
EGEE -0.03 8.12 8.63 41.98 16.57 17.44 0.72 0.06 0.06 246.11 5.73 6.11 -1044.81 446.88 468.71
IEE  0.00 9.20 10.04 41.52 16.17 17.44 0.71 0.06 0.06 235.49 6.74 7.40 -998.96 436.49 469.40
CWGEE 0.03 9.30 9.82 41.35 16.05 17.13 0.71 0.06 0.06 235.10 6.76 7.20  -980.05 433.16 461.48
ARGEE -0.02 6.21 6.55 41.95 15.87 16.84 0.72 0.06 0.06 244.82 4.69 4.90 -1040.33 427.87 452.58

Table D.34: Extension 3 Scenario 34 (7;=-0.29, 7,=-0.29, treatment effect = 0 g/week)

=
=]

. SE(B) SD(B) B SE(B) SD(B.) S SE(Bs) SD(Bs) B1 SE(By) SD(B)) Bo SE(B) SD(B)
MM -0.10  7.35  7.55 41.94 1738 1806 072 006  0.06 250.68 561 564 -1056.17 466.97 484.08
EGEE -003 803 862 4171 1654 1759 0.72  0.06 006 244.91 565 624 -1035.67 445.76 471.54
IEE -0.15  9.09  9.83 41.52 1627 1772 0.72  0.06  0.06 237.07 674 751 -1010.66 438.80 475.44
CWGEE -0.16 925 967 4145 1615 1741 072 006 006 23758 683  7.25 -1001.26 435.55 467.77
ARGEE -0.07 613 647 41.73 1585 17.06 072  0.06  0.06 244.81  4.62  4.89 -1035.94 427.22 457.49

Table D.35: Extension 3 Scenario 35 (y;=-0.17, 7,=-0.40, treatment effect = 0 g/week)

D.2 GEE Results for n=600

D.2.1 Scenarios with Non Informative Cluster Size

Interaction =28

Bi1 SE(B1) SD(B1) B2 SE(B) SD(B2)  fBs SE(B;) SD(8s) B SE(B1) SD(B4) Bo SE(Bo) SD(8)

MM 27.95 2.14 2.08 41.61 5.32 5.36  0.72 0.02 0.02  244.50 1.65 1.66 -1033.02 143.16 143.73
EGEE 27.94 2.46 2.40 41.61 5.30 5.36  0.72 0.02 0.02 244.51 1.76 1.76 -1033.13 142.63 143.54
IEE 27.98 3.19 3.13 41.61 5.29 5.36  0.72 0.02 0.02 244.48 2.03 2.03 -1033.01 142.50 143.57
CWGEE 27.98 3.19 3.13 41.61 5.29 5.36  0.72 0.02 0.02 244.48 2.03 2.03 -1033.01 142.50 143.57
ARGEE 27.97 1.97 1.93 41.61 5.12 521 0.72 0.02 0.02 244.48 1.51 1.52 -1032.77 137.82 139.44

Table D.36: Extension 3 (Larger Sample Size) Scenario 1 (fixed trial length=38, treatment
effect = 28 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) . SE(B) SD(B) B SE(f) SD(Bo)
MM 27.87 2.16 2.14  42.09 5.33 541 0.72 0.02 0.02  244.60 1.66 1.70 -1046.82 143.46 146.04
EGEE 27.94 2.50 2.50 42.08 5.29 5.37 0.72 0.02 0.02 244.56 1.78 1.82 -1046.76 142.51 145.12
IEE 27.86 3.14 3.17 42.09 5.31 5.32 0.72 0.02 0.02 244.59 2.12 2.15 -1047.04 14296 143.90
CWGEE 27.85 3.12 3.15 42.08 5.29 5.37 0.72 0.02 0.02 244.60 2.10 2.13 -1046.71 142.38 145.13
ARGEE 27.92 1.95 1.91 42.09 5.11 5.20 0.72 0.02 0.02 244.55 1.49 1.51 -1046.76 137.58 140.48

Table D.37: Extension 3 (Larger Sample Size) Scenario 2 (yp=log(24.3667),7v,=0,72=0,
treatment effect = 28 g/week)

Interaction =21

Bi SE(B1) SD(B) B2 SE(B2) SD(B2)  fBs SE(B3) SD(Bs) B1 SE(B1) SD(B4) Bo SE(By) SD(f)

MM  20.97 2.14 220 41.84 5.32 5.19 0.72 0.02 0.02  244.49 1.65 1.65 -1038.63 143.08 140.98
EGEE 20.99 2.46 248 41.84 5.30 5.18 0.72 0.02 0.02 244.48 1.75 1.74 -1038.66 142.77 140.89
IEE 20.94 3.19 3.23 41.85 5.30 519 0.72 0.02 0.02 244.51 2.03 2.05 -1038.80 142.64 141.09
CWGEE 20.94 3.19 3.23 41.85 5.30 519 0.72 0.02 0.02 244.51 2.03 2.05 -1038.80 142.64 141.09
ARGEE 21.02 1.97 2.05 41.89 5.12 5.01 0.72 0.02 0.02 244.46 1.50 1.

2 -1040.06 137.95 136.24

t

Table D.38: Extension 3 (Larger Sample Size) Scenario 8 (fixed trial length=38, treatment
effect = 21 g/week)

Pi SE(B) SD(B) B2 SE(By) SD(B) B3 SE(B3) SD(Bs) Pa SE(B1) SD(84) Bo SE(8) SD(fo)

MM 2103 215 215 4240 534 528 072 0.02 002 24446  1.66  1.67 -1054.29 143.84 14177
EGEE 21.08 250 245 4238 531 527 072 002 002 24444 178 178 -1053.73 14298 141.38
IEE 2097 315 311 4238 533 529 072 002 002 24452 213 206 -1053.84 14349 141.92
CWGEE 2097 313  3.08 4238 530 527 072 002 002 24452 211 203 -1053.80 142.84 141.34
ARGEE 21.03 195  1.99 4230 513 508 0.2 002 002 24447 149 154 -1051.74 138.04 136.39

Table D.39: Extension 3 (Larger Sample Size) Scenario 9 (yo=log(24.3667),71=0,72=0,
treatment effect = 21 g/week)

Interaction =14

B SE(B;) SD(5) B2 SE(B:) SD(5)
MM 14.03 2.14 2.20 41.88 5.32

=

3 SE(8s) SD(Bs) Bi SE(Bs) SD(8) Bo SE(Bo) SD(f)
0.72 0.02 0.02 244.44 1.65 1.74 -1039.29 143.26 139.20
EGEE 14.08 2.46 2.59 41.88 5.30 5.14 0.72 0.02 0.02 244.42 1.75 1.88 -1039.39 142.78 138.89
IEE 13.95 3.19 3.07 41.87 5.30 5.14 0.72 0.02 0.02 244.48 2.03 2.01 -1039.22 142.62 139.09
CWGEE 13.95 3.19 3.07 41.87 5.30 5.14 0.72 0.02 0.02 244.48 2.03 2.01 -1039.22 142.62 139.09
ARGEE 14.05 1.98 2.02 41.88 5.13 4.93 0.72 0.02 0.02 244.44 1.50 1.59 -1039.56 138.03 133.51

ot
—
ot

Table D.40: Extension 3 (Larger Sample Size) Scenario 15 (fixed trial length=38, treat-
ment effect = 14 g/week)
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B, SE(B:1) SD(B) B2 SE(B) SD(By)  fBs SE(Bs) SD(8s) B: SE(B)) SD(B1) Bo SE() SD(Bo)

MM 14.05 2.15 2.10 41.84 5.33 5.38 0.72 0.02 0.02 244.44 1.66 1.65 -1039.63 143.28 146.13
EGEE 14.07 2.50 2.44 41.84 5.29 5.36 0.72 0.02 0.02 244.41 1.78 1.76 -1039.40 14240 145.46
IEE 13.92 3.14 3.10 41.85 5.31 540 0.72 0.02 0.02 244.44 2.12 2.12 -1039.63 142.92 146.33
CWGEE 13.93 3.12 3.09 41.84 5.29 5.36  0.72 0.02 0.02 244.44 2.10 2.10 -1039.43 142.26  145.30
ARGEE 14.02 1.95 1.91 41.86 5.11 5.16 0.72 0.02 0.02 244.43 1.49 1.47 -1039.80 137.45 140.16

Table D.41: Extension 3 (Larger Sample Size) Scenario 16 (y9=log(24.3667),7;=0,72=0,
treatment effect = 14 g/week)

Interaction =7

=S

1 SE(B1) SD(B) B2 SE(B:) SD(82) B3 SE(Bs) SD(Bs) Bs SE(B1) SD(Bs) Bo SE(By) SD(5)
MM 6.99 2.14 2.13 42.12 5.31 5.73 0.72 0.02 0.02 244.48 1.65 1.62 -1046.46 14293 155.39
EGEE 7.00 2.46 2.52 4212 5.29 5.71 0.72 0.02 0.02 244.48 1.76 1.75 -1046.42 14252 154.75
IEE 6.99 3.19 3.08 42.11 5.29 5.72 0.72 0.02 0.02 244.48 2.03 1.97 -1046.19 14239 15491
CWGEE 6.99 3.19 3.08 42.11 5.29 5.72 0.72 0.02 0.02 244.48 2.03 1.97 -1046.19 14239 154.91
ARGEE 6.99 1.97 2.01 42.16 5.12 548 0.72 0.02 0.02 244.48 1.51 1.51 -1047.71 137.76 148.53

Table D.42: Extension 3 (Larger Sample Size) Scenario 22 (fixed trial length=38, treat-
ment effect = 7 g/week)

=

1 SE(B1)) SD() B2 SE(B;) SD(Bx) B3 SE(B;) SD(Bs) Bs SE(B1) SD(Bs) B0 SE(By) SD(B)
MM 7.00 2.15 2.20 42.03 5.34 5.36  0.72 0.02 0.02 244.43 1.65 1.62 -1043.17 143.63 143.52
EGEE 6.95 2.49 2.51 42.04 5.31 5.36 0.72 0.02 0.02 244.48 1.78 1.74 -1043.39 142.84 143.56
IEE 6.91 3.14 3.29 42.05 5.32 5.38 0.72 0.02 0.02 244.53 2.12 2.15 -1043.74 143.34 144.31
CWGEE 6.94 3.13 3.27 42.03 5.30 5.36 0.72 0.02 0.02 244.51 2.11 2.13 -1043.38 142.69 143.70
ARGEE 6.95 1.95 2.02 42.00 5.13 5.15 0.72 0.02 0.02  244.47 1.49 1.48 -1042.97 137.99 138.07

Table D.43: Extension 3 (Larger Sample Size) Scenario 23 (v=log(24.3667),71=0,72=0,
treatment effect = 7 g/week)

Interaction =0

1 SE(B) SD(Bi)  fr SE(S) SD(f) Bz SE(Bs) SD(6) 4 SE(Si) SD(By) Bo  SE(S) SD(fo)
MM 009 215 208 41.63 532 510 072 002 002 24446  1.65 164 -1033.77 143.20 137.45
EGEE 0.09 246 243 41.63 531 511 072 002 002 24446 175 176 -1033.81 142.74 13745
IEE 011 319 318 41.63 530 511 072 002 002 24445 203  2.03 -1033.91 142.60 137.53
CWGEE 0.11 319 318 41.63 530 511 072 002 002 24445 203 203 -1033.91 142.60 137.53
ARGEE 011 198 195 41.66 513 494 072 002 002 24446 151 148 -1034.58 137.95 133.19

&=

Table D.44: Extension 3 (Larger Sample Size) Scenario 29 (fixed trial length=38, treat-
ment effect = 0 g/week)
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B SE(B) SD(B)  B: SE(B) SD(B) Bs SE(s) SD(8s) Bi SE(Bi) SD(Bi) Bo SE() SD(f)
MM -0.00 2.16 221 42.01 5.34 542 0.72 0.02 0.02 244.48 1.66 1.72 -1042.33 143.71 145.58
EGEE -0.03 2.50 2.67 42.02 5.30 5.36  0.72 0.02 0.02 244.45 1.79 1.90 -1042.52 142,70 144.11
IEE -0.05 3.14 3.11 42.02 5.32 5.39 0.72 0.02 0.02 244.46 2.12 2.13 -1042.53 143.19 144.81
CWGEE -0.04 3.13 3.11 42.02 5.29 5.37 0.72 0.02 0.02 244.47 2.11 2.13 -1042.59 142.56 144.02
ARGEE -0.02 1.95 2.00 42.02 5.12 5.24 0.72 0.02 0.02 244.48 1.49 1.56 -1042.67 137.91 140.82

Table D.45: Extension 3 (Larger Sample Size) Scenario 30 (yp=log(24.3667),7v,=0,72=0,
treatment effect = 0 g/week)

D.2.2 Scenarios with Informative Cluster Size using v, = 3.069142

Interaction =28

P SE(B) SD(B) B2 SE(B) SD(B) B3 SE(Ss) SD(Bs) B SE(Bs) SD(By) B SE(By) SD(5)

MM 2828 230 239 4234 541 534 072 0.02 002 24737 175 178 -1061.01 145.66 144.16
EGEE 27.86 276 277 4220 532 527 0.2 002 002 24720 192 1.93 -1054.28 143.30 142.14
IEE 27.25  3.09 315 4145 529 529 071 002 002 23478 218 221 -990.46 14248 14347
CWGEE 2721 302 308 4121 518 514 071 002 002 23385 211 216 -964.12 139.60 139.17
ARGEE 28.03 198 206 4215 513 515 072 002 002 24474 146 156 -1047.13 138.03 138.61

Table D.46: Extension 3 (Larger Sample Size) Scenario 3 (7,=-0.36, 12=-0.22, treatment
effect = 28 g/week)

=
A

SE(3) SD(B) B SE(B:) SD(B) A SE(B) SD(8) B SE(8) SD(B) By SE(B) SD(5)
MM 28.63 2.36 242 4212 5.43 5.23 0.72 0.02 0.02 251.33 1.79 1.70 -1059.33 146.17 140.33

=

EGEE 27.00 2.82 2.95 4212 5.29 520 0.72 0.02 0.02 244.38 1.91 1.99 -1045.74 142.50 139.50
IEE 26.72 3.06 3.01 4214 5.42 5.32 0.72 0.02 0.02  239.11 2.16 2.26 -1035.55 146.04 142.86
CWGEE 26.97 2.97 292 42.09 5.27 5.18 0.72 0.02 0.02 240.12 2.06 2.08 -1031.95 141.77 138.93
ARGEE 28.04 1.93 1.92 4219 5.12 5.07 0.72 0.02 0.02 244.63 1.37 1.40 -1047.84 137.71 135.68

Table D.47: Extension 3 (Larger Sample Size) Scenario 4 (7;=-0.039 , yo=-0.48, treatment
effect = 28 g/week)

P SE(S) SD(B) B2 SE(B) SD(B)  fBs SE(Ss) SD(Bs) Pa SE(Bi) SD(By) B SE(By) SD(5)

MM 2838 233 234 4211 542 539 072 0.02 002 24939 177 173 -1059.20 14594 145.26
EGEE 27.34 277 281 4185 530 529 0.72 002 002 24587 191 191 -1040.42 142,68 14261
IEE 2679 312 317 4143 532 537 071 002 002 23591 217 225 -1000.23 143.38 144.75
CWGEE 2681  3.05  3.10 41.39 521 522 071 002 002 23613 211 217 -987.87 140.37 14111
ARGEE 27.99 198 195 41.95 513 512 072 002 002 24468 144 147 -1042.33 138.00 137.53

=

Table D.48: Extension 3 (Larger Sample Size) Scenario 5 (7,=-024, 79=-0.35, treatment
effect = 28 g/week)
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B, SE(B:1) SD(B) B2 SE(B) SD(By)  fBs SE(Bs) SD(8s) B: SE(B)) SD(B1) Bo SE() SD(Bo)

MM 28.37 2.32 2.24 42.01 5.43 541 0.72 0.02 0.02 248.58 1.76 1.73 -1055.85 145.91 146.91
EGEE 27.55 2,77 2.70 41.80 5.32 5.33 0.72 0.02 0.02 246.45 1.92 1.92 -1041.24 143.18 144.82
IEE 27.03 3.12 3.12 41.23 5.32 5.35 0.71 0.02 0.02 235.10 2.17 2.13  -990.10 143.19 145.40
CWGEE 27.05 3.04 3.04 41.12 5.20 521 0.71 0.02 0.02 234.89 2.11 2.07  -972.48 140.20 142.02
ARGEE 28.07 1.98 1.92 41.83 5.14 517 0.72 0.02 0.02 244.73 1.45 1.50 -1039.43 138.23 139.98

Table D.49: Extension 3 (Larger Sample Size) Scenario 6 (7;=-0.29, 75=-0.29, treatment
effect = 28 g/week)

J&}

-

SE(B1) SD(p1) B2 SE(B2) SD(B:)  fBs SE(B3) SD(B3) Bs SE(By) SD(Bs) Bo SE(Bo) SD()
MM 28.34 2.35 2.32 42.16 5.43 5.35 0.72 0.02 0.02  250.32 1.78 1.67 -1062.12 146.10 143.75
EGEE 26.89 2.78 2.71 41.96 5.31 5.26 0.72 0.02 0.02  245.40 1.90 1.87 -1042.96 143.02 141.35
IEE 26.78 3.11 3.09 41.70 5.36 5.30 0.72 0.02 0.02  236.89 2.17 2.23 -1014.62 144.35 142.43
CWGEE 26.85 3.04 2.98 41.70 5.25 521 0.72 0.02 0.02  237.52 2.10 2.09 -1006.69 141.45 139.79
ARGEE 27.96 1.96 1.99 42.03 5.14 5.06 0.72 0.02 0.02 244.71 1.42 141 -1044.76 138.35 135.79

Table D.50: Extension 3 (Larger Sample Size) Scenario 7 (7;=-0.17, 75=-0.40, treatment
effect = 28 g/week)

Interaction =21

pi SE(B1) SD(B) B2 SE(B) SD(B) B3 SE(Bs) SD(B) Bs SE(Bs) SD(8) Ao SE(Bo) SD(6)

MM 2099 231 226 4221 543 544 072 0.02  0.02 247.62 176  1.68 -105850 146.10 147.83
EGEE 2057 276 283 4205 533 537 0.2 002 002 24742 193 192 -1051.06 14359 146.08
IEE 2024  3.09 307 4127 529 531 071 002 002 2348 220 222 -986.24 14274 145.00
CWGEE 2024  3.02 297 41.06 518 524 071 002 002 23380 213 216 -960.82 139.88 143.37
ARGEE 2095 198 198 4204 514 519 0.2 002 002 24490 147 145 -1044.89 13846 141.42

Table D.51: Extension 3 (Larger Sample Size) Scenario 10 (7;=-0.36, 72=-0.22, treatment
effect = 21 g/week)

Bi1 SE(B1) SD(B1) B2 SE(B) SD(B2)  fBs SE(B;) SD(8s) B SE(B1) SD(B4) Bo SE(Bo) SD(8)
MM 21.44 2.36 2.41 41.96 5.43 5.30 0.72 0.02 0.02 251.41 1.79 1.77 -1054.02 146.24 143.12
EGEE 20.17 2.84 2.90 41.97 5.29 5.15 0.72 0.02 0.02 244.24 1.94 2.00 -1040.55 142.59 138.98
IEE 20.05 3.02 2.97 41.86 5.42 5.21 0.72 0.02 0.02 238.92 2.20 2.28 -1027.03 145.90 140.57
CWGEE 20.23 2.95 2.89 41.94 5.27 5.13 0.72 0.02 0.02  239.93 2.10 2.10 -1026.82 141.91 138.60
ARGEE 20.97 1.92 1.93 42.05 5.12 4.95 0.72 0.02 0.02  244.57 1.39 1.43 -1043.15 137.80 133.37

Table D.52: Extension 3 (Larger Sample Size) Scenario 11 (7;=-0.039 , o= -0.48, treat-
ment effect = 21 g/week)
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B, SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(Bs) 81 SE(B) SD(B) B SE(B)) SD(8)
MM 21.32 2.34 227 41.95 5.43 5.63 0.72 0.02 0.02 249.53 1.77 1.69 -1054.62 146.13 150.04
EGEE 20.39 2.77 275 41.71 5.30 5.52 0.72 0.02 0.02 245.85 1.93 1.90 -1036.05 142.87 147.10
IEE 20.13 3.11 2.99 41.27 5.32 5.54 0.71 0.02 0.02 235.71 2.21 211 -994.88 143.37 148.33
CWGEE 20.13 3.04 2.93 41.25 5.21 5.44 0.71 0.02 0.02 235.96 2.14 2.06 -983.58 140.54 145.87
ARGEE 20.97 1.98 1.93 41.83 5.13 5.30 0.72 0.02 0.02 244.72 1.45 1.47 -1038.26 138.13 141.58

Table D.53: Extension 3 (Larger Sample Size) Scenario 12 (y;=-024, v,=-0.35, treatment
effect = 21 g/week)

B SE(B) SD(B)  B. SE(8) SD(B) Bs SE(Bs) SD(8y) B SE(Bi) SD(B) B SE(By) SD(Bo)
MM 21.24 2.32 2.33 41.99 5.41 5.55 0.72 0.02 0.02 248.76 1.77 1.69 -1055.39 145.73 150.36
EGEE 20.60 2.78 2.73 4177 5.29 5.43 0.72 0.02 0.02 246.44 1.94 1.93 -1040.17 142.69 147.15
IEE 20.23 3.09 2.95 41.18 5.28 541 0.71 0.02 0.02 235.12 2.20 2.13  -988.72 142.54 146.62
CWGEE 20.24 3.03 2.91 41.09 5.18 5.33 0.71 0.02 0.02 234.91 2.14 2.08 -971.78 139.79 144.30
ARGEE 21.01 1.98 1.96 41.77 5.12 5.23 0.72 0.02 0.02 244.77 1.47 1.47 -1037.97 137.83 141.47

Table D.54: Extension 3 (Larger Sample Size) Scenario 13 (7;=-0.29, 75=-0.29, treatment
effect = 21 g/week)

B

Ay

SE(B1) SD(5) B2 SE(B2) SD(B:) Bz SE(fB3) SD(B;) Bs SE(B1) SD(Bs) Bo SE(Bo) SD(B)
MM 21.28 2.34 2.40 42.28 5.42 5.60 0.72 0.02 0.02  250.40 1.78 1.72 -1064.93 145.84 150.90
EGEE 20.19 2.78 2.84 4212 5.30
IEE 19.95 3.09 3.26 41.90 5.35
CWGEE 20.06 3.02 3.18 41.87 5.23
ARGEE 20.92 1.96 2.00 42.23 5.13 5

ot

49 0.72 0.02 0.02  245.30 1.92 1.99 -1046.54 142.62 148.09
0.72 0.02 0.02  236.87 2.22 2.28 -1018.70 144.12  150.20
0.72 0.02 0.02  237.47 2.13 2.20 -1010.80 140.97 147.27
0.72 0.02 0.02 244.69 1.43 1.44 -1049.54 138.08 142.86

(SIS
w & ot
[l - ot

Table D.55: Extension 3 (Larger Sample Size) Scenario 14 (7;=-0.17, 75=-0.40, treatment
effect = 21 g/week)

Interaction =14

P SE(S) SD(B) B2 SE(B) SD(B)  fBs SE(Ss) SD(Bs) Pa SE(Bi) SD(By) B SE(By) SD(5)

MM 1418 230 225 4222 541 546 072 0.02 002 24753 175 170 -1057.95 14549 148.63
EGEE 13.92 278 281 4209 531 539 072 002 002 24720 195  2.02 -1050.78 143.03 146.89
IEE 13.74  3.08  3.16 4140 528 527 071  0.02 002 23453 223 227 -988.20 14249 144.21
CWGEE 1370 301  3.07 4110 516 527 071 002 002 23361 215 218 -960.63 139.26 144.38
ARGEE 14.08 198 204 4210 512 532 072 002 002 24477 148 152 -1045.43 137.93 144.66

=

Table D.56: Extension 3 (Larger Sample Size) Scenario 17 (7,=-0.36, 72=-0.22, treatment
effect = 14 g/week)
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B SE(B) SD(B:) B2 SE(B;) SD(B2)  fBs SE(B3) SD(8s) Bs SE(By) SD(Bs) Bo SE(Bo) SD(B)

MM 14.34 2.36 2.35 42.12 5.44 551 0.72 0.02 0.02 251.59 1.79 1.78 -1059.31 146.28  148.69
EGEE 13.51 2.83 2.77 42.03 5.30 5.36 0.72 0.02 0.02 244.18 1.96 1.99 -1043.43 142.73 144.59
IEE 13.47 3.01 3.01 41.90 5.42 542 0.72 0.02 0.02  238.92 2.26 2.25 -1029.85 14598 145.85
CWGEE 13.59 2.94 2.92  42.00 5.28 5.34 0.72 0.02 0.02  239.93 2.14 2.08 -1029.70 142.05 144.33
ARGEE 14.05 1.91 1.86 42.00 5.13 5.18 0.72 0.02 0.02  244.59 1.41 1.44 -1042.78 138.04 139.80

Table D.57: Extension 3 (Larger Sample Size) Scenario 18 (7,=-0.039 , o= -0.48, treat-

ment effect = 14 g/week)

B SE(B) SD(B) B SE() SD(%) B SE(B) SD(B) B SE(B) SD(5) B SE(d) SD(fh)
MM 14.19 2.33 2.24 42.30 5.44 5.39 0.72 0.02 0.02 249.65 1.77 1.69 -1063.99 146.34 144.00
EGEE 13.58 2.76 2.84 42.07 5.32 528 0.72 0.02 0.02 245.72 1.92 1.95 -1045.41 143.32 140.87
IEE 13.51 3.10 3.06 41.72 5.34 5.28 0.71 0.02 0.02 235.41 2.25 2.26 -1006.80 143.88 141.54
CWGEE 13.54 3.04 2.95 41.59 5.23 5.19 0.71 0.02 0.02 235.65 2.17 2.17  -992.05 141.00 139.22
ARGEE 14.04 1.97 2.01 42.18 5.15 5.14 0.72 0.02 0.02 244.68 1.47 1.49 -1047.59 138.56 137.18

Table D.58: Extension 3 (Larger Sample Size) Scenario 19 (7,=-024, 2=-0.35, treatment
effect = 14 g/week)

B SE(Bi1) SD(B1) Ba SE(B:) SD(B2) B3 SE(B3) SD(B3) Bs SE(Bi) SD(B4) Bo SE(Bo) SD(B)

MM 14.11 2.32 2.36 41.73 5.42 545 0.73 0.02 0.02 248.87 1.76 1.75 -1048.97 145.89 145.51
EGEE 13.70 2.78 2.76  41.46 5.32 540 0.72 0.02 0.02  246.35 1.95 1.98 -1032.11 143.34 14435
IEE 13.43 3.09 3.11  40.90 5.31 5.36  0.71 0.02 0.02  234.98 2.24 2.24  -981.05 143.05 143.10
CWGEE 13.43 3.03 3.05 40.78 5.21 5.28 0.71 0.02 0.02  234.80 2.16 2.19  -963.81 140.40 141.48
ARGEE 13.97 1.98 2.00 41.55 5.14 5.11 0.72 0.02 0.02 244.76 1.48 1.51 -1032.11 138.50 136.56

Table D.59: Extension
effect = 14 g/week)

3 (Larger Sample Size) Scenario 20 (v;=-0.29, 7,=-0.29, treatment

B SE(B) SD(B1) B SE(B) SD(B) fBs SE(B;) SD(8s) By SE(B)) SD(8)) B SE(y) SD(B)
MM 1413 235 236 4207 543 554 072 0.02 002 25050 178  1.73 -1058.20 146.09 148.08
EGEE 1341 278 290 41.89 529 537 072 002 002 24508 194 205 -1039.21 14256 143.97
IEE 13.33  3.08 307 41.69 535 543 072 002 002 23656 226 237 -1011.80 144.12 146.12
CWGEE 1338  3.02  3.02 4161 523 531 072 002 002 237.22 217 227 -1002.88 140.93 142.37
ARGEE 13.94 196 202 4203 512 517 0.72 002 002 24466 145 151 -1043.08 137.97 138.06

Table D.60: Extension 3 (Larger Sample Size) Scenario 21 (7;=-0.17, 75=-0.40, treatment
effect = 14 g/week)

Interaction =7
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B1 SE(B1) SD(B) B2 SE(B2) SD(B2)  fBs SE(B5) SD(Bs) B1 SE(B1) SD(B4) Bo SE(Bo) SD(f)

MM 6.86 2.31 2.30 42.22 5.42 5.59 0.72 0.02 0.02 247.64 1.75 1.69 -1058.25 145.91 151.93
EGEE 6.77 2.77 2.85 42.07 5.32 5.53 0.72 0.02 0.02 247.21 1.95 1.93 -1050.79 143.33 150.25
IEE 6.60 3.08 3.16  41.29 5.29 547 0.71 0.02 0.02  234.53 2.25 229  -986.17 142.65 149.56
CWGEE 6.60 3.01 3.09 41.07 5.17 5.38 0.71 0.02 0.02  233.58 2.17 217 -960.26 139.60 146.89
ARGEE 6.87 1.97 2.00 42.02 5.13 5.36 0.72 0.02 0.02 244.83 1.49 1.49 -1043.61 138.21 145.95

Table D.61: Extension 3 (Larger Sample Size) Scenario 24 (y;=-0.36, 7o=-0.22, treatment
effect = 7 g/week)

B SE(B) SD(B) B SE(B.) SD(B) B5 SE(B5) SD(8s) Bi SE(B1) SD(B) Bo SE(Bo) SD(B)
MM 7.08 237 220 4219 544 514 072 002 002 25178 180 175 -1061.07 146.25 138.13
EGEE 6.64 28 290 4215 530 505 072 002 002 24418  1.99 209 -1046.12 142.590 135.78
IEE 655 298 299 4215 542 524 072 002  0.02 23894 220 231 -1035.95 14587 141.16
CWGEE 658 292 293 4213 527 503 072 002 002 23995 218 216 -1032.68 141.84 135.31
ARGEE 6.91  1.90  1.85 42.23 512 490 0.72 002  0.02 244.66 142 145 -1048.34 137.90 131.59

Table D.62: Extension 3 (Larger Sample Size) Scenario 25 (7,=-0.039 , o= -0.48, treat-
ment effect = 7 g/week)

B SE(B) SD(B1) B SE(B) SD(B) Bs SE(B;) SD(Bs) B: SE(B) SD(8)) B0 SE(B) SD(B)

MM 7.1 233 228 4231 543 548 072 0.02 002 24975 177 174 -1064.52 146.08 147.20

g BGEE 687 278 270 4209 531 540 072 002 002 24568 196 197 -104622 14306 14494
IEE 673  3.00 319 41.65 533 543 071 002  0.02 23543 230 243 -1005.11 14359 145.70
CWGEE 6.73  3.03 314 4161 522 531 071 002 002 23566 221 234 -992.90 140.73 142.92
ARGEE 7.04 197 190 4220 514 517 072 002 002 24473 148  1.51 -1047.94 13825 138.67

Table D.63: Extension 3 (Larger Sample Size) Scenario 26 (v;=-024, 72=-0.35, treatment
effect = 7 g/week)

SE(B1) SD(B1) B2 SE(B:) SD(82)  Bs SE(B;) SD(Bs) 81 SE(Bs) SD(B4) Bo  SE(Bo) SD(Bo)
MM 7.02 2.32 2.35 41.88 5.43 35 0.72 0.02 0.02 24891 1.77 1.70 -1053.40 146.01 143.87
EGEE 6.85 2.79 2.85 41.67 5.31 28 0.72 0.02 0.02 246.31 1.97 1.95 -1038.40 143.08 142.01
IEE 6.64 3.09 3.13  41.09 5.31 5.30 0.71 0.02 0.02  234.80 2.28 2,32 -987.23 143.05 143.04
CWGEE 6.65 3.03 3.05 41.00 5.20 5.18 0.71 0.02 0.02 234.61 2.20 224 -969.95 140.12 139.84
ARGEE 6.97 1.98 2.02 41.73 5.13 5.12  0.72 0.02 0.02 244.79 1.49 148 -1037.36 138.20 138.05

ot
w

t

Table D.64: Extension 3 (Larger Sample Size) Scenario 27 (,=-0.29, 7,=-0.29, treatment
effect = 7 g/week)
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B SE(B1) SD(B) B2 SE(B;) SD(Bx) B3 SE(B;) SD(Bs) Bs SE(B1) SD(B4) B0 SE(o) SD(fB)

MM 7.12 2.35 2.28 41.99 5.43 5.52 0.72 0.02 0.02  250.60 1.79 1.71 -1055.59 146.18 149.94
EGEE 6.91 2.79 277 41.84 5.30 5.44 0.72 0.02 0.02 244.93 1.97 2.00 -1037.02 142.86 147.37
IEE 6.62 3.07 3.13 41.54 5.36 5.61 0.72 0.02 0.02  236.51 2.31 2.40 -1007.59 144.28 152.57
CWGEE 6.65 3.01 3.01 41.58 5.24 5.39 0.71 0.02 0.02 237.13 2.21 2.21 -1001.08 141.24 146.34
ARGEE 7.01 1.96 1.96 41.96 5.14 5.30 0.72 0.02 0.02  244.65 1.47 1.46 -1040.52 138.30 143.42

Table D.65: Extension 3 (Larger Sample Size) Scenario 28 (v;=-0.17, 7,=-0.40, treatment
effect = 7 g/week)

Interaction =0

B SE(B) SD(B) B2 SE(B2) SD(B:)  Bs SE(fB3) SD(B;) , SE(Bs) SD(B4) Bo SE(Bo) SD(Bo)

MM -0.07 2.31 2.35 42.00 5.42 5.38 0.72 0.02 0.02 247.63 1.76 1.80 -1052.98 145.79 143.57
EGEE -0.18 2.76 290 41.82 5.32 5.34 0.72 0.02 0.02 247.18 1.96 2.02 -1044.43 143.47 142.64
IEE -0.10 3.08 3.05 41.13 5.28 5.34 0.71 0.02 0.02 234.41 2.29 232 -982.59 142.39 14241
CWGEE -0.06 3.01 3.00 40.83 5.18 5.20 0.71 0.02 0.02 233.43 2.20 2.24  -954.23 139.78 139.33
ARGEE -0.12 1.98 2.01 41.85 5.13 5.18 0.72 0.02 0.02 244.83 1.50 1.55 -1039.87 138.32 138.15

=®

Table D.66: Extension 3 (Larger Sample Size) Scenario 31 (7;=-0.36, 72=-0.22, treatment
effect = 0 g/week)

P SE(B) SD(B) B SE(B) SD(B) B SE(Bs) SD(B) 4 SE(Ss) SD(8) Bo SE(Bn) SD(5y)

MM -0.04 236 233 4219 544 540 072 002 002 25175  1.80  1.72 -1061.31 146.34 145.64
EGEE -0.03 28 272 4215 531 531 072 002 002 24393 201 204 -1046.48 143.05 143.07
IEE -0.06  3.00  3.08 4213 544 548 072  0.02  0.02 23853 237 243 -103559 14644 147.98
CWGEE -0.06 293 296 4211 528 528 072  0.02 002 239.62 224 224 -103244 142.33 142,61
ARGEE -0.04 191 184 4216 514 512 072 002 002 24455 145 146 -1046.98 138.38 138.37

=®

Table D.67: Extension 3 (Larger Sample Size) Scenario 32 (y;=-0.039 , o= -0.48, treat-
ment effect = 0 g/week)

Bi SE(B1) SD(B1) B2 SE(B) SD(B) B3 SE(S;) SD(8s) Bi SE(B:) SD(8) Bo SE() SD(Bo)
MM -0.19 234 232 4228 543 550 072 0.02 002 24989 178  1.66 -1063.51 146.05 147.77
EGEE -0.00 277 2.8 4201 531 541 072 002 002 24555  1.97 198 -1043.76 142.98 145.36

IEE -0.07 3.09 3.20 41.57 5.33 5.44 0.71 0.02 0.02  235.30 2.35 2.41 -1002.85 143.56  146.05
CWGEE -0.09 3.03 3.11 41.53 5.22 533 0.71 0.02 0.02  235.58 2.25 223 -990.60 140.69 143.88
ARGEE -0.11 1.97 1.95 42.11 5.14 5.17 0.72 0.02 0.02 244.77 1.50 1.46 -1045.31 138.26 138.89

Table D.68: Extension 3 (Larger Sample Size) Scenario 33 (7,=-024, 72=-0.35, treatment
effect = 0 g/week)
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/1 SE(B1) SD(p1) b SE(B2) SD(62) Bs  SE(B3) SD(Bs) B1 SE(B1) SD(B4) Bo SE(By) SD(6o)

MM 0.05 2.32 232 4221 5.43 5.43 0.72 0.02 0.02 24891 1.77 1.70 -1060.63 146.10 145.33
EGEE 0.05 2.77 276 41.95 5.32 5.32 0.72 0.02 0.02  246.21 1.96 1.97 -1043.96 143.29 142.38
IEE 0.07 3.08 3.00 41.36 5.31 5.36 0.71 0.02 0.02 234.68 2.30 226 -992.81 14290 143.89
CWGEE 0.08 3.02 2.96 41.26 5.20 521 0.71 0.02 0.02 234.44 2.21 218 -975.12  140.31  140.04
ARGEE 0.08 1.97 1.94 42.05 5.14 5.14 0.72 0.02 0.02 244.68 1.50 1.50 -1044.09 138.28 138.01

Table D.69: Extension 3 (Larger Sample Size) Scenario 34 (7;=-0.29, 75=-0.29, treatment
effect = 0 g/week)

B SE(B1) SD(B) B> SE(B2) SD(B2)  Bs SE(B3) SD(Bs) 1 SE(Bs) SD(B4) Bo  SE(Bo) SD(Bo)

MM 0.04 2.35 2.26 42.31 5.43 547 0.72 0.02 0.02  250.65 1.79 1.78 -1064.65 146.21 147.94
EGEE 0.01 2.78 2.72  42.10 5.30 5.36 0.72 0.02 0.02 244.94 1.98 2.01 -1045.03 142.85 144.90
IEE 0.12 3.07 3.23  41.90 5.36 541 0.71 0.02 0.02  236.20 2.36 247 -1017.36  144.51 146.32
CWGEE 0.12 3.01 3.16 41.83 5.24 5.30 0.71 0.02 0.02 236.85 2.25 2.34 -1008.15 141.18 143.53
ARGEE 0.04 1.96 1.88 42.22 5.13 5.15 0.72 0.02 0.02 244.67 1.49 1.54 -1048.57 138.26 139.17

Table D.70: Extension 3 (Larger Sample Size) Scenario 35 (,=-0.17, 7,=-0.40, treatment
effect = 0 g/week)
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