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SUMMARY 

 

Randomised trials including a mixture of independent and paired data arise in many areas of health 

research, yet methods for determining the sample size for such trials are lacking. We derive design 

effects algebraically assuming clustering due to paired data will be taken into account in the analysis 

using generalised estimating equations with either an independence or exchangeable working 

correlation structure. Continuous and binary outcomes are considered, along with three different 

methods of randomisation: cluster randomisation, individual randomisation and randomisation to 

opposite treatment groups. The design effect is shown to depend on the intracluster correlation 

coefficient, proportion of observations belonging to a pair, working correlation structure, type of 

outcome and method of randomisation. The derived design effects are validated through simulation and 

example calculations are presented to illustrate their use in sample size planning. These design effects 

will enable appropriate sample size calculations to be performed for future randomised trials including 

both independent and paired data. 

 

  



1. INTRODUCTION 

 

Mixtures of independent and paired data arise in many areas of health research. For example, in 

neonatology, outcomes may be collected on infants from single or twin births; in ophthalmology, one 

or both eyes may be affected by the condition of interest and included in the study; and in orthopedics, 

patients may require surgery on one or both knees. If any paired data are to be collected in a 

randomised trial, the clustering present due to the correlation between outcomes of members belonging 

to the same pair should be taken into account in the analysis to produce appropriate standard errors [1], 

and in the sample size calculations to avoid conducting an under- or over-powered trial [2]. Clustering 

is typically handled in sample size calculations by determining the sample size required assuming all 

observations are independent and then multiplying by an appropriate design effect (DEFF).  

 

For randomised trials involving paired data only, methods for determining the sample size that account 

for the clustering are available and depend on the method of randomisation. If cluster randomisation is 

used, where members of the same pair are assigned to the same treatment group, the sample size 

calculated assuming independence is multiplied by a DEFF of 1  , where   is the intracluster 

correlation coefficient (ICC) [3]. If one member of each pair is randomly assigned a treatment and the 

other member is automatically assigned the opposite treatment, the sample size can be calculated based 

on a paired t-test for continuous outcomes or McNemar's test for binary outcomes [4, 5].    

 

Determining the sample size for randomised trials including both independent and paired data is more 

challenging. For cluster randomisation, the DEFF used to handle varying cluster sizes of  1 1m    

could be applied, where 
2

i ii i
m m m   and im  is the size of the ith cluster [6]. Replacing m  by 

the average cluster size to give an approximate DEFF [3], or calculating the DEFF using the coefficient 

of variation of cluster size [7], have also been suggested when individual cluster sizes are unknown. It 

is unclear whether these DEFFs hold when some of the data are independent and hence 1im   for some 

clusters. A more general equation for the DEFF that can accommodate varying cluster sizes and 

different methods of randomisation has been derived from a two-way analysis of variance for 

continuous outcomes [2]. However, this DEFF may not extend to settings involving alternative 

methods of analysis, binary outcomes or mixtures of independent and paired data. More flexible sample 

size approaches have been proposed assuming the clustering will be taken into account in the analysis 

using generalised estimating equations (GEEs) [8-11], but these involve complex equations that are not 

readily applicable to trials involving a mixture of independent and paired data. 

 

The aim of this article is to derive DEFFs that can be used to determine the sample size required for 

two-arm, parallel group, randomised controlled trials that include both independent and paired data in 

both treatment groups. As this work was motivated by the need to account for mixtures of singletons 

and twins in sample size calculations for neonatal trials, we focus on this setting as an example, 

although the methods are applicable to other situations where combinations of independent and paired 

data arise. We consider both continuous and binary outcomes, as well as scenarios where members of 

the same pair are randomised to the same treatment group (cluster randomisation), independently of the 

treatment assigned to the other member of the pair (individual randomisation), or to opposite treatment 

groups, since all three methods of randomisation are commonly used in practice [12-14]. DEFFs are 

derived assuming the marginal or population-average treatment effect is of interest and the analysis will 

be performed using GEEs [15], as this is the most common analysis approach used to account for twins 

in neonatal trials [12, 14] and GEEs have been shown to perform well in this setting [16]. Both the 

independence and exchangeable working correlation structures are considered, since the exchangeable 

structure is more realistic and often more efficient than the independence structure [17, 18] but makes 



stronger assumptions about the data [19] and may not be appropriate when the outcome of interest is 

related to the size of the cluster [20, 21]. 

 

The remainder of this article is arranged as follows. DEFFs are derived algebraically in Section 2 and 

their validity is assessed through simulation in Section 3. Example calculations are presented in Section 

4 to illustrate how the derived DEFFs can be used in sample size calculations for future randomised 

trials involving both independent and paired data. We conclude with a discussion and recommendations 

in Section 5. 

 

2. DESIGN EFFECTS 

 

2.1 Notation and Setting 

 

Let ijY  be a continuous or binary outcome measured on the j th member of the i th cluster (

1
1, , ; 1, , ;

M

i ii
i M j n n N


   ). Suppose an analysis will be performed using GEEs to estimate 

the effect of the randomised treatment group ijX  (1=intervention, 0=control) on the outcome based on 

the unadjusted mean model: 

 

  0 1

T

ij ij ijg X     X β , (1) 

 

where g  is the link function, 
ij ijE Y     ,   1,

T

ij ijXX , and  0 1,
T

 β  is a vector of model 

parameters. The GEE estimates of these model parameters ( β̂ ) are obtained by solving the estimating 

equations:  -1

1

M
T

i i i i

i

D V Y -μ 0 , where  1, ,
i

T

i i inY YY ,  i iEμ Y , 
1 2 1 2

i i i iV A R A , 

    1var , , var
ii i indiag Y YA , iR  is a working correlation matrix for iY , and i i  D μ β . When 

g  is the identity link,  1, ,
i

T

i i i in D X X X . The covariance matrix of the GEE estimates of the 

model parameters is given by:  

 

   
1 1

1 1 1 1

1 1 1

ˆcov cov
M M M

T T T

i i i i i i i i i i i

i i i

 

   

  

     
      
     
  β D V D D V Y V D D V D , (2) 

 

where   1 2 1 2cov i i i iY A C A  and iC  is the true correlation matrix for iY . Equation (2) simplifies to 

 
1

1

1

ˆcov
M

T

i i i

i







 
  
 
β D V D  if the working correlation matrix is correct, i.e. if i iR C  [15, 22]. The 

quantities of primary interest are the marginal treatment effect estimate, 1̂ , and its variance,  1
ˆvar  .   

 



Let each cluster consist of a single member or a pair of members, such that 1in   or 2, and let the 

number of single clusters and paired clusters be denoted by SM  and PM , respectively. Without loss of 

generality, we can assume that the true correlation matrix is exchangeable, i.e. 1i C  when 1in   and 

1

1
i





 
  
 

C  when 2in  . The working correlation matrix is i iR C  when 1in  , and i R I  or 

i iR C  when 2in   and an independence or exchangeable working correlation structure is specified, 

respectively. Clusters of size 2 may be intervention only (i.e. both cluster members assigned to the 

intervention group), control only or a mixture of intervention and control, where the number of clusters 

of each type is denoted by PIM , PCM  and PMM , respectively, and PI PC PM PM M M M   . All 

cluster types can occur under individual randomisation, while 0PMM   for cluster randomisation and 

0PI PCM M   for randomisation to opposite groups. Finally, let S SM N   and 2P PM N   denote 

the proportion of cluster members or observations that belong to a cluster of size 1 and 2 respectively, 

with 2PI PIM N  , 2PC PCM N   and 2PM PMM N   defined similarly. 

 

2.2 Methods for Deriving Design Effects 

 

In the current setting, the DEFF of interest is the variance of the treatment effect estimate accounting 

for clustering using GEEs, divided by the variance of the treatment effect estimate assuming all 

observations are independent. This DEFF can be used to account for clustering in sample size 

calculations by determining the sample size required assuming independence and then multiplying by 

the DEFF [2]. For continuous outcomes, DEFFs were derived algebraically based on a linear model (

g = identity link), where the treatment effect is expressed as a difference in means. For binary 

outcomes, DEFFs were derived algebraically based on a logistic ( g  = logit link) or log binomial ( g  = 

log link) model, where the treatment effect is expressed as an odds ratio or a relative risk, respectively. 

Numerators for DEFFs were obtained using equation (2). Denominators were derived based on a linear 

regression model for continuous outcomes, and a logistic or log binomial regression model for binary 

outcomes, where all observations were assumed to be independent.  

 

DEFFs were derived under the assumption that the total sample size N  will be balanced between 

treatment groups. This assumption is generally made in standard sample size calculations, unless the 

groups are intended to be unbalanced by design (e.g. using 2:1 randomisation). For individual 

randomisation, an additional assumption was made that 25%, 25% and 50% of clusters of size 2 will be 

intervention only, control only, and a mixture of intervention and control, respectively (i.e. 

0.5PI PC PM N   , PM PM N  ). While this distribution is expected, it cannot be guaranteed 

using standard approaches for randomising cluster members. For cluster randomisation, an additional 

assumption was made that the sample size will be balanced between treatment groups conditional on 

cluster size. Such balance is expected when the sample size is balanced between treatment groups 

overall, but can only be guaranteed if the randomisation is stratified by cluster size. Note that this last 

assumption holds automatically for individual randomisation and randomisation to opposite groups 

under the other assumptions stated above. All assumptions were made to ensure that the resulting 

DEFFs only involved parameters that could reasonably be estimated before a trial commences. 

 



2.3 Design Effects for Continuous Outcomes 

 

Suppose ijY  is a continuous outcome with constant variance 2 . The general formula for the DEFF is 

given by: 

 

 DEFF 1 PI PC PM        (3) 

 

for an independence working correlation structure and: 

 

 

2

2

1
DEFF

1 S PI PC PM



     




   
 (4) 

 

for an exchangeable working correlation structure (see Supporting Information for the derivation). 

These DEFFs only depend on the ICC and the proportion of observations that belong to a cluster of size 

1, an intervention only cluster of size 2, a control only cluster of size 2 and a mixed cluster of size 2, all 

of which may be reasonably specified at the trial planning stage. 

 

Based on the method of randomisation to be used for pairs (cluster, individual or opposite groups), 

equations (3) and (4) can be simplified to produce the DEFFs given in Table I. These now only depend 

on the ICC and the proportion of observations that belong to a cluster of size 1 or size 2. Note that the 

DEFFs for the independence working correlation structure can be rewritten as weighted averages of the 

DEFFs for clusters of size 1 (DEFF=1) and size 2 (DEFF=1  , 1 and 1   for cluster 

randomisation, individual randomisation and randomisation to opposite groups, respectively) with 

weights given by the proportions of observations that belong to clusters of size 1 and 2, respectively. 

Assuming outcomes of members of the same pair are positively correlated, DEFF>1 for cluster 

randomisation, indicating that a larger sample size is required for a trial involving both independent and 

paired data compared with a trial involving independent data only. In contrast, DEFF≤1 for individual 

randomisation and randomisation to opposite groups, and hence a smaller sample size may suffice 

when paired data are included in a trial. Irrespective of the chosen method of randomisation, the DEFF 

is larger for the independence working correlation structure than the exchangeable working correlation 

structure and the difference increases with increasing ICC (Figure IA). This is not surprising, since the 

true correlation matrix was assumed to be exchangeable and the independence working correlation 

structure provides a poorer approximation to the truth for larger ICCs. As expected, the DEFF moves 

further away from 1 as the ICC increases (Figure IA) or the proportion of observations that belong to a 

pair increases (Figure IB).  

 

2.4 Design Effects for Binary Outcomes 

 

Suppose ijY  is a binary outcome with prevalence I  in the intervention group and C  in the control 

group. If the analysis will be performed using the logit link function, the general formulae for the 

DEFFs based on the independence and exchangeable working correlation structures are both complex 

equations involving I , C , the ICC and the proportion of observations belonging to different types of 

clusters (see Supporting Information). However, by specifying the method of randomisation the DEFFs 

can be simplified somewhat to those presented in Table II. For cluster randomisation, the DEFFs for 

binary outcomes are identical to the continuous outcome case. For individual randomisation and 

randomisation to opposite groups, the DEFFs differ from those for continuous outcomes due to the 

dependence on the outcome prevalence in the intervention and control groups via the term 



 

  

   

1 1

1 1

I C I C

I I C C

   

   

 

  
. (5) 

 

When I C   or 1I C   , equation (5) equals 0.5 and the DEFFs for binary and continuous 

outcomes coincide. Equation (5) is otherwise less than 0.5 and hence the DEFFs for binary outcomes 

are larger than those for continuous outcomes. To illustrate how much larger the DEFFs for binary 

outcomes may be compared with continuous outcomes for individual randomisation and  randomisation 

to opposite groups, the effect of varying I  to produce an odds ratio ranging from 0.1 to 5 when 

0.1C   or 0.5 is shown in Figure II. Over this range, the DEFFs for binary outcomes are minimised 

and coincide with the continuous case when I C   (odds ratio=1). The DEFFs remain relatively 

constant unless the odds ratio is quite small, suggesting that DEFFs for continuous and binary 

outcomes will be similar in most settings likely to be encountered in practice. As a result, the 

relationships between the DEFF and both the ICC and the proportion of observations that belong to a 

pair seen in Figure 1 for continuous outcomes also apply to binary outcomes. 

  

If a binary outcome will be analysed using the log link function, the DEFFs are identical to those 

presented in Table II for the logit link, except that the term    1 1I I C C       is replaced by 

   1 1I C C I       for individual randomisation and randomisation to opposite groups (see 

Supporting Information). 

 

3. SIMULATION STUDY 

 

3.1 Simulation Methods 

 

A simulation study was conducted to validate the DEFFs presented in Section 2, and to test whether 

these are applicable in settings where the assumptions made in deriving the DEFFs are relaxed. 

Simulation parameters were chosen to represent scenarios likely to be encountered in the neonatal trial 

setting. Clusters (mothers) consisted of a pair of members (twins) with probability 0.015, 0.2 or 1 (i.e. 

0.03P  , 0.33 or 1), or a single member (singleton) otherwise. These probabilities reflect twin birth 

rates typical of the general population of mothers [23], mothers who have a preterm birth [14], and 

mothers who have twins, respectively, all of which are commonly of interest. Although the last setting 

does not involve any independent data, it was included to assess whether the DEFFs derived above also 

apply to simpler trials involving paired data only. Outcomes of pairs were positively correlated with an 

ICC of 0.2 or 0.8, as we have observed ICCs of these magnitudes for twins in neonatal trials. For each 

simulation scenario, 10,000 datasets were generated for analysis and the seed was saved to allow the 

simulation results to be replicated. Cluster members (singleton and twin infants) were randomly 

assigned to the intervention or control group under a simple randomisation scheme such that half of all 

cluster members were assigned to each treatment group. For clusters of size 2, both cluster members 

were randomly assigned under individual randomisation, while only the first cluster member was 

randomly assigned under cluster randomisation and randomisation to opposite groups, as this 

determined the treatment group allocation for the second cluster member. The randomisation process 

ensured that the total sample size N  was balanced between treatment groups for individual 

randomisation, but did not guarantee that any other assumptions relating to balance made in deriving 

the DEFFs were met (see Section 2.2).  



 

Continuous outcomes were randomly generated from the linear mixed effects model 

0 1 1ij ij i ijY X a e     , where ia  is a random cluster effect drawn from an  20, aN   distribution, ije  

is a random error drawn from an  20, eN   distribution, and other quantities are as defined previously. 

Model coefficients were set to 0 0   and 1 0.3  , while variances were chosen to give a total 

variance of 
2 2 1a e    and produce the desired ICC according to the equation  2 2 2ICC a a e    . 

Binary outcomes were randomly generated from a Bernoulli distribution. The marginal prevalence of 

the outcome was set to 0.4 in the control group and 0.3 in the intervention group (odds ratio=0.64, 

relative risk=0.75), and the method of Qaqish [24] was used to produce the desired ICC. The total 

sample size was 200N   or 500 for continuous outcomes, and 400N   or 1000 for binary outcomes. 

These sample sizes provide around 50% and 90% power respectively to detect the true treatment 

effects when all observations are independent. 

 

For each simulation scenario, the expected DEFF and power to detect the true treatment effect were 

determined using the appropriate DEFF equation presented in Section 2. The expected power was 

calculated based on a Wald test for independent data using the effective sample size, given by the 

actual sample size divided by the expected DEFF. Each simulated dataset was analysed using a 

standard regression model, as well as GEEs with an independence or exchangeable working correlation 

structure and empirical sandwich variance estimation, based on the unadjusted mean model in equation 

(1). The identity link function was specified for continuous outcomes and both the logit and log link 

functions were used for binary outcomes. Observed DEFFs were calculated for each simulated dataset 

as the estimated variance for the treatment effect obtained using GEEs, divided by the estimated 

variance obtained using standard regression. The percentage relative difference in observed and 

expected DEFFs was also calculated as  obs exp exp100 DEFF DEFF DEFF  . DEFFs and percentage 

relative differences were summarised across simulated datasets using the median due to their skewed 

distributions in many scenarios. Observed power was calculated for each scenario as the percentage of 

simulated datasets where the treatment effect estimate was statistically significant (p<0.05) and the 

percentage relative difference in observed and expected power was calculated as 

 obs exp exp100 Power Power Power  . All simulations were performed using SAS version 9.3 (Cary, 

NC, USA). 

 

3.2 Simulation Results 

 

The simulation results for a continuous outcome and a total sample size of 500 are shown in Tables III 

and IV. As GEEs with an exchangeable working correlation structure occasionally failed to converge 

when the probability of a pair was only 0.015, results for this method were determined after excluding 

simulated datasets where convergence failed. This occurred for a maximum of 2% of simulated 

datasets. While no clear reasons were identified for the convergence problems that occurred, they were 

more common for individual randomisation as well as simulated datasets where few pairs were present 

and hence little information was available for estimating the working correlation parameter. For the 

independence working correlation structure, relative differences in the observed and expected DEFFs 

and power were small in all scenarios. Relative differences were also small for both the DEFF and 

power for the exchangeable working correlation structure in most scenarios. However, the observed 

DEFFs were noticeably larger than the expected DEFFs in scenarios where individual randomisation or 

randomisation to opposite groups was performed, the probability of a pair was 0.015 or 0.2, and the 

ICC was 0.8. The largest difference was seen for randomisation to opposite groups when the 

probability of a pair was 0.015, where the median observed DEFF was 1.53 compared with the 



expected DEFF of 0.89. Additionally, the observed power was around 10% and 30% lower than 

expected for an ICC of 0.2 and 0.8, respectively, in scenarios where individual randomisation or 

randomisation to opposite groups was performed and the probability of a pair was 0.015. Further 

investigation of the problematic scenarios revealed that estimated treatment effects and their variances 

were highly variable for simulated datasets where the working correlation parameter was very close to 

1, often resulting in huge observed DEFFs. The estimated correlation parameter was set to the 

maximum possible value of 0.9999 for around 5% and 50% of simulated datasets when the ICC was 

0.2 and 0.8, respectively, and results were greatly improved when these datasets were excluded (data 

not shown). When the sample size was reduced from 500 to 200, convergence problems were slightly 

more common for the exchangeable working correlation structure, occurring in up to 3% of simulated 

datasets. Underestimation of power was again observed for the exchangeable working correlation 

structure with individual randomisation or randomisation to opposite groups, although underestimation 

could occur when the probability of a pair was 0.2 in addition to 0.015. Results for DEFFs with a 

sample size of 200 were similar to those obtained for a sample size of 500 (see Supporting 

Information).  

 

The simulation results for a binary outcome with a logit link function and a total sample size of 1000 

are shown in Tables V and VI. For the independence working correlation structure, the observed 

DEFFs and power were similar to the expected values in all scenarios. This was also true for the 

majority of scenarios for the exchangeable working correlation structure after excluding up to 2% of 

simulated datasets where the model failed to converge. The exception occurred when individual 

randomisation or randomisation to opposite groups was performed, the probability of a pair was 0.015 

and the ICC was 0.8, where the observed DEFFs were somewhat larger than expected and the observed 

power was around 30% lower than expected. Consistent with the continuous outcome case, these 

problems could be attributed to highly variable estimated treatment effects and variances in datasets 

where the working correlation parameter was very close to 1. With a smaller sample size of 400, 

convergence problems increased for the exchangeable working correlation structure and affected up to 

4% of simulated datasets. Observed DEFFs and power remained close to expected values for the 

independence working correlation structure. Unlike other settings, observed DEFFs for the 

exchangeable working correlation structure were substantially smaller than expected under individual 

randomisation or randomisation to opposite groups in scenarios where the probability of a pair was 

0.015 and the ICC was 0.8. However, power was also around 60% lower than expected in these 

scenarios, consistent with other settings (see Supporting Information). These seemingly contradictory 

results, where both the observed DEFFs and power were too small, resulted from tiny estimated 

treatment effects and variances in many simulated datasets when the working correlation parameter 

was very close to 1. For example, in the worst case scenario where individual randomisation was 

performed and the median observed DEFF was 0.00 compared with the expected DEFF of 0.95, the 

estimated correlation parameter was 0.9999 for 63% of simulated datasets and the median estimated 

treatment effect and variance were both 0.00 in these datasets. Simulation results were very similar 

when the log link function was used instead of the logit link (see Supporting Information). 

 

4. EXAMPLE CALCULATIONS 

 

To illustrate how the DEFFs presented in Section 2 can be used to determine the sample size for future 

trials involving a mixture of independent and paired data, we consider two hypothetical examples. 

First, suppose a trial is planned to assess the effect of a nutritional supplement in the general population 

of pregnant women on cognitive development in the infant. Women with a singleton or twin pregnancy 

will be randomised to receive the intervention or placebo (cluster randomisation) and cognitive 

development will be assessed using the Bayley Scales of Infant and Toddler Development (mean=100, 

standard deviation=15) [25]. It is expected that the ICC will be 0.7, 1.5% of mothers will have twins 



and hence approximately 3% of infants will be from a twin birth (i.e. 0.03P  ). If the outcomes of all 

infants included in the trial were independent, 444 infants would be required (222 per group) to provide 

80% power to detect a clinically important 4 point improvement in the mean cognitive score, based on 

an independent samples t-test with two-sided  =0.05. However, the inclusion of twins violates the 

assumption of independence and hence this sample size should be multiplied by the DEFF for cluster 

randomisation from Table I. If the analysis will be performed using GEEs with an independence 

working correlation structure, the DEFF is 1.02 and the required total sample size increases to 454 

infants to account for the twins. In comparison, the DEFF for GEEs with an exchangeable working 

correlation structure is 1.01 and the total sample size increases to 450 infants to account for the twins. 

These relatively small changes in the sample size reflect the low twin birth rate in the target population. 

With 1.5% of mothers delivering twins, it is expected that consent will be needed from 448 or 444 

pregnant women in order to include 454 or 450 infants in the trial, respectively. 

 

Now consider a trial designed to assess the effect of a new infant formula intended to reduce neonatal 

morbidity among infants born preterm. Mothers giving birth to a singleton or twins before 37 weeks’ 

gestation will be approached for consent and infants will be randomised individually to receive the new 

formula or the standard formula. It is anticipated that 30% of infants born preterm will be from a twin 

birth (i.e. 0.3P  ), the ICC for neonatal morbidity will be 0.5, and the new formula will reduce the 

risk of neonatal morbidity from 20% to 14% (odds ratio=0.65). If there were no twins included in the 

trial, a total of 1294 infants (647 per group) would be required to detect this reduction in the risk of 

neonatal morbidity between the treatment groups, based on a continuity-corrected chi-square test with 

two-sided  =0.05 and 80% power. This is also the number of infants required after accounting for the 

twins using the DEFF for the logit link and individual randomisation from Table II, provided the 

analysis will be performed using GEEs with an independence working correlation structure, since the 

DEFF is 1.00 in this case. Alternatively, if the exchangeable working correlation structure will be used 

then the DEFF is 0.91 and the total number of infants required reduces by 116 to 1178 (589 per group).  

 

5. DISCUSSION 

 

We have derived DEFFs that can be used to calculate the sample size for two-arm, parallel group, 

randomised controlled trials including both independent and paired data when the analysis will be 

performed using GEEs. These DEFFs are relatively simple to calculate and depend on quantities that 

can usually be specified at the trial planning stage, namely the ICC and the proportion of observations 

that belong to a pair. We have shown through simulation that the derived DEFFs are valid across a 

range of scenarios. However, the DEFFs presented for the exchangeable working correlation structure 

should be used with caution when members of the same pair are to be randomised independently or to 

opposite treatment groups, especially when the probability of a pair is low or the ICC is high, as use of 

these equations may result in lower than expected power. A conservative approach when one of these 

methods of randomisation is chosen is to use the DEFF for the independence working correlation 

structure, since this will result in a larger sample size than the exchangeable working correlation 

structure and provide the desired power if an independence working correlation structure is specified in 

the analysis. If an exchangeable working correlation structure is used for analysis, careful attention 

should be paid to the working correlation parameter, as we found that working correlations close to 1 

can lead to unusually large or small estimates for the treatment effect and its variance. Large 

correlations are uncommon for clustered data in general [26-28] but ICCs as high as 0.9 have been 

reported in twin studies [29, 30].  

 

When calculating the required sample size for a trial, it may be tempting to choose the exchangeable 

working correlation structure over the independence structure in general due to the smaller DEFF. As 

seen in the example sample size calculations, this approach can lead to a substantial reduction in the 



required sample size compared with the independence structure, which translates into shorter 

recruitment periods and reduced trial costs. This finding is consistent with previous studies that have 

shown efficiency gains for the exchangeable compared to the independence working correlation 

structure in some settings [17, 18]. Despite these advantages, there are several reasons to prefer an 

independence working correlation structure for both sample size planning and analysis. First, 

convergence problems can occur for the exchangeable working correlation structure and an alternative 

method of analysis will then be required. If the sample size was determined assuming an exchangeable 

working correlation structure, this could result in an underpowered trial. Second, GEEs with an 

exchangeable working correlation structure do not necessarily estimate a marginal treatment parameter 

of interest when the cluster size is informative, that is, when the outcome of interest is related to the 

size of the cluster conditional on the covariates in the analysis model [20]. This issue has been 

investigated in the neonatal trial setting, where GEEs can be used to estimate marginal treatment effects 

with either a mother-level or infant-level interpretation and the latter interpretation is typically of 

primary interest. The independence working correlation structure is recommended to produce treatment 

effect estimates with this interpretation, while the exchangeable working correlation structure may not 

produce estimates of either marginal treatment effect [21].  

 

Before the DEFF can be calculated, a choice must be made regarding the method of randomisation. 

Although cluster randomisation results in larger sample sizes than other methods of randomisation, it is 

often the more feasible approach. For example, in the neonatal setting cluster randomisation is 

necessary for interventions given to the mother and is usually more acceptable to parents for 

interventions given to the infant [12]. If individual randomisation is chosen, randomly permuted blocks 

should be used with caution as blocking affects the percentage of clusters of size 2 that are intervention 

only, control only, and a mixture of intervention and control, assumed to be 25%, 25% and 50% 

respectively when deriving the DEFFs presented in Tables I and II. For example, in a trial consisting of 

paired data only, employing individual randomisation with randomly permuted blocks of size 2 will 

result in 100% of pairs being be a mixture of intervention and control, equivalent to randomising 

members of the same pair to opposite treatment groups. With fewer pairs or larger block sizes, the 

percentage of pairs assigned to opposite treatment groups will decrease from 100% but remain greater 

than the assumed value of 50%. The more general DEFFs given in equations (3), (4) and the 

Supporting Information can to be used to determine the sample size required under individual 

randomisation while accounting for different distributions of clusters of size 2 resulting from blocking. 

Alternatively, the DEFFs presented in Tables I and II can be used to calculate the sample size that will 

provide at least the desired power. 

 

In order to calculate the sample size required for a new trial, an estimate of the ICC must be obtained 

for the outcome of interest. Unfortunately, a recent review of neonatal trials including twins found that 

none of the 26 included trials published ICCs [14]. Moderate to high ICCs have been reported for 

several neonatal outcomes in methodological papers [16, 31] and thus including twins in a trial is 

expected to have a non-negligible impact on the sample size unless the proportion of twins is very 

small. More published ICCs are needed to assist with sample size planning for future neonatal trials 

including twins. The best way to calculate ICCs for these trials, particularly whether calculations 

should involve data from twins only or all infants, is an important area for further research. 

 

Several of our derived DEFFs can be shown algebraically to be consistent with previously published 

equations, providing further validation for their use. The DEFF reported by Gauderman and Barlow [4] 

for ophthalmology trials involving patients with one or both eyes included, cluster randomisation and a 

continuous or binary outcome agrees with our DEFF for the independence working correlation 

structure. The equations presented by Pan [10] for the GEE robust variance estimate assuming a binary 

outcome with a logit link, constant or varying treatment group within clusters, varying cluster size and 

an independence or exchangeable working correlation structure can be shown to produce DEFFs that 



match ours for cluster randomisation and randomisation to opposite treatment groups when the 

maximum cluster size is set to 2. The exact DEFF of  1 1m    for cluster randomisation with 

varying cluster size based on a summary statistics analysis with cluster size weights [6] reduces to our 

DEFF for a continuous or binary outcome with an independence working correlation structure when 

only clusters of size 1 and 2 are considered. The widely used approximation, where m  is simply 

replaced by the average cluster size, is known to underestimate the DEFF [3] and hence we recommend 

using our DEFF instead to avoid underestimating the required sample size. Finally, the DEFF derived 

by Vierron and Giraudeau [2] based on a two-way analysis of variance for a continuous outcome 

reduces to our equation (3) for independent and paired data analysed using GEEs with an independence 

working correlation structure under the assumption that the total sample size is balanced between 

treatment groups. Our finding that DEFF>1 for cluster randomisation but DEFF≤1 for individual 

randomisation and randomisation to opposite groups is also expected, since ignoring clustering is 

known to produce standard errors that are too small for between-cluster effects but too large for within-

cluster effects [1]. Despite these consistencies with previous work, to our knowledge this is the first 

article to derive equations for DEFFs that are directly applicable to trials involving both independent 

and paired data, and will allow the applied statistician to easily determine the sample size required for 

such trials. This is important, since recent systematic reviews of neonatal [14] and ophthalmic [13] 

trials indicate that clustering due to the inclusion of paired data is rarely taken into account in sample 

size calculations. Our simulation results suggest the DEFFs presented here can also be used in sample 

size planning for simpler trials involving paired data only, thus further extending their potential use. 

 

Our study had several limitations. First, the maximum cluster size considered was 2. In most settings 

where independent and paired data arise, larger cluster sizes are not possible, such as trials measuring 

outcomes on eyes or knees of patients. In neonatal trials, clusters of size 3 (triplets) or more are 

sometimes eligible for inclusion, although these are usually so rare that they could reasonably be 

ignored at the sample size planning stage. Alternatively, the DEFFs presented in this article could be 

extended to allow for larger cluster sizes if the proportion of triplets was expected to be non-negligible 

and this is an interesting area for further research. Second, all DEFFs were derived assuming that the 

marginal or population-average treatment effect is of interest and hence clustering will be taken into 

account in the analysis using GEEs. Mixed effects models provide an alternative approach for handling 

clustered data and estimate conditional or cluster-specific treatment effects. The choice between these 

analysis approaches should be driven by the estimand of interest and is particularly important for the 

logistic model, where marginal and conditional treatment effects differ, but less important for the linear 

or log binomial model, where the two treatment effects coincide [32, 33]. Sample size methods based 

on mixed effects models have been proposed in other settings, including longitudinal studies [34] and 

trials where clusters of size 1 only occur in one treatment group [35, 36]. Developing sample size 

methods for trials involving independent and paired data in both treatment groups based on mixed 

effects models may be of limited value, since these models can produce biased treatment effect 

estimates and poor coverage rates in this setting [16]. GEEs are more popular for analysing trials 

involving independent and paired data in practice [12-14] and hence were the focus of this article. 

Finally, the scenarios considered in our simulation study involved a relatively large number of clusters 

(mothers), as would often be expected in trials including both independent and paired data due to the 

small cluster sizes of 1 or 2. However, few clusters may be required for trials where large treatment 

effects are anticipated. The DEFFs presented in this article may not be appropriate for trials with few 

clusters, since GEEs underestimate the variance of parameter estimates in this case and small sample 

corrections are recommended [37, 38]. Further research is needed to develop sample size methods that 

are applicable to trials involving independent and paired data with few clusters. 

 

In conclusion, clustering can easily be taken into account in sample size calculations for randomised 

trials including both independent and paired data using the DEFFs presented in this article. The 



relevant DEFF should be applied after carefully considering whether GEEs with an independence or 

exchangeable working correlation structure are the most appropriate method of analysis for the trial in 

question. 
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Table I: Design effects for continuous outcomes by method of randomisation and choice of working 

correlation structure 

 

Randomisation Method for Pairs Independence Working 

Correlation 

Exchangeable Working 

Correlation 

Cluster 1 P  1

1 S








 

Individual 1 2

2

1

1 S



 




 

Opposite Groups 1 P  1

1 S








 

 

  



Table II: Design effects for binary outcomes with a logit link by method of randomisation and choice 

of working correlation structure 

 

Randomis

ation 

Method 

for Pairs 

Independence Working Correlation Exchangeable Working Correlation 

Cluster 1 P  1

1 S








 

Individual   

   

1 11
1

2 1 1

I C I C

P

I I C C

   


   

  
  
   
 

  
  

   

  

2 2

2 2

1 11
1 1

2 1 1

1 1

I C I C

S P

I I C C

S S P

   
   

   

    

   
     

    
  

  

 

Opposite 

Groups 
  

   

2 1 1
1

1 1

I C I C

P

I I C C

   


   

  
 
   
 

  
  

   

  

2

2

2 1 1
1 1

1 1

1 1

I C I C

S P

I I C C

S S P

   
   

   

   

   
    

    
  

  
 

 

 

  



Table III: Observed and expected design effects for a continuous outcome with a sample size of 500  

 

   GEE Independence GEE Exchangeable** 

Randomis

ation 

Method 

for Pairs 

Probabilit

y of a Pair 

ICC Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Cluster 0.015 0.2 1.00 1.01 -0.11 1.00 1.00 -0.13 

  0.8 1.02 1.02 -0.33 1.01 1.01 -0.17 

 0.2 0.2 1.06 1.07 -0.23 1.06 1.06 -0.27 

  0.8 1.26 1.27 -0.39 1.17 1.17 -0.23 

 1 0.2 1.19 1.20 -0.42 1.19 1.20 -0.42 

  0.8 1.80 1.80 -0.09 1.80 1.80 -0.09 

Individual 0.015 0.2 1.00 1.00 0.00 1.00 1.00 0.12 

  0.8 1.00 1.00 -0.01 1.00 0.95 5.51 

 0.2 0.2 1.00 1.00 -0.11 0.98 0.99 -0.28 

  0.8 1.00 1.00 -0.17 0.67 0.63 6.89 

 1 0.2 1.00 1.00 -0.07 0.96 0.96 -0.35 

  0.8 1.00 1.00 -0.26 0.36 0.36 -0.33 

Opposite 

Groups 

0.015 0.2 1.00 0.99 0.13 1.00 0.99 0.84 

  0.8 0.98 0.98 0.30 1.53 0.89 71.64 

 0.2 0.2 0.93 0.93 0.10 0.93 0.92 0.23 

  0.8 0.74 0.73 0.38 0.46 0.43 6.32 

 1 0.2 0.80 0.80 0.08 0.80 0.80 0.08 

  0.8 0.20 0.20 0.08 0.20 0.20 0.08 

 

* Median value across 10,000 simulated datasets. 

** Results calculated after excluding up to 2% of simulated datasets where model failed to converge. 

 

  



Table IV: Observed and expected power for a continuous outcome with a sample size of 500 

 

   GEE Independence GEE Exchangeable* 

Randomis

ation 

Method 

for Pairs 

Probabilit

y of a Pair 

ICC Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Cluster 0.015 0.2 91.78 91.69 0.10 90.75 91.71 -1.05 

  0.8 91.14 91.23 -0.10 91.31 91.50 -0.20 

 0.2 0.2 89.85 90.11 -0.28 90.23 90.31 -0.09 

  0.8 84.69 84.62 0.08 87.56 87.20 0.42 

 1 0.2 86.62 86.47 0.17 86.62 86.47 0.17 

  0.8 71.12 70.54 0.82 71.12 70.54 0.82 

Individual 0.015 0.2 92.05 91.84 0.23 85.80 91.87 -6.60 

  0.8 91.87 91.84 0.04 67.80 93.07 -27.15 

 0.2 0.2 91.76 91.84 -0.08 92.03 92.18 -0.16 

  0.8 91.86 91.84 0.03 97.15 98.85 -1.72 

 1 0.2 91.92 91.84 0.09 92.74 92.83 -0.10 

  0.8 91.78 91.84 -0.06 99.95 99.99 -0.04 

Opposite 

Groups 

0.015 0.2 92.38 91.99 0.43 83.18 92.02 -9.61 

  0.8 92.38 92.43 -0.05 62.70 94.37 -33.56 

 0.2 0.2 93.10 93.47 -0.40 93.26 93.71 -0.48 

  0.8 97.34 97.48 -0.15 99.84 99.92 -0.08 

 1 0.2 96.54 96.33 0.22 96.54 96.33 0.22 

  0.8 100.00 100.00 0.00 100.00 100.00 0.00 

 

* Results calculated after excluding up to 2% of simulated datasets where model failed to converge. 

 

  



Table V: Observed and expected design effects for a binary outcome with a logit link and a sample size 

of 1000  

 

   GEE Independence GEE Exchangeable** 

Randomis

ation 

Method 

for Pairs 

Probabilit

y of a Pair 

ICC Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Cluster 0.015 0.2 1.01 1.01 -0.04 1.00 1.00 -0.03 

  0.8 1.02 1.02 -0.08 1.01 1.01 -0.05 

 0.2 0.2 1.07 1.07 -0.10 1.06 1.06 -0.08 

  0.8 1.26 1.27 -0.13 1.17 1.17 -0.06 

 1 0.2 1.20 1.20 -0.15 1.20 1.20 -0.15 

  0.8 1.80 1.80 -0.01 1.80 1.80 -0.01 

Individual 0.015 0.2 1.00 1.00 -0.02 1.00 1.00 -0.05 

  0.8 1.00 1.00 0.00 0.96 0.95 0.63 

 0.2 0.2 1.00 1.00 -0.03 0.98 0.99 -0.15 

  0.8 1.00 1.00 -0.10 0.63 0.63 0.92 

 1 0.2 1.00 1.00 -0.14 0.96 0.96 -0.22 

  0.8 1.00 1.00 -0.24 0.36 0.36 -0.57 

Opposite 

Groups 

0.015 0.2 
0.99 0.99 0.03 1.00 0.99 0.34 

  0.8 0.98 0.98 0.06 0.96 0.89 6.94 

 0.2 0.2 0.93 0.93 0.04 0.92 0.92 0.10 

  0.8 0.73 0.73 0.14 0.43 0.43 0.76 

 1 0.2 0.80 0.80 -0.01 0.80 0.80 -0.01 

  0.8 0.20 0.20 0.00 0.20 0.20 0.00 

 

* Median value across 10,000 simulated datasets. 

** Results calculated after excluding up to 2% of simulated datasets where model failed to converge. 

 

  



Table VI: Observed and expected power for a binary outcome with a logit link and a sample size of 

1000 

 

   GEE Independence GEE Exchangeable* 

Randomis

ation 

Method 

for Pairs 

Probabilit

y of a Pair 

ICC Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Cluster 0.015 0.2 91.24 91.18 0.07 91.30 91.20 0.11 

  0.8 90.93 90.71 0.24 91.31 90.98 0.36 

 0.2 0.2 89.47 89.55 -0.09 89.80 89.77 0.04 

  0.8 83.96 83.96 0.00 86.85 86.58 0.31 

 1 0.2 85.51 85.85 -0.39 85.51 85.85 -0.39 

  0.8 69.41 69.83 -0.61 69.41 69.83 -0.61 

Individual 0.015 0.2 91.04 91.33 -0.32 89.47 91.36 -2.07 

  0.8 91.11 91.33 -0.24 64.87 92.61 -29.96 

 0.2 0.2 91.62 91.33 0.32 91.86 91.69 0.19 

  0.8 91.23 91.33 -0.10 99.62 98.70 0.93 

 1 0.2 91.76 91.33 0.47 92.56 92.35 0.22 

  0.8 91.72 91.31 0.45 100.00 99.98 0.02 

Opposite 

Groups 

0.015 0.2 91.43 91.49 -0.06 90.09 91.52 -1.56 

  0.8 91.46 91.94 -0.53 69.01 93.96 -26.56 

 0.2 0.2 92.83 93.02 -0.20 92.99 93.27 -0.30 

  0.8 97.19 97.22 -0.03 99.99 99.90 0.09 

 1 0.2 96.19 96.00 0.20 96.19 96.00 0.20 

  0.8 100.00 100.00 0.00 100.00 100.00 0.00 

 

* Results calculated after excluding up to 2% of simulated datasets where model failed to converge. 

 

 

 

 



SUPPORTING INFORMATION 

 

Sample Size Calculations for Randomised Trials Including Both Independent and Paired Data (Yelland et al.) 

 

1. NOTATION AND ASSUMPTIONS 

 

Let the number of clusters and cluster members of each type be denoted as follows: 

 

 Single Cluster  

( 1in  ) 

Paired Cluster ( 2in  ) Total 

Cluster Type Number of 

Clusters/Cluster 

Members 

Number of Clusters Number of Cluster 

Members 

Number of Clusters Number of Cluster 

Members 

Intervention 
SIM  

PIM  2PI PI PMN M M   I SI PIM M M   

2

I SI PI

SI PI PM

N M N

M M M

 

  
 

Control 
SCM  

PCM  2PC PC PMN M M   C SC PCM M M   

2

C SC PC

SC PC PM

N M N

M M M

 

  
 

Mixed 0 
PMM  0 

M PMM M  0 

Total 
S SI SCM M M   P PI PC PMM M M M    

2

P PI PC

P

N N N

M

 


 

I C M

S P

M M M M

M M

  

 
 

2

I C

S P

N N N

M M

 

 
 

 

See Section 2.1 of the main article for additional notation. In Sections 2-4, all design effects (DEFFs) are derived under the assumption that the 

sample size is balanced between treatment groups overall, i.e. 2I CN N N  . For the exchangeable working correlation structure, DEFFs are 

derived under the additional assumption that the sample size is balanced between treatment groups conditional on cluster size, i.e. 

2SI SC SM M M   and 2PI PC P PI PCN N N M M    . 

 

 

 

 

 



2. DESIGN EFFECTS FOR CONTINUOUS OUTCOMES  

 

For independent data, it is straightforward to show that the variance of the treatment effect estimate is given by   2 2

1
ˆvar I CN N    , which 

reduces to 24 N  under the balanced treatment groups overall assumption. This will be used as the denominator for the DEFFs. 

 

2.1 Independence Working Correlation Structure 

 

   
1 1
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cov 1
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For 2in  : 
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X X X
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cov
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For all clusters combined: 
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2.2 Exchangeable Working Correlation Structure 

 

 
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For all clusters combined: 
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3. DESIGN EFFECTS FOR BINARY OUTCOMES WITH LOGIT LINK FUNCTION 

 

For independent data, it is straightforward to show that the variance of the treatment effect estimate is given by 

 
   

1

1 1ˆvar
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   

 
 

 using the multivariate delta method, which reduces to 
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treatment groups overall assumption. This will be used as the denominator for the DEFFs. 

 

3.1 Independence Working Correlation Structure 
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3.2 Exchangeable Working Correlation Structure 
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For all clusters combined: 
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4. DESIGN EFFECTS FOR BINARY OUTCOMES WITH LOG LINK FUNCTION  

 

For independent data, it is straightforward to show that the variance of the treatment effect estimate is given by  1
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multivariate delta method, which reduces to 
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 under the balanced treatment groups overall assumption. This will be used 

as the denominator for the DEFFs. 

 

4.1 Independence Working Correlation Structure 
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4.2 Exchangeable Working Correlation Structure 
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5. ADDITIONAL SIMULATION RESULTS 

 

Table 5.1: Observed and expected design effects for a continuous outcome with a sample size of 200  

 

   GEE Independence GEE Exchangeable** 

Randomisation 

Method for 

Pairs 

Probability 

of a Pair 

ICC Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Cluster 0.015 0.2 1.00 1.01 -0.37 1.00 1.00 -0.26 

  0.8 1.02 1.02 -0.80 1.01 1.01 -0.50 

 0.2 0.2 1.06 1.07 -0.64 1.05 1.06 -0.78 

  0.8 1.25 1.27 -0.98 1.17 1.17 -0.55 

 1 0.2 1.19 1.20 -0.78 1.19 1.20 -0.78 

  0.8 1.80 1.80 -0.18 1.80 1.80 -0.18 

Individual 0.015 0.2 1.00 1.00 0.00 1.00 1.00 0.12 

  0.8 1.00 1.00 0.00 1.00 0.95 5.08 

 0.2 0.2 1.00 1.00 -0.32 0.98 0.99 -0.63 

  0.8 1.00 1.00 -0.31 0.72 0.63 14.18 

 1 0.2 0.99 1.00 -0.58 0.95 0.96 -1.24 

  0.8 0.99 1.00 -1.35 0.36 0.36 -1.25 

Opposite 

Groups 

0.015 0.2 1.00 0.99 0.36 1.00 0.99 1.11 

  0.8 0.98 0.98 0.81 1.00 0.89 11.69 

 0.2 0.2 0.94 0.93 0.21 0.93 0.92 0.84 

  0.8 0.74 0.73 0.76 0.48 0.43 12.03 

 1 0.2 0.80 0.80 -0.26 0.80 0.80 -0.26 

  0.8 0.20 0.20 0.36 0.20 0.20 0.36 

 

* Median value across 10,000 simulated datasets. 

** Results calculated after excluding up to 3% of simulated datasets where model failed to converge. 

 

  



Table 5.2: Observed and expected power for a continuous outcome with a sample size of 200 

 

   GEE Independence GEE Exchangeable* 

Randomisation 

Method for 

Pairs 

Probability 

of a Pair 

ICC Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Cluster 0.015 0.2 56.34 56.16 0.31 56.77 56.20 1.00 

  0.8 55.95 55.44 0.93 56.66 55.86 1.44 

 0.2 0.2 53.96 53.74 0.40 54.42 54.05 0.69 

  0.8 47.74 47.01 1.56 50.81 49.92 1.79 

 1 0.2 50.20 49.06 2.32 50.20 49.06 2.32 

  0.8 35.33 35.24 0.25 35.33 35.24 0.25 

Individual 0.015 0.2 56.74 56.41 0.59 57.44 56.46 1.74 

  0.8 57.67 56.41 2.23 59.78 58.57 2.07 

 0.2 0.2 57.15 56.41 1.31 57.80 56.99 1.43 

  0.8 56.08 56.41 -0.58 68.51 76.33 -10.25 

 1 0.2 57.00 56.41 1.05 59.41 58.13 2.21 

  0.8 58.17 56.41 3.12 94.20 94.24 -0.05 

Opposite 

Groups 

0.015 0.2 57.07 56.66 0.73 51.95 56.72 -8.41 

  0.8 58.22 57.41 1.41 50.98 61.15 -16.63 

 0.2 0.2 59.93 59.32 1.03 60.46 59.79 1.12 

  0.8 70.25 69.75 0.72 85.45 89.98 -5.03 

 1 0.2 66.42 65.97 0.68 66.42 65.97 0.68 

  0.8 99.77 99.73 0.04 99.77 99.73 0.04 

 

* Results calculated after excluding up to 3% of simulated datasets where model failed to converge. 

  



Table 5.3: Observed and expected design effects for a binary outcome with a logit link and a sample size of 400  

 

   GEE Independence GEE Exchangeable** 

Randomisation 

Method for 

Pairs 

Probability 

of a Pair 

ICC Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Cluster 0.015 0.2 1.00 1.01 -0.10 1.01 1.00 0.04 

  0.8 1.02 1.02 -0.20 1.01 1.01 -0.11 

 0.2 0.2 1.06 1.07 -0.30 1.06 1.06 -0.22 

  0.8 1.26 1.27 -0.35 1.17 1.17 -0.22 

 1 0.2 1.19 1.20 -0.45 1.19 1.20 -0.45 

  0.8 1.80 1.80 -0.06 1.80 1.80 -0.06 

Individual 0.015 0.2 1.00 1.00 -0.03 1.00 1.00 -0.14 

  0.8 1.00 1.00 -0.02 0.00 0.95 -99.70 

 0.2 0.2 1.00 1.00 -0.13 0.98 0.99 -0.44 

  0.8 1.00 1.00 -0.14 0.65 0.63 3.62 

 1 0.2 1.00 1.00 -0.31 0.95 0.96 -0.66 

  0.8 1.00 1.00 -0.47 0.36 0.36 -0.73 

Opposite 

Groups 

0.015 0.2 
0.99 0.99 0.08 1.00 0.99 0.72 

  0.8 0.98 0.98 0.12 0.70 0.89 -21.18 

 0.2 0.2 0.93 0.93 0.12 0.93 0.92 0.27 

  0.8 0.74 0.73 0.25 0.44 0.43 2.19 

 1 0.2 0.80 0.80 0.01 0.80 0.80 0.01 

  0.8 0.20 0.20 0.21 0.20 0.20 0.21 

 

* Median value across 10,000 simulated datasets. 

** Results calculated after excluding up to 4% of simulated datasets where model failed to converge. 

  



Table 5.4: Observed and expected power for a binary outcome with a logit link and a sample size of 400 

 

   GEE Independence GEE Exchangeable* 

Randomisation 

Method for 

Pairs 

Probability 

of a Pair 

ICC Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Cluster 0.015 0.2 55.99 55.57 0.75 53.94 55.61 -3.00 

  0.8 55.46 54.86 1.10 56.14 55.27 1.56 

 0.2 0.2 52.62 53.18 -1.06 52.94 53.48 -1.01 

  0.8 45.82 46.54 -1.55 48.68 49.41 -1.48 

 1 0.2 48.65 48.57 0.17 48.65 48.57 0.17 

  0.8 34.08 34.97 -2.54 34.08 34.97 -2.54 

Individual 0.015 0.2 55.79 55.82 -0.05 45.01 55.87 -19.43 

  0.8 55.75 55.81 -0.12 23.99 57.94 -58.59 

 0.2 0.2 56.55 55.81 1.32 57.40 56.38 1.80 

  0.8 56.27 55.80 0.84 75.40 75.58 -0.24 

 1 0.2 55.05 55.81 -1.36 57.13 57.50 -0.64 

  0.8 56.21 55.78 0.77 98.82 93.73 5.43 

Opposite 

Groups 

0.015 0.2 56.66 56.06 1.07 46.40 56.12 -17.32 

  0.8 57.45 56.81 1.14 26.82 60.50 -55.67 

 0.2 0.2 58.51 58.69 -0.30 59.01 59.15 -0.24 

  0.8 69.54 69.01 0.77 92.70 89.37 3.73 

 1 0.2 65.98 65.26 1.10 65.98 65.26 1.10 

  0.8 100.00 99.66 0.34 100.00 99.66 0.34 

 

* Results calculated after excluding up to 4% of simulated datasets where model failed to converge. 

  



Table 5.5: Observed and expected design effects for a binary outcome with a log link and a sample size of 1000  

 

   GEE Independence GEE Exchangeable** 

Randomisation 

Method for 

Pairs 

Probability 

of a Pair 

ICC Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Cluster 0.015 0.2 1.01 1.01 -0.05 1.00 1.00 -0.11 

  0.8 1.02 1.02 -0.10 1.01 1.01 -0.11 

 0.2 0.2 1.07 1.07 -0.12 1.06 1.06 -0.14 

  0.8 1.26 1.27 -0.15 1.17 1.17 -0.06 

 1 0.2 1.20 1.20 -0.12 1.20 1.20 -0.12 

  0.8 1.80 1.80 -0.03 1.80 1.80 -0.03 

Individual 0.015 0.2 1.00 1.00 -0.03 1.00 1.00 -0.05 

  0.8 1.00 1.00 -0.02 0.95 0.95 0.17 

 0.2 0.2 1.00 1.00 -0.03 0.99 0.99 -0.16 

  0.8 1.00 1.00 -0.12 0.64 0.63 0.71 

 1 0.2 1.00 1.00 -0.13 0.96 0.96 -0.20 

  0.8 1.01 1.01 -0.22 0.37 0.38 -0.71 

Opposite 

Groups 

0.015 0.2 0.99 0.99 0.03 1.00 0.99 0.37 

  0.8 0.98 0.98 0.06 0.96 0.90 6.74 

 0.2 0.2 0.94 0.93 0.06 0.93 0.92 0.18 

  0.8 0.74 0.74 0.20 0.44 0.44 0.73 

 1 0.2 0.80 0.80 0.01 0.80 0.80 0.01 

  0.8 0.22 0.22 -0.01 0.22 0.22 -0.01 

 

* Median value across 10,000 simulated datasets. 

** Results calculated after excluding up to 2% of simulated datasets where model failed to converge. 

  



Table 5.6: Observed and expected power for a binary outcome with a log link and a sample size of 1000 

 

   GEE Independence GEE Exchangeable* 

Randomisation 

Method for 

Pairs 

Probability 

of a Pair 

ICC Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Cluster 0.015 0.2 91.16 91.09 0.07 91.25 91.12 0.14 

  0.8 90.85 90.63 0.25 91.29 90.90 0.43 

 0.2 0.2 89.37 89.47 -0.11 89.66 89.68 -0.03 

  0.8 83.81 83.89 -0.10 86.78 86.50 0.32 

 1 0.2 85.39 85.77 -0.44 85.39 85.77 -0.44 

  0.8 69.14 69.83 -0.99 69.14 69.83 -0.99 

Individual 0.015 0.2 90.95 91.25 -0.33 89.39 91.28 -2.07 

  0.8 91.06 91.24 -0.20 64.69 92.51 -30.07 

 0.2 0.2 91.57 91.23 0.37 91.83 91.58 0.27 

  0.8 91.14 91.17 -0.03 99.62 98.59 1.04 

 1 0.2 91.67 91.19 0.53 92.47 92.21 0.29 

  0.8 91.63 91.00 0.69 100.00 99.97 0.03 

Opposite 

Groups 

0.015 0.2 91.38 91.40 -0.02 90.01 91.44 -1.56 

  0.8 91.42 91.85 -0.46 68.93 93.85 -26.56 

 0.2 0.2 92.79 92.90 -0.12 92.94 93.15 -0.23 

  0.8 97.15 97.07 0.08 99.99 99.88 0.11 

 1 0.2 96.12 95.85 0.29 96.12 95.85 0.29 

  0.8 100.00 100.00 0.00 100.00 100.00 0.00 

 

* Results calculated after excluding up to 2% of simulated datasets where model failed to converge. 

 

  



Table 5.7: Observed and expected design effects for a binary outcome with a log link and a sample size of 400  

 

   GEE Independence GEE Exchangeable** 

Randomisation 

Method for 

Pairs 

Probability 

of a Pair 

ICC Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Observed 

DEFF* 

Expected 

DEFF 

Relative 

Difference 

(%)* 

Cluster 0.015 0.2 1.00 1.01 -0.11 1.00 1.00 -0.10 

  0.8 1.02 1.02 -0.24 1.01 1.01 -0.22 

 0.2 0.2 1.06 1.07 -0.38 1.05 1.06 -0.37 

  0.8 1.26 1.27 -0.38 1.17 1.17 -0.39 

 1 0.2 1.19 1.20 -0.47 1.19 1.20 -0.47 

  0.8 1.80 1.80 -0.06 1.80 1.80 -0.06 

Individual 0.015 0.2 1.00 1.00 -0.02 1.00 1.00 -0.09 

  0.8 1.00 1.00 -0.03 0.00 0.95 -99.71 

 0.2 0.2 1.00 1.00 -0.15 0.98 0.99 -0.41 

  0.8 1.00 1.00 -0.15 0.65 0.63 3.16 

 1 0.2 1.00 1.00 -0.35 0.96 0.96 -0.70 

  0.8 1.01 1.01 -0.36 0.37 0.38 -1.04 

Opposite 

Groups 

0.015 0.2 0.99 0.99 0.08 1.00 0.99 0.72 

  0.8 0.98 0.98 0.14 0.69 0.90 -22.99 

 0.2 0.2 0.94 0.93 0.13 0.93 0.92 0.49 

  0.8 0.74 0.74 0.38 0.45 0.44 1.78 

 1 0.2 0.81 0.80 0.12 0.81 0.80 0.12 

  0.8 0.22 0.22 0.26 0.22 0.22 0.26 

 

* Median value across 10,000 simulated datasets. 

** Results calculated after excluding up to 4% of simulated datasets where model failed to converge. 

  



Table 5.8: Observed and expected power for a binary outcome with a log link and a sample size of 400 

 

   GEE Independence GEE Exchangeable* 

Randomisation 

Method for 

Pairs 

Probability 

of a Pair 

ICC Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Observed 

Power 

Expected 

Power 

Relative 

Difference 

(%) 

Cluster 0.015 0.2 55.64 55.67 -0.05 53.51 55.71 -3.94 

  0.8 55.02 54.96 0.12 55.65 55.37 0.52 

 0.2 0.2 52.20 53.30 -2.06 52.54 53.59 -1.96 

  0.8 45.15 46.69 -3.31 48.17 49.54 -2.77 

 1 0.2 48.13 48.71 -1.19 48.13 48.71 -1.19 

  0.8 33.37 35.18 -5.15 33.37 35.18 -5.15 

Individual 0.015 0.2 55.22 55.91 -1.23 44.66 55.96 -20.19 

  0.8 55.24 55.90 -1.18 23.75 57.99 -59.04 

 0.2 0.2 56.07 55.88 0.35 56.95 56.44 0.90 

  0.8 55.68 55.78 -0.18 74.91 75.16 -0.33 

 1 0.2 54.51 55.81 -2.33 56.64 57.47 -1.45 

  0.8 55.44 55.52 -0.14 98.77 92.70 6.54 

Opposite 

Groups 

0.015 0.2 56.14 56.15 -0.01 45.54 56.21 -18.98 

  0.8 56.97 56.87 0.17 26.68 60.50 -55.90 

 0.2 0.2 58.07 58.70 -1.07 58.58 59.16 -0.98 

  0.8 69.19 68.68 0.74 92.46 88.73 4.20 

 1 0.2 65.22 65.06 0.24 65.22 65.06 0.24 

  0.8 100.00 99.40 0.61 100.00 99.40 0.61 

 

* Results calculated after excluding up to 4% of simulated datasets where model failed to converge. 

 




