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Abstract

Clouds play a crucial role in regulating the climatic and meteorological systems of planetary
atmospheres due to their impact on the radiative transfer of electromagnetic energy through
the atmosphere and in governing the hydrological (or equivalent) cycles. The role of clouds
is of particular interest within the Earth’s atmosphere where they cover approximately 70%
of the Earth’s surface and also have an impact on aircraft safety considerations due to aircraft
icing and associated hazards.

To quantitatively understand the influence of clouds in an atmospheric system, the
underlying physics of their formation, evolution and interaction with other atmospheric
dynamical processes must be observed and modelled. These processes are governed by the
underlying microphysical cloud properties such as the cloud particle shapes, sizes, spatial
clustering and thermodynamic phase. Direct observations of these microphysical properties
have historically proved challenging with large discrepancies seen between the outputs of
climate models and direct observations, suggesting a lack of understanding of these processes.

Digital holography is a three dimensional imaging technique that allows direct measure-
ment of many microphysical observables, such as the particle size distribution, particle shape
distribution and spatial distribution, making it an attractive solution to this observational
challenge. Previous instruments have been expensive and heavy devices, limiting their use to
ground based observations or on board expensive research aircraft flights, which has severely
limited the amount of data obtained from these instruments. There is therefore a need for
a low cost, light weight digital holographic instrument suitable for deployment on a tower
structure or weather balloon to obtain these critically needed measurements in remote and
widespread regions. The development of such an instrument is outlined in this thesis.
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Chapter 1

Introduction

1.1 Overview and Motivation

Clouds play a crucial role in the evolution, characterisation and habitability of planets due to
their role in governing the radiative transfer of energy through a planetary atmosphere[1–4]
and in maintaining the hydrological (or equivalent) cycle[5–7]. Clouds are of particular inter-
est on Earth due to their important role in the climatic[8, 9] and meteorological systems[10]
along with their influence on aircraft safety[11, 12], astrophysical observations[13] and
severe weather events[14]. Despite considerable research interest, there remains much that is
unknown about the formation, evolution and influence of clouds in planetary atmospheres.
Much of this uncertainty stems from the complex microphysical processes[15–17], occurring
on scales from nanometres up to centimetres inside of clouds, which have proven challenging
to measure in a robust and reliable way. There is therefore a need for new instrumentation to
be developed to improve our understanding of these enigmatic bodies.[18].

Clouds play a key role in the Earth’s climate system due to their influence on the
radiative transfer of energy through the atmosphere via the scattering and absorption of
shortwave solar and longwave thermal radiation. Large discrepancies are seen between
observations and predictions of climate models[19, 20], particularly over the polar regions[21,
22] which are particularly sensitive to a changing climate[23]. The International Panel
on Climate Change (IPCC) has identified clouds as being one of the leading sources of
uncertainty in model predictions[24] and hence an improved understanding of the physical
processes that govern the large scale properties of clouds is crucial. Cloud properties vary on
scales from nanometres to kilometres as a function of latitude, timescale and anthropogenic
influence, making these systems particularly challenging to constrain observationally. The
development of reliable climate models therefore requires reliable measurement instruments
to be developed with high temporal and spatial resolutions.
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The evolution and properties of large scale thunderstorms are strongly dependent on the
underlying microphysical processes that mediate their formation[14, 25]. Dynamical effects
such as convection[26] and turbulence[27] coupled with microphysical processes[28, 29] lead
to complicated large scale storm properties that are challenging to predict and constrain[30].
The generation and nature of lightning, for example, has been considered to be one of the least
understood problems in atmospheric physics[31, 32]. Various theories have been proposed
relating lightning to the interactions of water droplets and ice crystals with high energy
cosmic rays[33, 34] however, direct observations are critically needed to better understand
these extreme processes[35, 36]. Such extreme weather events are of interest both from a
theoretical point of view and also in improving early warning and prediction systems to
mitigate the expensive damage caused by these processes.

A strong understanding of clouds is also important for astrophysical observations. The
aerosol and cloud structure of the atmosphere is a fundamental component of the detection
process in ground based high energy gamma ray[13] and cosmic ray[37] air shower detec-
tors. A thorough understanding of the atmospheric scattering and absorption properties, as
influenced by aerosol and cloud particles, is therefore required to obtain reliable data[38–40].
Clouds also play an important role in the study of exoplanets in orbit around other star
systems. Recent observations suggest that exoplanet properties, such as the total water
content, may be masked by the presence of clouds[41]. There is therefore a need to improve
our understanding of cloud processes to improve the interpretation of observations[42] and
in improving planetary models[43]. The existence and properties of clouds are also strongly
linked to the habitability of planets via their role in the hydrological cycle and are therefore
of interest in exoplanetary characterisation[44].

Observables of cloud microphysical processes include the cloud particle size distributions,
cloud particle spatial distributions, the fraction of ice and liquid water, particle shape distri-
bution, ice crystal roughness, cloud electric field distribution and aerosol properties. Given
the dynamic and small scale nature of these observables, conventional measurement instru-
ments such as the Cloud Particle Imager (CPI)[45] and the Forward Scattering Spectrometer
Probe (FSSP)[46] have been unable to provide a full understanding of the complicated
cloud processes[47] due to issues related to limited sampling volume sizes and problems
associated with poor resolution capabilities. There is therefore a need for new instruments to
be developed to better constrain these properties in forming theories to describe and predict
the evolution of cloud systems.

Digital holography is a wavefront sensing technique that records both the amplitude and
the phase of a coherent optical wavefront[48]. When applied to light scattered from a field
of objects, this allows three dimensional (3D) images to be reconstructed with theoretically
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diffraction limited resolution[49], making it an appealing tool for measuring cloud particle
properties such as their shape, size and spatial distributions. Previous holographic instruments,
such as the recently developed HOLODEC instrument[50], have been heavy and expensive
devices which has restricted their use to ground based observations[51, 52] or on board
expensive research aircraft flights[53]. This has severely restricted the amount of data
obtained from these instruments, particularly over widespread and remote regions where
data is critically needed. The aim of this project was therefore to develop a low cost, light
weight digital holographic imaging device suitable for deployment on a tower structure or
weather balloon to significantly improve observational capabilities of these important cloud
microphysical observables, as required for the understanding of large scale cloud processes.

1.2 Thesis Organisation

In this thesis the development and experimental testing of a low cost digital holographic
imager for the study of cloud microphysics is outlined. Chapter 2 presents a review of the
underlying theory of cloud microphysics and a survey of modern observational techniques in
the field. In chapter 3 the theory of digital holography is described along with results of the
design, simulation and optimisation considerations for this holographic imager. Chapter 4
presents a summary of experimental testing results and characterisation of the instrument.
Results of a field campaign in which the instrument was tested at a Tasmanian mountain site
are presented in chapter 5 and chapter 6 provides a summary and outlook for future work.





Chapter 2

Cloud Microphysics

2.1 Introduction

The influence of clouds on the radiative transfer of energy through the atmosphere is a major
source of uncertainty in climate models and weather forecasting. This discrepancy is largely
due to the complicated interactions that govern the formation and evolution of macrophysical
cloud properties such as their reflectivity, infrared absorption and total water content. These
macrophysical properties depend on the underlying microphysical processes, that occur on
scales of nanometers to centimetres, such as the condensation of water droplets, growth of
ice crystals and their resultant optical scattering properties. The bulk cloud properties also
depend on dynamical processes such as convection and turbulence; however, an emphasis
is placed on the role of microphysics as the instrument developed in this work has been
designed for the study of these processes.

In this chapter, the background theory of cloud microphysical processes and their impact
on the Earth’s climate system will be outlined, along with a review of the major observational
techniques.

2.2 Theory Overview

Clouds form in the atmosphere via the conversion of water vapour in the air into water
droplets and ice crystals referred to as cloud particles[54–56]. A thermodynamic mixture
of condensed and vaporised water can exist in equilibrium when the vapour pressure of the
water (e) is equal to the saturation vapour pressure (es) defined relative to a plane of water
and the ratio of these quantities defines the Relative Humidity (RH) of the mixture. The
growth of water droplets in a cloud is primarily due to the diffusion of water vapour onto
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nucleating aerosol particles, as a result of differences between the ambient vapour pressure of
the air and the local vapour pressure around the curved cloud particle surface. The formation
of water droplets follows two distinct processes; homogeneous nucleation of vapour directly
to the liquid phase and heterogeneous nucleation which involves a nucleating surface such
as an aerosol acting as a Cloud Condensation Nuclei (CCN). Observations suggest that
conditions for homogeneous nucleation of water droplets are rarely achieved in the Earth’s
atmosphere[55] and so only heterogeneous nucleation will be discussed in this overview.

In the heterogeneous nucleation process, an aerosol particle is required to act as a CCN
from which the water droplet grows. Atmospheric aerosols may be classified as either
primary or secondary aerosols based on their formation mechanism[57]. Primary aerosols
are produced by direct transport of particles from the surface to the atmosphere via a range of
processes such as sea spray, mineral dust, biogenic sources such as the decay of plant matter
and anthropogenic sources. Secondary aerosols are produced directly in the atmosphere
via the chemical interaction of sulphuric acid, produced for example from anthropogenic
sources, with neutral gases and ions. The differing aerosol production mechanisms result in
different aerosol sizes, number densities, chemical compositions and electrical properties,
which significantly influence the large scale properties of the macroscopic clouds formed.
These aerosol properties vary as a function of latitude, dynamical background effects and
anthropogenic influence and the complex interplay between these factors result in large spatial
and temporal variations in cloud formation around the Earth[58, 59], making worldwide
measurements crucial in understanding the overall state of the atmosphere. Aerosol density
in the atmosphere can be influenced anthropogenically through the emission of primary
aerosols and via the subsequent chemical reactions of emitted gases that alter the atmospheric
sulphuric acid concentration. Natural sources of aerosol variation also exist since the ion
content in the atmosphere that regulates the production of secondary aerosols is influenced
by meteors and cosmic rays[60, 61]. The extent of the influence of anthropogenic versus
natural sources is a key uncertainty that must be constrained in producing accurate climate
models[62].

Heterogeneous nucleation of water droplets in a cloud can be described by the interaction
between the ambient water vapour field in the air and the local CCN properties. The
saturation vapour pressure over such a water droplet can be derived to first approximation via
thermodynamic arguments by considering the energy of surface tension on the surface of the
particle along with the aerosol chemical properties. The resultant equation for the saturation
vapour pressure around a cloud particle is referred to as the Kohler equation[54]
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e′s (a,nw) = e∗ exp
(

2σ
aρlRνT

−ν
ns

nw
Φs

)
(2.1)

where e′s is the saturation vapour pressure over the droplet surface, a is the droplet radius,
nw is the number of moles of water, e∗ is the saturation vapour pressure relative to a plane
surface of water, σ is the droplet surface tension, ρl is the density of water, Rv is the water
vapour gas constant, T is temperature, ν is the chemical dissassociativity, ns is the number of
moles of aerosol species and Φs is a fitting factor. The first quotient in the exponential term
can be attributed to the surface tension properties of the droplet and the second is due to the
chemical composition of the aerosol mixture.

The difference between the saturated vapour pressure around a water droplet as predicted
by the Kohler equation and that of the background air leads to water droplet growth by
vapour diffusion. It can be shown that if the saturated vapour pressure around a water
droplet becomes equal to the ambient vapour pressure, the water droplet will reach a stable
equilibrium size, otherwise droplet growth will continue until the ambient vapour field is
depleted or the droplet is removed from the cloud as rain[55]. It is this distinction between
particles that grow freely in size via the diffusion of water vapour and those that remain at
some fixed size in equilibrium with the background saturation vapour pressure that defines
the difference between a cloud and a background mixture of aerosols. This diffusion based
growth process is relatively slow and is unable to explain the broad particle size distributions
observed in real clouds[63]. A more realistic model for water droplet growth includes the
effects of collisional growth and coalescence which can be modelled as a stochastic collection
process[64] influenced by the particle size, inertia and electric charges of the cloud particles.
At small radii, the cross sectional collection efficiency is low and so the droplet growth is
dominated by condensation. As the droplet grows, the probability of collision increases and
hence the growth to larger rain droplet sizes is thought to be dominated by the collection
process.

A major unsolved problem in cloud physics is the nature of the transition from the
condensation growth regime to the collection growth regime[65]. This transition is crucial in
understanding the production of rain in warm clouds, defined as those with a temperature
greater than 0◦C. Growth by condensation is observed to produce particles below the size
required for efficient collectional growth in a homogeneous, uniform cloud and hence
other mechanisms are required to explain the evolution of cloud particles into rain. A
number of theories have been proposed to account for this discrepancy such as the role of
micro scale turbulence in increasing particle densities that enhance local supersaturation[66],
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giant aerosol CCN[67, 68], in the range of 1 to 10 microns, to seed larger particles by
condensation and variations in the Liquid Water Content (LWC) within the cloud due to
entrainment of unsaturated ambient air[69]. Observations of these processes have traditionally
proved challenging with conventional detection methods and there is therefore a need for
robust instruments, such as the one developed in this work, that can directly measure the
microphysical state of the cloud in a statistically significant manner.

The formation and growth of ice crystals in a cloud can be described in a similar manner
to water droplets; however, due to the crystalline nature of solid ice, the growth of ice crystals
leads to more complicated shapes referred to as crystal habits. The molecular structure of
water, along with the thermodynamic conditions in the atmosphere, constrain the possible
crystal shapes that may form. Water can exist in 15 different known crystalline phases[70];
however, within the Earth’s atmosphere only hexagonal ice and metastable cubic ice are
believed to form based on laboratory studies[71]. In situ observations are still required to
determine the prevalence of the metastable cubic ice structure in the atmosphere[72]. The
large scale shape of ice crystals grown from cubic ice is more isotropic[70] than that from
hexagonal ice, which favours irregular shapes such as hexagonal plates and columns and
hence observational methods sensitive to particle shape such as polarisation studies and
directing imaging methods should be suitable to study this phenomena.

Similarly to the formation of water droplets from water vapour, ice crystals may form via
homogeneous and heterogeneous nucleation of water droplets or water vapour directly to
the solid phase. Homogeneous nucleation occurs at temperatures below ∼ -38° C[73] and
is thought to be an important process in cold cirrus clouds[74], Arctic Mixed Phase Cloud
(MPC) formations[75] and in convective systems[76]; however, heterogeneous freezing is
thought to be the dominant process for ice crystals formed in warmer tropical and equatorial
clouds[77]. Heterogeneous nucleation of ice requires Ice Nuclei (IN) particles which are a
subset of aerosols with properties that are suitable for ice crystal nucleation[78–80]. Growth
of ice crystals is then governed by a range of processes such as vapour deposition[81],
riming[82] and aggregation[83]. The complicated interactions of water vapour, liquid and
ice is poorly understood and leads to a wide variety of ice crystal shapes observed in the
atmosphere[84] as summarised in Figure 2.1[85]. The symmetric and fractal nature of
many of these observed ice crystals allow their bulk properties, such as particle mass, to be
parametrised by power law functions which simplifies their representation in models[86].
The local variations in temperature, relative humidity and electric field around the IN as it
travels through the cloud also contribute to the range of observed shapes; however, much
remains unknown about the quantitative details of the ice crystal growth process[87].
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Fig. 2.1 Variety of ice crystal shapes observed in clouds. Figure reproduced from Magono
and Lee (1966).

Since it is energetically more difficult to form ice crystals than water droplets, clouds
consisting of mixtures of ice and supercooled liquid water are commonly observed, partic-
ularly in the polar regions[22, 88, 89]. The equilibrium vapour pressure for ice is lower
than for liquid and hence in a mixture of ice and liquid in a MPC, it is expected that water
droplets will evaporate whilst ice crystals tend to grow via vapour deposition. This process
is referred to as the Wegener-Bergeron-Findeisen (WBF) mechanism[90] and suggests that
MPC will become fully glaciated over the course of a few hours. Observations, however,
indicate MPC lifetimes of days to weeks[91] suggesting a lack of understanding of the key
physical processes that describe the evolution of MPC[92]. Observations of MPC in the
Arctic indicate that supercooled water and ice is not homogeneously mixed within a cloud,
with distinct layers consisting of a single phase identified[93]. Due to the considerably
different optical properties of water droplets and ice crystals[94, 95], this layering can signif-
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icantly affect the radiative properties of the cloud[96] and must therefore be characterised in
climate modelling. This underlying complexity is part of the reason that the Arctic climate
is so poorly understood and presents such a large source of uncertainty in global climate
modelling[97, 98].

2.2.1 Cloud Microphysics and Climate

Radiative transfer of electromagnetic energy through the Earth’s atmosphere is a key driver
of climatic and meteorological processes. As a result of the complicated formation and
evolution of clouds, as outlined in the previous section, there is significant uncertainty
attributed to the role of clouds in the radiative transfer process. This lack of understanding is
apparent in climate models where clouds are acknowledged to be one of the largest sources
of uncertainty and hence there is significant interest in improving our understanding of the
physical processes that govern the scattering and absorption properties of clouds.

Radiative transfer describes the balance between incoming shortwave solar radiation and
longwave thermal radiation in the atmosphere. The net radiative effect of clouds relative
to clear skies, at the top of atmosphere or surface, is described by the Cloud Radiative
Forcing (CRF) which quantifies the net cooling or warming effect of clouds. The CRF can
be described by the following relation[23]

CRF = F (Ac)+Q(Ac)−F (0)−Q(0) (2.2)

=CRFLW +CRFSW (2.3)

where F and Q are the net surface longwave and shortwave fluxes measured in W/m2

and Ac is the cloud cover fraction. This parameter varies significantly as a function of
latitude, aerosol conditions and timescale[99]. This large variability is due to the complicated
scattering and absorption interactions between optical photons and micrometer sized cloud
particles. The scattering properties of cloud particles depends on their geometric properties
such as particle size, shape, surface roughness, refractive index and on their spatial distribu-
tion. This complexity is challenging to accurately model and hence large discrepancies are
seen between observations and model outputs[100]. This is highlighted in Figure 2.2 which
shows the differences between the time averaged modelled longwave and shortwave CRF
and satellite measurements of these quantities. These significant discrepancies correspond to
large variations in predictions of quantities such as the mean surface temperature[101, 102]
and hence it is crucial that these uncertainties are reduced through a better understanding of
the role of clouds in the atmosphere.
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W/m^2

Fig. 2.2 Difference between observed and modeled CRFLW and CRFSW across the globe.
Figure adapted from Kay (2012).

The radiative properties of clouds are parametrised within climate models by considering
the bulk optical properties of a distribution of cloud particles within some volume[103]. These
bulk optical properties are typically described by the averaged scattering phase function
P(θ), or its parametrisation via the asymmetry factor (g), averaged single scattering albedo
(ω̃) and mass extinction coefficient (kext)[104]. The mass extinction coefficient, for example,
can be parametrised by the following relation[105]

kext =

λmax∫
λmin

Dmax∫
Dmin

∑
M
h=1

[
Qext,h (D,λ )Ah (D) fh (D)

]
S (λ )n(D)dDdλ

λmax∫
λmin

Dmax∫
Dmin

∑
M
h=1 [Vh (D) fh (D)]S (λ )n(D)dDdλ

(2.4)

where λ is wavelength, D is the particle size, M is the number of particle habits, fh (D)

is the particle habit distribution, S (λ ) is the source spectrum, n(D) is the particle size
distribution, Ah (D) is the particle area distribution, Vh (D) is the particle volume distribution
and Qext,h parametrises the single scattering properties for a given habit. The other bulk
optical parameters can be described by similar relationships and therefore to model these
properties, direct knowledge of both the single scattering properties of various ice crystal
geometries [95] as well as realistic particle size, shape, area and volume distributions[86] is
required. The single scattering properties can be calculated using scattering theories such
as the Discrete Dipole Approximation (DDA)[106] or T matrix method[107]. Scattering
properties are determined for a range of wavelengths, particle sizes and surface roughnesses



12 Cloud Microphysics

Fig. 2.3 Comparison of the modelled CRF as a function of cloud particle shape and cloud
optical depth. Figure reproduced from Schumann et al. (2012).

and then stored in look up tables[95, 108]. The particle size, shape, area and volume
distributions can be directly measured by in situ instruments[86, 109] such as the one
developed in this work. Given the complexity of cloud formation, there is a need to increase
the amount of these in situ microphysical measurements for a range of cloud types and
seasonal conditions to better parametrise cloud effects in climate models and remote sensing
retrieval algorithms[110]. There is also a need to determine the variation of these properties
with respect to other factors such as temperature[111] and spatial homogeneity[53] within
the cloud.

Once parametrised, the bulk optical properties are then used as inputs to the radiative
transfer equations to determine the net radiative effect of clouds. The sensitivity of model
outputs such as the CRF to the underlying microphysical parametrisations have been demon-
strated by various authors[105, 112]. This model sensitivity is highlighted in Figure 2.3
which shows the modelled CRF as a function of cloud particle habit and cloud optical thick-
ness. It is seen that by varying the cloud particle shape, the net CRF can go from positive
to negative and hence will produce a net cooling or warming dependent directly on particle
habit. Direct observations of these ice crystal shape properties are therefore required in
obtaining realistic climate models.
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2.3 Measurement Techniques

Given the significant lack of understanding of cloud microphysical processes, both in the
Earth’s atmosphere and in those of other planetary atmospheres, a large experimental effort
has gone into measuring these processes. Observational techniques can be broadly classified
as either remote sensing measurements[113] or direct in situ detections[47] and both of
which will be reviewed in this section.

2.3.1 Remote Sensing

Remote sensing methods sample the atmosphere without making physical contact with
the system being studied. Remote sensing of clouds is commonly performed using either
passive imaging/radiometric detectors of reflected solar and thermal radiation or with active
techniques such as LIDAR and radar that transmit electromagnetic energy through the
atmosphere and measure the reflected signal. Remote sensing instruments can be installed
on board satellites in orbit around the Earth to obtain measurements with a high spatial
resolution or deployed at ground based field sites to obtain measurements with a high
temporal resolution. These instruments are typically expensive and this limits the widespread
deployment of such instruments and similarly in remote areas where detector maintenance
can be challenging.

Due to the large detection distances involved, these instruments cannot directly sample the
microphysical properties of clouds and must infer these using single scattering calculations
and assumptions of the underlying microphysical state based on results from direct in situ
observations[110, 114, 115]. Modelling of the single scattering properties of ice crystals
is performed for a range of habits, crystal sizes, surface roughnesses and wavelengths and
these results are stored in look up tables[95, 108]. In situ observations, such as particle
size distributions and particle habit distributions[86, 109], are then used with the single
particle scattering properties to calculate the bulk scattering properties of the clouds such
as the effective particle size (Deff), Ice Water Content (IWC) and Cloud Optical Thickness
(COT)[116]. Radiative transfer equations[117] are used to calculate the properties of the
reflected signal for a range of microphysical configurations. These modelled bulk scattering
properties are then compared to remotely sensed bulk scatter measurements and the model
parameters that give the best agreement are taken as the retrieved microphysical parameters.

Remote sensing observations can be used to validate the outputs of global climate
models such as Deff, IWC and CRF. The accuracy of the remote sensing retrieval is strongly
dependent on the reliability of the input in situ observations used to parametrise the modelled
ice cloud properties[19, 118]. This dependence is highlighted in Figure 2.4 which shows the
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Fig. 2.4 Effect of particle shape assumption on MODIS retrievals of cloud optical thickness
and effective particle size. Figure reproduced from Yang (2015).

difference in retrievals of COT and Deff from the satellite borne MODIS instrument based
on an assumption of either spherical ice crystals or hexagonal crystals[116]. Further in situ
observations over widespread regions and large time scales are critical to obtain an accurate
climatology of these inputs to better parametrise ice cloud optical properties.

The fraction of ice and liquid water in a cloud can be inferred remotely through mea-
surements of the depolarisation of scattered light via polarimetric instruments[119] such
as the CALIOP LIDAR on board the CALIPSO satellite[120]. Liquid water droplets are
spherical and hence a low depolarisation of scattered light is observed whereas ice crystals
can have more complex geometries and correspondingly larger depolarisations, allowing
such devices to distinguish between the two phases[121]. The cloud IWC can be extracted
from these instruments by using empirical relationships between the backscattered signal
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and IWC derived from in situ observations[122]. Discrepancies are noted between remote
sensing retrievals of IWC and in situ observations[123, 124] suggesting a need for further in
situ measurements to better parametrise the input empirical models and to identify potential
dependences on other factors such as temperature, cloud particle spatial distribution and
seasonal effects.

LIDAR measurements require assumptions to be made about the signal penetration
depth into optically thick clouds[125], although progress is being made to resolve this
limitation[126], which leads to uncertainty in the derived observables[125]. MPC have been
observed to form distinct layers of supercooled liquid water and ice and hence a full vertical
profile of the cloud is required to adequately characterise the cloud state. Radar return signals
are dependent on the size of the scattering cloud particles[127–129] and hence returns are
typically dominated by scatter from large ice crystals, masking the detection of smaller liquid
water droplets, which adds further uncertainty to results derived from these techniques. In
situ measurements are therefore also critical in validation of these remote sensing techniques.

2.3.2 In Situ Measurements

In situ techniques require direct physical contact between the cloud and the measuring
instrument. This allows very accurate measurements to be made by such devices with
minimal assumptions necessary and hence are critical for calibration and validation of remote
sensing techniques. The key downsides to such instruments are the significant engineering
challenges involved in operating such devices in the extreme temperature and turbulence
conditions encountered within clouds, difficulties in physically making contact with a cloud
and limited spatial and temporal resolutions as compared to remote sensing techniques.

Various techniques are utilised to reach typical cloud heights including research aircraft
flights[21, 130, 131], ground based observations on mountains[51, 52, 132] and balloon
borne instruments[133–136]; however, each approach has inherit limitations. Research
aircraft flights allow sampling within the entire volume of a cloud; however, flights are
expensive and can be dangerous during extreme weather events which limits the amount of
data obtained from this approach. Ground based observations allow measurements with large
temporal resolutions, yet are unable to measure the vertical distribution of cloud properties.
Balloon observations allow frequent measurements to be made, both spatially and temporally,
given the low cost nature of the technique; however, there is an inherit risk of loss of the
instrument and hence low cost instruments must be designed for this particular platform.
A large uncertainty associated with any in situ technique, particularly those on research
aircraft due to the large flight speeds, are the sampling biases induced by interaction of
the instrument with the environment, such as the shattering of ice crystals on the tips of



16 Cloud Microphysics

instrument probes[137]. Ice crystal shattering leads to anomalously large distributions of
small ice crystals and must be avoided via design choices or corrected for in analysis.

2.3.2.1 Impaction Techniques

Ice crystals can be directly sampled in clouds and studied in the lab using single impaction
techniques[110]. Ice crystals are captured on a cover glass or emulsion coated surface and
then shape and size properties are determined individually using microscopy techniques.
Particles larger than roughly 100 microns can not be reliably sampled using this technique
due to shattering problems. Freezing of ice crystal samples in liquid nitrogen allows high
resolution scanning electron microscopy imaging to be performed[138] providing insight into
the roughness and 3D information of single ice crystals. A key drawback to these techniques
is that information about the spatial and statistical properties of the cloud is lost with single
particle measurements and hence instruments that sample an entire particle field are also
required. Analysis of impaction data is difficult to automate due to the use of physical glass
slides and hence large datasets are particularly challenging to study with this approach.

2.3.2.2 Optical scattering Probes

Optical scattering probes relate measurements of scattering intensity to particle size using the
results of scattering theories such as the Mie scattering theory[139, 140]. Scattering probes
are capable of measuring very small particles on the order of half a micron[141]; however,
they are unable to accurately size large particles greater than a few hundred microns[142].
Scattering detectors such as the FM-100 fog monitor[143], Forward Scattering Spectrometer
Probe (FSSP)[46] and Cloud Droplet Probe (CDP)[144] assume spherical scattering targets
and hence tend to underestimate the size of aspherical ice crystals resulting in ambigu-
ous measurements[145], particularly in MPC[146]. The Cloud, Aerosol and Precipitation
Spectrometer with depolarisation (CAS-DPOL)[47] and Polarsonde are new scattering in-
struments that allow discrimination between particle shapes based on the scattering angle and
depolarisation of backscattered light; however, complex Monte Carlo modelling is needed to
interpret the scattering properties of multiple particles of varying shape and phase within a
given field of view.

2.3.2.3 2D Imaging Probes

Imaging probes directly record the shape and size of particles within a defined field of view
and depth of field that determines the sampling volume for the instrument. Measurements
derived from images are typically less restricted by particle properties such as shape, size
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and refractive index than with scattering probes as these parameters can be directly inferred
from the image with few assumptions. This improved determination of size and shape
properties allows imaging devices to resolve particles over a larger size range than scattering
probes; however, the lower resolution limit is typically poorer due to the large pixel sizes
in current CCD and CMOS cameras. Detectors that use conventional 2D imaging such as
the Cloud Particle Imager (CPI)[45] and Cloud Imaging Probe (CIP)[147] suffer a number
of key limitations. The sampling volume within these devices is difficult to accurately
constrain, resulting in significant uncertainties in the calculation of number densities of
particles[110, 148, 149]. The challenges in defining the sampling volume of these instruments
requires many images to be used to build up a statistically significant number of cloud particle
observations. This reduced statistical sampling poses a challenge for airborne measurements.
As the balloon or aircraft is non stationary, multiple images are recorded at different spatial
locations and hence spatial homogeneity within the cloud must be assumed to derive statistical
distributions, which is a major source of uncertainty inherent in this technique[53].

2.3.2.4 3D Imaging Probes

Three dimensional (3D) imaging devices, such as stereoscopic[150] and holographic[151]
detectors, offer a much larger sampling volume than in conventional two dimensional (2D)
imaging detectors. This enhanced sampling volume allows statistically significant sampling
of particle distributions within a single image acquisition step[50] without the need for
assumptions of spatial homogeneity within the cloud. 3D imaging techniques allow the
spatial distribution of particles within the enhanced sampling volume to be compared and
sub volumes (voxels) can be searched for unusually high concentrations of small particles,
allowing discrimination and correction for ice crystal shattering effects in the dataset[152].
The measurement of the entire 3D volume allows analysis of the spatial correlation properties
of particles within the cloud. This parameter is related to microscale turbulence[27] which
can significantly affect the overall radiative properties of the cloud and can presently only be
measured using 3D imaging devices[153].

Digital stereo imaging is a well established technique in many disciplines[154–158] that
has been widely used in the measurement of macrophysical cloud properties[159, 160] and
more recently in the study of cloud microphysics[161, 162]. These techniques typically use
a paraxial ray optics model for light incident on an array of spatially separated cameras.
Sophisticated reconstruction algorithms incorporating geometric triangulation and focussing
criterion are then used to reconstruct the 3D properties of the target using the individual
images[163]. The accuracy of this technique is dependent on the relative distance of the
objects to the cameras which can be difficult to account for[164, 165]. Increasing the number
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of cameras used in the detector significantly improves the accuracy of this method; however,
it comes with a significant increase in computational time, making real time measurements
challenging. Photogrammetry[166] can be used to measure the sizes and number densities of
particles in the sampling volume; however, this requires careful calibration of the camera
geometry[167] and the inclusion of known reference objects in the field of view adding
complication to measurements.

Stereo imaging devices have further drawbacks when designing low cost imaging systems
that are required for widespread deployment and application in remote environments. Low
cost digital cameras typically use CMOS type imaging sensors rather than more sophisticated
CCD arrays, due to their reduced production costs. These cameras are prone to read noise
errors, large dark currents and optical aberrations due to low quality optics. The random
nature of these noise sources make integration of multiple CMOS camera measurements
complicated due to the uncorrelated noise between them. CMOS cameras typically incorpo-
rate a rolling shutter readout mechanism[168] as opposed to the global shutter mechanism
commonly used in CCD arrays. A rolling shutter reads the state of the camera frame by
recording and resetting the charges stored on each row of pixels, starting from the top and
progressing to the bottom of the frame. As each row is read out at a different time, this
mechanism leads to unphysical artefacts in rapidly varying object fields. The rolling shutter
artefact, limited hardware control and poor electronic response times of CMOS cameras
make synchronisation between multiple cameras challenging. Reconstruction algorithms
require simultaneous measurements from each camera and hence this poses a major problem
for using stereo imaging methods in low cost measurement devices.

2.3.2.5 Digital Holography

Holography is a wavefront sensing technique that allows both the amplitude and the phase of
a coherent optical wavefront to be recorded via a single 2D image acquisition[169]. The tech-
nique was originally developed to overcome the limitations of lens aberration in microscopy
and x-ray crystallography[170] and is now used in a wide range of disciplines[171–181].
By recording the scattered wavefronts from a field of objects, this technique allows 3D
images to be reconstructed[182, 183] with diffraction limited resolution, making it an ap-
pealing method for the study of cloud particles. The holographic imaging technique has
been demonstrated over a broad range of the electromagnetic spectrum[184–188] ranging
from infrared to gamma ray wavelengths, allowing image reconstruction to nanometer scale
precision[189, 190]. Holographic imaging was originally performed using photographic
emulsions[191–193] which required extensive processing times; however, considerable effort
in recent times has led to the development of digital holography[48] in which the images are
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recorded using electronic CCD or CMOS sensors. The instrument designed in this project is
a digital holographic imager and hence a more extensive review of the theory is outlined in
the following chapter.

Both analogue[194–197] and digital[51, 148, 198–200] holographic probes have been
previously developed for the study of climate science and cloud microphysics. Many of
these instruments are no longer in use, possibly as a result of the expensive operational costs
involved, large datasets and computational burdens required for holographic reconstruction.
Computational technology has advanced rapidly in recent years and as a result, digital
holography has become an increasingly more feasible technique. The holographic devices
that are still in use for atmospheric studies have successfully been used for the measurement
of particle size distributions and ice crystal habit retrieval; however, these instruments are
expensive and heavy, limiting their use to ground based applications[51, 52] and airborne
measurements via expensive research aircraft flights[53]. The significant costs involved has
severely limited the amount of observations obtained from these instruments, particularly
over widespread and remote regions where in situ observations are critically needed. For this
reason, there is a need for a low cost, light weight holographic detector that can be regularly
deployed on standard weather balloons or stationary tower structures in remote regions. The
development of such an instrument is outlined in this thesis.





Chapter 3

Digital Holographic Imager Design and
Optimisation

3.1 Introduction

Holography is a wavefront sensing technique in which the amplitude and phase of coherent
optical wavefronts can be recorded from a single acquisition of a diffraction pattern. Present
day CMOS and CCD based cameras can only directly measure the intensity of optical
wavefronts as the phase of such waves oscillates at frequencies on the order of hundreds of
terahertz, which is far greater than the bandwidth of current electronic devices. In holographic
imaging, coherent scattered wavefronts from a field of objects are interfered with a well
constrained reference wavefront and the resultant interference pattern encodes information
about the scattered wavefront amplitude and phase. The shape of a wavefront is determined
by the phase factor and when applied to light scattered from a field of objects, it is this
wavefront shaping that encodes information about the propagation distance as required for a
three dimensional imaging system.

Digital holography is a recent extension of the holographic technique whereby an interfer-
ence pattern, or hologram, is recorded on a CCD or CMOS camera and the three dimensional
image is reconstructed numerically using electromagnetic diffraction theory. Applications of
this technique to the study of cloud microphysics have been severely limited owing in part
to the extreme temperature, condensation and turbulence conditions encountered within a
cloud and the corresponding design challenges that must be overcome. The large datasets
produced by holography provide further challenges, necessitating the development of ro-
bust automated analysis routines to extract microphysical observables from the raw three
dimensional images.
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As a result of these challenges, previous instruments have been expensive and heavy,
limiting their use to aircraft observations or ground based studies with very few instruments
presently in use. The cost of such instruments prohibits their deployment over widespread and
remote regions which presents severe sampling biases in the study of global cloud properties,
particularly over remote regions where the data is most needed due to the large discrepancies
seen between climate models and existing observations. Research aircraft flights are also
expensive and can be dangerous in extreme weather conditions, which further limits the
deployment of such instruments. There is therefore a need for a low cost, autonomous and
robust holographic imager that can be deployed routinely on weather balloons or tower
structures to significantly increase the available data and provide unique insights into the
microscopic cloud physics processes as required for a robust understanding of overall cloud
properties.

In this chapter, the background theories of electromagnetic diffraction and holography are
outlined, along with the design and optimisation considerations involved in the development
of a robust digital holographic imager suitable for deployment on a weather balloon or tower
structure for the study of cloud microphysics.

3.2 Digital Holographic Imaging Theory

The holographic technique can be used to record a three dimensional image of a scene of
objects from a single recording of a diffraction pattern. The theory behind this process as
applied to the detector geometry of the imaging device designed in this project, a coherent
spherical wave light source placed coaxially with a CMOS camera sensor, can be derived
as follows[201]. Light can be modelled as an electromagnetic wave, with the transported
energy contained in the oscillating magnetic and electric fields of the wave. The operation of
Silicon based camera sensors is based on the interaction of electric dipoles with the incident
light and hence it is sufficient to only consider the electric field component in deriving the
holographic theory. To simplify this discussion only monochromatic, fully coherent waves
will be considered; however, it can be shown that the following argument also applies to more
general cases[202]. Such an electric field can be mathematically described by the following
relation

Ẽ = E0 (x,y)cos(ωt +φ (x,y)) = Re{E0eiωteiφ} (3.1)
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where E0 is the amplitude of the wave, ω is the optical frequency, φ is the phase and the
spatial dependence has been made implicit in the definition of each term. For simplicity, the
frequency dependence will be ignored and the real component assumed implicitly. Consider
now the superposition of two mutually coherent optical waves; a reference wavefront (ẼR)
and a scattered wavefront from a point source scattering target (ẼO). The superposition of
these waves is recorded with a camera sensor as shown in Figure 3.1 which illustrates the in
line detector geometry used in this project. As the oscillation frequency of the optical waves
is too fast for the camera electronics, only the time averaged intensity of this superposition is
recorded on the camera as described by the following relations

I =
∣∣∣ẼR + ẼO

∣∣∣2
=
∣∣∣EReiφR +EOeiφO

∣∣∣2
=
(

EReiφR +EOeiφO
)(

ERe−iφR +EOe−iφO
)

= E2
R +E2

O +E0ERei(φR−φO)+E0ERei(φO−φR)

= E2
R +E2

O +2E0ER cos(φO −φR) (3.2)

where I is the intensity of the interference pattern, referred to as a hologram, recorded by
the camera. The first two terms in equation 3.2 represent a DC background intensity in the
hologram which can be filtered out to improve the Signal to Noise Ratio (SNR). The third term
represents an oscillating intensity pattern across the hologram with the modulation intensity
and frequency containing information about the amplitude and phase of the object wavefront.
Since the optical wavefronts obey the superposition principle, this argument can be extended
to an arbitrary distribution of spherical wave point sources and hence the complex optical
wavefronts for an arbitrary distribution of objects can be recorded by this technique. This
recording constitutes the first stage in a two stage holographic three dimensional imaging
system and is equivalent for both analogue holography, using photographic emulsions
for recording and optical image reconstruction, and the more recently developed digital
holography using CCD/CMOS cameras and numerical image reconstruction.

The second stage of a digital holographic imaging system is the numerical reconstruction
of the original object wavefront and hence a three dimensional image of the object field.
According to the scalar theory of diffraction, the amplitude and phase of an optical wavefront
can be calculated at an arbitrary propagation distance provided the amplitude and phase
are recorded within some aperture[203]. To extract this amplitude and phase information
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Fig. 3.1 In line holographic recording geometry. The laser produces a coherent wavefront
which is then scattered from the object to be imaged. The interference pattern between the
scattered object wavefront and the background reference wavefront is then recorded on the
camera detector placed in line with the laser and objects.

from the recorded hologram, it is sufficient to multiply it by a numerical reference wavefront
equivalent to the recording reference wave as shown

EReiφRI = EReiφR{E2
R +E2

O +E0ERei(φR−φO)+E0ERei(φO−φR)}
= {E2

R +E2
O}EReiφR +EOE2

Rei2φRe−iφO +E2
REOeiφO. (3.3)

The first term in equation 3.3 is the zero order diffraction of the reference wavefront which
can be filtered out during the reconstruction process to improve the SNR. The second term
is a reconstructed object wavefront with conjugate phase representing a virtual twin image
term in the reconstruction. This term is modified by the phase of the reference wavefront
and is therefore treated as a noise term due to this wavefront distortion. Various techniques
have been developed to deal with this term, such as spatial filtering in an off-axis recording
geometry[204] or iterative procedures based on the conservation of energy[205]. It can be
shown that this error term is only dominant for inferring internal structure of large objects
such as ice crystals and so for many applications it is not necessary to correct for the effects
of this term[206]. The final term is an undistorted reconstruction of the original complex
object wavefront in both amplitude and phase and it is this term that can be propagated via
diffraction theory to reconstruct the object field at arbitrary depth positions.
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The numerical diffraction of this object wavefront to a range of depth positions allows
both the spatial intensity and phase distribution of the object wavefront to be reconstructed
at each depth, which constitutes the three dimensional image reconstruction stage of the
holographic process. Numerical diffraction is carried out in software by application of
the Rayleigh-Sommerfeld (RS) diffraction theory[207] which allows the complex optical
wavefront to be reconstructed at arbitrary depth positions, provided the complex wavefront is
recorded in some aperture plane. This condition is satisfied by the final term in equation 3.3.
The complex wavefront at an arbitrary depth is given by the Huygens-Fresnel relation

U(x,y,z) =
z

iλ

∫∫
Σ

U(ξ ,η)
ei 2π

λ

√
z2+(x−ξ )2+(y−η)2

z2 +(x−ξ )2 +(y−η)2 dξ dη (3.4)

where U(x,y,z) is the reconstructed wavefield at position (x,y,z), λ is the optical wave-
length, Σ is the diffracting aperture and U(ξ ,η) is the wavefield in the aperture plane. By
evaluating this integral at a range of depth positions, the three dimensional intensity and
phase of the object wavefront can be reconstructed within a given sampling volume. The
calculated intensity distribution provides a direct reconstruction of the object field and this
constitutes the holographic imaging process.

3.3 Software Development

A key element to a holographic imaging device is the numerical reconstruction process which
must be implemented in an efficient and robust manner for a given detector geometry. The
direct computation of equation 3.4 is inefficient and so in practice this equation is simplified
via use of the Fresnel approximation or by use of an alternate formulation of diffraction
known as the Angular Spectrum (AS) method to reduce the computational burden[208]. Both
approaches were implemented and characterised for the imager designed in this project and
software was implemented to efficiently carry out the numerical image reconstruction process
as outlined in the following section.

Typical cloud particle number densities within clouds have been observed to be upwards
of a few hundred per cubic centimetre[209, 210]. For holographic sampling volumes on
the order of a cubic centimetre or greater, as required to obtain statistically significant
observations, this corresponds to the detection of hundreds of cloud particles or more in
a single hologram. If a hologram is recorded every few seconds or even faster, this can
become challenging to analyse manually. Automated analysis techniques must therefore be
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developed to extract relevant observables such as the particle size distribution, ice crystal
shape distribution and spatial homogeneity measures. Various computer vision techniques
were implemented based on edge detection methods and intensity thresholding and a suitable
software routine was developed and tested in this work.

3.3.1 Image Reconstruction Software

The reconstruction software developed in this project was designed to be modular and
efficient, allowing simple adaptation to different system geometries. The relevant system
parameters such as laser wavelength, sensor size, pixel size, reconstruction depth resolution,
filtering and output display format can all be independently controlled in a simple manner.
Both the AS and Fresnel theories of diffraction were implemented and can be selected with a
switching variable in the code implementation. These implementations have different Nyquist
sampling limits on the depths to which they can accurately be used for wave propagation and
hence both methods have been included to provide accurate reconstructions throughout the
sampling volume[211]. Including both diffraction methods also allows a trade off between the
accuracy of the reconstruction and efficiency as discussed below. This code, as implemented
in Matlab, is included in Appendix A.

The Angular Spectrum method is an alternate formulation of diffraction that provides
exact reconstructions within the standard assumptions made in scalar diffraction theory. The
AS diffraction theory leads to the following result for the calculation of a diffracted wave

U(x,y,z) =
+∞∫∫
−∞

U(x,y,0)ei 2π
λ

√
1−( fxλ )2−( fyλ)

2

dxdy

= FFT−1{FFT{U(x,y,0)}ei 2π
λ

√
1−( fxλ )2−( fyλ)

2

} (3.5)

where U(x,y,z) is the diffracted wavefront at arbitrary depth z, U(x,y,0) is the complex
wavefront in the aperture plane, fx and fy are the spatial frequencies and FFT is the two
dimensional Fast Fourier Transform.

The Rayleigh-Sommerfeld diffraction theory can be simplified by use of the Fresnel
approximation to give
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U(x,y,z) =
ei 2πz

λ

iλ z

+∞∫∫
−∞

U(ξ ,η)e
i2π[(x−ξ )2(y−η)2]

2λ z dξ dη

=
ei 2πz

λ

iλ z
FFT{U(ξ ,η)e

i2π[(x−ξ )2(y−η)2]
2λ z } (3.6)

where ξ and η are the co-ordinates in the hologram plane and the other symbols are
defined as above. It can be shown that the reconstructed pixel size varies as a function of
depth and hence the output image must be scaled for simple comparison between different
reconstructed depths and this has been implemented in the developed software.

To determine which diffraction theory should be implemented for a given system geome-
try, it is necessary to consider the limitations imposed by the Nyquist sampling theory. It
can be shown that the Angular Spectrum propagation kernel will be adequately sampled for
propagation depths satisfying the following relation[211]

z ≤
N∆x

√
(N∆x)2 −λ 2N2

λN
(3.7)

where z is the propagation depth, N is the number of pixels in a row or column, ∆x
is the pixel size and λ is the wavelength. This constraint imposes an upper limit on the
propagation depth to which the Angular Spectrum method can be used to avoid aliasing of
the reconstruction.

Due to the scaling with depth of the reconstructed Fresnel diffraction pattern, at short
propagation distances the reconstructed image becomes undersampled and hence it can be
shown that the Nyquist sampling condition is given by[211]

z ≥ N∆x2

λ
(3.8)

where the variables are defined as above. The constraints imposed by equations 3.7 and
3.8 suggest that both implementations of diffraction are required, dependent on the size of
the sampling volume. The sampling volume for this system can be varied and so to ensure
that the reconstruction obeys the Nyquist limits for all sampling depths, both diffraction
theories have been implemented in the developed software. The AS method is an exact
theory whereas the Fresnel approximation will introduce sizing errors for particles that do
not satisfy the Fresnel condition; however, for typical cloud particle sizes, accurate results are
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Angular Spectrum Diffraction Fresnel Diffraction

Exact theory

Short propagation distances

Computation of two FFT’s

Reconstructed image extent same at all
depths

Approximate theory

Large propagation distances

Computation of one FFT

Reconstruction image extent scales with
depth

Table 3.1 Differences between the Angular Spectrum diffraction method and Fresnel diffrac-
tion method.

still obtained[211, 212]. The calculation time for each approach is relatively fast due to the
efficiency of the Fast Fourier Transform (FFT); however, the AS method is less efficient as it
requires two such operations as opposed to one for the Fresnel method. These differences
are summarised in Table 3.1. Despite the efficiency of the algorithms, the large array sizes
to be reconstructed for typical camera pixel grids still impose significant constraints on the
feasible number of reconstruction depths possible for real time analysis. This can readily be
improved through the use of Graphics Processing Unit (GPU) based processing and parallel
processing on computer clusters.

3.3.2 Holographic Imaging Simulation

Software was developed in this project to test and validate the reconstruction software and
holographic theory outlined in the previous sections. The diffraction based reconstruction
software was tested by simulating known input apertures in the recording plane and checking
that the reconstruction software produced the known diffraction results. The holographic
imaging theory was tested for the detector geometry used in this project by simulation of the
hologram produced by an arbitrary set of objects and confirming that the reconstructed three
dimensional image reproduced the original input object field.

The reconstruction software was validated by comparison of the generated diffraction
patterns to known diffraction results for a range of simple aperture distributions. The
generated diffraction from a double slit aperture is shown at a near field reconstruction
distance in Figure 3.2a and a far field distance in Figure 3.2b. A vertical and horizontal
cut is included adjacent to the full diffraction image to compare directly with the analytical
diffraction results. These diffraction patterns agree with the expected results in both the
Fraunhofer and Fresnel limiting diffraction regimes and similar agreement was seen for
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the other apertures tested such as the square aperture and circular aperture. The near field
result shows the two slits acting essentially as independent sources of light with diffraction at
their edges. As the observation distance increases, the spreading of the light results in more
overlap between the light sources and hence the well known double slit interference pattern
is seen to emerge in the far field. This validation provides confidence in the reconstruction
software developed; however, further experimental testing was performed to further validate
the software as outlined in the following chapter.

A key feature to note in the generated diffraction patterns is that the number of pixels
and pixel sizes of the reconstructed image directly affects the image reconstruction quality.
This can be seen in the jagged appearance of the generated diffraction pattern in Figure 3.2b
towards the edge of the image. The fringe spacing decreases as a function of distance from
the camera centre and the fringes have become under sampled towards the edges due to
the coarse pixel size of the simulated camera grid. The Nyquist sampling condition is no
longer maintained, leading to aliasing artefacts in the generated diffraction pattern. As the
pixel size is decreased and the number of pixels is increased, the diffraction pattern is more
accurately sampled and hence aliasing is avoided in the reconstructed image. The downside
with sampling more finely is the significant increase in computation time and hence there will
always be a trade off between these effects. It was found that for this project, reconstruction
at the same grid resolution as the camera grid led to no violation of the Nyquist sampling
constraint for typical cloud particle sizes and reconstruction distances within the sampling
volume; however, this optimisation would need to be considered for systems with a larger
sampling volume.

To independently validate the holographic imaging theory for the detector geometry
designed in this project, software was written to first simulate a hologram produced by an
arbitrary set of objects recorded on a camera pixel grid and then the independently validated
reconstruction software was used to reconstruct the three dimensional image according to the
theory outlined above. The simulation used the physical parameters of the developed imaging
device such as laser wavelength, pixel size, camera size, reference wavefront curvature and
laser power. The hologram was constructed by use of equation 3.2 where the phase difference
term between the spherical reference wave and spherical scattered waves from the point
source objects was calculated by use of the analytical result for diffraction from a point
source in the geometric optics limit[213]

φ (x,y) =
2π
λ

(
xox
zo

+
yoy
zo

− x2 + y2

2zo

)
(3.9)
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(a)

(b)

Fig. 3.2 Generated double slit aperture diffraction patterns using the reconstruction software
for: (a) a near field observation distance and (b) a far field observation distance.
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where x,y are the camera pixel grid co-ordinates, λ is the laser wavelength and xo,yo,zo

are the three dimensional co ordinates of the point source object. A hologram of an arbitrary
object distribution can then be simulated by superposition of these individual point source
diffraction terms.

A simple point source object distribution is shown in Figure 3.3 where two point sources
are placed at a distance of 1cm from the camera, one is placed at a distance of 1.2cm and
another is placed at 1.4cm. The hologram for this object distribution was then computed
and the reconstructed object wave intensity was calculated at a range of depth positions, as
shown in Figure 3.4. It can be seen that all of the original objects have been successfully
reconstructed at their correct three dimensional positions. The reconstructed intensity at a
depth where no objects were placed is included in the fourth panel of Figure 3.4 to show
the clear discrimination between the in focus reconstructed objects and the out of focus
diffraction patterns at depths which do not correspond to the true object locations.

3.3.3 Automated Analysis Software

The sampling volume of a holographic instrument can be on the order of a cubic centimetre
or larger and for typical cloud particle number densities, a given hologram can contain
information about hundreds of cloud particles. If a hologram is recorded every few seconds,
this can become challenging to analyse manually and hence automated analysis methods
must be used to extract the microphysical observables such as the particle size distribution,
particle shape distribution and spatial clustering information. A number of approaches have
been suggested to overcome this issue, including the use of neural networks and computer
vision algorithms; however, the optimum solution to this problem remains open[214–218]. In
this work a set of computer vision algorithms[219–223] were implemented and tested based
on intensity thresholding, edge detection and the Hough transform[224] for the identification
of spherical particles.

The software begins by calculating the reconstructed three dimensional image intensity
from a recorded hologram at a specified range of depth positions by use of the theory outlined
in the previous section. The reconstructed three dimensional image is then stored as a
3D array and the maximum intensity as a function of depth is calculated at each image
pixel position. This maxima operation makes use of the result that the in focus image of a
reconstructed object will correspond to a maximum in intensity[225]. An intensity threshold
is then applied to this maximum intensity 2D projection image to separate real particles from
background noise and out of focus interference fringes. Otsu’s method[226] was applied
to automatically calculate a suitable value for this threshold; however, it was found that to
completely remove the background contributions, a larger threshold was required dependent
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Fig. 3.3 Simulated three dimensional object distribution for validation of the holographic
imaging theory for the detector designed in this project. The colour bar shows the image
intensity and the x and y axes are the physical size of the camera grid in units of metres. Two
particles are placed at a depth of 1cm from the camera, one is located at a depth of 1.2cm
and another is placed at a depth of 1.4cm.

on the object size. Further testing is therefore required with real cloud particles in the field to
better constrain the choice of this threshold but for the purpose of this work, a suitable limit
was selected manually.

Once the particles have been separated from the background, the algorithm individually
loops over each identified particle to be processed. The in focus particle image is saved by
applying the edge detection algorithm to the image to identify the extent of the particle, and
to separate potentially nearby particles, at the corresponding depth position of the maximum
intensity identified in the previous stage. This image is then binarised and the particle size
and shape parameters such as the Circularity Factor (CF) are calculated where CF is defined
by the relation
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Fig. 3.4 Reconstructed object wavefront at a range of depth positions. The original object
field has been reconstructed successfully at the appropriate depths of 1cm, 1.2cm and 1.4cm.
The field at 1.6cm highlights the clear difference between true reconstructed objects and out
of focus background diffraction terms.

CF =
4πA
P2 (3.10)

where A is the particle area and P is the perimeter determined by counting the number of
pixels in the binary image. By looping over each identified particle in the image, a histogram
can be constructed to display the microphysical properties such as the particle size and shape
distributions. The performance of this algorithm was tested experimentally as discussed in
Chapter 4.
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3.4 Resolution and Design Constraints

The resolution of an imaging system is a limit on the smallest unambiguously resolvable
object that the system can reliably record in an image. Given the ambiguity in defining
what is meant by a resolved object, there are a range of definitions and criteria that can
be used to constrain the performance of a given imaging system. The major factors that
contribute to the overall image resolution in a holographic system are the spectral response of
the camera, image compression, number of interference fringes recorded, the limit imposed
by diffraction, geometric magnification effects, sensor size, temporal and spatial coherence
of the light source, exposure time and image noise. These major sources of uncertainty
have been characterised for this instrument as summarised in the following discussion and
suitable components were selected that provide a balance between a low cost and optimal
performance based on these constraints.

Modern low cost cameras such as webcams typically have a Bayer colour filter placed
over the sensor array to generate colour images. This bayer pattern means that a given set of
four pixels will have two sensitive to green light, one to red and one to blue. As a result of this
geometry, a maximum of only half the overall number of pixels are available for recording
light of a single wavelength produced by a laser source and this can significantly degrade
the image resolution. A method was developed for removing this colour filter array using an
abrasive technique and a microscope and the results of this technique are shown in Figure
3.5. The sensor has been illuminated by a red LED with a narrow frequency distribution.
The left side of the image has had the colour filter removed and the intensity is relatively
uniform with all of the pixels responding to the incident light. The right side of the image
has the original colour filter in place and only a quarter of the pixels are sensitive to the input
light as expected. This improved resolution highlights the need for a monochrome camera to
be used, either by conversion of a low cost colour filter camera or by direct purchase of a
more expensive monochrome camera.

The output format of the camera is important when determining the resolution of a given
camera system, as various levels of compression will reduce the information content of the
dataset. Some lower cost cameras only allow images to be output in a compressed format such
as JPEG rather than the raw file format containing the full sensor information. Compressed
files have the advantage that due to their small file size, an order of magnitude increase in
the number of images stored on a given hard drive can be achieved whilst also allowing the
use of cheaper commercial grade cameras that do not support the raw output format. Typical
holograms with spatial frequencies appropriate for the measurement of cloud particles were
recorded with both JPEG and raw output formats. It was found that for typical cloud particle
sizes and depth positions, the produced interference patterns were not faithfully preserved in
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Fig. 3.5 Spectral response at a single wavelength with the colour filter on the sensor (right of
image) and with the filter removed (left of image).

a compressed image output and hence the full raw format files were required. This effect is
demonstrated in Figure 3.6. A noticeable decrease in the total number of interference fringes
resolved is seen in the compressed JPEG image with a corresponding decrease in resolution
of the reconstructed three dimensional image.

The number of interference fringes recorded in a hologram directly relates to the resolu-
tion of the reconstructed image[211]. The spatial extent and depth information of a particle is
encoded in the spacing of the interference fringes along with the spatial intensity modulation
of the fringe pattern[227]. If too few fringes are recorded, information about the phase
of the object wavefront is lost and hence the three dimensional object position cannot be
reconstructed accurately. For particles in a far field in line holographic geometry, such as the
one used in this project, the fringe spacing of light diffracted from a spherical particle can be
shown to obey the following relation[228]

δ r =
2Ma
1+m

(3.11)

where δ r is the fringe spacing, M is the system magnification, a is the particle radius
and m is the fringe order. A minimum of three interference fringes is generally accepted as
being sufficient for accurate image reconstruction[199]; however, as the number of fringes
increases so too does the accuracy of the image reconstruction. This criteria suggests a
sensor must be chosen with a pixel size that is smaller than this fringe spacing for a given
particle size of interest to obey the Nyquist sampling limitations and an overall sensor size
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Fig. 3.6 The left image shows the hologram recorded in the uncompressed raw file format,
the right image shows the output using JPEG compression. A clear reduction in the overall
number of resolvable interference fringes is observed in the compressed output.

large enough to accommodate at least three interference fringes for objects throughout the
sampling volume. A detectable particle size of 5 microns was aimed for with this instrument
to coincide with the size of typical water droplets in a cloud and hence suitable cameras were
investigated with small pixel sizes to accommodate this goal.

A point source spherical object will produce a diffraction pattern, or in line hologram, that
scales in extent as the spacing between the object and the camera is varied. The superposition
of diffraction patterns produced with a spherical wave source from two adjacent point source
particles can be modelled via the following expression

I = 2
√

I1I2 cos
{2φ0 −φ1 −φ2

2

}
cos

{φ1 −φ2

2

}
(3.12)

where:

φ0 =
2π
λ

{√
x2 +D2

}
φ1 =

2π
λ

{√
x2 +d2 +(D−d)

}
φ2 =

2π
λ

{√
(D−d)2 + t2 +

√
d2 +(x− t)2

}
and the other variables are defined according to Figure 3.7. This representation suggests

that the second modulation term in the equation contains information about the spacing of
adjacent objects (t) and hence by requiring that this modulation is adequately sampled, a
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Fig. 3.7 Geometry used in the resolution simulation. Figure adapted from Jericho et al.
(2006).

direct limit on the resolution can be determined[229]. A one dimensional cut of the simulated
hologram is plotted as a function of particle distance from the sensor in Figure 3.8 and it can
be seen that at larger particle depths, fewer modulation cycles are recorded on the sensor
suggesting a loss of information. This criteria suggests that a smaller geometric magnification
is actually preferable in a given system as this will allow more modulation fringes to be
recorded; however, magnification is still useful to overcome the fringe spacing limit imposed
by equation 3.11.

By requiring that the first modulation minimum be recorded on the sensor surface, it can
be shown that the standard diffraction limit of a conventional microscope also applies to a
holographic imager as given by the relation[51, 230]

Dres ≥
λ

2(NA)

≥ 2.44λ z
D

(3.13)
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Fig. 3.8 One dimensional simulated hologram from adjacent point source scatterers as a
function of particle distance from sensor. Note that at larger distances, information about the
interference modulation is lost.

where NA is the numerical aperture of the detector, Dres is the smallest resolvable particle
diameter, z is the depth of the object relative to the camera sensor and D is the camera sensor
size. A similar relation can be derived for the depth resolution as given by

Zres ≥
λ

2(NA)2 (3.14)

where Zres is the depth resolution. These relations imply that the ultimate diffraction
limited resolution of the system is dependent on both the laser wavelength and the size of
the sensor used, where optimum resolution is achieved with a short laser wavelength and
large sensor area. For this reason, a L405P20 laser diode with a centre wavelength of 405nm
was selected for this instrument as it provided the best trade off between short wavelength,
relatively high beam quality and low cost. The depth resolution goes as the inverse square
of the numerical aperture whereas lateral resolution scales inversely with the numerical
aperture. A given holographic system will therefore have a poorer depth resolution than the
lateral resolution. The overall resolution also scales proportionately with the axial distance
of the object from the camera sensor and hence this must be considered when calculating



3.4 Resolution and Design Constraints 39

Camera Feature See3 Camera Raspberry Pi Camera

Pixel Size 2.2 µm 1.4 µm
Sensor Size 5.7mm x 4.3mm 3.7mm x 2.7mm
External Triggering Yes No
Frame Readout Global Reset Release Rolling Shutter
Pixel Bit Depth 12 bpp 10 bpp

Table 3.2 Comparison between the See3 camera and Raspberry Pi camera features.

observables such as the particle size distribution throughout a given sampling volume to
avoid statistical biasing of the results.

The sampling constraints imposed by equations 3.7 and 3.8 and resolution limits from
equations 3.11 and 3.13 are plotted for the two main cameras considered in this project, the
Raspberry Pi camera (RPICam) and the See3Cam_CU51 (See3Cam), in Figure 3.9. The
diffraction limit for the See3Cam is significantly better than the RPICam due to the larger
sensor extent. The lower resolution limit imposed by the pixel size is slightly smaller for the
RPICam; however, this is only relevant for object depths less than roughly 1cm at which point
the diffraction limited resolution becomes dominant. The See3Cam was selected for use in
this project due to the superior resolution throughout the sampling volume which begins at a
depth greater than 1cm from the sensor. This camera also allowed external triggering with a
global shutter acquisition mode which was necessary for minimising motion blur in recorded
images. The differences between these cameras are summarised in Table 3.2.

This instrument is intended for use on a weather balloon and hence blurring effects due
to the motion of the balloon must be considered in the design of the system. The required
image exposure time for a given amount of blurring can be calculated from the relation

δ t =
D
f v

(3.15)

where δ t is the required exposure time, D is the particle size of interest, f is the percentage
of blurring relative to the particle size and v is the relative velocity between the particle and
the sensor. For typical weather balloon ascent rates of 5 m/s and a tolerable motion blur of
10% of the particle size, a 15 micron cloud particle will require an exposure time that is no
greater than 300ns. This constraint can be relaxed somewhat if magnification is included
and when sampling on a stationary ground based structure due to the typically lower particle
velocities relative to the stationary camera.
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Fig. 3.9 Resolution and sampling limit comparison between Raspberry Pi and See3 cameras.
Resolution is the size of the smallest resolvable particle and object distance is defined
relative to the camera sensor. Vertical lines show the sampling limits for each diffraction
implementation.

Multiple interference fringes from each particle must be recorded to adequately recon-
struct a three dimensional image. This requires that the interference fringe visibility be
greater than the noise floor of the system. Fringe visibility is dependent on the shape and
size of the scattering particle, along with the temporal and spatial coherence properties of
the illumination source[228]. Low cost laser diodes were selected for use in this system,
with relatively low coherence lengths. This required an in line geometry to be used, with the
camera, laser and sampling volume collinear with each other, to minimise the path length
differences between scattered object wavefronts and unscattered background light and hence
maximise the interference fringe visibility. This geometry is illustrated in Figure 3.10 for
this system. The in line configuration has the advantage that the interference fringes have the
greatest fringe spacing of any recording geometry[213] and hence the relatively coarse pixel
spacing of the camera sensor is less of a problem. This configuration is also less sensitive to
vibration blurring effects and does not require extra optical components such as lenses and
beam splitters which would add significant cost and alignment challenges to the system. A
key disadvantage of the in line geometry is the overlap between the reconstructed particle
image and the out of focus twin image as described by equation 3.3. This twin image can
obscure information about the phase and fine structure of the reconstructed object wavefront;
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Fig. 3.10 Summary of the in line recording geometry used in this system. The laser, sampling
volume and camera are collinear and holograms are recorded by a low cost Raspberry Pi
computer for further processing and analysis.

however, numerical techniques have been developed to reduce the effect of this issue. The
twin image term is in focus at an equal depth position as the reconstructed particle image but
on the other side of the sensor. Due to the relatively small cloud particle sizes, relative to
their separation from the sensor, this causes the twin image to be spread over a large area
in the reconstructed image plane and hence this is not a major concern for cloud particle
studies.

The image reconstruction process is sensitive to the wavelength of the light used to
record the image. If this wavelength is not correctly specified in the code, there will
be a corresponding angular magnification of the image proportional to the ratio of the
reconstruction wavelength to the recording wavelength. It is therefore important to either
actively measure this laser wavelength as a function of time or control the parameters that
affect the wavelength such that it remains constant at a known value.

The wavelength of a laser diode can be affected by temperature due to thermal expansion
effects of the gain medium. This dependence could not be measured directly for the L405P20
diode used in this project as the available spectrometer was not sensitive to wavelengths
below 445nm. As an alternate approach, the dependence was taken from the L405P20
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Fig. 3.11 Temperature dependence of the L405P20 laser diode as extrapolated from datasheet
values.

datasheet which provides centre wavelength measurements at three different temperatures as
shown by the blue crosses in Figure 3.11. The central wavelength at other temperatures was
then calculated by assuming a linear dependence; however, the results are only approximate
as this analysis does not take into account effects such as mode hopping. The slope of this fit
is approximately 0.1 nm per degree. For a reconstruction wavelength of 403nm, the quoted
value at room temperature from the datasheet, a wavelength change of 4nm will correspond
to a change in angular magnification of 1.1% in the reconstructed image. This corresponds
to a temperature change of 40 degrees Celsius and should be accounted for given that cloud
temperatures can be more than 50 degrees below room temperature. This can be achieved by
either controlling the laser temperature actively or by measuring the laser temperature and
applying a temperature correction in software. Both approaches were implemented in this
project as discussed in the next chapter.

The theoretical resolution constraints outlined above are useful in the design and selection
of components for a given system; however, the overall resolution of the system is made
complicated by various other factors such as shot noise, fringe visibilities dependent on the
scattering target shape, chromatic aberration due to the laser bandwidth, interference fringe
backgrounds from multiple reflections in the sampling windows and wavefront distortion
in the low quality laser diode beam. These effects are clear in Figure 3.12 which shows the
comparison between the simulated hologram for a spherical point source particle and the
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Fig. 3.12 Comparison between the simulated hologram of a spherical point source (left) and
experimental measurement of the hologram of a spherical scattering particle recorded under
the same conditions (right).

recorded hologram from a calibration test sphere recorded with the same wavelength and
depth positions as the model. The properties of the hologram such as the fringe spacing agree
well; however, the experimental results show that far fewer interference fringes have been
recorded before the fringe visibility becomes comparable to the noise floor of the system.
As a result of these more complicated noise effects, the resolution of the system must be
characterised experimentally using known standards such as calibration spheres and USAF
resolution test charts as summarised in the next chapter.





Chapter 4

Instrument Characterisation

4.1 Introduction

The resolution and overall performance of a holographic imaging system depend on many
factors and in practice the performance aspects must be measured experimentally and charac-
terised for a given system. The performance and stability of the system depend on non ideal
effects, not considered in the analysis of the previous chapter, such as laser spectral width,
laser central wavelength, laser intensity, laser pulse properties, sensor noise, performance of
the temperature controller, condensation effects, system stability and enclosure properties.
In this chapter the results of experimental testing of the performance and resolution of the
system will be presented, along with an overview of the hardware systems that were designed
and developed as guided by the analysis in the previous chapter.

4.2 Electro-optical Performance

Two laser diodes were selected for use in this project; a 405nm wavelength L405P20 (L405)
and an 830nm wavelength HL8325G (L830). The L405 was selected primarily to provide
the best diffraction limited resolution and the L830 was chosen for its larger power, allowing
larger sampling volumes at the cost of a poorer resolution. To minimise motion blur in
the recorded images, a global reset release sensor was selected which requires careful
synchronisation between the laser pulse duration and the camera exposure time. The spectral
and electrical properties of these diodes are characterised in this section along with the laser
pulsing performance.
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Fig. 4.1 Intensity spectrum for the L830 laser diode along with an 830nm LED for compari-
son.

4.2.1 Laser Diode Characterisation

The laser intensity spectrum was measured using an Ocean Optics USB4000 spectrometer.
The spectrometer cannot be used for wavelengths below 445nm and hence only the L830
spectrum could be measured as shown in Figure 4.1. The blue trace shows the laser diode
spectrum and the red shows the spectrum of an 830nm LED that was also considered for use
as a light source. The coherence length defines the path difference between light beams that
results in a drop of coherence by a factor of 1/e and is defined by the relation

Lc =
λ 2

π∆λ
(4.1)

where λ is the laser peak wavelength and ∆λ is the Full Width Half Maximum (FWHM)
of the spectrum. The peak wavelength of the L830 was 827.5nm and the FWHM was 2.9nm
which corresponds to a coherence length of 75 microns. This is on the order of the size of
large ice crystals and so for an inline geometry that minimises the path difference between
beams, a suitable interference pattern is expected. The coherence length of the LED was only
5.7 microns which is smaller than most ice crystals and hence the more expensive laser diode
was required for use in this project. Similar results were obtained for the L405 based on the
peak wavelength and spectral width values obtained from the datasheet.
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Fig. 4.2 Mean camera pixel value for illumination from the L405 laser diode as a function of
applied voltage to the laser diode driver circuit and distance between the laser and camera.
Measurements are taken with a 500ns exposure time.

The mean pixel value recorded by the See3Cam for direct illumination from the laser
diodes was measured as a function of input voltage to the laser diode driver circuit and
distance of the laser from the sensor. The results of this testing for the L405 are shown in
Figure 4.2. The pixel values represent the output from the Analogue to Digital Converter
(ADC) for each pixel and provide a measure of the optical intensity incident on the camera
sensor. A clear threshold behaviour is observed at approximately 6.5V, as expected for the
laser diode. It was found that a minimum mean pixel value of approximately 700 was required
to obtain clear interference fringes from test spheres throughout the sampling volume. Larger
intensities produced clearer fringes, provided that the image did not become saturated at the
maximum value of 4096 for the 12 bit pixels. The incident laser power follows the inverse
square law as expected and hence the operating voltage must be varied as a function of
sample volume depth to ensure that this mean image intensity criterion is met.

The mean intensity, as parametrised by the mean pixel value, is also plotted as a function
of laser pulse width, a measure of the exposure time since the laser pulse is synchronised with
the camera exposure, in Figure 4.3. This relationship shows the expected linear dependence
of intensity on exposure time with nonlinear effects at large intensities due to saturation of
the sensor and at low intensities due to the laser power falling below the noise floor of the
camera. By increasing the laser pulse width, the system can be operated at a lower input
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Fig. 4.3 Mean intensity as a function of exposure time measured in microseconds. Nonlinear
effects are due to pixel saturation and the noise floor of the system.

voltage for a given sampling distance; however, this comes at the cost of increased motion
blur in the recorded image.

4.2.2 Pulsing Characterisation

A pulsing circuit was designed to synchronise the camera exposure with the pulsed laser
output as shown by the circuit diagram in Figure 4.4. Synchronisation was necessary due to
the Global Reset Release (GRR) pixel readout scheme of the See3Cam in which all pixels
are exposed to light simultaneously and read out individually. If light is incident on pixels
at the bottom of the image whilst the top pixels have already been read out, rolling shutter
streaks in the output image will be observed. As discussed in the previous chapter, the
exposure time must also be on the order of hundreds of nanoseconds to minimise fringe
blurring due to moving particles. The See3Cam was found to have a minimum exposure
time of approximately 100 microseconds, which is significantly larger than the desired limit.
The synchronisation circuit overcomes both of these issues by restricting the effective image
exposure time to the duration of the laser pulse, which can be on the order of nanoseconds.
The laser pulse is synchronised to occur within the exposure time of the camera and the laser
pulse width then determines the effective exposure time. Since the sensor is still sensitive
to background sunlight during the camera exposure time of 100 microseconds, an optical
bandpass filter with a 10nm bandwidth was incorporated to only allow light from the laser
diode to contribute to the image over the short laser pulse duration.
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Fig. 4.4 Circuit diagram for the pulsing circuit which consists of a high speed triggering
circuit and a laser pulse amplifier. The connections to the camera and laser diode are also
shown to highlight the operation of this circuit.

A clock signal provided by an Arduino microcontroller or crystal oscillator is first input
to the dual LM358 op amp Integrated Circuit (IC) to buffer the trigger signals. One of the
outputs is sent directly to the camera trigger pin to begin the camera exposure when the clock
signal goes high, allowing the camera exposure time to be set by the pulse width and the
sampling rate to be controlled via the pulse repetition frequency. The other output of the
LM358 is then input to a 74HC4538 dual monostable multivibrator IC. R1 and C1 can be
selected to delay the output of the first monostable relative to the trigger pulse by a fixed
amount. These values were selected to ensure that the laser pulse occurs halfway through
the camera exposure duration. The output of the first monostable is then input to the second
monostable, which produces a pulse beginning after the delay time. The pulse width can be
varied by choosing R2 and C2 and pulses widths of less than 100ns were obtained using this
method. The pulse polarity is then reversed using the high speed 74HCT04E inverter logic
gate, as required for operation with the EL7158 MOSFET gate driver IC. This inverted pulse
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(a) (b)

Fig. 4.5 a) Oscilloscope display of the laser diode pulse shown on the blue trace and the pulse
used to delay the laser pulse relative to the camera exposure pulse is shown on the green
trace. b) Oscilloscope output of a train of pulses generated by the triggering circuit. The
laser pulse on the green trace is synchronised to the centre of the camera exposure pulse on
the yellow trace. The time between pulses determines the sampling frequency of the system.

is then amplified using the high speed EL7158 and then output to the laser diode via the load
resistor (RL) which controls the laser current. Forward biased signal diodes are placed over
the laser diode to clamp the laser voltage at the threshold value and to avoid transient spikes
due to effects such as electrostatic discharge which could damage the laser. A reverse biased
diode is also included to avoid laser damage if it is connected with the wrong polarity.

The laser diode pulse produced by this circuit is shown in Figure 4.5a. The laser diode
pulse is displayed via the blue trace on the oscilloscope output and the signal delay pulse
is the green trace. The laser pulse rise time was measured to be 10ns and the rise delay
offset was 50ns relative to the delay pulse. The absolute timing accuracy of this circuit was
therefore sufficient to ensure the laser pulse occurred within the 100 microsecond camera
exposure duration. The sampling rate of the system is controlled by the pulse repetition
frequency set via the Arduino clock output or a crystal oscillator. The overall sampling rate
is limited by the data transfer rate of the Raspberry Pi computer interface at 2 frames per
second (fps); however, this can readily be improved by use of a more powerful mini computer
system. A sample pulse train is shown in Figure 4.5b which shows the camera trigger pulse
on the yellow trace, the delay pulse on the blue trace and the laser pulse on the green trace. It
can be seen that the laser pulse occurs in the centre of the camera exposure pulse duration as
desired.
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Fig. 4.6 Effect of wire length on the output laser voltage pulse shape shown on Channel 2.
The left image shows the laser pulse with large wires used to connect the laser diode to the
pulsing circuit and the right image is with shorter wires. A significant reduction in pulse
ringing is seen in the image on the right.

The circuit layout was designed to minimise wire lengths, to avoid stray inductive effects
and a large copper ground plane was chosen to avoid ground loop issues. At nanosecond
scale pulse durations, even small stray inductances can cause large ringing and overshoot
in the laser pulse, which can potentially damage the sensitive laser diode. This effect is
demonstrated in Figure 4.6 which shows the laser voltage pulse when connected with long
wires in the left image and shorter wires in the right image. It can be seen that the ringing in
the pulse is significantly reduced when using the shorter wires. Reverse biased signal diodes
were also included to further mitigate this effect. The small form factor of the circuit boards
also allowed a smaller overall instrument enclosure to be designed to minimise the weight of
the overall system, as required for balloon deployment.

4.3 Resolution Testing

The overall system resolution was experimentally tested and constrained using a 1951
USAF resolution test target as well as a range of microscopic calibration test spheres
with known sizes. The test target was used to confirm that the system was operating at
the expected diffraction limit and the calibration test spheres were used to constrain the
geometric magnification factor, along with the overall image reconstruction performance.



52 Instrument Characterisation

Fig. 4.7 Standard USAF resolution test target used for resolution testing.

4.3.1 USAF Resolution Target Testing

A photograph of the USAF test target is included in Figure 4.7. The target consists of a series
of horizontally and vertically spaced parallel lines with consecutively smaller line spacings in
each group. The smallest resolvable line spacing in an image of the target provides a measure
of the horizontal and vertical resolution of the imaging system under test. As outlined
previously, the resolution of the holographic imager is expected to be diffraction limited and
hence the resolution should be proportional to the laser wavelength used in recording the
interference pattern. This dependence was tested by recording a hologram of the test target
for both the 405nm and 830nm laser diodes, whilst keeping the relative camera, object and
laser spacing constant to maintain a geometric magnification of unity. The reconstructed in
focus images of the test target for each laser wavelength are displayed in Figure 4.8.

The diffraction limited resolution scales linearly with wavelength according to Equation
3.13 and hence the ratio of the minimum resolvable line widths of the test chart should
equal the ratio of the laser wavelengths, to within the experimental uncertainty. The ratio
of the two laser wavelengths was determined to be 2.04 ± 0.04 where the uncertainty was
derived from the 830nm laser spectral measurements above and by assuming an underlying
uncertainty in the 405nm laser centre wavelength of 5nm based on information from the
L405P20 datasheet. The horizontal and vertical resolutions were measured from the test
chart for each wavelength, as summarised in Table 4.1. The ratios of the horizontal and
vertical resolutions were both equal to 2.0 to two significant figures, in agreement with the
expected value to within the uncertainty in the wavelength ratio. This confirms that the
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Fig. 4.8 Reconstructed USAF resolution test target recorded with the 405nm laser diode
(left) and the 830nm laser diode (right). Note the improvement in resolution obtained by
using a shorter wavelength in the left image.

system is operating at a diffraction limited resolution and highlights the need for a shorter
laser wavelength to be used in obtaining high resolution measurements.

There was a difference of approximately a factor of two between the horizontal and
vertical resolutions for both lasers tested. This could be attributed to the rectangular camera
sensor as the resolution is inversely proportional to the sensor extent along a given axis
according to Equation 3.13. The ratio of the sensor lengths on each axis is approximately 1.3
and hence this does not solely explain the resolution change. It is possible that the horizontal
and vertical axes of the camera were not perfectly aligned to those of the test slide which
could explain the differing resolutions. It is also possible that other uncertainties involved
in this technique, such as the discrete resolution values used and the visual classification of
resolution, will add further uncertainty to this resolution measurement despite the fact that
this technique is widely used and accepted[231].

The lower resolution limits from Table 4.1 suggest that the instrument is suitable for
the detection of cloud particles with typical sizes ranging from a few microns up to a few
millimetres for larger ice crystals. The upper resolution limit of the instrument is determined
by the size of the CMOS sensor and was found to be approximately 3 millimetres; however,
both the upper and lower resolution limits can be readily improved by varying the image
magnification due to the diverging laser diode beam.
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Fig. 4.9 Geometry used to test the 3D image reconstruction software. From left to right:
Camera, Raspberry Pi computer, objects on glass microscope slides and a laser diode
connected to a thermoelectric heater/cooler.

4.3.2 Calibration Microsphere Testing

A set of monodisperse calibration test spheres was used to both validate the developed
reconstruction software and also to constrain the geometric magnification effects of the
system. The reconstruction software was validated by placing a set of glass calibration test
spheres at two depth positions within the detector sampling volume on transparent glass
microscope slides. Spheres with a diameter of 20 microns were selected to simulate typical
water droplets in a cloud. A prototype of the imager, along with the geometry used in this
testing, is shown in Figure 4.9.

The interference pattern formed between the scattered light from the objects and the
unscattered reference wave is displayed in Figure 4.10. The raw hologram and the recon-
struction software outlined in the previous chapter were then used to reconstruct the object

Resolution criteria
405nm Laser 830nm Laser

Horizontal Vertical Horizontal Vertical

Group+Element G7 E4 G6 E4 G6 E4 G5 E4
Smallest resolvable line width (µm) 2.76 5.52 5.52 11.05

Table 4.1 USAF resolution testing results for the 405nm laser and 830nm laser.
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Fig. 4.10 Raw interference pattern recorded for the detector geometry shown in Figure 4.9.

wave intensity at a range of depth positions to produce a three dimensional (3D) image of the
objects. A subset of this 3D image is presented in Figure 4.11. Each image in consecutive
order shows the reconstructed object wave intensity at a successively greater depth position
relative to the sensor. It can be seen that a set of spherical particles come into focus in Figure
4.11.b at a nearby depth, corresponding to those on the first microscope slide, along with
another set of particles in focus in Figure 4.11.e at a greater depth position, corresponding
to those on the other microscope slide. The reconstructed 3D image is also displayed in
Figure 4.12 which shows a front and side perspective view of the 3D image. The particles
are seen to be in focus at two distinct depth positions, as highlighted by Figure 4.12b. This
also highlights the poorer resolution in the reconstructed depth positions as compared to the
lateral object positions, as expected based on equations 3.13 and 3.14.

The particles at the greater depth position in the previous 3D image appear larger than
the nearer particles as a result of the geometric magnification of the images, due to the
divergent laser wavefront. The output depth positions along the optical axis for the particles
are also magnified and this magnification must be corrected for to extract the true object
properties. This underlying magnification can be described by the standard holographic
imaging equations[213]. If a planar reference wavefront is used to reconstruct the image
and a spherical reference wavefront is used to record the image, this magnification can be
simplified to the following form
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a) b)

c) d)

e) f)

Fig. 4.11 Reconstructed 3D image at a range of consecutive depth positions from image a)
through to image f) as displayed by the Z parameter. Images b) and e) show the in focus
particle images at locations corresponding to the glass microscope slides in Figure 4.9.
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(a)

(b)

Fig. 4.12 Perspective views of the 3D image reconstructed from the hologram in Figure 4.10
for a) a front viewing looking down the sampling volume and b) a side view highlighting the
different depth positions of the two sets of particles.
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where M is the magnification, DImage is the size of the reconstructed particle image,
DObject is the true size of the object, Zfocus is the depth position at which the objects come
into focus and ZL is the depth position of the laser relative to the camera sensor. This formula
relies on the assumption that the laser diode beam can be described as a spherical wavefront.
If the laser diode wavefront is modelled as a single order TEM00 Gaussian beam, then the
wavefront will be spherical provided that the observation point is much greater than the
Rayleigh Range (ZR) defined by the relation[232]

ZR =
πω2

0
λ

(4.4)

≃ λ
πθ 2 (4.5)

where λ is the laser wavelength and θ is the far field divergence angle. Using the
information from the laser datasheet for these parameters, the corresponding Rayleigh Range
distance was calculated to be approximately 10 microns. The distance between the laser and
the sampling volume was therefore set at around 2 centimetres, which is multiple orders of
magnitude greater than the Rayleigh Range and hence the magnification formula presented
above should be suitable for this system.

The magnification was tested by measuring the sizes of a set of calibration test spheres
with diameters of 15.5 ± 0.1 microns. These spheres were placed at a range of depth positions
and at each depth, the magnification formula was used to measure the true object size. The
resultant object sizes as a function of depth are shown in Figure 4.13. The measured particle
sizes were in agreement with the expected values to within the uncertainty throughout the
tested sampling volume. The measured particle size uncertainty scales with depth due to the
depth dependent magnification equation. This depth dependence causes the physical size
corresponding to each pixel of the image to scale accordingly. Particle size is determined
by counting the number of pixels in the in-focus particle image and then converting to the
physical size via the magnification formula conversion and accounting for the physical size
of the pixels. The uncertainty is then determined by calculating the change in particle size



4.3 Resolution Testing 59

0 1 2 3 4 5 6
11

12

13

14

15

16

17

18

19
P

a
rt

ic
le

 S
iz

e
 (

m
ic

ro
n
s
)

Object Distance from Sensor (cm)

Fig. 4.13 Particle sizes measured by the system as a function of their depth position within
the sampling volume. Results agree to the expected value shown by the blue line to within
the uncertainty.

introduced by adding or subtracting a single pixel from the measured number of pixels in
the image. This measure of uncertainty is an underestimate of the total uncertainty as it
does not incorporate the uncertainty associated with the automated analysis technique which
must first identify the in focus particle extent in pixels using edge detection and intensity
thresholding criteria. These techniques can be made more robust by obtaining realistic
intensity thresholds to separate particle images from the background noise, which can be
obtained via manual analysis of field results from a field campaign in which the instrument
was tested, as discussed in the next chapter.

The agreement between the measured and true particle sizes implies that this system
can accurately reconstruct particle sizes throughout the instrument sampling volume. This
agreement also provides validation that the far field laser wavefront is spherical, as was
assumed in deriving the magnification formula. Future testing should be undertaken to
investigate possible systematic errors such as a dependence on the size of the measured
particle, particle shape, effects of higher order transverse modes in the laser beam and
particle sizing in the presence of overlapping particles. Smaller systematic uncertainties are
introduced due to the temperature dependence of the laser wavelength if the temperature
control system is not operating ideally and due to the uncertainty involved in measuring the
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spacing between the camera and laser as required for the magnification formula; however,
these effects are only minor as discussed in the previous chapter.

4.4 Temperature Control and Power Supply

An analogue Proportional Integral Derivative (PID) temperature control circuit incorporating
a Peltier thermoelectric heater/cooler (TEC) actuator was designed to maintain a stable
system temperature and hence a stable laser wavelength. This was necessary to avoid errors
being introduced due to a changing magnification as this depends on the wavelength and
also to ensure that the temperature dependent laser spectrum was within the bandpass region
of the optical bandpass filter. This was also required to avoid condensation of the sampling
windows and icing up of the electronics in the harsh conditions within a cloud. An analogue
system was designed rather than a digital one as it had a low cost, low power consumption,
high response speed and is not prone to digitisation errors. Drawbacks to the analogue
approach include the time consuming trimpot adjustments needed to tune the system to a
given thermal load and also the sensitivity to temperature dependent drifts of the electronics.
For these reasons, a digital alternative should be considered in future.

The temperature controller circuit diagram is shown in Figure 4.14. The input power
supply voltage can be either single sided or dual polarity, depending on whether the thermal
actuator is a simple resistive heater or a Peltier thermoelectric heater/cooler. This input
voltage is first input to a Ref5010 voltage reference IC to provide a fixed operating voltage
for the system. A Wheatstone bridge configuration is then used to set the desired system
temperature via the variable resistor (RVar) and sense the system temperature using the
thermistor (RT). The temperature can alternatively be measured using the optional LM335
digital temperature sensor and LM741 amplifier. The LM335 sensor allows the temperature
measurements to be directly recorded on the Raspberry Pi computer; however, it is less
accurate than the thermistor. The voltages corresponding to the set point temperature and
measured temperature are then input to an LM358 based difference amplifier to obtain the
error signal for the feedback system. This is then buffered with an LM358 amplifier which
provides a pre gain stage via the P1 variable resistor. This error signal is then split into three
separate branches to produce the proportional, integral and differential components of the
PID control system. The integral and differential signals are obtained using integrator and
differentiator op amps respectively and the proportional signal is obtained with a simple
LM358 amplifier. An FET based OPA2604 op amp was used for the integrator to reduce the
impact of input offset current effects on the integrator output signal. The relative strength
of each of the PID signals can be varied with the P2, I and D variable resistors and the time
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Fig. 4.14 Analogue PID temperature controller circuit diagram. The temperature can be
sensed using either a high precision thermistor or a digital 335 temperature sensor. The
output control signal is then amplified and applied to the TEC.

constant of each of the stages can be chosen by varying the feedback resistors and capacitors
to match the controller to a given thermal load. The proportional, integral and differential
signals are then input to a summing amplifier and the output PID signal can then be amplified
and applied to the thermal actuator to close the feedback system.

The temperature control system was experimentally tested by placing the actuator TEC
inside of a sealed metal box. A TEC operating at half of the maximum output power of the
actuator TEC was then placed on the exterior wall of the box and the temperature controller
was set to maintain a stable room temperature. Testing was then performed for a range
of actuator TEC configurations to determine the overall performance when operated. The
system was observed to operate effectively until the effects of self heating of the TEC
became dominant. These tests indicated the need for suitable heatsinking to be applied to the
system and also the need for carefully matched time constants for each of the PID stages.
Future testing will need to be carried out to determine the expected thermal load of the
atmosphere in order to optimise the temperature control response. The required heat sinking
is also dependent on knowledge of the atmospheric thermal response as this will dictate the
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smallest required heat sink size to minimise the overall mass, as required for a balloon borne
system. These effects could either be constrained experimentally in a cloud chamber testing
environment or through the use of thermal modelling software.

The circuit diagram for the overall system is shown in Figure 4.15. A range of DC
input voltages (Vin) are acceptable allowing the instrument to be powered with a battery, as
required for weather balloon deployment, or with a floating power supply at an instrument
field site. The input supply voltage (Vin) is then input to the LM2596 and LM1084 voltage
regulator circuits to provide stable voltages within the acceptable voltage ranges of each of
the components, such as the Raspberry Pi computer, pulsing circuit and the PID temperature
control signal amplifier as shown. A split power supply is required for the PID controller
to allow the Peltier TEC to provide both a cooling and a warming effect as the PID control
signal goes from negative to positive. The single sided input voltage (Vin) is converted to a
split supply voltage using a circuit based on an LM675 power op amp. The output of the PID
controller is then input to an LM675 based power amplifier to boost the drive current which
is then applied to the Peltier TEC.

4.5 System Automation and Stability

The instrument was designed to operate autonomously in cloud conditions, over potentially
long periods of time if stationed on a tower site. To facilitate this goal, Linux and Arduino
code was developed to automatically begin the system processes and start recording data
when the instrument is connected to a power supply. The Arduino code outputs the clock
signal used to synchronise the camera exposure and laser pulses and also records data from
optional internal and external temperature and humidity sensors. This information is then
read in by the Raspberry Pi computer and recorded for further analysis. The Linux code is
used on the Raspberry Pi to automatically run the modified QT based GUI camera interface
and initialises the recording parameters such as output file format. A real time clock is used
to provide accurate timestamps for images when taking data in remote locations.

The automated analysis algorithm introduced in Chapter 3 allows the particle size and
shape distributions to be automatically extracted from the reconstructed 3D image. This
algorithm can be run via a python script to transmit processed observables during a weather
balloon flight to a ground station receiver, since bandwidth is a limitation in this application
or alternatively, can be undertaken when the data is retrieved from the instrument hard drive
for tower deployment. The analysis software is currently not fast enough to be operated in
real time for realistic sampling rates on a weather balloon platform due to the limitations
of the Raspberry Pi processor; however, the performance could be dramatically improved
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Fig. 4.15 Circuit diagram for the overall system highlighting the power supply componentry
along with the connections between each of the system components.

by making use of GPU acceleration and parallel processing techniques available with more
modern mini computers.

The automated analysis software performance was tested using a set of glass calibration
test spheres of known sizes. An example of this testing is shown in Figure 4.16a which
displays the in focus reconstructed intensity image of a set of test spheres with sizes ranging
from 63 to 75 microns, all placed at a single depth position within the instrument sampling
volume on a glass microscope slide. The red circles identify particles that have been
automatically detected by the algorithm and it can be seen that the majority of particles have
been located. The corresponding extracted histogram of particle sizes is shown in Figure
4.16b. If the underlying particle size distribution is assumed to be uniform, this result agrees
with the expected values with an uncertainty in agreement with that expected from particle
counting statistics.

It can be seen that not all particles are successfully identified in Figure 4.16a and a number
of particles have been falsely identified. This can in part be attributed to the non ideal intensity
threshold used to identify initial particle locations, the resolution constraints involved in
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Fig. 4.16 a) In focus reconstructed intensity image for a set of calibration test spheres placed
at a single depth position. Red circles indicate particles that have been successfully identified
and sized by the automated analysis algorithm. b) Automatically extracted particle size
distribution for the detected spheres in Figure 4.16a.
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separating two closely located objects and the underlying noise in the reconstructed image.
It was found that all particles could be successfully located by varying the intensity threshold
used and hence a more realistic intensity threshold should be determined in future based on
the image properties by using a modified Otsu’s method[226]. Realistic intensity threshold
information can be obtained by manual inspection of real cloud particle data taken in the
field and this was one of the goals of the field campaign in which this instrument was tested.

To determine the long term system stability, the instrument was operated for a duration
of 55 hours and the times at which each image was saved were recorded. The measured
recording times were then compared to the expected recording times for the sampling period
of 5 seconds which was expected to be constant by design. It was seen that as a function of
time, the observed times deviated from the expected times in a linear fashion as shown in
Figure 4.17. The difference between successive images as a function of time is plotted in
Figure 4.18a and a zoomed in portion of the time series is seen in Figure 4.18b. It can be
seen that the sampling period is oscillating between 5 and 6 second sampling periods, with a
6 second spacing occurring approximately periodically every 130 seconds. Larger sampling
periods are also seen intermittently. The source of this oscillating sampling period could be
identified in future by testing with different real time clocks and studying the Linux system
logs; however, as the effect appears to be temperature independent and easily characterised,
the current approach is simply to record the true sampling times of each measurement when
comparing observations with other instruments. Aside from this oscillation, the system was
seen to operate in a stable fashion for the 55 hour observation period.
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Fig. 4.17 Difference between the observed and expected image recording times for each
successive image.
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(a) (b)

Fig. 4.18 a) Time difference between successively recorded images as a function of operation
time. b) Zoomed in view of Figure 4.18a to highlight the periodicity of the variation in
sampling period.

The stability of the pulsed laser wavefront was also measured as a function of time. The
laser intensity was seen to fluctuate as a function of time in a deterministic manner, in the
form of curved interference fringes overlaying a uniform background. An example of this
non uniformity is shown in Figure 4.19a which shows the image intensity recorded from two
consecutive laser pulses. A set of curved interference fringes were seen at varying intensities
relative to the uniform background, along with a fixed set of diagonal interference fringes.
The properties of these fringes are easily distinguished by observing the changes in the two
dimensional Fourier transform intensity spectrum, also included in Figure 4.19a, as a function
of time. The features that changed between the two spectra were removed, along with the
features corresponding to the fixed diagonal fringes, using spatial filtering in the frequency
domain and the resultant filtered image is shown in Figure 4.19b. This image is significantly
more uniform and hence these background fringes can be removed in the analysis stage.
The origin of these fringes was not confirmed but it is likely that the fixed diagonal fringes
correspond to Fabry-Perot interference due to the plane parallel glass sampling windows of
the instrument and the fluctuating curved fringes could be due to higher order transverse
modes in the laser beam due to thermal expansion of the gain medium. The source of these
features could be investigated further in future by testing for explicit temperature dependent
effects and their effect could likely be mitigated further by use of a pinhole spatial filter.

The effect of these non uniform features was seen to decrease as the camera-laser spacing
was increased and the laser pulse power was increased. For most sampling volume and laser
power combinations, these varying fringe backgrounds were negligibly small and hence
spatial filtering was not required in most cases. This reduced effect is demonstrated in
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(a) (b)

Fig. 4.19 a) The top row shows the intensity recorded on the camera for a single pulse of
the laser diode along with the corresponding two dimensional fast Fourier transform. The
bottom row shows the next consecutive pulse recorded from the laser with the corresponding
Fourier transform. Note the appearance of curved interference fringes between pulses. b)
Laser intensity distribution after applying spatial filtering to remove the time varying curved
fringes and fixed horizontal background fringes.

Figure 4.20 which shows the laser pulse intensity between two consecutive pulses with
calibration test sphere objects placed inside the sampling volume on glass microscope slides.
The circular interference fringes produced by the objects are significantly brighter than the
background fringes and hence minimal variation is seen between consecutive images. In
summary, the laser wavefront was seen to be acceptably stable for most system geometries
and spatial filtering techniques can be used to further reduce the impact of these features if
necessary.

4.6 Enclosure Design

The instrument enclosure was designed to be both light weight and suitable for operation in
the extreme temperature, condensation and turbulence conditions encountered within a cloud.
An image of the final developed instrument is included in Figure 4.21 before the components
were sealed within the boxes. A commercially obtained IP56 dust and water proofed plastic
box is used to house the main electronic control systems. Each of the electronic components
can then be independently assembled and screw mounted onto plastic stand off sheets and
these can then be individually screw mounted inside the box. Internally tapped screw threads
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Fig. 4.20 Variation between consecutive laser pulses with a higher laser power and larger
sampling volume. The effect of the background fringes is now significantly reduced relative
to the fixed fringes produced from the test objects.

were used so that the necessary waterproofing of the box was maintained. Plastic at the
bottom of the box was cut away to allow extra space, which was necessary to include all of
the components shown in Figure 4.21. An external hard drive and cable gland access are
provided for extended ground based deployment and testing purposes. The external hard
drive is not required for weather balloon deployment since data obtained within the short
flight durations can be stored on a USB or SD card. The space allocated to the external hard
drive can instead be used for a battery power supply in this case.

The camera is mounted inside a smaller waterproofed plastic box, as shown in Figure
4.22a. A square aperture was cut into the front of the box and a glass microscope slide was
cut to shape and glued over this aperture to allow the laser light to illuminate the sampling
volume. A lightweight Delrin mount has been included to allow an optical filter to be installed
in front of the camera sensor to minimise the effects of stray sunlight in the images. Resistive
heaters are included around the edges of the microscope slide to avoid condensation on the
sampling windows. A small hole has been cut into the top of the box to allow power supply
wire connections and data transfer between the smaller box and larger box. These wires were
strain relieved to ensure that the connections were maintained in turbulent cloud conditions
and the hole was sealed using water proofed Silastic.

A similar box design was implemented for the laser diode and pulse amplifier circuit as
shown in Figure 4.22b. The laser diode is mounted inside an Aluminium lens tube within a
larger Aluminium tube mount that is counter sunk screwed to the bottom of the box. Two lens
tubes were designed with sizes conforming to the commonly used φ5.6 mm and φ9 mm laser
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Fig. 4.21 Image of the final developed instrument before the boxes were sealed. Each of the
electronic control stages can be independently adjusted and then all components are mounted
within water proofed plastic boxes.

diode aperture sizes. The lens tube design also allows for future inclusion of a collimating
lens to enable large sampling volumes to be used without the need for an increased laser
power to compensate for a decreasing beam intensity from a diverging beam. A metal mount
was chosen to allow efficient thermal transfer between the laser diode and the Peltier TEC
connected to the PID control circuit. The TEC is mounted between the laser mount and a
metal heat sinking plate at the bottom of the box. Desiccants were included in each of the
boxes to further mitigate the effect of condensation on the sampling windows and electronics.

The position of the laser diode within the mount can be varied continuously and then
locked in place by tightening the connecting screws between the outer mounting tube and the
base of the mount. The ability to vary the spacing between the laser and the sampling window
was desired as this allows the trade off between image magnification and sampling volume
size to be controlled. As the laser-sampling window spacing is decreased, the magnification
increases according to Equation 4.3 and hence smaller objects can be resolved, provided a
suitable number of fringes are recorded on the sensor. Reducing this spacing also results
in a decrease in the size of the instrument sampling volume, defined as the product of the
laser beam spot area and the sampling window spacing. The sampling volume was modelled
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(a) (b)

Fig. 4.22 a) Box in which the camera and optional optical filter are mounted. Resistive
heaters are used to avoid condensation effects on the sampling window. b) Box in which
the laser and pulsing circuit are mounted. The laser position can be varied to adjust the
magnification and the temperature is controlled with a heatsinked TEC.

by approximating the laser diode wavefront as an elliptical Gaussian beam with divergence
angles obtained from the datasheet. The volume was then calculated using the area of this
ellipse as a function of depth and integrating the solid of revolution. The laser spot area was
clamped at the value obtained when the spot area on the sampling windows became greater
than the camera sensor area, as it was assumed that angular scatter from particles outside of
the forward scattering region would be negligible. The modelled sampling volume size as a
function of the laser-sampling window depth and the sampling window spacing is included in
Figure 4.23. This model is useful in designing different experimental modes of operation for
the instrument based on the trade off between required laser power, which decreases as the
inverse square of the propagation distance, the size of the sampling volume and the desired
image magnification which depends on the laser position, due to the divergent beam.

The spacing between the boxes can be varied to provide a trade off between the sampling
volume size and the required laser power for the divergent laser diode beam. A collimating
lens can be included to minimise this divergence loss to allow large sampling volume sizes of
upwards of 10 cubic centimetres; however, this comes at the cost of a reduced magnification.
Due to the modular design, a wide parameter space of magnification, sampling volume and
required laser power combinations are possible to allow a range of experimental studies to be
performed with this instrument. The instrument has been designed for deployment on either
a weather balloon or a tower structure and so the method for varying the box spacing depends
on the application. For weather balloon deployment, the relative forces on the smaller boxes
relative to the large box are relatively small and so a light weight Aluminium mounting
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Fig. 4.23 Modelled instrument sampling volume size as a function of the sampling window
spacing and laser-sampling window spacing.

bracket was used since the balloon payload size and weight needed to be minimised. The
box spacing can then be easily varied at discrete intervals. For deployment on a tower, a
sturdier mounting bracket was needed to keep the main boxes attached, due to the larger
relative forces exerted by the winds. This requires the sampling volume to be fixed for a given
mounting bracket, but can still be varied by changing the mounting plate. These mounting
configurations are summarised in Figure 4.24.
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Fig. 4.24 Mounting configurations developed to control the spacing between the instrument
sampling windows. The left configuration is light weight and suitable for balloon deployment
and the right configuration is more sturdy, as required for deployment on a tower.



Chapter 5

Field Testing Results

5.1 Introduction

The instrument was tested in a field campaign at a Tasmanian mountain field site. The
major goals for this testing were to investigate the long term stability and performance of
the instrument in realistic cloud conditions, determine more realistic intensity thresholds to
extract particle information with the automated analysis software and to provide validation
for an independently developed polarimetric backscatter instrument sensitive to cloud particle
phase. An overview of the field site conditions will be presented in this chapter along with
details about the preparation process and a preliminary analysis of some data in which cloud
particles were identified.

5.2 Field Site Details

The field site is located at (−41.84S,145.54E) which corresponds to the Mount Read moun-
tain in Tasmania. The site was selected due to a combination of the relatively high elevation
of 1123 m, suitable climate for potential ice crystal formation inside of clouds and the fact
that infrastructure and security measures were already in place at the site. The site is operated
by TasNetworks whose assistance is gratefully acknowledged for their role in supplying
power to the instruments and in installing the instruments on their tower structure. A photo
of the region surrounding the tower on which the instruments were installed is included in
Figure 5.1. It can be seen that clouds had formed below the height of the instrument positions,
suggesting that the site was at a suitable height for intersection of the instrument sampling
volumes with clouds as they form and travel.
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Fig. 5.1 Photo of the region surrounding the Mt Read field site at which the holographic
instrument was tested. The presence of clouds around the tower highlights the suitable
elevation and climate for cloud studies.

The holographic instrument was deployed on the tower alongside a Polarsonde instrument
as shown in Figure 5.2. The Polarsonde instrument emits polarised light into the cloud and
measures the depolarisation of the returning backscattered light. This provides information
about the shape of the scattering particles and hence can be used to distinguish aspherical ice
crystals from spherical water droplets within a cloud. The holographic instrument was placed
on a different face of the tower to the Polarsonde to minimise the chance of backscattered
Polarsonde light into the holographic camera field of view. The placement was also chosen
such that the prevailing winds would tend to force clouds into the instrument sampling
volume to minimise sampling biases due to interaction of cloud particles with the instrument
enclosure. Further information about the meteorological conditions at the site, such as the
temperature and relative humidity, were obtained from a nearby weather station operated by
the Bureau of Meteorology.

5.3 Preliminary Preparation

Prior to deployment of the instrument at the field site, a fault was detected in one of the
components of the laser pulsing circuit. This circuit was replaced with an alternate design
incorporating a MOSFET to amplify the pulsed laser current. This circuit provided a
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Fig. 5.2 Tower structure on which the holographic instrument and Polarsonde were deployed.
A zoomed in view of the holographic instrument is shown in the bottom right inset and the
Polarsonde is shown in the top right.

smaller peak power than the primary design and hence the optical filter was not used in
this deployment to minimise further attenuation of the laser signal. The orientation of the
instrument on the tower was therefore chosen to minimise the influence of stray light from
the sun and moon into the field of view of the camera. The instrument was operated in the lab
before sending it to the field site over the course of multiple hours to obtain a large number
of images of the reference wave intensity with no objects present. These images can then be
used for flat fielding and background subtraction in the analysis stage to improve the SNR.

The instruments were planned to be deployed on the tower site for a duration of at least
two weeks and hence the sampling rate of the instrument had to be optimised to provide
useful data over this duration. A single raw image from the camera is approximately 10MB
in size and contains information about cloud particles at a given moment in time. To study
how the cloud particle properties evolve with a high temporal resolution over the entire
deployment duration, a 4TB external hard drive was included to maximise the possible
sampling rate. For a storage size of 4TB and a deployment duration of two weeks, it was
calculated that the maximum possible sampling rate was 0.2 images per second or one image
every 5 seconds. Clouds were assumed to be passing the detector at speeds similar to the
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background winds, of order 5 m/s. This sampling rate therefore provided a suitable balance
between allowing the study of local cloud structural inhomogeneities on the scale of a few
metres in size and enabling a relatively low cost for the required external hard drive which
scales with memory capacity.

The sampling volume configuration was selected to provide a minimum magnification of
the images and instead provide a larger sampling volume size by setting a relatively large
laser-sampling window spacing of approximately 1.2cm. The spacing between the sampling
windows was chosen to be 3.1cm and the laser power was set to provide a sufficient hologram
intensity on the camera, as tested with calibration spheres. The final sampling volume size
was calculated to be approximately 0.8 cm3. The noise in the hologram scales with the
sampling volume size due to particle-particle scattering and it can be shown that this effect
becomes significant at a threshold particle number density given by the relation[53]

nc =
0.04
πd2l

(5.1)

where d is the particle diameter and l is the depth of the sampling volume. For a
typical particle diameter of 15 microns and a sampling depth of 3.1cm, this corresponds to a
threshold of 1830 particles per cubic centimetre. Typical water droplet number densities in
the atmosphere are well below this limit[54] and hence particle-particle scattering effects are
likely to be negligible for this sampling volume size. This limit does not take into account
the effects of magnification due to the diverging reference beam; however, it provides an
approximate upper limit for the particle densities at which this effect becomes significant.

5.4 Preliminary Data Analysis and Future Work

A number of cloud events were identified in the datasets of both the holographic instrument
and the collocated Polarsonde instrument. One such event that was identified is shown in
Figure 5.3 which shows two slices of the reconstructed 3D image at different depth positions
at which cloud particles were identified. The reconstructed particle images are identified by
the in focus dark regions relative to the lighter background and red bounding circles have
been overlaid to emphasise the locations of some of the larger particles. An Arago diffraction
spot is seen towards the centre of the larger particles as expected since this corresponds to
the Fresnel diffraction regime. The transverse and longitudinal co-ordinates displayed on
the image have been corrected for magnification effects and hence the particle sizes and 3D
positions can be directly read off from the images.
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Z = -0.17927 cm

Z = 3.1426 cm

Fig. 5.3 Reconstructed 3D image at two depth positions at which cloud particles were
identified. The particles are identified by the in focus dark regions against the lighter
background and some of the larger particles are highlighted with red bounding circles.
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The particles shown in Figure 5.3 have been impacted on the front and back sampling
windows of the instrument and should therefore be analysed separately to the pristine particles
identified within the sampling volume. Such a separation is simple to undertake since the
depths of the sampling windows are known and hence particles reconstructed at these depths
can be differentiated from those reconstructed at other depths within the sampling volume.
Particles on the window surfaces persist for longer than particles travelling through the
sampling volume and hence this allows the study of processes such as the evaporation rate of
the water droplets with time. If it is desired to only detect pristine particles, a hydrophobic
coating could be used on the sampling window; however, the optical properties of such
a coating would need to be investigated to determine what effect this would have on the
transmitted laser beam which could affect the reconstruction performance.

A number of particles with sizes ranging between approximately 6 microns and 100
microns are seen on the front sampling window and particles with sizes from 10 to 300
microns are seen on the farther window. The 300 micron spherical particle seen on the farther
window is consistent with the detection of a large spherical rain droplet whereas the other
aspherical particles could be either impacted rain/water droplets or irregular ice crystals on
the window surface.

A collection of pristine particles identified at various times during the cloud events are
presented in Figure 5.4. Of the particles identified, many can be classified as either spherical
or irregular with sizes ranging from a few microns up to approximately 30 microns. This is
consistent with the detection of small, spherical water droplets along with small irregular ice
crystals. The observed size variation is in agreement with typical cloud particle sizes.

The holographic observations can be compared to collocated measurements from the
Polarsonde instrument. This instrument emits linearly polarised light at two different po-
larisation angles into the cloud. The backscattered light that returns to the detector is then
measured using photodiode detectors with polarising filters to separate the returning light
into polarised components that are parallel and orthogonal to the transmitted polarisation.
This allows the linear depolarisation of the light to be measured which is sensitive to the
shape properties of the scattering particles. The interpretation of this data is an ongoing
subject of research and hence comparison between the Polarsonde observations and the direct
imaging results from the holographic instrument was one of the goals of this field testing.

Figure 5.5 shows the Polarsonde observations during the same time period in which the
cloud particles shown in Figure 5.3 and Figure 5.4 were identified in the holographic dataset.
This event occurred at 11.6802 days (UTC relative to 1/8/2016). The grey and green traces
show the raw backscattered signals for each of the polarisation channels. These signals are
larger than zero which implies that a scattering target was present for the duration of this
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Fig. 5.4 Various pristine cloud particles observed during the identified cloud events.

observation period. This suggests that a cloud was present during this time as confirmed
in the holographic dataset in which cloud particles were detected. The red and blue traces
show the linear depolarisation for each of the transmitted polarisations. The interpretation
of depolarisation measurements is still an open research question; however, insights can be
inferred based on results from Monte Carlo scattering simulations that have been undertaken
(M. Hamilton, private communication). The low depolarisation signals are consistent with the
presence of spherical water droplets and this also provides evidence to exclude the presence
of aggregated ice crystals which are expected to produce a somewhat larger depolarisation
signature. This is in agreement with the holographic observations in Figure 5.3 in which
spherical water droplets are observed and complicated crystal aggregates are not seen. The
depolarisation properties of the irregularly shaped particles in the holographic dataset are not
yet understood and so further analysis is required to compare these particular results in more
detail.

The holographic dataset is currently being analysed manually to determine suitable inten-
sity thresholds to be used with the developed automated analysis software to automatically
extract the particle shape, size and spatial distributions. Once this is working efficiently, the
entire dataset can then be studied and the evolution of the microphysical properties can then
be studied as a function of the external meteorological conditions and time. Correlations
between properties such as the effective particle diameter or the particle shape distribution
properties with meteorological parameters, such as temperature and relative humidity, would
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Fig. 5.5 Polarsonde observations taken at the same time as the holographic observations
shown in Figure 5.3. The green and grey traces show the raw backscattered signal for each
polarisation channel and the red and blue traces show the depolarisation for each channel.
The dotted blue line shows the temperature observations from the weather station. Figure
courtesy of M. Hamilton.

allow these microphysical properties to be parametrised by the simpler properties, such as
temperature, which are significantly easier to represent in climate models.



Chapter 6

Conclusion

6.1 Conclusion

In this thesis, the development and experimental testing of a low cost, light weight digital
holographic imager suitable for the study of cloud microphysics has been presented. A
broad overview of the resolution constraints involved in designing a holographic imager for
cloud studies is presented and has been used to optimise the design aspects of this particular
system. The instrument performance aspects such as resolution, operational stability and
control system response have been measured and tested experimentally under both laboratory
conditions and through field testing at a Tasmanian mountain field site alongside collocated
instruments. A number of cloud events were identified in the field testing dataset and
cloud particles of varying sizes and shapes have been successfully identified and measured,
providing confirmation that the instrument can operate autonomously in cloud conditions
whilst being both low cost and robust, as required for tower deployments over widespread
regions and for weather balloon deployments.

The instrument hardware systems developed include a high speed triggering circuit, a
laser pulse amplifier based on a MOSFET gate driver, a PID temperature control system
and an instrument enclosure suitable for reliable operation within a cloud. The developed
software elements include a simulation for determining the effect of system parameters
such as camera sensor size on holographic imaging performance, automated system control
software suitable for ARM Linux operation, diffraction based 3D image reconstruction
software, automated analysis software for the extraction of particle properties from 3D
images and various simulations of the other system performance aspects. All system aspects
have been designed to be modular and easily reconfigured to allow different experiments to
be undertaken and future upgrades to be simply achieved.
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6.2 Future Work

In this project, a low cost holographic imaging instrument has been designed and experimen-
tally tested in both laboratory conditions and through a field study at a mountain site. The
instrument was seen to operate effectively and hence the proof of principle of its operation
has been confirmed. Future work could fall within the two broadly defined paths of either
improving the underlying hardware and software systems of the instrument or using the
instrument for the scientific study of cloud microphysical processes.

The automated analysis algorithm has been shown to work for laboratory testing condi-
tions; however, further development is needed to apply this analysis to the field testing data.
This will require manual analysis of the dataset to determine suitable intensity thresholds to
separate particles from the background noise, or investigation of alternate approaches such as
machine learning algorithms. Once this has been improved, the automated analysis algorithm
can then be used to study the entire dataset alongside observations from the collocated
weather station and Polarsonde instrument.

The PID temperature control system has been demonstrated to operate effectively in
experimental testing conditions. The performance of this feedback system depends on
the thermal properties of the instrument along with the external cooling properties of the
environment in which it is deployed. Modelling of these effects could be undertaken to
optimise the gain stages of the analogue PID circuit, to minimise convergence time to the
desired system temperature. The use of a digital PID controller using the included Arduino
microcontroller could also be investigated as a potentially self calibrating alternative through
software.

The instrument was designed to be modular and allows variation of many aspects such as
the laser diode, camera, sampling volume size and image magnification. Different field testing
experiments could be undertaken in these other operation modes to test the performance of
each setup. One such possibility would be to use a collimating aspheric lens to reduce the
divergence of the laser diode beam and hence allow a significantly larger sampling volume to
be obtained, without the need for a greater laser power. The Raspberry Pi computer could
also be replaced with a more modern mini computer to improve the data transfer rate. This
would allow holographic videos to be created with frame rates of upwards of 30fps which
could potentially allow the trajectories of cloud particles to be studied, providing potential
insights into the microscale turbulence properties of the cloud.

The use of more complicated laser beam geometries such as an off axis holographic
setup or the use of mirrors to allow the reference beam to be guided through the sampling
volume from multiple directions could be investigated due to the modular design. The off
axis detection geometry would allow artefacts due to the overlaid twin image noise source
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to be filtered out in a simple manner, to improve the reconstruction quality. The multiple
pass geometry would allow information about multiple orientations of a single particle to be
studied as opposed to the single viewing orientation provided by the simple in line geometry
presently used.

The intensity of the reconstructed object wave was primarily analysed in this work. The
digital holographic method also allows the optical phase of the wavefront to be reconstructed
and the reconstruction algorithm has been designed to extract this in a simple manner. The
phase distribution would in principle allow nanometre scale depth variations in the image
to be quantitatively measured to within a 2π phase ambiguity. The reconstructed wavefront
phase may therefore contain information about the surface roughness properties of the
detected ice crystals which would be of significant interest as this is an important factor
in determining the optical properties of clouds in climate models. It is also possible that
studies of the Arago diffraction spot observed in reconstructions of larger cloud particles
could provide surface roughness information, as such a dependence is theoretically expected.

A range of scientific observations are possible with this instrument on top of those
previously discussed. Due to the low cost design, many of these instruments could be
realistically manufactured and a network of holographic observations could be obtained. This
could be undertaken either at a single site to study the large scale structure of a cloud as it
passes through the tower mounted instruments or the devices could be deployed at different
locations to study how these cloud processes vary between multiple sites. Possible tower
based studies that could be undertaken would include the analysis of the time evolution of the
cloud particle observables of low lying clouds and fog as a function of the local meteorological
conditions, as well as studies of falling snow particles and their clustering behaviour. Balloon
based observations could be undertaken to provide insights into poorly understood phenomena
such as microscale turbulence effects within clouds, thunderstorm processes and lightning
generation mechanisms due to cloud particle interactions. Direct cloud particle observations
during these events could then be compared to collocated instruments such as radar and
LIDAR to gain further insight into these complex processes.
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Appendix A

3D Image Reconstruction Software

1 close all

2 clear all

3 %%%%%%%%%%%Read In and Processing Stage%%%%%%%%%%%

4 RpathRPI = '/path/to/reference_image';

5 IpathRPI = '/path/to/hologram';

6 %Camera Laser spacing

7 %Example spacing:

8 ZL = 5.7;

9 %Spacing from camera to microscope slide to determine start point of

10 %sampling volume

11 Zoffset = 1.9;

12 %Construct distances to reconstruct over:

13 %Object 1 Recon:

14 Zmin = 35e-2;

15 Zmax = 45e-2;

16 DNz = 40;

17 Z = 1*linspace(Zmin,Zmax,DNz);

18 %Switches:

19 %If true, use original camaera sampling rate for reconstruction

20 samp = true;

21 %If true, subtract reference wave background image.

22 refsub = false;

23 %If true, do fourier filtering to remove fringe noise

24 dofilt = false;

25 %If true, read in RPI cam image format, else use see3cam file.

26 RPIcam = false;

27 %switch to do phase analysis or not:

28 dophase = false;
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29 %switch to choose reconstruct method:

30 %True for AS_conv, false for fresnel

31 convrec = true;

32 %Output gif filename:

33 fini = IpathSee3(84:98);

34 if(dofilt)

35 fini = horzcat(fini,'_filt');

36 else

37 fini = horzcat(fini,'_nofilt');

38 end

39 if(refsub)

40 fini = horzcat(fini,'_refsub');

41 end

42 fini = horzcat(fini,'_Z_');

43 Zfocus = Zmin/1e-2;

44 %Magnification corrected min depth:

45 ZminT = ((1/Zfocus)+(1/ZL))^(-1);

46 Zfocus = Zmax/1e-2;

47 %Magnification corrected max depth:

48 ZmaxT = ((1/Zfocus)+(1/ZL))^(-1);

49 %If want output image labels to have origin of depth at start of sampling

50 %volume set true

51 offsetsub = true;

52 if offsetsub == true;

53 ZmaxT = ZmaxT - Zoffset;

54 ZminT = ZminT - Zoffset;

55 filename = horzcat(fini,num2str(ZminT),'cm_',num2str(ZmaxT),'cm.gif');

56 else

57 filename = horzcat(fini,num2str(ZminT),'cm_',num2str(ZmaxT),'cm.gif');

58 end

59 %switch to save gif or not. Saves if true.

60 savegif = false;

61 %If only want images, set to true. if want axis etc, set to false.

62 gifsimple = false;

63 %Set true if want output images with grayscale colourbar

64 graygif = true;

65 %If want scale on output image set true

66 scaleon = true;

67 %Experimental Parameters:

68 %Laser wavelength:

69 L = 827.5e-9;

70 L = 403e-9;

71 if RPIcam==true

72 %Create camera grid:
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73 %Pixel Size:

74 Pix = 1.4e-6;

75 %Number of pixels in array:

76 Nx = 2612;

77 Ny = 1944;

78 %If using padding:

79 if samp==false

80 Nx = 4096;

81 Ny = 4096;

82 end

83 X = Nx*Pix;

84 Y = Ny*Pix;

85 X2 = linspace(-X/2,X/2,Nx);

86 Y2 = linspace(-Y/2,Y/2,Ny);

87 [x2,y2] = meshgrid(X2,Y2);

88 %Get RAW Images:

89 Ipath = IpathRPI;

90 Rpath = RpathRPI;

91 fpath = {

92 Ipath;

93 Rpath;

94 };

95 fileID1=fopen(Ipath);

96 fileID2=fopen(Rpath);

97 files = [fileID1,fileID2];

98 %Make title names:

99 titles = {'Hologram','Reference'};

100 %Number of Images

101 Nim = 2;

102 %Store Raw images

103 Raw = zeros(2612,1944,Nim);

104 %Store Original images

105 Jpeg = zeros(2592,1944,3,Nim);

106 for ii = 1:Nim;

107 %Read the data bytes into a single column array

108 fid = files(ii);

109 %A=fread(fileID);

110 A=fread(fid);

111 %Save the jpeg images for comparison:

112 J = imread(fpath{ii});

113 J = imrotate(J,270);

114 J = flipdim(J,2);

115 Jpeg(:,:,:,ii) = J;

116 %Get total number of bytes
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117 N=length(A);

118 %Only store raw image information

119 N1=N-6345217;

120 A1=A(N1+2:N);

121 %Reshape the single column into an image matrix

122 B=reshape(A1,3264,1944);

123 %Removes every 5th byte as this is not a true sensor pixel byte

124 removeList = 5:5:3264;

125 B(removeList,:) = [];

126 %Store Raw image

127 Raw(:,:,ii) = B;

128 end

129 I = Raw(:,:,1)';

130 %Save hologram

131 Ites = I;

132 R = Raw(:,:,2)';

133 else

134 %Create camera grid:

135 Pix = 2.2e-6;

136 Nx = 2592;

137 width = Nx;

138 Ny = 1944;

139 height= Ny;

140 %If using padding:

141 if samp==false

142 Nx = 4096;

143 Ny = 4096;

144 end

145 X = Nx*Pix;

146 Y = Ny*Pix;

147 X2 = linspace(-X/2,X/2,Nx);

148 Y2 = linspace(-Y/2,Y/2,Ny);

149 [x2,y2] = meshgrid(X2,Y2);

150 fid = fopen(IpathSee3);

151 A = fread(fid);

152 n = length(A);

153 B = zeros(1,n/2);

154 B = B';

155 for pii = 1:n/2;

156 a = A(2*pii-1);

157 b = A(2*pii);

158 whole = a + 256*b;

159 B(pii) = whole;

160 end
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161 I = reshape(B,width,height);

162 I = I';

163 fid = fopen(RpathSee3);

164 A = fread(fid);

165 n = length(A);

166 B = zeros(1,n/2);

167 B = B';

168 for pii = 1:n/2;

169 a = A(2*pii-1);

170 b = A(2*pii);

171 whole = a + 256*b;

172 B(pii) = whole;

173 end

174 R = reshape(B,width,height);

175 R=R';

176 end

177 %Investigate reference wave intensity:

178 %%%....Plotting routines omitted here for brevity....%%%

179 if dofilt == true

180 output = I;

181 %FFt filtering:

182 %Amplitude + Phase:

183 Aa = output;

184 Bb=fftshift(fft2(Aa));

185 [a,b] =size(Aa);

186 Filt = zeros(a,b);

187 %For removing sections

188 Filt = ones(a,b);

189 %Inner offaxis central features

190 Filt(1290:1305,965:970)=0;

191 Filt(1290:1305,976:982)=0;

192 % Create a logical image of a circle with specified

193 % diameter, center, and image size.

194 % First create the image.

195 imageSizeX = height;

196 imageSizeY = width;

197 [columnsInImage rowsInImage] = meshgrid(1:imageSizeX, 1:imageSizeY);

198 % Next create the circle in the image.

199 centerX1 = 932;

200 centerY1 = 1235;

201 radius1 = 10;

202 centerX2 = 1012;

203 centerY2 = 1358;

204 radius2 = 10;
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205 centerX3 = 970;

206 centerY3 = 1297;

207 radius3 = 2;

208 centerX4 = 976;

209 centerY4 = 1297;

210 radius4 = 2;

211 centerX5 = 956;

212 centerY5 = 1297;

213 radius5 = 4;

214 centerX6 = 990;

215 centerY6 = 1297;

216 radius6 = 4;

217 centerX7 = 916;

218 centerY7 = 1238;

219 radius7 = 4;

220 centerX8 = 1031;

221 centerY8 = 1357;

222 radius8 = 4;

223 centerX9 = 973;

224 centerY9 = 1297;

225 radius9 = 1;

226 circ = (rowsInImage - centerY1).^2 ...

227 + (columnsInImage - centerX1).^2 >= radius1.^2 &(rowsInImage - centerY2).^2 ...

228 + (columnsInImage - centerX2).^2 >= radius2.^2 &(rowsInImage - centerY3).^2 ...

229 + (columnsInImage - centerX3).^2 >= radius3.^2 &(rowsInImage - centerY4).^2 ...

230 + (columnsInImage - centerX4).^2 >= radius4.^2 &(rowsInImage - centerY5).^2 ...

231 + (columnsInImage - centerX5).^2 >= radius5.^2 &(rowsInImage - centerY6).^2 ...

232 + (columnsInImage - centerX6).^2 >= radius6.^2 &(rowsInImage - centerY7).^2 ...

233 + (columnsInImage - centerX7).^2 >= radius7.^2 &(rowsInImage - centerY8).^2 ...

234 + (columnsInImage - centerX8).^2 >= radius8.^2 ;%&(rowsInImage - centerY9).^2 ...

235 %+ (columnsInImage - centerX9).^2 >= radius9.^2;

236 circ = circ';

237 % circ is a 2D "logical" array.

238 % Now, display it.

239 %%%....Plotting routines omitted here for brevity....%%%

240 Cc = circ.*Bb;

241 Dd = ifft2(fftshift(Cc));

242 I = abs(Dd);

243 end

244 if(refsub)

245 I = I - R;

246 end

247 %Try fourier filtering to improve image quality:

248 Eff = fft2(I);
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249 %%%....Plotting routines omitted here for brevity....%%%

250 Ipp = ((Eff));

251 Iff = fftshift(Ipp);

252 [a,b] =size(I);

253

254 %%%%%%%%%%%Reconstruction Stage%%%%%%%%%%%

255 %%%Loop to construct at multiple distances from sensor%%%

256 Eoutcomplex = zeros(Ny,Nx,length(Z));

257 Eout = zeros(Ny,Nx,length(Z));

258 %Store axis values for each Z plane

259 A_x = ones(length(X2),length(Z));

260 A_y = ones(length(Y2),length(Z));

261 %Construct axis vectors for fixed display size:

262 A_xF = cell(1,length(Z));

263 A_yF = cell(1,length(Z));

264 %Reconstruct with convolution method or Fresnel approx:

265 %Convolution method:

266 if convrec == true

267 for jj = 1 : length(Z);

268 %Vary z2 here to reconstruct at different distances (hopefully)

269 z2 = Z(jj);

270 %Reference wave phase at hologram plane:

271 Zla = 6.8e-2;

272 Zphase = Zla + z2;

273 %Use spherical wave phase:

274 PR2 = (2*pi/L)*((1/2*Zphase)*(x2.^2 + y2.^2));

275 PR2 = 0;

276 %Assume constant intensity plane wave

277 Ir = max(max(R));

278 AR2 = sqrt(Ir);

279 AR2 = mean2(R);

280 %Or using spherical wave amplitude:

281 R2 = AR2.*exp(-i*PR2);

282 %If no reference used:

283 % R2=1;

284 %normalise reference and hologram before taking product:

285 % R2=(R2-min(R2(:)))/(max(R2(:))-min(R2(:)));

286 % I=(I-min(I(:)))/(max(I(:))-min(I(:)));

287 %Take product of reference and hologram

288 E = R2.*I;

289 %If constructing with convolution method (short distances):

290 Uf=fft2(E);

291 Uf=fftshift(Uf); % Spectrum of the initial field

292 fex=Nx/X;fey=Ny/Y;% sampling of frequency plane
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293 fx=[-fex/2:fex/Nx:fex/2-fex/Nx];

294 fy=[-fey/2:fey/Ny:fey/2-fey/Ny];

295 [FX,FY]=meshgrid(fx,fy);

296 k=2*pi/L;

297 G=exp(i*k*z2*sqrt(1-(L*FX).^2-(L*FY).^2)); % Angular spectrum transfer function % Diffraction

298 result=Uf.*G;

299 Uf=ifft2(result);

300 If=abs(Uf);

301 Eout(:,:,jj) = Uf;

302 convgif = true;

303 end

304 %Fresnel method:

305 else

306 for jj = 1 : length(Z);

307 %Vary z2 here to reconstruct at different distances (hopefully)

308 z2 = Z(jj);

309 %Reference wave phase at hologram plane:

310 Zphase = z2;

311 %Use spherical wave phase:

312 PR2 = (2*pi/L)*((1/2*Zphase)*(x2.^2 + y2.^2));

313 %Assume constant intensity plane wave

314 Ir = max(max(R));

315 AR2 = sqrt(Ir);

316 AR2 = mean2(R);

317 %Or using spherical wave amplitude:

318 R2 = AR2.*exp(-i*PR2);

319 %If no reference used:

320 R2=1;

321 % R2 = AR2;

322 %normalise reference and hologram before taking product:

323 % R2=(R2-min(R2(:)))/(max(R2(:))-min(R2(:)));

324 % I=(I-min(I(:)))/(max(I(:))-min(I(:)));

325 %Take product of reference and hologram

326 E = R2.*I;

327 %If constructing with Fresnel approximation (large distances):

328 %Include Fresnel factor:

329 fac = exp((-i*pi/(L*z2))*(x2.^2 + y2.^2));

330 E = E.*fac;

331 E2 = E;

332 %Calculate reconstructed image

333 E = ifft2(E);

334 E = fftshift(E);

335 %Normalisation factor:

336 Norm = i/(L*z2);
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337 E = Norm*E;

338 % %Add in phase factors:

339 % Pfac1 = exp(-i*2*pi*z2/L);

340 % Pfac2 = exp(-i*pi*L*z2*((x2/Nx*Pix).^2 + (y2/Ny*Pix).^2));

341 % E = E.*Pfac1.*Pfac2;

342 %Save complex wavefronts into a variable:

343 Eoutcomplex(:,:,jj) = E;

344 %Save intensities:

345 E = abs(E);

346 If = abs(E);

347 Eout(:,:,jj) = E;

348 %Scale reconstruction axis to correct values

349 Ffx = (L*Z(jj))/(Nx*(Pix^2));

350 A_x(:,jj) = Ffx*linspace(-X/2,X/2,Nx);

351 Ffy = (L*Z(jj))/(Ny*(Pix^2));

352 A_y(:,jj) = Ffy*linspace(-Y/2,Y/2,Ny);

353 Nxx = round(Nx/Ffx);

354 Nyy = round(Ny/Ffy);

355 A_xF{jj} = linspace(-X/2,X/2,Nxx);

356 A_yF{jj} = linspace(-Y/2,Y/2,Nyy);

357 convgif = false;

358 end

359 for ii =1:length(Z);

360 xT = length(A_xF{ii});

361 yT = length(A_yF{ii});

362 Ai = Eout(round(Ny/2-yT/2+1):round(Ny/2+yT/2),round(Nx/2-xT/2+1):round(Nx/2+xT/2),ii);

363 Ai = im2double(Ai);

364 Ai = imresize(Ai,[Ny,Nx]);

365 %Rescale back to 256 bit dataset:

366 % minValueS = min(min(Ai));

367 % maxValueS = max(max(Ai));

368 % rangeS = maxValueS - minValueS;

369 % Ai = (Ai - minValueS) / rangeS;

370 % Ai = Ai*256;

371 Esame(:,:,ii) = Ai;

372 end

373 end

374 [Mz,Iz] = max(abs(Eout),[],3);

375 %%%....Plotting routines omitted here for brevity....%%%

376

377 %%%%%%%%%%%Phase Analysis%%%%%%%%%%%

378 if(dophase);

379 %Get heightmaps from phase:

380 %Since phase = k.z = (2pi/lambda)*z, z = phase*lambda/2pi for variation
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381 %between 0 and 2pi. for -pi to pi then get factor of half, hence:

382 %Investigate phase in plane where image in focus:

383 %Example

384 hmap = (L/(2*pi)*angle(Eout(:,:,30)));

385 %Mod 2pi phase ambiguity means cannot resolve features deeper than lambda/2

386 %without phase unwrapping or PSDH. eg. for L = 830nm, depthmax = 415nm

387

388 %%%....Plotting routines omitted here for brevity....%%%

389

390 %Load in reference spectrum

391 load('/path/to/gradphase.mat');

392 %Define view window:

393 xi = 1;

394 xf = 1775;

395 yi = 1;

396 yf = 2500;

397 %Define cut position:

398 ysliy = 1275;

399 Npha = 1;

400 phase_av = 1e9*((hmap(:,ysliy)-refphase(:,ysliy))/1);

401 %Or just subtract whole images from each other

402 for pii = 1:Npha;

403 phase_av = phase_av + 1e9*((hmap(:,ysliy+pii)- refphase(:,ysliy+pii))/1);

404 end

405 phase_av = phase_av/(Npha+1);

406 %%%....Plotting routines omitted here for brevity....%%%

407 end

408 %%%%%%%%%%%Output Stage%%%%%%%%%%%

409 %If want a gif saved:

410 if savegif == true

411 % Save results as .gif movies:

412 figure('units','normalized','outerposition',[0 0 1 1])

413 if convgif == true

414 for ii = 1:DNz;

415 clf('reset')

416 xT = length(A_xF{ii});

417 yT = length(A_yF{ii});

418 %Or with Convolution approach:

419 %Phase image:

420 %Height map from phase image:

421 hmapplot = (L/(2*pi))*angle(Eout(:,:,ii));

422 Zfocus = Z(ii)/1e-2;

423 ZT = ((1/Zfocus)+(1/ZL))^(-1);

424 if offsetsub == true
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425 T = horzcat('Z=', num2str(ZT-Zoffset),' cm');

426 else

427 T = horzcat('Z=', num2str(ZT),' cm');

428 end

429 Npix = 10;

430 Zobj = ZT;

431 Mag = -1/((Zobj/ZL)-1);

432 Dparticle = Npix*Pix*1e6/Mag;

433 Xmag = 1e6*X2/Mag;

434 Ymag = 1e6*Y2/Mag;

435 if gifsimple == true

436 figure;

437 % remove decorations

438 set(gcf,'toolbar','none');

439 set(gcf,'menubar','none');

440 set(gcf,'numbertitle','off');

441 % ...the axis

442 set(gca,'position',[0 0 1 1]);

443 % ...the image

444 h = imagesc(abs(Eout(:,:,ii)));

445 if graygif == true

446 colormap('Gray')

447 else

448 end

449 % ...at full size

450 set(gcf,'position',...

451 get(0,'screensize'));

452 set(gca,'xtick',[])

453 set(gca,'ytick',[])

454 else

455 if scaleon == true

456 ImE = abs(Eout(:,:,ii));

457 h = imagesc(Xmag,Ymag,ImE);

458 hold on

459 daspect([1 1 1])

460 scalebar('Bold',true,'Colour',[1 0 0])

461 else

462 ImE = abs(Eout(:,:,ii));

463 h = imagesc(Xmag,Ymag,ImE);

464 end

465 if graygif == true

466 colormap('Gray')

467 else

468 end
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469 title(T)

470 xlabel('X axis (Microns)')

471 ylabel('Y axis (Microns)')

472 colorbar

473 end

474 drawnow

475 frame = getframe(gcf);

476 im = frame2im(frame);

477 [imind,cm] = rgb2ind(im,256);

478 if ii == 1;

479 imwrite(imind,cm,filename,'gif', 'Loopcount',inf);

480 else

481 imwrite(imind,cm,filename,'gif','WriteMode','append');

482 end

483 end

484 else

485 for ii = 1:DNz;

486 clf('reset')

487 xT = length(A_xF{ii});

488 yT = length(A_yF{ii});

489 h = imagesc(A_xF{ii},A_yF{ii},Eout(round(Ny/2-yT/2+1):round(Ny/2+yT/2),round(Nx/2-xT/2+1):round(Nx/2+xT/2),ii));

490 Zfocus = Z(ii)/1e-2;

491 ZT = ((1/Zfocus)+(1/ZL))^(-1);

492 T = horzcat('Z=', num2str(ZT),' cm');

493 if gifsimple == true

494 axis off

495 else

496 title(T)

497 xlabel('X axis (pixels)')

498 ylabel('Y axis (pixels)')

499 colorbar

500 end

501 if graygif == true

502 colormap('Gray')

503 else

504 end

505 drawnow

506 frame = getframe(gcf);

507 frame = getframe(gca);

508 im = frame2im(frame);

509 [imind,cm] = rgb2ind(im,256);

510 if ii == 1;

511 imwrite(imind,cm,filename,'gif', 'Loopcount',inf);

512 else
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513 imwrite(imind,cm,filename,'gif','WriteMode','append');

514 end

515 end

516 end

517 else

518 end

519 %%%%%%%%%%%Useful Equations%%%%%%%%%%%

520 %Critical point for Z

521 Zcritx = Pix^2*Nx/L;

522 Zcrity = Pix^2*Ny/L;

523 %NA for holography ( ie. of a CCD) given by:

524 %(Depends on z so use ztest value)

525 ztest = 1e-2*[0.5,1,2,3,4,5,6,7,8,9];

526 NAx = 0.5*X./sqrt((X/2).^2 + ztest.^2);

527 NAy = 0.5*Y./sqrt((Y/2).^2 + ztest.^2);

528 %To resolve particles need to have them seperated by at least:

529 Ltest = 405e-9;

530 Ltest = 830e-9;

531 rsep = Ltest./(2*NAx)

532 figure()

533 plot(100*ztest,NAx)

534 xlabel('Depth (cm)')

535 ylabel('NAx')

536 figure()

537 plot(100*ztest,1e6*rsep)

538 xlabel('depth (cm)')

539 ylabel('Minimum Resolvable Seperation (microns)')

540 %Calculate actual object position from focus image location (see Benton):

541 % ztrue = ((1/zfocus)+(1/zlaser))^(-1);

542 %Eg:

543 ztrue = ((1/12.9)+(1/12.5))^(-1);

544 %Lateral magnification:

545 %Mlat = Zimage/Zobj = zfocus/ztrue;

546 %Eg:

547 Mlat = 12.9/6.35;

548 %Convert depth from input to physical depth

549 ZL = 5.7;

550 Zobject = 45e-2;

551 Zfocus = Zobject/1e-2;

552 %Example

553 ZmaxT = ((1/Zfocus)+(1/ZL))^(-1)

554 %%For saving 3D array into a gif:

555 %ki = abs(Eout);

556 %save_3D_matrix_as_gif('/Users/tomchambers/Desktop/testgray.gif',ki)
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A low cost digital holographic imager for calibration and validation of
cloud microphysics remote sensing
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ABSTRACT
Clouds cover approximately 70% of the Earth’s surface and therefore play a crucial role in governing both the climate
system and the hydrological cycle. The microphysical properties of clouds such as the cloud particle size distribution,
shape distribution and spatial homogeneity contribute significantly to the net radiative effect of clouds and these properties
must therefore be measured and understood to determine the exact contribution of clouds to the climate system. Significant
discrepancies are observed between meteorological models and observations, particularly in polar regions that are most
sensitive to changes in climate, suggesting a lack of understanding of these complex microphysical processes. Remote
sensing techniques such as polarimetric LIDAR and radar allow microphysical cloud measurements with high temporal
and spatial resolution however these instruments must be calibrated and validated by direct in situ measurements. To this
end a low-cost, light-weight holographic imaging device has been developed and experimentally tested that is suitable
for deployment on a weather balloon or tower structure to significantly increase the availability of in situ microphysics
retrievals.

Keywords: cloud microphysics, digital holography, in situ, remote sensing, validation

1. INTRODUCTION
Clouds have been identified as being one of the largest sources of uncertainty in the predictions of global climate models
and weather forecasting operations.1, 2 This large uncertainty can be attributed to the complicated formation, dynamics and
evolution of clouds3, 4 dependent on their microphysical observables such as the particle size distribution, thermodynamic
phase, particle shape distribution, particle refractive index, surface roughness and spatial homogeneity. These properties
can vary on scales ranging from nanometres up to kilometres5 over characteristic timescales of minutes to days6 and to
date the accurate detection and characterisation of these processes has been elusive. Remote sensing techniques such as
polarimetric LIDAR and radar have been used with considerable success7, 8 to extract some of these observables at high
spatial and temporal resolutions however there are underlying uncertainties in the retrieval process of these microphysical
observables in current implementations9 particularly in retrievals from mixed phase clouds10 and complicated vertical cloud
structures.11 Remote sensing of these microphysical properties is typically performed by comparison of return signals with
bulk scattering models based on the single scattering properties of water droplets and ice crystals obtained from look up
tables12 guided by in situ observations13, 14 of the true observables such as particle size and shape distribution. Significant
progress has been made in the development of these retrieval models, however there is still a need for accurate in situ
observations to be made in both the calibration and validation of remote sensing techniques.15, 16

In situ measurement of cloud microphysical properties has traditionally been performed via ground based observations
and on board research aircraft.17 Ground based measurements reveal limited information about the vertical distribution of
cloud properties, and can only be undertaken at field sites that are sufficiently high so as to intersect with cloud formation
heights. This limits the spatial resolution of these techniques and cannot be used for direct validation of satellite techniques
in the case of complicated vertical cloud structures. Research aircraft observations allow the full profile of the cloud to
be studied, however the cost of these flights and the corresponding design challenges of operating such instruments in
a safe manner has severely restricted the temporal resolution of these studies. The large speeds associated with aircraft
observations also raise the challenge of sampling biases due to shattering of ice crystals on the probes of instrument
inlets.18 There is therefore a need for a low cost, light weight device that can extract these microphysical observables
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in a robust manner that is suitable for both ground based deployment and vertical profiling via attachment to a standard
weather balloon.19 The potential for balloon deployment would significantly increase the availability of valuable in situ
observations in regions where aircraft flights are considered too dangerous, and where terrain does not allow for a ground
based in situ observation system.

Digital holography is a wavefront sensing technique that allows both the amplitude and the phase of a coherent optical
wavefront to be sampled from a single image acquisition.20 If this technique is applied to the light scattered from a field of
objects, it allows a three dimensional image of the object field to be reconstructed. Digital holography has been successfully
used in a range of applications including the in situ sampling of cloud microphysical observables such as particle shape, size
and spatial distribution.21–23 The key challenge in the present day implementation of these instruments is the significant
cost associated with obtaining data in a robust and reliable fashion in a range of atmospheric conditions. This has led to
these instruments being relatively expensive and heavy, precluding their use in potentially expendable deployment methods
such as attachment to a weather balloon, and wide spread deployment via mass production. For this reason a low-cost,
light-weight digital holographic imager has been developed and experimentally tested and the results of this process will
be outlined in this work.

2. INSTRUMENT OVERVIEW AND DESIGN CONSIDERATIONS
A digital holographic imaging system consists of three major components; the optoelectronic detection hardware and
control systems, the instrument enclosure and the image reconstruction and analysis software. These features have been
optimised to minimise cost and weight whilst still providing a robust and reliable system.

2.1 Digital holography overview
Digital holographic imaging is a two stage technique in which a coherent light source is used to illuminate a set of objects
to be imaged, and the resultant interference pattern between the scattered and unscattered background light is recorded on
a CCD or CMOS sensor. This interference pattern is then treated as a numerical diffracting aperture and scalar diffraction
theory is used to numerically reconstruct the original object wavefront at a range of depth positions, allowing a three
dimensional image of the objects to be generated. This process can be carried out efficiently by use of the Fast Fourier
Transform (FFT) algorithm allowing large sampling volumes to be reconstructed and analysed automatically with software
such as that described in this work.

A holographic imaging system is relatively simple, requiring only a coherent light source such as a laser and a digital
CCD or CMOS camera to sample the interference pattern. Due to the relatively coarse resolution imposed by the pixel
sizes of digital sensors, an inline geometry has been selected for this imager; with the laser, sampling volume and camera
coaxial with each other as outlined in Figure 1. This produces the largest fringe spacing of any recording geometry.
Furthermore this geometry does not require any lenses or complex optical components and hence the alignment issues,
vibration sensitivity and cost of such a system are significantly reduced, as required for a potentially expendable system.

The divergent spherical wavefront produced by the 405nm wavelength laser diode allows geometric magnification of
the interference pattern, improving the resolution of this system. This magnification allows a theoretical resolution on
the order of the laser wavelength24 however due to the divergent nature of the beam, the sampling volume is significantly
reduced. For this reason the system has been designed to be as modular as possible allowing this magnification to be quickly
varied, as well as allowing the use of an additional lens system for collimation of the beam to increase the sampling volume
at the cost of resolution, depending on the application of interest.

2.2 Instrument design considerations
The robust operation of a low cost holographic imager in the diverse range of conditions encountered within a cloud guided
the design of this instrument. A CMOS sensor was selected as this provided an optimum balance between a low cost, and
critical performance aspects such as small pixel size, large sensor extent, global shutter frame readout to avoid motion blur
and a monochrome sensor array. A 405nm wavelength laser diode was selected to provide an optimal diffraction limited
resolution whilst still being within the sensitivity limits of silicon detectors. The low coherence length of typical laser
diodes preclude their use in more complicated off axis systems, however for the short path differences between background
and scattered beams in the inline geometry used in this imager this was not found to be a concern. A Raspberry Pi computer
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Figure 1. In line holographic recording geometry as used in this imager. A laser diode produces a coherent spherical wavefront and the
interference between background and scattered light from the object field is recorded on a CMOS sensor. This interference pattern is
then saved on a low cost Raspberry Pi computer for further processing.

was included to save the recorded images and also provides the potential for in flight analysis of images and for quality
control considerations.

The instrument is intended for deployment on a weather balloon and for typical weather balloon ascent rates of 5
m/s the motion blur of micron scale cloud particles becomes significant. To reduce this blurring a digital pulsing circuit
incorporating a high speed MOSFET gate driver was designed. The laser was pulsed with a pulse width between 100ns
and 1µs, depending on the required pulse energy to adequately expose the camera for a given sampling volume. The
pulse repetition frequency determines the sampling rate of the imaging system and this is limited by the data transfer
capabilities of the computer interface. It was determined that a maximum sampling rate of 2 fps was attainable for full
RAW image recording with the Raspberry Pi interface, however this can be significantly increased with the inclusion of
recently developed low cost ARM based mini computers.

Temperatures within a cloud can extend to below -40�C25 and hence temperature control systems are needed to stabilise
laser wavelength and avoiding icing up of the sampling windows and electronics. If an optical filter is incorporated to
minimise the contribution of background sunlight, the wavelength must be controlled to within the bandpass region of
the filter which is typically on the order of 10nm. A change in the laser wavelength will also lead to a change in the
extent of the recorded interference pattern and hence if this is not accurately characterised uncertainties will be introduced
in determining the sizes of the scattering particles. To overcome these issues a PID temperature controller circuit was
designed and tested for use with a Peltier thermoelectric heater/cooler (TEC) to provide a closed loop temperature control
system. The laser diode mount was designed for efficient heat transfer to the diode whilst also allowing heat sinking of
the TEC. Further heating was provided by simple power resistors to avoid condensation of the sampling windows and
electronics. An Arduino based weather station is included to record both internal and external temperature and relative
humidity for comparison with microphysical data and also for potential correction of temperature dependent drifts.

The instrument enclosure must be suitably robust such that it can protect the internal electronics from the harsh environ-
mental conditions whilst not significantly disturbing the sampling region. For this reason the main electronics components
are stored in a central main box on top of which are two smaller boxes containing the camera and laser systems as shown in
Figure 2. Each box has been carefully waterproofed and all components are mounted in a modular fashion to enable simple
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. a.

Figure 2. Digital holographic imaging system in designed enclosure. From top left to bottom right the following modular components
are shown; external hard drive storage, computing and control systems, power regulation and pulsing circuitry, camera with optional
optical filter and adjustable laser diode mount.

upgrade and reconfiguration of the system for a given experiment. The spacing of these boxes may be varied to control the
size of the sampling volume. The potential for deployment on a weather balloon poses further constraints on the overall
size and weight of the completed system and so components and materials have been selected to facilitate this goal. An
external hard drive and cable gland access are provided for extended ground based deployment and testing purposes. The
external hard drive is not required for weather balloon deployment since data obtained within the short flight durations can
be stored on a USB or SD card. Due to the modular design of the system, the space allocated to the hard drive can be
instead used for a battery power supply for deployment on a weather balloon.

2.3 Image reconstruction and analysis software
Digital holography requires an efficient implementation of scalar diffraction theory for propagation of the complex object
field recorded at the camera plane to a range of depth positions to reconstruct the original object field. Software has been
developed to undertake this numerical diffraction, apply optional filtering, background subtraction and display the resultant
three dimensional image in various forms. Due to the large datasets encountered in digital holography an automated
analysis routine was developed to extract the relevant microphysical observables such as particle size distribution and
particle shapes.

Direct computation with the Rayleigh-Sommerfield diffraction theory is computationally challenging and hence in
practice either the Fresnel approximation or the alternate formulation of Angular Spectrum Diffraction are used for holo-
graphic reconstruction.26 Both algorithms have been implemented making use of the FFT operation. Each diffraction
algorithm has a corresponding propagation distance to which the phase of the propagation matrix is undersampled and so
software was developed to select the appropriate formulation for a given reconstruction depth and system geometry. It has
been shown that background subtraction techniques can be used to reduce noise in the reconstructed image,27 and these
features have also been implemented automatically here.

For typical cloud particle densities and holographic sampling volumes on the order of a cubic centimetre or greater,
a single hologram can capture information about hundreds of cloud particles. Each hologram must then be numerically
focussed by identifying the plane in which the reconstructed objects come into best focus and then analysed to extract
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object observables such as their size, shape and spatial distribution. For holograms recorded a few times a second or
greater this can become extremely challenging to analyse by manual inspection. Various methods have been proposed to
perform this analysis automatically based on computer vision algorithms28–31 and an automated analysis routine based on
these results was implemented in this work.

The algorithm begins by determining the particle position as a function of depth by use of an intensity criteria. The
particle boundary is determined with intensity threshold and edge detection algorithms and converted to a binary image.
The particle size is then calculated by counting the number of pixels after correction for magnification effects and the
physical pixel size uncertainty. Particle shape parameters such as aspect ratio are also recorded along with a separate
image of each reconstructed particle.

3. SYSTEM CALIBRATION AND EXPERIMENTAL TESTING
Given the complexity involved in the image reconstruction and automated analysis stages along with non ideal effects intro-
duced by the electro optical components a holographic system must be characterised with known test samples. Independent
testing with a USAF resolution target and calibration test spheres was performed to test both the image reconstruction per-
formance and the automated analysis software.

3.1 Experimental testing
The resolution and performance of a holographic imaging system is dependent on a range of factors32 including the beam
coherence, wavefront quality, diffraction limit, reconstruction depth spacing, shot noise and edge detection criteria. Rather
than independently trying to characterise each of these effects, the overall resolution of the system was determined by
testing with known reference objects.

To test the reconstruction algorithm performance, a range of calibration test spheres and a USAF resolution test target
were used to verify the uniqueness of the reconstructed image positions as well as the sizing algorithm performance. The
particle size is determined by first identifying the depth position at which the reconstructed particle is in best focus. This
depth is then used along with the known laser depth position to determine the true object depth based on the standard
holographic imaging equations.33 The geometric magnification of the divergent spherical wave is then determined and
used to measure the true particle size based on the size of the magnified reconstructed image of the particle. An example of
the reconstructed three dimensional image produced from this process is shown in the attached video in Figure 3. Two sets
of calibration test spheres are placed at two different depth positions within the sampling volume. The intensity throughout
this sampling volume is then reconstructed and the two distinct sets of particles are seen to come into focus at their original
depth positions as expected.

Figure 3. Video 1: Example of a reconstructed three dimensional image. 20 micron calibration test spheres were placed at two depth
positions in the sampling volume. As the reconstructed intensity is scanned through the depth, both sets of particles are seen to come
into focus at their corresponding depth positions as expected. Note that the low image resolution is due to compression to reduce the file
size. http://dx.doi.org/doi.number.goes.here
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Figure 4. Reconstructed particle sizes for a set of 15.5 micron calibration test spheres placed throughout the instrument sampling
volume. Measurements agree with the actual particle size value to within the experimental uncertainty. Object depth is defined as the
distance from the camera sensor.

A set of monodisperse calibration test spheres with a diameter of 15.5 microns were placed at a range of depth positions
throughout the instrument sampling volume to characterise the sizing algorithm performance. The reconstruction program
was then used to measure the size of these objects and the results are shown in Figure 4. The measured particle sizes agree
with the actual value at all positions measured to within the experimental uncertainty attributed to the sizing algorithm.
The uncertainty was determined by measuring the change in calculated particle size as the number of pixels in the particle
boundary is varied. This uncertainty depends on the position of the particle in the sampling volume due to the depth
dependence of the spherical wavefront magnification factor.

3.2 Automated analysis software
An automated analysis routine was developed to extract particle properties from the recorded holograms. The program
initially determines the three dimensional location of each reconstructed particle by means of an image focussing criteria.
An intensity threshold and edge detection criteria is then applied to isolate each particle and extract the particle size, shape
and spatial location. This information is stored for each particle and a histogram can then be built up to determine the
statistical properties within the sampling volume.

The algorithm was tested with a range of calibration test spheres placed throughout the sampling volume. An example
of this testing is shown in Figure 5. A set of polydisperse test spheres with sizes ranging between 63 microns and 75 microns
were placed at a single depth position and the automated analysis routine was used to extract the particle properties. It is
seen that most particles were successfully identified as indicated by the red boundary circles assigned by the code. The
extracted particle size distribution is shown in Figure 6. If a uniform size distribution is assumed for the spheres, the
measured variation is in agreement with the uncertainties associated with particle counting statistics. It can be seen that
not all particles were successfully identified and some were misclassified. The performance of this algorithm is expected
to improve with the use of more realistic intensity threshold criteria and edge detection tests and this information can be
obtained by manual observation of results of a field test of the instrument that is currently under way.
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Figure 5. Reconstructed intensity of a set of polydisperse calibration test spheres with sizes ranging from 63 microns to 75 microns.
The red circles indicate particles identified by the algorithm to be sized and extracted. Most particles are successfully identified however
there are cases of missed particles and misclassification that can be improved on.

4. CONCLUSIONS AND FUTURE WORK
A low cost, light weight digital holographic imaging system suitable for deployment on a weather balloon or ground
based tower structure has been designed and experimentally tested. Software has been developed for efficient three dimen-
sional image reconstruction and automated analysis. Validation of the system was undertaken using known calibration test
spheres and a USAF resolution target. It was found that the system could automatically and accurately extract the relevant
object observables throughout the three dimensional sampling volume however further testing and more realistic intensity
thresholding criteria are required to improve the reliability of the automated analysis routine.

The system is currently deployed at a ground based field site on a Tasmanian mountain for testing. Data from this
experiment can be compared with measurements from collocated devices including a polarimetric backscatter instrument
and a nearby weather station. The results of this field testing will guide the necessary upgrades that must be made in coping
with any unexpected environmental challenges faced. If successful, the next development stage will involve integration
with a weather balloon system allowing direct validation and calibration of both satellite and ground based remote sensing
retrievals of cloud microphysical observations over widespread regions.
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Figure 6. Extracted particle size distribution for the polydisperse 63 to 75 micron calibration test sphere sample. Sizes are consistent
with inherit uncertainties due to particle counting statistics.
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