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SUMMARY

While the existing theory of quantitative genetics has much to
offer the plant or animal breeder it is recognised that many of the
statistics used are difficult to understand and interpret. In this
thesis several biometrical techniques are investigated which can be
used by the breeder. The suitability of these techniques is illus-
trated using the data from the Roseworthy selection trial. This
trial was designed to compare the efficiency of selection for clean
fleece weight by direct measurement to the conventional nethod of
visual appraisal.

When analysing such breeding data two aspects are of interest,
firstly, what changes have occurred between the populations as a
result of the different selection criteria, and secondly, what
changes can be expected if a particular method of selection is sub-
sequently employed? In Chapters I, II, IIland IV the former aspect
is considered while the latter is investigated in Chapters II, V and
VI.

The conventional methods of analysing breeding experiments are
detailed in Chapters I and II. Thus the two flocks are initially
compared using both parametxric and non-parametric univariate tests.
Genetic parameters (i.e. heritability, genetic, phenotypic and envir-
onmental correlations) are subsequently calculated for the various
subsets of the data.

In view of the problems encountered in applying these correlations,
it is proposed in Chapter III that Hotelling's T2 (a multivariate tech-
‘ nique) provides a simpler, but comprehensive, comparison of the two
populations. On applying it to the Roseworthy data it can be seen

that the two populations have diverged. In patricular, it can be seen
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from the simultaneous confidence intervals that staple length, clean
scoured yield and secondary follicle number are positively assoc-
jated with the increase in clean fleece weight while crimps per inch
and body weight are negatively associated.

In Chapter IV the analysis of discrete variates such as reprod-
uctive performance is considered. An "improved" FORTRAN algorithm
for the Exact Test of R x C contingency tables is developed. As
this test does not require approximalion to a known distribution it
can be applied to contingency data irrespective of the minimum size
of the expected cell frequencies.

Several methods for recognising the important factors among a
multivariate data set are considered in Chapter V. Principal
Component Analysis is observed to provide the most effective method,
especially from the point of consistency. Using its orthogonal
components the breeder can predict the changes which would occur
following a particular method of selection. Unlike the genetic
parameters of Chapter II which are often used for this purpose,
the above method remains manageable as the number of variates in-
creases.

In Chapter VI the effects of a major gene on the frequency
distribution of a metric charactex are investigated. As the seg-
regation of a major gene can be expected to result in non-normality
of the frequency distribution, it is proposed that a normality test
can be used to screen data. When non-normality is identified, the
method of moments (Hawkins, 197%) can be used to estimate the means
and variances for the general population and for those carrying the

major gene respectively.
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E LIBRARY
GENERAL INTRODUCTION ! o

Quantitative genetics has been developed to describe the inheritance
of continuous characters by plants, animals and man. While Mendelian
inheritance provides an adequate model for handling discontinuous char-
acters, segregating at one or a few loci, it cannot effectively represent
the more complex inheritance of continuous characters (e.g. for yield in
plants or body weight and growth rate in animals). Therefore it is
assumed that many genes of small effect combine additively, and in the
presence of environmental variation, give rise to the continuous dis-
tributions characteristically analysed in quantitative genetics.

Mather (1941) has proposed the term polygenic variation for these
results arising from the simultaneous segregation of many genes, the
minor genes concerned being collectively called polygenes. However,
this categorization of genes has been further developed so that today's
geneticist is confronted with Mendelian genes, major genes, super genes,
polygenes and more recently neutral genes or isocalleles (Kimura and Ohta,
1973; Wallace, 1975). These five types of gene describe the level of
expression of the gene and probably not any fundamental biochemical
differences. Thus, the divisions are not distinct and in fact genes
may exist which can be considered as Mendelian for one trait and poly-
genic for a second trait (Thompson and Thoday, 1974). Alternatively,
particular genes may change categories as our understanding of them
increases.

This model for quantitative genetics then allows us to represent
the behaviour of characters under selection (i.e. progeny phenotypes will
reflect their respective parents' genotypes to some extent). In partic-
ular, the magnitude of the expected response (R), following selection can
be described in terms of the selection differential (S) of the parents
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i.e. R = h’s
where h? is the ratio of the additive genetic variance (Og) to the total
phenotypic variance (0;). Clearly the greater h? or S, the larger the
expected response.

However, this relationship does not directly indicate that the rate
of response will be affected by the number of genes concerned (i.e. fewer
genes of larger effect would be expected to respond more rapidly to sel-
ection than many genes of small effect, c.f. Waddington and Lewontin,
1967) . If the polygenes can be located then the response would be even
more direct as it could be selected for in a Mendelian manner.*

Genes controlling quantitative characters can be located using linked
"marker" genes (Lee and Pateman, 1959) or mapped directly using the
approach of Breese and Mather (1957) with D. me lanogaster. Thoday (1961)
has expanded this latter technique to locate polygenes, however, the
method is not yet suitable to domestic animals where much less is known
about the genome and the chromosome number is much larger.

Selection, whether natural or artificial, can be broadly classed as
one of the following three cases (Mather, 1953):

i) Directional Selection - individuals are selected from one (or
both) extreme(s) of the range of phenotype wifh the expectation
that the phenotype of the progeny will reflect this bias.

ii) Disruptive Selection ~ selection against intermediates.
iii) Stabilizing Selection - intermediate phenotypes are chosen at
the expense of both extremes.
Lee and Parsons (1968) suggest that the type of natural selection acting
on a particular character will influence its response to artificial sel-
ection. Using the argument of Mather (1943), Lee and Parsons discuss
the arrangement of polygenes on the chromosome. Assuming stabilizing

selection is operating it is shown that the repulsion heterozygote gives

* Maximum possible response is also a simple function of gene number.



a higher fitness when compared to the coupling heterozygote. Fisher
(1930) previously suggested that when two genes affect the same charac-
ter for which intermediate values are fittest, then closer linkage
between the genes will be favoured by the selection. Sheppard (1953)
supported Fisher's view, however, Turner (1967 a & b) has used mathemat-
ical models to demonstrate that most genes do not exist in a single tight-
linked group.

Since many characters in nature exhibit optimal fitness at inter-
mediate phenotypes (Weldon, 1901; di Cesnola, 1907; Rendel, 1943; Karn
and Penrose, 1951; Fraccaro, 1956; and Jayant, 1966) it is likely that
stabilizing selection is widespread (e.g. Karn and Penrose (1951) report
lower fitness for extreme birth weights in humans; but cf. also Robertson
(1956)) . It would therefore seem likely that for such characters there
are polygenes with both negative and positive effects so that the response
to directional selection could be very rapid. In contrast, for char-
acters closely related to fertility and viability it would be expected
that continuous directional selection would occur. Thus, most of the
related polygenes would be expected to be positively biased, therefore,
response to further directional selection would be slow. Indeed, both
predicted and actual response of characters belonging to the two distinct
categories support the generalisations (i.e. fitness characters have a
low heritability while other characters have a relatively high one
(Robertson, 1955)).

While disruptive selection is seldom seen in nature (for an example,
see Clarke and Sheppard, 1962), bidirectional selection is often used
in laboratory animals. Meyer and Enfield (1975), selecting for 21 day
pupa weight in Tribolium castaneum, observed a marked asymmetry of response
to such selection. Similar outcomes have been reported earlier (see
Falconer, 1960) with the rate of downwards response exceeding the rate of

upward change. Mever and Enfield concluded "that progress relative to



selection intensity is greater for downward than for upward selection,
and that the more intense the selection in the downward direction, the
larger the realized herijtability." Falconer (1960) lists the following
possible explanations for the observed asymmetry:

i) The selection differential may depend on the direction of
selection, e.qg.

(a) natural selection may hinder artificial selection in an
upward direction but assist it in a downward direction.

{b) The fertility may change.

(c) Variance may increase (decrease) as the mean increases
(decreases).

ii) Genetic asymmetry may be present. The dominant alleles may
exert their effects predominantly in one direction which would
lead to greater response in the direction of the recessive
alleles (directional dominance), or the distribution of gene
frequencies may be asymmetrical, such that the more frequent
alleles affect the character in the same direction. In this
situation we would expect a more rapid response in the direction
of the less frequent alleles. The first_explanation for genetic
asymmetry also relates to the possible effects of heterozygotes
(i.e. response would be slow in one direction as the gene
frequencies approached equilibrium but rapid in the other
direction).

iii) Inbreeding depression may reduce the rate of response in the
upward direction but increase it in the downward direction.

iv) Matemnal effects may éxhibit directional bias.

These explanations for asymmetry can be seen to relate to the type of
natural selection previously affecting the particular character. Thus,

greater asymmetry would be more likely for characters associated with
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fitness, for which directional selection had been occurring, than for
characters under stabilizing selectiomn.

One further characteristic of response warrants consideration,
namely "accelerated response" (see Mather and Wigan, 1942; Clayton and
Robertson, 1957; Thoday and Boam, 1961). It is difficult to account
for this behaviour, however, recombination between closely linked loci
appears to be the most likely explanation. The result can also be
explained by mutation or by the progressive accumulation of interacting
genes. Thus, "accelerated response™ may be an illustration of non-
additivity. Falconer (1960) has described the various components of
non-additivity and their possible inter-relationships. However,
although they are often important in determining the magnitude of the
response to selection I will refrain from giving further details here
since the components are generally not distinguishable in selection
experiments.

While it is difficult to investigate more than two or three segreg-
ating Mendelian loci, the advent of the computer has enabled the effects
of artificial selection on simple genetical models to be tested (Gill,
1965; Young, 1967; Qureshi and Kempthorne, 1968; Hedrich, 1970). Use
of these models has not revolutionised our understanding of quantitative
genetics, mainly because linkage and epistasis still prove awkward to
handle. However, computer models have contributed in part to our
awareness of the limitations of the additive model and therefore the
variance component approach based on it. In noting this lack of new
results from computer modelling one should also remember that most of
the algebra for simple genetic systems was resolved some time ago by
geneticists including Fisher, Haldane and Wright.

While recent progress can be described as modest in comparison to

the work of these three earlier geneticists, it has still provided val-



uable contributions to the theory of quantitative genetics. For example,
Harris (1966) and Lewontin and Hubby (1966) have demonstrated that species
are not essentially homogeneous, as previously considered, but in fact

as many as one locus in five or six may be heterozygous.

It is now well-accepted that selection for a particular character
will almost inevitably be accompanied by a fall in fertility and viability
(e.g. Wigan and Mather (1942), Mather and Harrison (1949), Nordskoy and
Wehrli (1963) to mention but a few cases). The selection for genes
affecting the desired character appears to lead to changes in linked
fertility genes which generates the observed reduction in fitness.
Consideration of the type of natural selection previously applying to
the two types of characters further clarifies this cbservation. That is,
as stabilizing selection is normally operative for metric characters,
any change in emphasis can be expected to generate response. However,
for fitness characters, where strong directional selection has previously
been operative, any artificial selection for a metric character will
decrease the natural selection and this will lead to a decline in fit-
ness. Clearly any decrease in reproductive fitness is extremely undesir-
able, particularly in domestic animals, but this is far from easy to
overcome. This is especially so for the larger domestic animals which
may only have one or two progeny per year. Thus, reproductive fitness
can only take one of a few discrete outcomes which gives an extremely
ineffective measure of any shift in reproductive fitness. While the
reproductive performance of the population under selection can be derived
for each year, seasonal variations are sufficiently large to confuse all
but gross changes. Also, if selection is to be carried out on the indiv-
idual dam's record then its effectiveness will be marginal (McGuirk,1976).
Measurements of critical sex hormones may improve the accuracy of the

score, especially of sires, but so far there have been only limited



reports in this area (Land, 1974; Bindon and Turner, 1274). Bindon
and Piper (1976) conclude that measurements of plasma LH and FSH appear
to be of only limited use, however, they suggest that ovulation rate
and number of oestrous cycles may be more promising indicators of
reproduction rate in sheep. Performance of sires can be obtained
from the records of their daughters but this requires large numbers of
animals and an extra generation.

Related secondary characters are sometimes used to select for
primary characters, like reproductive fitness, which are by their
nature unsuitable for direct selection (see Atkins and McGuirk, 1976).
Such selection is to be avoided as, first, the observed correlations
may be caused by a third character which has been ignored, and secondly
the selection may do little more than break down the correlation without
causing any response in the primary character.

McGuirk (1976) has partitioned reproductive performance into its
two components, fertility and fecundity. He suggests that selection
for fertility will result in only limited improvement as the heritability
of the character is low and an upper limit (100%) obviously exists. For
fecundity there is no upper limit as such, although an optimum sib
nurber must exist for any species. Also the heritability is slightly
higher (Forrest and Bichard, 1974). McGuirk has made no attempt to
consider selection for shorter re-breeding interval or for lamb survival
both of which affect reproductive performance. Clearly if fecundity
and re—breeqing interval are inversely related, any selection will be
greatly complicated. Also for animals which normally have small litter
size (e.g. sheep and cattle), any selection for fecundity will increase
fertility (i.e. the more ovum released the greater the chances of at
least one fertilizing and implanting). Despite these limitations, re-

sponse to selection for increased multiple births has been reported for



the Australian medium Peppin Merinos (Turner, 1962 and 1966) and for
New Zealand Romneys (Wallace, 1958 and 1964). However, McGuirk (1976)
summarized the relative benefits of selection for reproductive perfor-
mance in the following manner:

"While a high level of reproductive performance may be necessary

for efficient and profitable production, greater economic benefits

may be obtained by selecting for other characters. By selecting

for increased reproductive performance we reduce the selection

pressure which can be applied to other characters,...."
While any reduction in selection pressure, for reproductive ability,
should clearly be avoided it is equally important to avoid any bias
against multiple births. If the performance of progeny from larger
litters is temporarily depressed then this must be taken into consider-
ation at selection, otherwise there will be unconscious selection against
fecundity.

Hammond (1947) put forward the idea that a character will respond
most to selection in the environment in which it is most fully expressed
even if this environment does give less than maximal performance.
Falconer (1952) and Falconer and Latyozewski (1952) investigated the
effect of two levels of nutrition on selection for body weight in mice.
These authors are reported by Daday, Binet, Grassia and Peak (1973) to
have demonstrated, "...improvement attained by selection under 'good' con-
ditions was not realized when the selected strain was transferred to 'bad'
conditions instead of being better than the strain selected under bad
conditions it was worse, and showed no evidence of any advance beyond the
initial level." I consider that this interpretation by Daday, Binet,
Grassia and Peak (1973) may have over-emphasised any difference between
the investigations of Hammond and those of Falconer and Latyozewski.
Daday, Binet, Grassia and Peak selected for plant height in Medicago

sativa L. under three natural environments. In their summary they stated:



"It is concluded from these investigations that unfavourable environ-
mental conditions may severely limit response to selection, while
unﬁsually favourable ones may do so to a moderate extent. Therefore
judiciously applied indirect selection may yield more genetic progress
than direct selection in M. sativa populations under certain extreme
conditions." Here it should be noted that "indirect selection" refers
to selection on the basis of aobservations in one environment for perfor-
mance in another environment. In a reply to Daday, Binet, Grassia and
Peak (1973), Rendel and Binet (1974) expand Hammond's idea to illustrate
the two sets of conditions for which they believe it was originally meant
to apply. These were:
i) A genotype may be so weak, for the particular character of
interest, that it may completely fail to express itself in
the desired environment. If this character can be measured
in a second environment then the genotype can be selected in
this environment until it achieves expression in the first.
This was illustrated for natural selection of immunity to
myxoma virus in rabbits. While selection is absent for
viruses with one hundred percent mortality, exposure to less
effective strains of the virus (mortality less than ninety
percent) allows the selection of animals which can then sur-
vive the original strains.
ii) The character may be expressed in both environments but the
degree of expression differs. In this situation the response

does not depend solely on the respective heritabilities but

on the product of the selection differential by the heritability.

Jinks and Connolly (1973) proposed and later confirmed (Jinks and Connolly,

1975) , that "...selection for high mean performance in a good environment
or for low mean performance in a poor environment leads to selections

that are more sensitive to environmental variations than selections for
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high mean performance in a poor environment or for low mean performance
in a good environment."

Gibson and Bradley (1974) compared artificial stabilizing selection
to natural selection in both constant and fluctuating temperatures. For
bristle number in Drosophila melanogaster they observed a decrease in
both genetic and environmental variance over the thirty-nine generations
of stabilizing selection. During this period the mean number of bristles
remained constant. In contrast, the mean bristle numbers of both con-
trol lines increased between generations 0 to 19 but then decreased so
that after 39 generations there was a significant decrease in this char-
acter. The phenotypic variance remained constant initially and then
decreased over the second half of the experiment. Thelr results demon-
strated that fluctuating environments did not affect the process of
stabilizing selection. In conclusion, this investigation generally
supports previous work by Thoday (1959), Prout (1962) and Scharloo
(1964) in showing that phenotypic variance can be reduced under artificial
stabilizing selection but unlike Prout and Thoday, Gibson and Bradley
found this reduction not only in additive genetic variance but also in
environmental variance.

What conclusion if any can be drawn from these related studies?
Clearly the answer is not simple. The practical breeder must precisely
define his aim and take care that the character he chooses effectively
supports this aim. The importance of this simple statement cannot be
over-emphasised. The following, rather depressing, statement made by
Robertson (1966) may illustrate the situation: "In general it would
be fair to say that, until the last decade, genetics has had comparatively
little effect in animal improvement." Robertson suggests that this

~failure has not been due to insufficient understanding of genetics, but

resulted from selection for economically unimportant characters.
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(Donald (1973) has expressed similar thoughts.) This can be illustrated
by considering the selection history of maize. The development of hybrid
varieties has enabled yields of up to thirty percent greater than prev-
iously obtained by many years of mass selection. However, Gardner
(1961) has achieved yields which compare with the best hybrids. This
response is believed to have occurred because Gardner selected for total
yield per plant, given by the sum of all ears, whereas previous selection
had been based on obtaining maximal yield from individual ears. Thus,
Gardner's best plants were similar to hybrid plants as they produced

two moderately large ears which together gave yields greater than one
single large ear.

Interpretation of long term selection trials can be severely com-
plicated by the presence of environmental variation. This environmental
variation can occur both between and within generations. While the
former makes it difficult to estimate the response to selection it should
not affect the accuracy of the selection applied at each generation, un-
less there is a genotype by environment interaction.

Mention has already been made of the work of Gibson and Bradley
(1974) who found that fluctuating environments did not affect stabilizing
sélection in Drosophila melanogaster. It would seem unlikely that their
conclusions would hold for all species particularly when directional
selection was applied. However, since the particular species will be
required to exist in the presence of such environmental variation the
method of selection should remain unchanged. It would then be hoped
that the selected progeny exhibit general adaptation over the range of
environments. Although verification of the last point is difficult,
some attempt should be made. This leads back to the problem of how to
estimate response when there is considerable environmental variation

between generations. Maintenance of inbred lines, while suitable for
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plants and some laboratory animals, is obviously impracticable for
domestic animals. Random bred control populations can prove helpful

but care must be taken to avoid both unconscious selection and inbreeding
depression. Also, maintenance of a random control population may be
beyond the resources available to the breeder.

In comparison, any variation within generations will severely
weaken the selection intensity. Such variation is mainly encountered
in field crops, as a result of soil variation. Its effect can be reduced
by the sowing of control plots which are used to adjust the yield of
neighbouring plots. Although the procedure of adjustment is simple in
one dimensional designs, it is greatly complicated for two-dimensional
grid designs.

It should now be clear that the existing theory of quantitative
genetics is inadequate in several areas when applied to selection exper-
iments. Robertson (1966) listed the following three reasons:

i) it cannot predict the limits to selection;

ii) it cannot predict the changes in reproductive fitness, which
might be expected to decline on selection in either direction
for almost any trait;

iii) it gives little information about the real nature of the gene
segregations underlying the observed variability.

To these, Lee and Parsons (1968) have added a further three reasons:

iv) it cannot predict the rate of response to selection, especially
once an accelerated response to selection or a plateau has
occurred;

v) it cannot predict the nature of correlated responses in general
(including reproductive fitness mentioned above) ;

vi) it is usually based on an underlying genetic architecture of
a large number of genes all acting additively, which frequently

does not exist.
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Together, these six problems provide a fair summary of the present state
of quantitative genetics. It should however be appreciated that quan-
titative genetics, even with its weaknesses, still remains the only
effective theory to describe the inheritance of continuous variation.
In fact, its short term predictions (up to five generations) are found
to be of worthwhile assistance to the breeder (Piper, 1971). The problems
as listed above tend to belittle the important contributions made by
investigators such as Robertson (1961 and 1970) on the theory of limits.
(Robertson showed that the expected limit under selection was proportional
to N;j, where N is the effective population size and i is the selection
differential in standard deviations. In particular, the half life of
the response would be less than 1.4N generations, given that the additive
model was applicable. If, however, recessive genes were favoured, the
half life could approach 2N. The investigation also considered the role
of linkage and although the conclusions are not unexpected the justification
of them, by Robertson, is of great significance.

In the following chapters I will consider particular biometrical
techniques with reference to how they can be applied, first to explain
the effect of artificial selection on continuous variation and secondly
to assist the breeder in attaining his aims. The Roseworthy Fleece
Selection Experiment will be simultaneously investigated to demonstrate
the techniques. This experiment, carried out between 1954 and 1965, was
designed to compare two methods of ram selection:

i) selection by visual appraisal only;

ii) selection by clean fleece weight following a preliminary

‘visual appraisal.

These two methods were called the "Visual" and "Index" methods respectively.
Basically they provide a comparison of subjective stud practices with
objective fleece measurement with particular reference to clean fleece

weight. Mayo, Potter, Brady and Hooper (1969) have previously used mainly
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univariate statistics to analyse the data. However, their analyses
left certain aspects of the data untouched (e.g. genetical parameters
and multivariate methods).

The present investigation has been divided into six sections. The
first of these extends the previous analyses of Mayo, Potter, Brady and
Hooper (1969). Separate analyses are provided for "single raised" and
"twin raised" progeny whereas the previous authors pooled all data. The
two flocks are compared using both parametric and non-parametric tests
for two independent samples,

Genetic parameters are presented in the second section (i.e. herit-
ability, genetic, environmental and phenotypic correlations.

Thirdly, Hotelling's T2 is demonstrated to provide an effective
method of comparing two populations when several variables have been
measured.

An improved algorithm for Fisher's exact test for R x C contingency
tables follows; it is applied to categorical fertility data. This test
is especially valuable when the R x C table contains several cells with
expected frequencies less than five.

Section five compares methods for choosing the "best subset" of
linear variables. This approach provides a means of choosing from amongst
a set of variables those which relate most closely to the breeder's interests.

Lastly, methods for the deteétion of major genes affecting quantit-

ative traits are investigated using computer simulation.
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I - DESIGN OF ROSEWORTHY EXPERIMENT AND SUMMARY STATISTICS

INTRODUCTION

In this first chapter the Roseworthy College clean fleece weight
selection experiment is introduced. Univariate statistics are presented
to enable a preliminary evaluation of the experiment. In later chapters
the data will be further investigated using alternative techniques.

As stated earlier the experiment was designed to compare two
methods of ram selection for increased wool production in Merino sheep.
The methods were:

i) selection of rams on the basis of visual appraisal (the "Visual"

method) ;

ii) preliminary culling of 70% of rams on visual appraisal before

final assessment on clean fleece weight (the "Index" method).
The reasons for the choice of these two methods is given by Schinckel
(1955). (All replacement ewes were chosen by visual appraisal.) Having
observed that the annual increase in fleece weight for Australian sheep
had decreased considerably between 1930 and 1950 Schinckel suggested the
most likely explanation was the combined effects of (i) stabilization
of livestock management and (ii) reduction of response to commercial
selection. As the heritability of clean fleece weight was as high as
‘0.4 Schinckel further proposed that other methods may increase the rate
of response. Initially, it was considered that selection on the basis
of an index derived from economically important characters would be
optimal. (Suggested characters were fleece weight, body size, staple
length, quality, yield and absence of undesirable faults, e.g. malformed
jaws, faulty hocks, excessive skin development.) However, Schinckel
subsequently chose to use method (ii) described above which is similaxr
to the "half classing” method described by Morley (1955). The name

"Tndex" has been retained although the original index of economic char-
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acters has not been used. Thus, the two methods were designed to
compare commercial visual appraisal with partial selection for clean
fleece weight. While this comparison was provided by the design, its
interpretation was greatly complicated by the fact of seasonal variation.

A random bred control flock would have done much to overcome this
problem although its inclusion would have introduced problems of its
own (i.e. inbreeding effects if present will be confounded with temp-
oral effects). Also, this third flock was not included in the exper-
iment as it would have greatly increased management problems and
depleted the available resources. While the presence of seasonal
variation will be seen later to complicate the drawing of conclusions
on the long term trends of the two methods, the experiment still provides
worthwhile comparison between the two methods as proposed by Schinckel.

Similar selection experiments on Merinos have been carried out by
the New South Wales Department of Agriculture (Dun, 1958; Pattie ,1965;
Robards and Pattie, 1967; Saville and Robards, 1972; Robards, Williams
and Hunt, 1974; Pattie and Barlow, 1974; Barlow, 1974) and the CSIRO
Division of Animal Genetics (Turner, 1958; Turner, Dolling and Kennedy,
1968; Brown and Turner, 1968; Turner, Brooker and Dolling, 1970; Turner,
McKay and Guinane, 1972; Jackson, Nay and Turner, 1975). In both of
these organisations more than one selection experiment has been carried
out concurrently.

Two selection experiments have been investigated by CSIRO. Turner,
Dolling and Kennedy (1968) describe the response observed between 1950
and 1964 in wool and body characteristics for the following three sel-
ection groups:

i) S - Selection for high clean wool weight rejecting for high

fibre diameter and high wrinkle score. During 1950-59 the

selection criteria included the performance of ram's half-sibs

but from 1961-64, mass selection was practiced.
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ii) MS - Mass selection for high clean wool weight rejecting
for high fibre diameter and wrinkle score for the years
1950-59. During the later years of the experiment (1961-64)
low crimp number replaced high fibre diameter as a criterion
for rejection.

iii) ¢ - Random bred control group.

During the period 1950-59 response in clean fleece weight was similar
in the S and MS groups. This suggests that examination of half sibs
has contributed little to the selection differential, as would be
expected fromthe relatively large heritability for clean fleece weight.
Fibre number per unit area was found to make the greatest contribution
to the increase in fleece weight but greasy wool weight, percentage
clean yield, body weight and staple length exhibited smaller increases.
No further response was observed during 1961-64 which led Turner,
Dolling and Kennedy to conclude, "It is impossible to say at this stage
whether a selection plateau has been reached or whether drought conditions
interfered with response."

In the second CSIRO selection experiment, sixteen small flocks have
been maintained to allow selection for high and low values of eight
single characters (clean wool weight, clean wool weight per unit skin
area, body weight, wrinkle score, fibre number per unit skin area, fibre
diameter, staple length and percentage clean yield). Divergenée of the
character under selection was observed for all eight individual charac-
ters although for long staple and low fibre number there was only
initial response. Response was seldom symmetrical and correlated
characters responded as expected. When interpreting these results it
should be noted that the annual group sizes were small (i.e. one or two

rams with 30-50 ewes).
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The New South Wales Department of Agriculture has used two-way
selection to investigate four characters (clean wool weight, crimps per
inch, weaner body weight and wrinkle score). All four experiments
commenced in 1951 but the crimps per inch, weaner body weight and wrinkle
score programs were terminated in 1972. Flock sizes were larger than
used for the similar CSIRO experiments - i.e. 100 ewes mated to 5 rams.

A randomly selected control flock of 100 ewes and 10-25 rams was main-
tained for comparison. For clean fleece weight Pattie and Barlow (1974)
report that the flock selected for increased fleece weight ( the 'fleece
plus' flock) increased initially in the first two generations by approx-
imately one standard deviation but little further response was observed
in the subsequent three generations. In comparison, the 'fleece minus'
flock decreased almost linearly over the 5 generations with an overall
realized heritability of 0.44 for ewes and 0.38 for rams. Barlow (1974)
concludes that, "Most of the response in W [clean fleece weight] in the
'fleece plus' flock arose through increases in fibre density, fibre
diameter and staple length. Staple length was the major component
associated with the response in W in the *¥fleece minus' flock." Robards
and Pattie (1967) reported similar divergence between the 'crimps plus'
and 'crimps minus' flocks. Greater response was observed in the 'crimps
plus' than the 'crimps minus' flock. The 'crimps minus' flock was
observed to exhibit greater clean fleece weight than the random bred
control which is to be expected from the high negative correlation between
these two characters. For weaner body weight Pattie (1965) reports that
divergence occurred in ewes but was less obvious for rams.

From this summary of fleece selection experiments in the Australian
Merino it can be seen that the Roseworthy experiment, although obviously
related to the other experiments, provides the only direct comparison be-
tween "conventional stud" practices using visual appraisal and "improved

stud" practices based on partial selection for clean fleece weight. It
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should also be noted that whereas the CSIRO and N.S.W. Department of
Agriculture experiments apply to the medium-wool Peppin strain the
Roseworthy experiment relates to the South Australian strong-wool

"Bungaree" strain of Merino.

MATERTALS AND METHODS

Mayo, Potter, Brady and Hooper (1969) have more than adequately
summarized the experimental procedures therefore the following will be
limited to a brief summary of important points with specific references
to differences in method of analysis, from these previous authors.

(a) Selection methods

During the years 1954 to 1965 inclusive two flocks of approximately
200 ewes were maintained at Roseworthy Agricultural College. All ewe
replacements were selected visually from progeny born within the res-
pective flocks. Each year seven rams, six "two-tooth" plus one "four-
tooth" ram from the previous year's rams, were joined to each flock.
All progeny were classed by visual appraisal at approximately 15 months
of age. The four grades were: reserves, studs, flocks and culls.
Six reserve rams were then chosen from the "visual" progeny and these,
along with one ram from the previous mating, were then joined with the
"Visual" flock. Similarly, six plus one rams were selected and joined
to the "Index" flock but in this case 70% of the available hogget rams
were culled on visual grounds before selecting sig on clean fleece weight.
(b) Analysis

The following fifteen quantitative characters have been considered
in the present work (except where otherwise stated the character was
measured at hogget shearing, i.e. 15-16 months of age):

1. date of birth - expressed as number of days from the 1lst

of January of the particular year (recorded at birth);
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2. birth weight of lamb in kgs (recorded at birth);
18 weaner body weight in kgs (recorded at approximately four
months of age);
4, hogget body weight in kgs;
5. lamb fleece weight in kgs (recorded at approximately four
months of age) ;
6. greasy fleece weight in kgs;
7. percentage yield;
8. clean scoured fleece weight in kgs;
9. mean staple length in cm;
10. crimps per inch (or per 2.54 cm);
11. mean fibre diameter in microns;
12. ‘coefficient of variation of fibre diameter;
13. primary follic¢le number per square cm;
14. secondary follicle number per square cm;
15. skin thickness in cm (this variable was only recorded for

the years 1958 to 1965 inclusive).

Characters 1 to 14 were recorded for all progeny born in the years
1954 to 1965 while skin thickness was only measured from 1958 onwards.
All progeny records with one or more variables absent have been ignored
in the analysis. Although this results in a slight loss of information
it removes the added complication of estimating missing values in the
multivariate methods of later chapters. All data have been partitioned
on year of birth, flock type, sex and birth type. Simple descriptive
statistics are presented for each group. In particular, the coefficients
of skewness and kurtosis are presented to identify any deviations from
normality. The coefficient of skewness is estimated by the statistic gy
given by‘the division of the third central moment by the cube of the

standard deviation,
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(Both these standard errors are approximations but their accuracy is
considered more than sufficient for the present circumstances.)
Parametric significance tests are applied to compare between flocks.
Firstly variances are compared using the simple variance ratio test.
The corresponding means are then compared using student's t-test for
independent samples. This second test has been applied irrespective
of the outcome of the first. Obviously the t—~test is invalid if the
variances are heterogeneous, however, the outcome of the t-test has
been presented to demonstrate the behaviour of this statistic under
such circumstances. Although in other fields one may be sclely inter-
ested in comparing means, in quantitative genetics it is also important

to identify differences between variances.
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In comparison, a non-parametric test, the Kolmogorov-Smirnov
two-sample statistic, has been applied to establish whether the two
samples differ in central tendency. This test would give more accurate
comparison than the parametric t-test if one or both of the samples con-
cerned were distributed non-normally or if the variances were hetero-
geneous, However, it should be appreciated that the use of similar
tests on the same data will increase the probability of rejection.

The present study has used this approach for comparative reasons only
and it should not be interpreted as recommending in any way such rep-

etitive use of statistics.

RESULTS

Table I-1 parts (1) to (15) 1list the basic statistics for progeny
raised as singles where parts (1) to (15) correspond to the 15 variables
listed previously. The data have been partitioned into the four classes
given by sex and flock type for the 12 years from 1954 to 1965. The
corresponding information has been included for dams born between 1949
and 1953 and used in the early years of the experiment. Table I-2
parts (1) to (15) give similar details for progeny born and raised as
twins. Clearly the tables contain an immense amount of information of
fundamental importance. The present summary can do little more than
highlight a few of the more important aspects. (In later chapters
better techniques will be used to extract further details from the data.)

First we note that twin progeny differ from singles for many of the
variables. In particular, for clean fleece weight of twins we see that
the mean performance can be as much as 0.5 kg less than for singles.
Clearly any selection which ignores this aspect may lead to reduction
in fecundity. These differences are largest for variables measured at
birth (e.g. birth weight approximately 17% reduction) or early in the life

of the lamb (e.g. weaner body weight and lamb fleece weight approximately



23.

12% and 20% reduction respectively), while at 18 months many variables
show either small or negligible differences (i.e. for greasy fleece
weight, clean fleece weight and skin thickness singles have higher
mean values than twins, while the opposite occurs for crimps per inch
and primary follicle number). No attempt has been made to use statist-
ical tests to compare between singles and twins as this is not of prime
importance to the study. To do so would only expand further the large
number of tables to be included in this thesis and establish what is
obvious for most of the variables. (Tables I-1 and I-2 contain all the
information necessary to calculate the appropriate parametric tests if
desired.)

Tables I-3 parts (1) to (15) and I-4 parts (1) to (15) summarise
the results of both parametric and non-parametric two sample tests,
comparing data sets from the Index and Visual flocks. When interpreting
such data one must remember that chance alone can result in the rejection
of the null hypothesis when it is in fact true (i.e. error type I). Thus,
if we choose a 5 percent significance level (a) then we can expect 5
percent of our tests to exhibit significance due to chance alone.
This, combined with the large seasonal effects, greatly weakens one's
ability to distinguish any divergence between the flocks over the twelve
years. Table I-5 indicates the number of significant results (when
o = 0.05) for the fifteen variables. Thus the variance ratio test, the
t-test and the Kolmogorov-Smirnov test, are significant on 12.5%, 24.4%
and 18.1% of occasions respectively. More detailed comparison of the
t-test and the Kolmogorov-Smirnov test demonstrates that they give con-
sistent results with the latter test leading to rejection on fewer occas-
ions. As the parametric t-test assumes the data are distributed normally
with equal variances it is to be expected that it will lead to more

frequent rejection when these assumptions hold (as indicated by the values
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of skewness and kurtosis in Tables I-1 and I-2). Siegel (1956)
describes the relative ability of the non-parametric test to reject
the null hypothesis, given that the data are distributed normally,
as the "power-efficiency" of the particular test. He concludes that
the Kolmogorov-Smirnov test, when compared to the t-test, has a "power-
efficiency" of near 96% for small samples and this decreases slightly
as sample size increases. From Table I-5 we observe, ignoring the
variance ratio test, that the Kolmogorov-Smirnov test leads to rejection
on 123 occasions whereas the t-test does so on 163 occasions. This
would suggest a "power-efficiency" of 75%. However, if the t-tests
are restricted to exclude cases where a significanti variance ratio has
been observed, the 'power-efficiency" increases to 90%. It is not clear
whether Siegel considered the variance ratio test when calculating his
"power-efficiency". Also it should be remembered that he made his cal-
culations on simulated data which had been designed to satisfy the assum-
ptions of the t-test. Clearly the present data support the view that
this non-parametric test provides quite a valuable alternative to the
more widely used t-test. However, as its calculation is slightly more
complicated, for all but small samples, its use may be conditional on
the availability of a computer or programmable calculator. In con-
clusion, as the Kolmogorov-Smirnov test makes far fewer assumptions
about the data and since it tests the equality of the distributions of
the two samples, it provides quite a valuable univariate test. This
is particularly so in the present application to quantitative genetics
where one is interested in identifying any differences in the two dis-
tributions and not just the means or variances of normal distributions.
So far I have mainly considered the relative performance of the
three tests without any reference to the behaviour of particular var-

iates over the twelve years of the trial. As previously stated, Mayo,
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Potter, Brady and Hooper (1969) have considered this latter aspect.

However, their approach differed in several aspects from mine:

i)

ii)

iji)

iv)

they did not separate progeny on birth type;

the following additional variates are considered here:

(a) date of birth,

(b) weaner body weight,

(c) lamb fleece weight,

(a) yield percentage,

(e) coefficient of variation of fibre diameter,

(£) skin thickness.

(The inclusion of these variates allows a more complete assess-—
ment of the two flocks. Although weaner body weight, lamb
fleece weight and coefficient of variation of fibre diameter
may be ponsidered slightly less important variates the remaining
three - date of birth, yield percentage and skin thickness - are
of importance to the sheep breeder.)

Primary follicle number and secondary follicle number have

been considered individually and not as a combined total.

Since the number of primary follicles is much less than the
number of secondary follicles this separation contributes
worthwhile information particularly on the former variate.

The following additional statistics have been calculated:
coefficient of skewness, coefficient of kurtosis, variance ratio

test and the Kolmogorov-Smirnov test.

From the above it can be seen that the present analysis follows closely

the previous work. However, it has been represented here to provide a

more detailed summary which can then be referred to in later chapters.

In Figure I-1 parts (1) to (14) and Figure I-2 parts (1) to (14)the mean

values from Tables I-1 and I-2 have been plotted. This enables identif-

jication of trends over time between the two flocks.
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Firstly, from Table I-1(8) and Figure I-1(8), we see that for
both sexes, clean fleece weight (for single born progeny) has diverged
with the Index progeny significantly exceeding the Visual progeny during
most years of the experiment. For this wvariable, and indeed for most
of the variables, it can be seen that variation between seasons is large.
(No attempt has been made to remove this variation as it is the author's
belief that such techniques often lead to problems in their own right,
i.e. genotype x environment interactions often prove exceptionally diff-
icult to identify and understand.)

The 1954 male progeny means appear to be abnormally high when com-
pared to the rest of the data. No explanation could be found for this
discrepancy and it can only be concluded that some unknown aspect of
the environment was highly favourable for the male progeny during the
first year of this trial. If this was an intentional factor of manage-
ment, it may have been because it was considered advantageous to select
animals in a favourable environment. Whatever the reason this biased
treatment of male progeny was discontinued during the period from 1955
to 1965. However, as the mean clean fleece weight of males was always
less than the 1954 value this greatly detracts from the experiment. The
mean values for dams born in years preceding 1954 further support the
view that the 1954 males were abnoxmal. A similar pattern can be seen
for the clean fleece weight of progeny born and raised as twins although
there is obviously greater variation in the means due to the smaller
numbers in the groups.

For date of birth we observe that the variance ratio is frequently
significant (i.e. 17 occasions out of 46). Neither flock is solely
responsible for this rejection although the variance of the Index flock
tends to be larger for the later years of the trial. It would be

expected that these larger variances resulted from poor ram performance
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at mating. Mean date of birth similarly fluctuates between the two
flocks over the seasons. In particular, mean date of birth for the
Index flock is much later during 1965 (approximately 10 days). Closer
inspection of Tables I-1(1l) and I-2(1) indicates that both flocks began
lambing at about the same time but the lambing of the Index flock
extended over a greater period of time. Mayo, Potter, Brady and
Hooper (1969) have reported that lambing percentage of the Index flock
was markedly lower in 1965. This suggests that problems occurred at

joining in the Index flock. However, from the available information it

is impossible to determine whether this is related to the selection method

or is simply due to chance. Therefore, irrespective of the reason fox
this disparity in date of birth between the flocks in 1965, it should be
remembered that its presence may result in anomalous behaviour in the
other variates measured subsequently on these animals.

For birth weight and weaner body weight the two flocks behave sim-
ilarly. Males outweigh females and singles outweigh twins but within
sex by birth type groups no cconsistent trends can be identified between
the flocks. As one would expect, maternal buffering results in birth
weight showing far less variation from season to season. However, in
all progeny groups birth weight appears to decrease initially to 1957
then slowly recover with a final increase in 1965.

Weaner body weight in comparison shows much more marked variation
between seasons. Interestingly, the fluctuations for this character
are similar to those observed for date of birth particularly during
the years 1956 to 1960 inclusive. During the following growth period
to hogget body weight differences between sexes are further accentuated
while the opposite is true between birth types. Flocks are similar
initially with the Visual flock outweighing the Index flock over the

latter stages of the trial. From the frequency of significant differ-
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ences it can be seen that this difference in weight is larger within
female than male progeny. It would be rather foolish to attempt to
explain this in terms of the selection practiced and it should be
repeéted that the two selection methods differed only in the method

of ram replacement with the ewes of both flocks being chosen on visual
appraisal.

No consistent differences can be seen between the two flocks for
the fleece weight of lambs. Even sex differences are non-existent at
this early stage. However, the usual differences due to birth type
and seasonal fluctuations are quite apparent.

As would be expected, the pattern for greasy fleece weight closely
resembles clean fleece weight, which has been described earlier.

While males have greater clean fleece weight than females this differ-
ence is larger for greasy fleece weight. This change arises as the
percentage yvield of males is generally lower than females. Within

each sex, Index progeny have higher greasy fleece weights than Visual
progeny but the divergence between these flocks is less obvious for this
variate than for clean fleece weight. Again, percentage yield provides
the link as it can be seen that it is signficantly higher for Index
progeny for most years from 1957 onwards. Thus, partial selection for
clean fleece weight has resulted in greater clean fleece weights in the
Index flock than the Visual flock and there has been an opposing change
in the level of contamination which together result in less marked
changes in greasy fleece weight. The resulils suggest that the rate of
response in male progeny is greater than for female progeny within both
flocks, but this has not been established statistically. Even if this
sex by genotype interaction had been proven it would still remain unclear
whether this was due to sex-linked genes (see Beilharz, 1963;. and James,
1973) or simply a scale effect associated with the greater fleece weight

of males.
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Table I-3(9) indicates that the Index progeny have significantly
greater staple length than the Visual progeny. This significance
occurs comparatively early in the experiment (i.e. 1955 for the single
females and 1956 for the corresponding males). However, while the
male progeny continue to exhibit significant differences, the females
in comparison fail to show similar differences from 1962 onwards.

The graphical presentation for this variable suffers from two
problems:

i) the two sexes overlap - i.e. the females initially (1955 and

1956) have longer staples than males from the same flock,
but by the end of the experiment this has been reversed.

ii) There is a remarkable change in mean staple length for all
groups during 1962. Why this season should differ so markedly
from the others is unclear. Also it is interesting to note
that apart from fleece weight (clean and greasy) no other
variables show anywhere near the discontinuity observed for
staple length during 1962. Further, the clean fleece weight
is no greater than observed in other years. All this suggests
that the 1962 season differed from other seasons in some manner
which specifically affected staple length (and therefore fleece
weight) but other variables were unaffected. The simplest
explanation would pe that the sheep were either shorn early
at lamb shearing or late at hogget shearing or both.

For the variate crimps per inch, we observe that the mean for the
Index flock becomes significantly less than for the Visual flock. Although
the difference occurs for both sexes it becomes significant earlier in
the females (1955) than the males (1959). There appears to be a decrease
in crimp number over time but the 1954 and 1955 means complicate this

conclusion.
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Comparison of the plots for hogget body weight and crimps per inch
suggests that these two variates are negatively correlated over the
12 years of the experiment. This relationship is of further interest
when we look at fibre diameter as this variate behaves similarly to
hogget body weight. Like the other variates, fibre diameter is freg-
uently but not always significant, however, the direction of the diff-
erence between flocks is inconsistent over the 12 years. This would
suggest that genetic differences have developed between the two flocks
but unlike the differences for the other variates this character shows
complex interactions with the environment. Mean coefficient of var-
iation of fibre diameter is similar to mean fibre diameter in that it
shows both positive and negative differences between the Index and
Visual flocks but its pattern over the 12 years is almost opposite.
Thus, we have body weight and fibre diameter on one hand and crimps
per inch and coefficient of variation of fibre diameter on the other.
Primary follicle number and secondary follicle number can also be included
in the latter group. Also, the fluctuations in clean fleece weight and
birth weight bear some resemblance to the former group of fibre diameter
and hogget body weight. It should be recognised that this division of
variates into those which either respond positively or negatively to
seasonal conditions is based on purely subjective assessment of the
graphs presented. However, the observation, although speculative,
illustrates the large effect of seasonal conditions over the twelve years
of the experiment. Thus, when the individual variates are considered,
the two groups seem reasonable from a biological point of view. That
is, clean fleece weight, birth weight, hogget body weight and fibre
diameter respond.positively during good seasons whereas crimps per inch,
coefficient of variation of fibre diameter, primary follicle number and

secondary follicle number are comparatively larger in poorer seasons.
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(Note that as follicle numbers are expressed on a per square cm basis,
this suggests that the main effect of seasons is on total surface area
of the animals.)

For primary follicle number there is no consistent divergence
between the two flocks (i.e. of the five significant t-tests three
occur for the male progeny in the first three years). In comparison,
secondary follicle number appears more favoured by the Index than by
the Visual selection method.

As skin thickﬁess was not measured during 1954 to 1957 inclusive,
it is difficult to assess how the two selection methods have affected
this variate. However, in all cases of significance (as determined
by the t-test), the Index flock has greater skin thickness than the
Visual flock.

While tables I-1 and I-2 list the values of skewness and kurtosis,
along with their respective standard errors, these statistics will not
be considered in detail until Chapter VI of this thesis. At this stage,
it need only be noted that there was no variate for which the lack of
normality was consistent enough to require a transformation.

Clearly the present investigations could have been continued
further, however, as the main aim of this chapter is to provide a summary
of the Roseworthy Experiment, using univariate statistics, no further
tests will be applied. Mayo, Potter, Brady and Hooper (1969) have
presented regression coefficients of the difference between the Index
and Visual flock means to establish whether the flocks diverged. While
this led them to similar conclusions as the present analysis, the use of the
regression coefficient overlooks any non-linearity in the divergence,
which can be seen from the figures to often be present.

Although the interpretation of these figures remains subjective

it was felt that this was the best way to present the data.
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SUMMARY

The aim of this chapter has been to use simple statistical tech-
niques to enabkle an introductory evaluation of the twelve years of
selection. It was neither desired nor expected that this approach
would resolve all the questions of interest to the breeder. (The
data will be considered in greater detail in later chapters.)

For comparative progress, both parametric and non-parametric tests
have been used. This comparison illustrates that the Kolmogorov-
Smirnov test can make a valuable contribution to quantitative genetics
particularly as it tests for any difference in distribution (i.e. it is
not constrained to the means and variances of normal distributions).

Comparisons between the two selection techniques over the 12 years
of the experiment enable the fifteen variates to be divided into the
following four general groups:

i) No consistent differences between the two flocks

~ date of birth, birth weight, weaner
body weight, lamb fleece weight and
primary follicle number.

ii) Index flock consistently greater than Visual flock

-~ greasy fleece weight, percentage yield,
clean fleece weight, staple length,
secondary follicle number and skin thickness.

iii) Index flock consistently less than Visual flock

- hogget body weight and crimps per inch.
iv) Fluctuating differences between flocks
- fibre diameter and coefficient of variation

of fibre diameter.

The investigation also highlights the effect of seasonal variation over

the 12 years.



MALE PROGENY OF INDEX FLOCK

TABLE I-1(1)

The data

Basic statistics for date of birth (where g; and gp are Fisher's
coefficients of skewness and kurtosis respectively).
applies only to the progeny born and raised as singles and has
been partitioned by sex and flock type.

(The corresponding infor-

mation is included for the dams born from 1949 to 1953 inclusive,

and used in the initial years of the experiment.)

Year N Min. Max. Mean Variance S.E. (Mean) g; * S.E. go * S.E
1954 71 111 146 120.9° 44.2141 .7891 .81+ .28 1.49* .56
1955 71 106 136 118.06 32.1682 6731 .84+ .28 1.02t .56
1956 66 108 142 121.17 79.9872 1.1009 .69 .29 -.58t.,58
1957 56 107 151 117.88 90.6568 1.2723 1.72+,32 2.57£.63
1958 67 116 158 127.70 79.1823 1.0871 1.28+.29 1.59+ .58
1959 74 114 151 124.45 54,1957 .8558 .94t .28 .86% .55
1960 59 119 159 136.81 98.4302 1.2916 .431.31 -.51*.61
1961 70 110 150 124.63 82.0919 1.0829 .36%.29 -.69t.57
1962 80 ilo0 144 122.58 60.3234 .8684 .55+.27 -.44+ .53
1963 64 109 145 121.56 73.4881 1.0716 1.01+.30 .57£.59
1964 76 113 146 123.88 43,7325 .7586 .981,28 1.55%.54
1965 46 114 171 137.96 243.1092 2.2989 .51+.,35 -.73+.69
MALE PROGENY OF VISUAL FLOCK

1954 63 111 138 120.94 26.1572 .6444 .99+.30 1.72%.59
1955 79 108 148 119.33 62.7621 .8913 1.14+.27 1.14%.53
1956 66 110 141 120.17 59.2179 .9472 .B87£.29 -.03£.58
1957 84 108 152 115.13 47.0067 .7481 2.63%,26 9.36%.52
1958 62 114 162 128.95 117.5550 1.3770 1.55+.30 2.39%.,60
1959 71 112 146 122.30 46.0398 .8053 1.09%,28 1.75%.56
1960 56 118 155 130.80 87.1789 1.2477 .91+.32 .29+ .63
1961 73 90 146 120.99 58.9581 .8987 ~.16%.28 3.39+.56
1962 85 110 150 121.54 72.0370 .9206 1.22+.26 1.29+.52
1963 69 107 154 121.32 85.6616 1.1142 .83+,29 1.12*,57
1964 67 114 136 123.64 30.0516 .6697 .02*.29 -.97£.58
1965 77 111 158 126.31 99.1384 1.1347 1.13+,27 1.09£.54
FEMALE PROGENY OF INDEX FLOCK

1954 55 112 143 121.33 55.6316 1.0057 .90+.32 .50t.63
1955 62 106 139 118.34 51.5391 .9117 .72+.30 .30+.60
1956 46 105 143 119.63 74.8604 1.2757 .81x.35 .26% .69
1957 67 109 145 117.58 52.3379 .8838 1.82+.29 3.42%.58
1958 57 116 149 125.91 55.0815 .9830 1.17+.32 1.16%.62
1959 72 114 188 126.46 123.7447 1.3110 2.71%.28 11.39%.56
1960 83 121 162 135.99 76.5242 .9602 .43+.26 -.35%£.52
1961 71 111 149 123.10 73.1473 1.0150 .81+.28 .19+ .56
1962 72 113 156 124.99 77.7040 1.0389 .97+.28 1.03*.56
1963 43 110 153 120.77 93.6113 1.4755 1.65%.36 2.44%.71
1964 74 112 142 122.34 38.0076 .7167 .80%.28 .34% .55
1965 37 112 183 132.73 346.2027 3.0589 1.04%.39 .12+ .76
FEMALE PROGENY OF VISUAL FLOCK

1954 71 107 150 120.65 45.2028 .7979 1.33%.28 4,05%.56
1955 58 109 141 117.60 61.6470 1.0310 1.26%,31 .B0% .62
1956 78 108 140 118.94 38.0867 .6988 .961,27 .771 .54
1957 62 106 136 114.03 32.2285 .7210 2.04£.30 4.44*.60
1958 60 116 158 128.33 89,1751 1.2191 1.34%.31 1.24t.61
1959 75 114 148 124.03 56.9182 .8712 .88%,.28 .40% 55
1960 73 120 159 131.95 60.6636 .9116 .93%.28 1.06.56
1961 86 110 146 120.48 59.8995 .8346 .85%,.26 .52%.51
1962 82 108 141 121.37 64.9756 .8902 .73%.27 -.07£.53
1963 70 105 152 122.13 91.3600 1.1424 .84%+.29 .65%.57
1964 67 114 151 125.03 57.4233 .9258 1.04+.29 1.34%.58
1965 70 114 157 124.66 77.2720 1.0507 1.37+.29 2.10%.57
DAMS BORN IN 1949,1950,1951,1952,1953

1949 40 86 134 103.83 119.8917 1.7313 .57%.37 -.10%£.73
1950 58 103 148 117.53 96.3234 1.2887 1.18+.31 1.30%*.62
1951 88 104 137 114.76 52.5056 .7724 .89%.26 .41%,51
1952 93 103 148 117.91 102.4273 1.0495 1.14%.25 .76%.50
1953 104 103 139 114.04 54.7364 .7255 .95+.24 .46%* .47



TABLE

I-1(2)

Basic statlistics for birth weight in kgs (where g; and g, are Fisher's

coefficients of skewness and kurtosis respectively).

The data applies

only to the progeny born and raised as singles and has been partitioned
(The corresponding information is included for
the dams born from 1949 to 1953 inclusive, and used in the initial years

by sex and flock type.

of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 71 2.72 5.90
1955 71 2.04 5.90
1956 66 2.27 5.44
1957 56 1.59 5.22
1958 67 2.27 5.67
1959 74 1.36 6.12
1960 59 2.72 6.35
19¢1l 70 2.72 6.12
1962 80 2.72 5.90
1963 64 2.72 5.90
1964 76 2.50 5.67
1965 46 3.86 6.12
MALE PROGENY OF VISUAL FLOCK

1954 63 2.27 5.67
1955 79 2.50 5.90
1956 66 1.81 5.22
1957 84 2.27 5.90
1958 62 2.72 5.22
1959 71 2.50 6.12
1960 56 2.72 5.90
1961 73 2.04 5.90
1962 85 2.50 6.12
1963 69 2.04 5.44
1964 67 2.50 5.90
1965 77 2.04 6.12
FEMALE PROGENY OF INDEX FLOCK
1954 55 2.50 5.44
1955 62 1.81 5.22
1956 46 2.50 4.99
1957 67 1.36 5.22
1958 57 2.72 5.67
1959 72 2.04 5.44
1960 83 2.72 5.44
1961 71 2.72 5.67
1962 72 2.72 5.44
1963 43 2.72 6.12
1964 74 2.50 5.67
1965 37 3.40 5.90

FEMALE PROGENY

OF VISUAL FLOCK

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

DAMS

71
58
78
62
60
75
73
86
82
70
67
70

BORN IN 1949,1950,1951,1952,1953

2.
2.
2.
2.
2.
1.
1.
2.
1.
2.
2.
3.

72
04
04
04
72
81
81
27
59
50
50
40

5.90
4.99
5.44
5.22
5.22
5.22
4.99
5.67
5.67
5.44
5.44
5.90

1949
1950
1951
1952
1953

40
58
88
93
104

2:
2.
2.
1.
1.

72
04
04
59
81

5.67
4.99
5.44
5.67
4.99

Mean

4.48
4.09
3.92
3.91
4.12
4.15
4.34
4.37
4.3C
4.31
4.43
5.01

4.18
4.22
3.87
4.02
4.06
4,25
4.46
4.08
4.49
4.19
4.41
4.77

3.95
3.78
3.60
3.69
3.92
3.94
3499
4.00
4.09
4.03
4.16
4.58

4.04
3.79
3.57
3.61
3.87
3.95
3.78
3.96
4.19
4.05
4.29
4.48

4.09
3.84
3.88
3.94
3.73

Variance S.E. (Mean) g) * S.E.
.4680 .0812 -.37+.28
.5914 .0913 -.17+.28
.5675 .0927 -.22+.29
.5705 .1009 -.97+.32
.5641 .0918 .00+.29
.8804 .1091 -.28+.28
.4648 .0888 -.04+.31
.5661 .0899 .07£.29
.4101 .0716 .14+.27
.5217 .0903 -.04+.30
.4533 .0772 -.43+.28
.2908 .0795 .08+.35
.5256 .0913 -.29+.30
.5675 .0848 -.02+£.27
.5055 .0875 -.38+.29
.4719 .0750 -.29%.26
.315% .0713 -.35%.30
.5866 .0909 -.24+.28
.3693 .0812 -.34+.32
.5544 .0871 -.25+.28
.5117 .0776 -.27+.26
.4548 .0812 -.40+.29
.5818 .0932 -.11£.29
.5157 .0818 -.83+.27
.4682 .0923 -.00%.32
.6084 .0991 -.19%.30
.2931 .0798 .06%.35
.6135 .0957 -.78%.29
.5400 .0973 .10+.32
.5105 .0842 -.27+£.28
.3964 .0691 .13£.26
.6029 .0921 .21+.28
.4267 .0770 .00+.28
.4454 .1018 .39+.36
.5216 .0840 -.26+.28
.3339 .0950 .07+£.39
.4526 .0798 .02+.28
.4941 .0923 -.50+.31
.5256 .0821 .09+.27
.3705 .0773 .17+.30
. 3806 .0796 -.07+.31
.6464 .0928 -.62t.28
.4170 .0756 -.50%.28
.4667 .0737 -.14+£.26
.6264 .0874 -.71£.27
.4527 .0804 .12+,29
.3026 .0672 -.58+.29
.3797 .0737 .11+.29
.3712 .0963 .12+.37
.3571 .0785 ~.71+.31
.5094 .0761 .00+.26
.4558 .0700 -.10£.25
.4063 .0625 -.47%.24

go + S.E.

-.21+.56
.16+.56
.52+.58
.19+.63
.47+.58
.06+.55
.45+ .61
-.61+.57

.01+.53
-.42+.59
-.11+.54
.28+.69

[

.00£.59
-.51+.53

.24+.58

.39+.52
-.41+.60
.40+.56
.46+.63
.03£.56
.19+.52
.20£.57
.40+.58
.74+.54

[

-.68+.63
-.28+.60
.35+.69
.43+.58
.57+.62
-.46+.56
-.75+.52
.71+.56
-.42+.56
.69+.71
.67%.55
-.15£.76

~-.19+£.56
-.20%.62
-.31+.54
.30£.60
-.53+.61
-.41+.55
.41+.56
.11+.51
.82+.53
-.34%.57
.39+.58
-.57+.57

.28+.73
.831.62
-.05%.51
.72%.50
.23%.47



TABLE I-1(3)

are Fisher's

The data applies only to the progeny born

and has been partitioned by sex and flock type.
ding information is incl
inclusive, and used in the i

MALE PROGENY OF INDEX FLOCK

Year N Min. Max. Mean
1954 71 25.13 39.10 30.68
1955 71 16.24 41.10 32.73
1956 66 19.55 38.92 28.47
1957 56 12.38 27.53 21.58
1958 67 17.96 35.52 27.80
1959 74 14.88 37.10 23.80
1960 59 19.37 41.32 28.15
1961 70 19.55 41.50 31.24
1962 80 22.36 42.73 30.85
1963 64 19.96 43.73 34.80
1964 76 23.95 43.50 32.99
1965 46 23.77 40.91 32.56
MALE PROGENY OF VISUAL FLOCK

1954 63 22.14 41.32 30.59
1955 79 22.54 45.31 33.77
1956 66 19.14 39.92 28.66
1957 84 9.98 29.35 22.32
1958 62 17.15 34.93 27.85
1959 71 17.96 30.35 24.08
1960 56 21.55 40.51 31.08
1961 73 17.15 39.92 30.60
1962 85 23.95 43.73 32.62
1963 69 21.36 53.98 34.39
1964 67 15.24 43.32 32.94
1965 77 22.54 41.91 33.25
FEMALE PROGENY OF INDEX FLOCK

1954 55 17.78 33.34 26.62
1955 62 22.54 38.51 29.54
1956 46 17.96 32.34 24.59
1957 67 11.57 25.76 20.04
1958 57 10.98 31.93 25.11
1959 72 13.56 25.95 21.49
1960 83 15.38 36.51 25.28
1961 71 21.14 34.52 27.70
1962 72 18.37 31.93 26.42
1963 43 19.96 35.11 28.56
1964 74 18.37 35.34 27.67
1965 37 17.78 33.93 27.45
FEMALE PROGENY OF VISUAL FLOCK

1954 71 19.96 30.35 25.89
1955 58 20.37 43.91 28.97
1956 78 18.78 31.34 25.52
1957 62 14.15 28.76 20.75
1958 60 14.56 31.93 24.62
1959 75 14.79 28.12 21.72
1960 73 14.56 35.11 25.82
1961 86 15.15 33.52 26.86
1962 82 23.36 34.11 28.64
1963 70 21.77 37.10 28.95
1964 67 20.77 33.93 28.38
1965 70 14.79 35.11 28.25
DAMS BORN IN 1949,1950,1951,1952,1953
1949 40 14.97 27.67 22.36
1950 58 17.78 28.12 23.47
1951 88 16.56 34.11 26.53
1952 93 19.96 33.52 26.14
1953 104 18.14 32.75 26.65

Basic statistics for weaner body weight in kgs (where g; and g
coefficients of skewness and kurtosis respectively) .
and raised as singles

(The correspon-

uded for the dams born from 1949 to 1953

nitial years of the experiment.)

Variance S.E.(Mean) g; + S.E. gy * S.E.
8.1601 .3390 .77+ .28 .71+ .56
17.4219 .4954 -.62+.28 2.12+.56
15.2953 .4814 .12+ ,29 .34+.58
11.7692 .4584 -.48+ .32 .19+.63
14.0304 .4576 -.414+.29 -.27%.58
14.3499 .4404 .45+.28 1.26%.55
20.1048 .5837 .34+.31 -.03+.61
21.6071 .5556 .06%.29 -.51%£.57
18.6897 .4833 .06%.27 -.11£.53
26.4454 .6428 -.60+.30 -.06%.59
18.1681 .4889 .29%.28 -.25%.54
12.1985 .5150 .25%.35 .10%+.69
11.9612 .4357 .04+,30 .61%.59
14.3983 .4269 -.15+.27 .96*+.53
18.1912 .5250 -.03%.29 -.18+.58
13.5915 .4022 -.91+.26 1.40%.52
15.0561 .4928 -.45+,30 -.22%,60
7.1782 .3180 .06+,28 -.09%.56
17.947° .5661 -.12+,32 -.61%.63
15.1170 .4551 -.72+.28 1.08%.56
15.2611 .4237 .02+.26 .02£.52
24.6432 .5976 .70+£.29 2.58%.57
22.8769 .5843 -.66%.29 1.76%.58
17.2273 .4730 -.28%.27 -.21%.,54
9.8872 .4240 -.28+.32 .13%.63
9.7387 .3963 .31+.30 .34*.60
9.2461 .4483 .51+.35 .13+.69
8.7432 .3612 -.70+.29 .42*.58
13.4118 .4851 -1.15+.32 2.66%.62
6.9283 .3102 -.67+.28 .53%.,56
13.2366 .3993 .22*.26 .77%.52
8.3097 .3421 .05+.28 .17£.56
9.6023 .3652 -.49+.28 -.31%,56
10.7586 .5002 -.34+.36 13+.71
12.0263 .4031 -.35+.28 .27%.55
12.1234 .5724 -.51+.39 .15%.76
4.7015 .2573 -.34%.28 -.01%.56
13.2212 .4774 1.06%,31 3.69%.62
7.0091 .2998 -.02+,27 -.16*.54
6.2344 .3171 .44+ .30 1.23%.60
12.5575 .4575 -.37+.31 .15%,61
8.6442 .3395 -.32+.28 -.32%,55
14.4905 .4455 -.48+,28 .42 %,56
11.9865 .3733 -.85+.26 1.49+.51
8.5194 .3223 .03+.27 -1.00%.53
12.8231 .4280 .03%,29 -.63%57
10.1150 .3885 -.33+.29 -.54%,58
8.8597 .3558 -1.00%.29 4.62%.57
8.0947 .4499 -.51+.37 -.30%73
6.7022 .339¢9 -.24%.31 -.72%62
7.7272 .2963 -.51+.26 1.11 51
8.8784 .3090 .19+,25 -.02 £ 50
9.0692 . 2953 -.54+.24 -.05 %47




TABLE I-1(4)

Basic statistics for hogget body weight in kgs (where g

Fisher's coefficients of skewness and kurtosis respectively).
and raised as singles and has

data applies only to the progeny born
been partitioned by
mation is included

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 71 45.90 75.25
1955 71 42,32 66.45
1956 66 37.51 59.87
1957 56 32.34 57.88
1958 67 41.37 66.95
1959 74 45.50 66.04
1960 59 52.30 76.43
1961 70 48.08 75.84
1962 80 44.91 74.25
1963 64 52.71 76.25
1964 76 47.90 78.24
1965 46 52.48 73.66
MALE PROGENY OF VISUAL FLOCK

1954 63 50.71 75.25
1955 79 39.92 71.67
1956 66 38.51 60.69
1957 84 35.52 58.47
1958 62 41.14 68.72
1959 71 46.49 66.86
1960 56 54,30 77.25
1961 73 39.51 73.84
1962 85 41.32 72.57
1963 69 45.50 73.84
1964 67 48.22 75.25
1965 77 48.31 77.93
FEMALE PROGENY OF INDEX FLOCK

1954 55 26.13 58.417
1955 62 32.93 58.47
1956 46 28.94 52.07
1957 67 26.76 47.31
1958 57 31.75 53.52
1959 72 22.36 47.72
1960 83 29.35 47.31
1961 71 32.52 51.71
1962 72 30.75 52.07
1963 43 34.52 53.48
1964 74 29.76 54.48
1965 37 35.24 56.47
FEMALE PROGENY OF VISUAL FLOCK
1954 71 33.52 59.47
1955 58 36.11 49.31
1956 78 28.76 51.89
1957 62 30.94 50.30
1958 60 34.56 52.75
1959 75 31.93 47.31
1960 73 29,94 52.89
1961 86 18.55 50.71
1962 82 37.42 53.89
1963 70 35.92 57.70
1964 67 35.34 57.70
1965 70 35.24 55.47
DAMS BORN IN 1949,1950,1951,1952,1953
1949 40 26.13 44.32
1950 58 31.53 54.07
1951 88 30.53 51.89
1952 93 28.94 57.29
1953 104 36.51 53.30

Mean

63.70
54.99
48.63
47.37
54.11
56.30
62.45
60.57
58.09
63.45
62.06
61.88

63.14
56.17
49.05
47.80
53.43
57.07
64.31
59.40
60.36
64.06
64.20
62.53

46.90
43.80
39.13
38.54
44.84
39.16
39.82
40.66
42.63
45.77
44.24
42.95

46.66
42.31
39.36
39.28
43.88
39.20
41.31
39.50
46.23
45.95
47.04
45.18

34.58
41.11
39.41
40.77
44.58

sex and flock type.

1 and gp are

The

(The corresponding infor-
for the dams born from 1949 to 1953 inclusive,
and used in the initial years of the experiment.)

vVariance S.E.(Mean) g; * S.E. go * S.E.
31.1109 .6620 -.30 £28 .49+.56
22.5855 .5640 -.50+.28 .22£.56
23.3549 .5949 .07 +29 -.134£.58
30.6169 .7394 -.51+.32 .24+.63
22.7325 .5825 -.02+29 .33+.58
21.8763 .5437 .151+.28 -.55+.55
29.6216 .7086 .48+.31 -.06%.61
40.4512 .7602 .26+.29 -.36%.57
30.9983 .6225 -.13+.27 -.16%.53
33.3755 L7221 .26 £.30 -.87%.59
34.1114 .6700 -.14+.28 .10+.54
22.6688 .7020 .32+.35 -.36%.69
27.2407 .6576 -.15+.30 -.23+.59
28.5922 .6016 -.25+.27 1.15+.53
21.0049 .5641 17+.29 -.20%.58
21.5413 .5064 -.47+.26 .18+.52
26.6349 .6554 .24 +30 .45+.60
20.0331 .5312 .08+.28 -.28%.56
33.1923 .7699 .21 %32 -.88+.63
44.1687 L7779 -.74+.28 1.08%.56
31.4728 .6085 -.74+£.26 1.43+.52
26.4352 .6190 -.54+.29 1.09+.57
30.4814 .6745 -.24+.29 .16+.58
32.6507 .6512 .15+27 .23+.54
27.4070 .7059 -1.21+32 3.73%.63
15.5826 .5013 .56 £.30 2.26+.60
20.5396 .6682 .17+35 ,63%.69
16.0882 .4900 -.22%,29 -.02+.58
19.0433 .5780 -.46%.32 .20%.62
18.7776 .5107 -.91+.28 2.15%.56
15.3330 .4298 -.43+.26 -.33%,52
15.8966 .4732 .25+.,28 .12%,56
18.4675 .5065 -.14+.28 .421.56
16.1744 .6133 -.41%.36 .19+,.71
34.7566 .6853 -.37+.28 -.75%.55
26.2500 .8423 .85%,39 .31+.76
15.3899 .4656 -.09%.28 1.69%.56
11.4250 .4438 .07+£.31 -.67%.62
18.6746 .4893 -.01%.27 -.04%.54
11.2802 .4265 .35+.30 1.05%.60
12.8474 .4627 .06+, 31 -.02%,61
12.3462 .4057 .10%,28 -.86%,55
20.5430 .5305 .13+.28 -.45%.56
26.6462 .5566 -.87%.26 2.44%,51
18.1415 .4704 -.10%.27 -1.09+.53
18.3838 .5125 .28%.29 .33%.57
19.5368 .5400 ~.19%.29 .14%,58
20.4125 . 5400 .26+.29 -.63%,57
11.4746 .5356 -.14%,37 1.41%.73
16.7359 .5372 .06%.31 .79%.62
16.0140 .4266 .64%.26 .82%,51
15.2676 .4052 .54%.25 2.68%.50
12.4303 . 3457 -.28%.24 -.33%.47



TABLE I-1(5)

Basic statistics for lamb fleece weight in kgs (where g; and gp are
Fisher's coefficients of skewness and kurtosis respectively) .
data applies only to the progeny born and raised as singles and has

been partitioned by sex and flock type.

The

(The corresponding infor-

mation is included for the dams born from 1949 to 1953 inclusive,

and used in the initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min.  Max.
1954 71 1.00 2.13
1955 71 1.04 2.54
1956 €6 .73 2.27
1957 56 .50 1.27
1958 67 .68 2.04
1959 74 .64 1.86
1960 59 .73 1.81
1961 70 .68 2.27
1962 80 .86 2.18
1963 64 .73 3.40
1964 76 1.41 3.77
1965 46 1.27 3.04
MALE PROGENY OF VISUAL FLOCK

1954 63 1.04 2.04
1955 79 1.09 2.72
1956 66 .82 2.27
1957 84 .27 1.36
1958 62 .64 1.95
1959 71 .68 1.68
1960 56 .73 2.63
1961 73 .82 2.18
1962 85 .77 2.18
1963 69 1.36 3.08
1964 67 1.45 3.04
1965 77 1.45 3.08
FEMALE PROGENY OF INDEX FLOCK
1954 55 .91 2.18
1955 62 1.27 2.72
1956 46 .77 2.13
1957 67 .54 1.36
1958 57 .50 1.91
1959 72 .73 1.95
1960 83 .68 2.36
1961 71 .77 2.18
1962 72 .91 2.04
1963 43 1.41 2.68
1964 74 1.63 3.54
1965 37 1.09 2.99

FEMALE PROGENY OF VISUAL FLOCK

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

DAMS

71
58
78
62
60
75
73
86
82
70
67
70

BORN IN 1949,1950,1951,1952,1953

.82
1.04
.95
.45
.64
.50
.54
.77
1.00
1.41
1.32
1.23

1.91
2.50
1.95
1.72
1.95
1.68
2.09
2.18
1.91
2.86
2.81
2.86

1949
1950
1951
1952
1953

40
58
88
93
104

.59
.86
1.04
.77
.64

2.59
2.00
2.22
2.09
1.77

Mean Variance S.E. (Mean) g, + S.E. gy £ S.E.
1.57 .0550 .0278 .30+.28 -.06%.56
1.82 .0754 .0326 -.01+.28 .65t .56
1.46 .0976 .0384 .12+.29 .10t.58
.89 .0318 .0238 -.05+%.32 -.21*+.63
1.26 .0738 .0332 .60+.29 .56+.58
1.20 .0719 L0312 .184.28 -.47+.55
1.24 .0765 .0360 .14+.31 -.73+.61
1.38 .1202 .0414 .32+.29 -.30+.57
1.39 .0689 .0294 .36%.27 .10+.53
2.25 .1846 .0537 —.11#.30 1.72+.59
2.35 .2024 .0516 .44+.28 .76+.54
2.08 .2140 .0682 .13#£.35 -.84%.69
1.52 .0578 .0303 .18%.30 -.59%.59
1.80 .1085 L0371 .08%.27 -.06+,53
1.46 .0861 .0361 .27+.29 -.12%.58
.97 .0456 .0233 -.73%£.26 1.30£.52
1.28 .0785 .0356 -.34%.30 -.40%.60
1.23 .0582 .0286 .26%.28 -.50%.56
1.46 .1117 .0447 .49+.32 1.62+.63
1.37 .0884 .0348 .04%.28 -.24%.56
1.42 .0629 .0272 —.24%.26 .78+.52
2.26 .1141 .0407 .05%.29 .28%.57
2.30 .1384 .0454 -.16+.29 -.52+.58
2.22 1221 .0398 -.08%£.27 -.28+.54
1.48 .0747 .0369 L13+.32 -.12+.63
1.83 .1016 .0405 .42+.30 -.31+.60
1.56 .0866 .0434 -.21%.35 .19+.69
.93 .0321 .0219 -.03+%.29 -.06+.58
1.34 .1040 .0427 -.52+.32 -.14+.62
1.22 .0526 .0270 .21%.28 .33+.56
1.24 .0806 .0312 .82+.26 1.57+.52
1.41 .0890 .0354 .19+.28 -.28%.56
1.39 .0612 .0292 .43%.28 -.09 .56
2.08 .0887 .0454 -.27+.36 -.30%.71
2.31 .1269 .0414 .64%.28 .58%.55
2.05 .1488 .0634 -.33%.39 .73+%.76
1.49 .0436 .0248 -.34%,28 .25%,56
1.74 .1003 .0416 L13%,31 .30+.62
1.46 .0492 .0251 .19%,27 -.36+.54
.97 .0398 .0253 .68%.30 2.19 £.60
1.28 .0751 .0354 .36%,31 .53+.61
1.17 .0512 .0261 -.56+.28 .43 %55
1.32 .0978 .0366 -.31%.28 .05*.56
1.40 .0886 .0321 .04%.26 -.20 %51
1.41 .0495 .0246 -.04%.27 -.71+53
2.13 .1027 .0383 .04%.29 -.19£57
2.19 .1194 .0422 -.12%.29 -.51%58
2.14 L1179 .0410 .14%.29 -.22%57
1.58 L1713 .0654 -.12%.37 -.02%.73
1.29 .0487 .0290 L4131 .44%,62
1.65 .0697 .0282 -.10%.26 -.57%.51
1.33 .0746 .0283 .27%.25 -.21%.50
1.22 .0550 .0230 -.45%,24 .02%,47



TABLE

I-1(6)

Basic statistics for hogget greasy fleece weight in kgs (where g3 and gp
are Fisher's coefficients of skewness and kurtosis respectively). The
data applies only to the progeny born and raised as singles and has been
partitioned by sex and flock type. (The corresponding information is
included for the dams born from 1949 to 1953 inclusive, and used in the
initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max. Mean Variance S.E. (Mean) g; ¥ S.E. g, * S.E.
1954 71 5.81 10.66 8.25 .9562 .1161 .27+.28 .23%.56
1955 71 4.35 7.85 5.80 .5430 .0875 .26+.28 -.01+.56
1956 66 4.26 B8.66 6.41 .6666 .1005 .05+.29 .02+.58
1957 56 3.27 6.99 5.50 .6009 .1036 -.23+.32 -.03+.63
1958 67 4.72 8.85 6.76 .6278 .0968 .21+.29 .07+.58
1959 74 4.67 8.39 6.53 .5808 .0886 .06+.28 -.07+.55
1960 59 5.81 9.75 7.38 .6074 .1015 .56 +.31 .40+.61
1961 70 4.67 8.66 6.71 .7348 .1025 -.17+.29 ~.37+.57
1962 80 5.22 9.71 7.28 .6638 .0911 -.09+.27 .82+.53
1963 64 5.35 9.12 7.22 .8341 .1142 .13+.30 -.68+.59
1964 76 4.45 9.16 7.17 .8946 .1085 -.23+28 .06+.54
1965 46 5.90 8.94 7.54 .4933 .1036 -.41+.35 -.48+.69
MALE PROGENY OF VISUAL FLOCK

1954 63 5.22 10.89 8.16 .9560 .1232 -.17+30 .73+.59
1955 79 3.95 7.39 5.87 . 3857 .0699 -.51+27 .72+£.53
1956 66 4.72 7.76 6.08 .4945 .0866 .28 +£.29 -.57+.58
1957 84 3.18 8.17 5.42 .6637 .0889 -.10 .26 1.43+.52
1958 62 3.99 8.57 6.58 .5858 .0972 -.56+.30 1.57+.60
1959 71 4.22 7.89 6.22 .5760 .0901 -.15+.28 -.20+.56
1960 56 5.63 8.85 7.24 .5280 .0971 -.32+.32 ,01+.63
1961 73 2.81 8.07 6.15 .9473 .1139 -.48+.28 .50£.56
1962 85 5.44 9.12 7.17 .6471 .0873 -.18+.26 -.37+.52
1963 69 5.40 8.71 6.86 .6081 .0939 .32%.29 -.54+.57
1964 67 5.35 8.21 6.68 .4178 .0790 .05+.29 -.47+,58
1965 77 5.49 8.71 6.96 .6664 .0930 .09+.27 -.86+.54

FEMALE PROGENY OF INDEX FLOCK

1954 55 4.26 8.07 6.49 .6735 .1107 -.30+£.32 .13t.63
1955 62 4,22 7.17 5.74 .3787 .0782 .06 £.30 -.07£.60
1956 46 4.72 6.67 5.63 .2810 .0782 .24+.35 -.87+.69
1957 67 3.45 6.49 5.01 .2931 .0661 ~-.09+.29 .84t .58
1958 57 3.67 7.80 6.26 .5634 .0994 -.54+.32 1.13+.62
1959 72 4.04 6.94 5.40 .4370 L0779 .01+.28 -.61%.56
1960 83 4.76 8.07 6.11 .5311 .0800 .27+.26 -.45+ .52
1961 71 3.86 6.31 4.84 .3158 .0667 .33+.28 -.31+.56
1962 72 3.86 7.53 5.95 .4950 .0829 -.44+,28 .58t.56
1963 43 5.04 7.71 6.09 .4247 .0994 .29+,36 -.38%.71
1964 74 3.90 7.44 5.53 .3380 .0676 -.02t,28 .97t.55
1965 37 5.08 7.58 5.79 .3664 .0995 1.28+.39 1.24%.76
FEMALE PROGENY OF VISUAL FLOCK

1954 71 4.94 8.26 6.50 L4912 .0832 .20+.28 .11+.56
1955 58 4.49 6.85 5.33 .2510 .0658 .49+.31 .27£.62
1956 78 4.17 6.58 5.23 .2976 .0618 .27+.27 ~-.39%,54
1957 62 3.54 6.40 4.91 .3032 .0699 .29+ .30 -.02%.60
1958 60 4.81 7.44 6.00 .3577 .0772 .40+.31 -.58+.61
1959 75 3.90 6.49 5.06 .3651 .0698 .27+.28 -.44%.55
1960 73 3.99 7.17 5.77 .4987 .0827 -.26+.28 -.51%.56
1961 86 2.54 6.21 4.61 .4422 .0717 -.07t.26 .54% .51
1962 82 4.54 7.67 5.86 .4452 .0737 .45% .27 .21*.53
1963 70 4.58 7.21 5.82 .4048 .0760 .05%,.29 -.64%,57
1964 67 3.99 7.08 5.22 .4654 .0833 .41%.29 -.27%.58
1965 70 4.45 7.80 5.75 .4482 .0800 .65%,29 .49% .57
DAMS BORN IN 1949,1950,1951,1952,1953

1949 40 3.13 4.90 4.02 .2378 L0771 -.04%.37 -1.02%.73
1950 58 4,31 7.08 5.62 .3363 .0761 .32¢.31 .14 .62
1951 88 4.54 7.76 5.75 .3862 .0662 ,11+.26 .25%.51
1952 93 3.99 6.99 5.24 .3149 .0582 .64+.25 .53%.50
1953 104 4.17 7.85 5.75 .4454 .0654 .27+.24 .07%.47



MALE PROGENY OF INDEX FLOCK

TABLE I-1(7)

partitioned by sex and flock type.

Basic statistics for percentage yield (where g) and g3
coefficients of skewness and kurtosis respectively) .

applies only to the progeny born and raised as singles
(The corresponding
is included for the dams born from 1949 to 1953 inclusive,

in the initial years of the experiment.)

Year N Min. Max.
1954 71 41.40 70.90
1955 71 55.30 76.20
1956 66 41.10 67.90
1957 56 50.90 67.30
1958 67 54.90 73.60
1959 74 45,20 74.00
1960 59 51.50 72.80
1961 70 44.80 69.00
1962 80 55.70 73.40
1963 64 51.40 74.40
1964 76 51.60 73.30
1965 46 48.10 68.60
MALE PROGENY OF VISUAL FLOCK

1954 63 53.50 72.60
1955 79 55.60 76.30
1956 66 40.80 67.30
1957 84 42.50 70.00
1958 62 51.10 68.10
1959 71 45,80 72.90
1960 56 47.20 69.30
1961 73 40.50 69.70
1962 85 53.30 77.10
1963 69 51.00 70.60
1964 67 52.10 71.30
1965 77 49.30 76.60
FEMALE PROGENY OF INDEX FLOCK

1954 55 56.10 73.00
1955 62 56.20 80.60
1956 46 49.60 69.70
1957 67 48.30 70.80
1958 57 54.50 78.40
1959 72 51.40 77.00
1960 83 53.10 76.00
1961 71 53.00 73.00
1962 72 46.50 75.10
1963 43 54.00 70.00
1964 74 53.00 73.30
1965 37 58.00 73.50
FEMALE PROGENY OF VISUAL FLOCK
1954 71 57.40 76.10
1955 58 59.70 72.90
1956 78 51.60 71.00
1957 62 50.70 72.20
1958 60 51.70 85.80
1959 75 50.10 71.40
1960 73 53.00 72.10
1961 86 51.00 73.70
1962 82 54.50 72.00
1963 70 50.50 72.40
1964 67 52.80 71.50
1965 70 50.90 77.40
DAMS BORN IN 1949, 1950,1951,1952,1953
1949 40 54.20 71.40
1950 58 56 .60 70.00
1951 a8 54.00 73.50
1952 93 58.30 77.50
1953 104 44.80 75.70

Mean

62.23
65.89
55.64
59.40
63.90
61.16
63.97
58.97
64.48
61.56
63.84
59.62

61.93
64.81
55.76
58.94
60.88
60.78
63.04
56.57
62.84
61.33
62.32
61.19

64.40
66.90
62.74
61.90
67.59
62.51
64.79
64.52
65.99
64.07
65.42
66.24

65.57
67.26
62.03
59.00
65.07
60.93
63.99
62.89
63.61
63.86
64.19
64.63

62.72
63.99
64.54
67.26
67.27

are Fisher's
The data
and has been
information

and used
Variance S.E.(Mean) g; * S.E. g * S.E.
23.3734 .5738 -1.42+.28 3.54 .56
15.5893 .4686 -.27+.28 .06+.56
28.3409 .6553 -.03%.29 .22+.58
19.0202 .5828 -.09+.32 -.901.63
16.2076 .4918 .05+ .29 -.31+.58
31.5252 .6527 -.54+.28 .50+.55
20.9498 .5959 -.66+.31 .45+.61
25.7994 .6071 -.43%£.29 -.11+.57
21.2138 .5149 .31+.27 ~.87+.53
32.6478 .7142 .14+ ,30 -.90+.59
26.4222 .5896 -.30+.28 ~-.55+.54
28.1261 .7819 -.44+% .35 -.48+.69
20.6148 .5720 .11+.30 -.37+.59
16.1648 .4523 .25%,27 -.07+.53
26.3736 .6321 -.25+.29 .12+.58
22.2164 .5143 -.45%,26 .85+.52
16.3878 .5141 -.19%+.30 -.40+.60
26.3999 .6098 -.07+.28 .66+.56
20,2526 .6014 -1.31%.32 1.88+.63
30.0720 .6418 -.18%+.28 .28+.56
20.1771 .4872 .35%,26 .11+.52
19.1348 .5266 -.07+.29 -.55+.57
18.6903 .5282 -.19+ .29 -.60+,58
30.0539 .6247 .03+.27 .00+.54
14.9402 .5212 .13%.32 -.21+.63
19.5528 .5616 .03%.30 .79 .60
15.3749 .5781 -.80%.35 1.45+.69
22.6310 .5812 -.46%,29 -.13+.58
22.7130 .6312 -.41%*.32 .68+.62
30.5321 .6512 .32%.28 -.38+.56
19.8617 .4892 -.00t.26 .09+£.52
18.6948 .5131 -.30%.28 -.17+.56
22.2934 .5564 -1.05%.28 2.68+.56
16.3212 .6161 -.84%.36 124571
19.3165 .5109 -.56%.28 -.05+55
14.9568 .6358 -.11%,39 -.44+76
16.0202 .4750 .16+.28 -.12 £.56
11.6744 .4486 -.34%.31 -.66 %62
16.5955 .4613 -.25%.27 -.06 £54
18.4911 .5461 .42%.30 -.02+.60
27.9264 .6822 .38%.31 3.31t.61
19,9423 .5157 -.30%.28 -.44%,55
13.6649 .4327 -.45%,28 .32%.56
18.2704 .4609 -.40%.26 .84+.51
14.5122 .4207 -.21%,27 .06+£,53
17.6118 .5016 -.20%.29 .40+,57
16.8000 .5007 -.66%,29 -.03+,58
23.7916 .5830 ~.13%,29 .17+.57
18.6428 .6827 .24%.37 -.80+73
10,3802 .4230 -.20%.31 -.47 %62
15.5239 .4200 -.29%.26 -.27+51
11.9256 .3581 -.03%.25 .27+51
18.2965 .4194 -1.42%.24 5.91 £ 47



TABLE I-1(8)

MALE PROGENY OF INDEX FLOCK

Basic statistics for clean fleece weight in kgs (where g; and g are
Fisher's coefficients of skewness and kurtosis respectively).
data applies only to the progeny born and raised as singles and has

been partitioned by sex and flock type.

The

(The corresponding inform-

ation is included for the dams born from 1949 to 1953 inclusive and
used in the initial years of the experiment.)

Year N Min. Max Mean Variance S.E. (Mean) g; * S.E.
1954 71 3.08 6.67 5.14 .5615 .0889 -.28%+.28
1955 71 2.77 5.35 3.82 .2989 .0649 .29+ .28
1956 66 2.81 4.63 3.55 .1968 .0546 .51%.29
1957 56 1.86 4.17 3.26 .2141 .0618 -.40%,32
1958 67 2.95 5.58 4,31 .3062 .0676 .09+,29
1959 74 2.72 9.13 3.99 .3356 .0673 -.22+.28
1960 59 3.40 6.62 4.71 .3133 .0729 .69+.31
1961 70 2.72 5.31 3.95 . 3557 .0713 .09+.29
1962 80 3.18 6.26 4.70 .3388 .0651 L,07x.27
1963 64 2.95 6.03 4.43 .3894 .0780 .10+,30
1964 76 3.22 6.03 4.58 .3541 .0683 .21+.28
1965 46 3.22 5.26 4.49 .2978 .0805 -.26%.35
MALE PROGENY OF VISUAL FLOCK

1954 63 3.18 6.71 5.05 .5017 .0892 .23%.30
1955 79 2.50 4.76 3.79 .2278 .0537 -.27+.27
1956 66 2.40 4,26 3.38 .1830 .0527 -,02+.,29
1957 84 1.86 4.45 3.19 .2369 .0531 -.03+,26
1958 62 2.04 5.35 3.97 .3069 .0704 -.76%.30
1959 71 2.31 5.13 3.78 .3126 .0664 -.09+.28
1960 56 3.08 5.63 4.57 .3158 .0751 -.49% .32
1961 73 1.72 4.81 3.46 .3196 . 0662 -.06%,.28
1962 85 3.22 6.17 4.52 .3720 .0662 .27t.26
1963 69 3.27 5.81 4.20 .2364 .0585 .60%.29
1964 67 2.90 5.13 4.17 .1909 .0534 -.54%,.29
1965 77 3.27 5.53 4.24 .2487 .0568 .17+.27
FEMALE PROGENY OF INDEX FLOCK

1954 55 2.59 5.26 4.18 .3313 .0776 -.48%.32
1955 62 2.90 4.99 3.83 .1659 .0517 .15%+.30
1956 46 2.81 4,35 3.53 .1273 .0526 .07+.35
1957 67 2.18 3.99 3.09 L1172 .0418 .05%.29
1958 57 2.68 5.26 4.22 .2506 .0663 -.44%+.32
1959 72 2,31 4,35 3.37 .2175 . 0550 -.06%,.28
1960 83 2.22 5.22 3.93 .2720 .0572 -.20%.26
1961 71 2.31 4.35 3.12 .1682 .0487 .45%.28
1962 72 2.45 5.35 3.94 .2876 .0632 -.27%.28
1963 43 3.27 4.63 3.91 .1176 .0523 .11+.36
1964 74 2.50 4.76 3.61 .1631 .0469 .18%.28
1965 37 2.99 4.94 3.82 .2158 .0764 .50%.39
FEMALE PROGENY OF VISUAL FLOCK

1954 71 3.36 5.40 4.25 .2075 .0541 .46%.28
1955 58 2.90 4,90 3.58 .1294 .0472 .92%,31
1956 78 2.45 4.54 3.24 .1544 .0445 711,27
1957 62 1.95 4.17 2.90 .1596 .0507 .43%£.30
1958 60 2.77 4.81 3.90 .2015 .0580 -.01%,31
1959 75 2.22 4,17 3.08 .1742 .0482 .27%.28
1960 73 2.54 4.94 3.69 .2276 .0558 -.08%,28
1961 86 1.54 4,22 2.90 .2154 .0500 0.00%.26
1962 82 2.36 4.81 3.71 .2057 .0501 -.19%.27
1963 70 2.86 4,49 3.71 .1755 .0501 -.11%.29
1964 67 2.45 4.81 3.35 .2237 .0578 .28%.29
1965 70 2.63 5.04 3.72 .2134 .0552 .23%,29
DAMS BORN IN 1949,1950,1951,1952,1953

1949 40 1.86 3.08 2.51 .0943 .0486 -.05%,37
1950 58 2.77 4.54 3.59 .1434 .0497 .14%,.31
1951 88 2,59 4.81 3.71 .1593 .0425 -.11+.26
1952 93 2.72 4.76 3.52 .1339 .0379 .58+.25
1953 104 2.50 5.17 3.87 .2828 .0521 .07+.24

g, * S.E.

.08+.56
-.27+.56
-.40%.58

.18+.63
-.28t.58
-.64t.55
1.52%.61
~-.56%.57

.18+.53
-.10%£.59
-.16%.54
-.82%.69

.30+.59
-.10£.53
~.51%.58

.25%.52
1.82t.60

.05%.56
-.13+.63

.26%,56
-.01%.52

.54%,57

.48%.58
-.38%.54

-.05%.63
-.15%.60
-.11+.69
.40% .58
.42%.62
-.761.56
.58+.52
.18%.56
.21%.56
-.42%.71
.54t .55
-.41*.76

-.17%+.56
2.10*.62
.93%.54
1.31%.60
-.48%.61
-.35%,55
-.56%.56
.53%.51
.31%.53
-.55%,57
.02%.58
.46%.57

-1.01%*.73
-.55%.62
.18+.51
.48+.50
-.20%.47



TABLE I-1(9)

Basic

statistics for staple length in cms (where g and gp are

Fisher's coefficients of skewness and kurtosis respectively) .

The data applies only to the progeny born an

and has been partitioned by sex and flock type.

ing information is included for the dams born from 1949 to 1953

d raised as singles

(The correspond-

inclusive, and used in the initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. M.
1954 71 10.16 16
1955 71 9.65 14
1956 66 9.91 14
1957 56 9.40 13
1958 67 8.64 13.
1959 74 9.40 13.
1960 59 10.16 14.
1961 70 9.14 14.
1962 80 9.91 17.
1963 64 9.14 15
1964 76 9.65 15
1965 46 9.91 14
MALE PROGENY OF VISUAL FLOCK
1954 63 9.65 15
1955 79 8.89 13
1956 66 9.65 13
1957 84 9.40 12
1958 62 8.13 13
1959 71 8.38 13
1960 56 9.91 14
1961 73 7.62 13
1962 85 10.67 15
1963 69 7.87 13
1964 67 10.16 13
1965 77 9.14 13
FEMALE PROGENY OF INDEX FLOCK
1954 55 8.13 15
1955 62 9.40 13
1956 46 10.16 14
1957 67 8.64 13
1958 57 9.65 14
1959 72 8.89 14
1960 83 10.16 13
1961 71 8.64 12
1962 72 10.16 15
1963 43 9.40 14
1964 74 9.91 13
1965 37 10.16 13

FEMALE PROGENY OF VISUAL FLOCK

.24
.75
.22

.24
.97
.46
.95
.72
.72
.22
.72
.75
.72
.97
.46

.24
.97
.22
2o
.73
.22
.72
.95
.75
.22
.46
.72

1954 71 10.41 14.22
1955 58 9.91 13.97
1956 78 9.91 13.46
1957 62 9.40 12.45
1958 60 8.89 13.46
1959 75 9.14 13.46
1960 73 9.14 13.72
1961 86 8.38 14.99
1962 82 10.67 16.26
1963 70 9.40 13.46
1964 67 8.13 14.22
1965 70 9.65 13.46
DAMS BORN IN 1949,1950,1951,1952,1953
1949 40 9.14 13.46
1950 58 11.18 14.99
1951 88 10.41 14.48
1952 93 9.91 13.72
1953 104 10.16 14.99

Mean Variance S.E. (Mean) g; * S.E.
12.68 1.4178 .1413 .43+.28
11.73 1.2221 L1312 .50+.28
11.82 1.2154 .1357 .54+.29
11.52 1.2139 .1472 .26+,32
11.68 1.2864 .1386 -.45%.29
11.82 .9089 .1108 -.32+.28
12.39 1.1198 .1378 .02+,31
11.47 1.0428 L1221 -.11+.29
13.45 2.1133 .1625 .12+,27
11.86 1.2143 .1377 .18+.30
12.46 1.6851 .1489 .23+.28
11.75 .9876 .1465 .35+.35
12.66 1.3532 .1466 -.21+.30
11.45 1.2379 .1252 .13+,.27
11.31 .6238 .0972 .22+.29
10.99 .8148 .0985 .24+.26
11.12 1.1310 .1351 -.25+,30
11.28 1.1972 .1299 .01+,28
12.02 1.0399 .1363 -.05+.32
10.88 1.4241 .1397 -.37+.28
13.16 .9382 .1051 .01+.26
11.65 1.3611 .1404 -.30+.29
11.99 .7928 .1088 .01+,29
11.32 .8294 .1038 .03+.27
12.59 1.8417 .1830 -.42+.32
12.41 .8733 .1187 -.61+.30
11.91 .8293 .1343 .13+.35
11.43 .9394 .1184 .05%+,29
11.74 1.2759 .1496 .12+,.32
11.43 1.0677 .1218 .15+.28
11.84 .9313 .1059 .081.26
10.78 .804° .1065 .06+.28
13.05 1.5419 .1463 -.15+.28
11.80 1.0178 .1539 .10+.36
11.64 .7200 .0986 .14+.28
11.44 .7310 .1406 .59+.39
12.59 .8l6l .1072 -.59+,28
11.72 .9125 .1254 .17+.31
11.44 .5997 .0877 .44+.27
11.11 .5393 .0933 -.23%.30
11.33 1.0806 .1342 .18%.31
11.02 .9294 .1113 .23+,28
11.66 .8415 .1074 -.04+.28
10.44 1.2078 .1185 .89+,.26
12.78 1.1257 L1172 .17+.27
11.53 .7392 .1028 -.00+.29
11.46 1.1694 .1321 -.14%.29
11.38 .6861 .0990 .12+,29
10.59 .5399 .1162 1.35%.37
12.35 .6445 .1054 .52%,31
12.39 .7519 .0924 .37%.26
11.81 .8368 .0949 .05%.25
12.57 1.1688 .1060 .23%.24

go * S.E.

.17 .56
-.34+£.56
-.12+.58
-.55+.63
-.38+.58
-.37+.55
-.40+.61

.38+.57

.26+.53

.66+.59
-.43+.54
-.20+.69

.20+.59
-.49+.53
-.34+.,58
-.77+.52

.32+,60
-.06+.56
-.68+.63

.354.56
-.06+.52

.35%.57
-.75+.58
-.39+.54

.84+.63

.32+.60
-.35%.69

.25+.58
~.47+.62
-.13+.56
-.924+,52
-.02+.56
-.62+.56
-.25+.71
-.56+.55
-.00+.76

-.19+.56
-.37+.62
.22+.54
.84+.60
.58+.61
.57+.55
.21+.56
.11+.51
.63+.53
-.41+.57

.53+.58

.25%,57

N

4.07%.73

.34%.62
-.16%.51
-.83%.50
-.34%.47



TABLE I-1(10)

Basic statistics for crimps per inch (where g; and gy are Fisher's
coefficients of skewness and kurtosis respectively).
applies only to the progeny born and raised as singles and has
been partitioned by sex and flock type.

The data

(The corresponding infor-

mation is included for the dams born from 1949 to 1953 inclusive,
and used in the initlal years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 71 5 12
1955 71 4 11
1956 66 6 16
1957 56 6 15
1958 67 5 16
1959 74 4 10
1960 59 5 11
1961 70 6 12
1962 80 5 10
1963 64 5 10
1964 76 S 10
1965 46 5 9
MALE PROGENY OF VISUAL FLOCK
1954 63 4 11
1955 79 4 11
1956 66 6 16
1957 84 5 14
1958 62 5 14
1959 71 4 11
1960 56 5 10
1961 73 6 13
1962 85 5 11
1963 69 5 11
1964 67 5 10
1965 77 5 10
FEMALE PROGENY OF INDEX FLOCK
1954 55 5 11
1955 62 4 10
1956 46 5 13
1957 67 5 11
1958 57 5 9
1959 72 5 10
1960 83 5 11
1961 71 7 11
1962 72 5 10
1963 43 5 10
1964 74 5 10
1965 37 5 9

FEMALE PROGENY OF VISUAL FLOCK

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

DAMS

1949
1950
1951
1952
1953

71 5 10
58 5 14
78 5 16
62 6 12
60 5 13
75 5 10
73 5 11
86 7 11
82 5 10
70 5 11
67 5 10
70 5 11
BORN IN 1949,1950,1951,1952,1953
40 6 12
58 5 13
88 5 12
93 5 13
104 5 14

7.13
7.20
9.56
8.71
8.18
6.65
7.03
7.83
7.44
7.25
6.83
6.26

7.32
7.32
9.23
8.76
7.95
7.20
7.11
8.38
7.37
7.45
7.28
7.07

7.06
6.82
8.33
7.79
7.25
6.96
7.84
8.35
7.57
7.58
6.77
6.41

7.38
7.60
9.21
8.52
7.58
7.51
7.77
8.44
7.76
7.79
7.34
7.09

8.40
8.36
8.11
7.99
8.28

Variance S.E. (Mean) g; + S.E. gy ¥ S.E.
1.9694 .1665 .77+.28 1.13+£.56
2.1606 .1744 .53+.28 .14%.56
6.5270 .3145 L77%.29 -.31%#.58
2.9351 .2289 1.28%.32 2.64£.63
2.6947 .2005 1.70+.29 7.03%.58
1.7927 .1556 .35£.28 -.11%.55
1.6195 .1657 .49%.31 .38%.61

.8687 L1114 1.32+,29 4.82+.57
1.5150 .1376 .14+.27 -.62%.53
1.7778 .1667 .38%.30 -.40%£.59
1.2904 .1303 .39£.28 -.05%.54
1.2193 .1628 .77%.35 .29+.69
1.9299 .1750 .15+.30 .27+.59
2.8088 .1886 .38%.27 -.80%.53
5.2552 .2822 .78+.29 -.09+.58
2.2559 .1639 .37£.26 .76£.52
2.5714 .2037 1.02+.30 2.08+.60
1.9606 .1662 .31+.28 -.10+.56
1.4792 .1625 .28£.32 -.83+.63
1.1842 L1274 1.21+.28 3.54+.56
1.4249 .1295 .58+,26 .12+.52
2.0158 .1709 .38+.29 -.16 .57
1.5396 .1516 .12+.29 -.40+.58
1.7457 .1506 .19+.27 -.95+.54
1.5340 .1670 .60%,32 .62+.63
1.7877 .1698 .41%,30 -.06+.60
2.6691 .2409 .45%.35 .23+.69
1.6223 .1556 .13£.29 -.47+.58
1.2957 .1508 .17£.32 -.92%.62
1.5053 .1446 .08+.28 -.66+£.56
1.5239 .1355 .10+.26 -.01%+.52

.6885 .0985 .18+.28 .25+.56
1.0374 .1200 .05+.28 .15%,.56
1.7730 .2031 .07+.36 -.66%.71
1.1931 .1270 .34%,28 .24%.55
1.1366 .1753 .25%.39 -.61£.76
1.3247 .1366 .01%,28 -.27%£.56
2.6295 .2129 1.21+.31 2.63%.62
4.6587 .2444 .71%.27 .39%.54
1.6637 .1l638 .22%+,30 -.39+.60
3.2302 .2320 .98%,31 1.46%.61
1.3885 .1361 .03+.28 -.62+.55

.9311 .1129 .01+.28 1.12+.56

.6495 .0869 .53+.26 .35%.51
1.0509 .1132 - +16%.27 -.14+.53
1.5331 .1480 .41%,29 .34+£.57
1.4410 .1467 .48+£.29 -.27+,58
1.6737 .1546 .61+.29 .76+.57
1.6308 .2019 .34+ ,37 .09£.73
2.5508 .2097 .41t .31 .12+.62
1.8950 .1467 .73.26 .79%.61
1.9238 .1438 1.00+.25 2.261.50
2.8050 .1642 .97+.24 1.24+.47



TABLE I-1(11)

Basic statistics for fibre diameter in microns (where g); and go are

Fisher's coefficients of skewness and kurtosis respectively).

The

data applies only to the progeny born and raised as singles and has

been partitioned by sex and flock type.

(The corresponding infor-

mation is included for the dams born from 1949 to 1953 inclusive,

and used in the initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 71 24.5 40.1
1955 71 22.0 34.6
1956 66 17.3 27.6
1957 56 20.8 31.5
1958 67 18.9 27.9
1959 74 21.2 32.0
1960 59 20.8 29.4
1961 70 20.2 30.2
1962 80 19.6 30.6
1963 64 23.4 31.0
1964 76 18.3 31.2
1965 46 23.5 30.1
MALE PROGENY OF VISUAL FLOCK

1954 63 24.5 35.6
1955 79 2247 33.3
1956 66 18.8 28.0
1957 84 18.8 30.6
1958 62 17.7 29.2
1959 71 23.0 31.4
1960 56 21.2 31.7
1961 73 18.8 31.4
1962 85 23.5 32.8
1963 69 24.4 31.8
1964 67 22.5 32.6
1965 77 21.8 33.7
FEMALE PROGENY OF INDEX FLOCK
1954 55 24.7 34.8
1955 62 22.5 31.1
1956 46 18.5 28.9
1957 67 19.7 28.9
1958 57 21.7 29.6
1959 72 20.7 31.2
1960 83 20.9 28.3
1961 71 18.6 27.7
1962 72 20.6 29.0
1963 43 23.2 30.5
1964 74 20.9 30.3
1965 37 23.0 30.7
FEMALE PROGENY OF VISUAL FLOCK
1954 71 24.6 32.6
1955 58 23.6 30.2
1956 78 17.7 28.5
1957 62 18.1 29.8
1958 60 20.2 31.5
1959 75 18.6 28.0
1960 73 20.1 29.9
1961 86 19.1 28.4
1962 82 20.4 30.7
1963 70 24.4 32.8
1964 67 21.0 29.2
1965 70 22.2 30.2
DAMS BORN IN 1949,1950,1951,1952,1953
1949 40 21.8 29.4
1950 58 22.9 30.9
1951 88 24.3 33.4
1952 93 19.8 30.0
1953 104 20.7 30.4

Mean Variance S.E. (Mean) g; £ S.E. go * S.E.
29,54 7.1575 .3175 .98.28 2.20+.56
28.23 4.7121 .2576 .04%.28 .83+.56
21.32 4.0420 .2475 1.08%.29 1.60+.58
26.09 5.3982 .3105 .01%,32 -.01+.63
24.73 3.0744 .2142 -.51+,29 .54+.58
26.75 3.8420 .2279 .09+.28 .40 +.55
25.30 2.8643 .2203 .10+.31 .27 +.61
24.57 5.3653 .2769 .15+.29 -.46 +.57
25.69 2.9922 .1934 .19+,27 1.65+.53
27.23 2.4604 .1961 .04+.30 -.11+.59
25.15 5.8679 2779 -.13+,28 .15+54
26.94 2.2140 .2194 -.06%,.35 -.09 +.69
29.91 5.3942 .2926 -.08%,30 -.43 459
27.54 3.9826 .2245 .23%.27 .27+.53
22.51 3.6734 .2359 .79%.29 1.01+.58
25.51 5.7166 .2609 -.34%+.26 .16+.52
24.67 5.6036 .3006 -.20%,30 .38+.60
26.00 3.6971 .2282 .68+,28 .18+.56
25.12 4.3051 .2773 .43%,32 .50+.63
24.54 8.0369 .3318 .48%.28 -.46+.56
27.05 3.4373 .2011 .30%.26 -.00+.52
27.81 2.5860 .1936 -.05+.,29 -.16+.57
26.31 4.7863 .2673 .63%.29 .16 +.58
26.92 4.0483 .2293 .29+%,27 1.00+.54
27.92 4.2163 .2769 .97+%.32 1.44+.63
26.86 4.3043 .2635 ~.07%.30 -.661.60
23.50 4,3978 .3092 .16+.35 .05+.69
25.08 3.8224 .2389 -.25%,29 -.16 +.58
25.21 3.7180 .2554 .14%,32 -.49+.62
25.67 4.4512 .2486 .20%.28 .23+.56
24.42 2.,4494 .1718 .07%.26 -.03+.52
23.89 3.6052 .2253 -.37%.28 .46 £.56
24.61 3.8324 .2307 .24%,28 -.57+.56
26.56 3.0915 .2681 .28%.36 -.63+71
25.38 3.8816 .2290 -.22%,28 -.02 +.55
25.91 2.8490 .2775 .38*.39 .16 +.76
28.50 4.4833 .2513 -.16%,28 -1.06+.56
26.46 1.9420 .1830 .22%,31 -.04+.62
24.14 4.8560 .2495 -.21%,27 .14+.54
24.37 6.4233 .3219 .01%.30 .05+.60
26.00 6.0676 .3180 .12+%.31 -.48+.61
24.06 3.4383 .2141 .07%.28 .09+.55
24.33 5.1678 .2661 .45%,28 -.54+.56
24.07 4.1639 .2200 .15%.26 -.56+.51
25.80 3.9154 .2185 .02%,27 .00+.53
27.72 4,5106 .2538 .55%,29 -.39+.57
25.34 3.9442 .2426 -.08%,29 -.70+.58
26.00 2.3946 .1850 -.10%.29 .25%.57
24.97 3.0555 .2764 .49%.37 .03£.73
26.99 3.7704 .2550 -.12%,31 -.69%.62
28.30 4.6071 .2288 .24%.26 -.68+.51
24.16 4.9353 .2304 .41%,25 -.05+.50
24.65 3.1518 .1741 .32%,24 .21+.47



TABLE I-1(12), Basic statistics for coefficient of variation of fibre

diameter (where g; and g are Fisher's coefficients of
skewness and kurtosis respectively). The data applies
only to the progeny born and raised as singles and has
been partitioned by sex and flock type. (The corres-
ponding information is included for the dams born from
1949 to 1953 .inclusive, and used in the initial years
of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

MALE

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

DAMS

1949
1950
1951
1952
1953

N Min. Max. Mean Variance S.E. (Mean) gy * S.E. gp * S.E.
71 15.4 30.4 20.22 10.9941 .3935 .70+ .28 -.06t .56
71 13.4 31.1 20.58 17.7011 .4993 .56+.28 -.40%+.56
66 14.1 34.4 22.98 18.1984 .5251 .43%,29 .02+.58
56 15.6 31.1 21.91 14.1418 .5025 47+.32 -.27+.63
67 14.0 32.4 19.82 14.4553 .4645 .661.29 .64+.58
74 13.5 26.0 17.91 5.0043 .2600 .67+.28 1.45+.55
59 13.2 28.8 18.54 10.2558 .4169 1.00+.31 .91+.61
70 12.7 30.0 19.37 13.4691 .4387 .57+.29 .07+.57
80 12.5 26.1 17.34 6.5776 .2867 .97+.27 1.34+.53
64 12.5 28.4 17.75 9.0679 .3764 .83+.30 1.01+.59
76 14.5 29.2 21.60 12.5330 .4061 .12%.28 -.75+.54
46 14.4 23.2 18.36 3.7292 .2847 .21+.35 -.42+.69
PROGENY OF VISUAL FLOCK
63 13.0 32.6 21.41 16.9448 .5186 .48%.30 .08+.59
79 14.0 30.9 20.20 12.8077 .4026 .63%.27 .31+.53
66 16.5 33.8 23.72 12.6085 .4371 .32+.29 .23+.58
84 14.1 35.9 22.28 17.9656 .4625 .66%.26 .30+.52
62 14.8 28.3 21.10 13.7495 .4709 .16%.30 -1.07+.60
71 13.4 29.4 18.42 7.4286 .3235 .93+.28 2.20+.56
56 13.4 30.0 20.03 14.8750 .5154 .56+.32 -.24+.63
73 14.4 27.7 19.80 7.8217 .3273 .37+.28 -.34+.56
85 12.1 25.5 18.35 7.4285 .2956 .33+.26 -.28+.52
69 12.2 25.5 17.98 8.9531 .3602 .42+,.29 -.34+.57
67 15.5 28.6 20.41 10.7187 .4000 .71£.29 -.28+.58
77 11.5 24.9 17.94 6.8732 .2988 .11%.27 -.00+.54
FEMALE PROGENY OF INDEX FLOCK
55 12.7 33.4 20.92 20.8937 .6163 .87+.32 .40+.63
62 14.6 35.3 22.47 16.5662 .5169 .71£.30 1.11+.60
46 18.9 35.1 26.07 16.3386 .5960 .15+.35 -.68+.69
67 16.9 34.8 23.09 12.6988 .4354 .87£.29 1.06+.58
57 15.7 32.7 20.55 12.2533 .4636 .91+.32 .93+.62
72 14.4 28.1 20.16 11.4274 .3984 .67+.28 -.44+.56
83 13.7 31.8 20.30 11.8776 .3783 .44+ .26 .17+£.52
71 12.2 32.2 20.00 12.7548 .4238 .60£.28 1.07+£.56
72 12.3 26.3 19.04 10.5901 .3835 .22%.28 -.43%£.56
43 15.4 28.1 19.43 7.5174 .4181 .88%.36 .76£.71
74 16.4 33.4 22.04 10.5333 .3773 .52+,28 .48+.55
37 14.6 25.7 19.62 6.2825 .4121 .31+.39 -.30+.76
FEMALE PROGENY OF VISUAL FLOCK
71 13.0 35.3 22.29 20.1914 .5333 .62%.28 .38+.56
58 16.4 29.9 22.75 11.4573 .4445 .02%.31 -.83+.62
78 16.9 36.3 24.53 15.9321 .4519 .57%.27 .01+.54
62 17.1 35.9 25.22 18.5793 .5474 .26%.30 -.09%.60
60 15.2 32.6 21.11 13.9981 .4830 .94+.31 .71+.61
75 15.2 28.6 20.80 10.0514 .3661 .63%.28 -.37+£.55
73 14.1 27.8 20.80 9.1489 . 3540 .14%,28 -.51+.56
86 12.3 28.2 20.71 11.2014 . 3609 .25%.26 -.24+.51
82 13.4 30.0 19.56 9.6339 .3428 L7727 .98+.53
70 14.5 33.8 21.10 14.7697 .4593 .88%.29 .74+.57
67 16.9 32.2 22.25 11.4480 .4134 .73t.29 .21+.58
70 13.2 31.6 19.61 9.6974 .3722 1.12+,29 2.18+.57
BORN IN 1949,1950,1951,1952,1953

40 14.3 30.1 21.09 13.7796 .5869 .39£.37 -.63x.73
58 14.0 28.3 20.58 13.5814 .4839 .23%.31 -.69+.62
88 13.1 32.4 21.29 13.5100 .3918 .13*%.26 -.26%.51
93 13.5 37.7 24.58 19.2624 .4551 .21%.25 -.04:.50
104 12.8 36.2 23.19 15.8282 .3901 .13%.24 .43+.47



TABLE I-1(13)

Basic statistics for primary follicle number per sqg.cm (where gj and gy

are Fisher's coefficients of skewness and kurtosis respectively).

The

data applies only to the progeny born and raised as singles and has been
partitioned by sex and flock type.
included for the dams born from 1949 to 1953 inclusive, and used in the
initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 71 106 278
1955 71 193 411
1956 66 182 404
1957 56 214 544
1958 67 202 404
1959 74 162 364
1960 59 160 342
1961 70 174 372
1962 80 172 400
1963 64 154 330
1964 76 134 360
1965 46 154 336
MALE PROGENY OF VISUAL FLOCK
1954 63 100 282
1955 79 166 343
1956 66 193 393
1957 84 226 530
1958 62 168 442
1959 71 158 342
1960 56 168 308
1961 73 176 404
1962 85 180 560
1963 69 172 328
1964 67 150 366
1965 77 146 370
FEMALE PROGENY OF INDEX FLOCK
1954 55 148 332
1955 62 174 373
1956 46 202 434
1957 67 246 484
1958 57 192 420
1959 72 186 418
1960 83 162 380
1961 71 200 376
1962 72 206 540
1963 43 176 374
1964 74 160 622
1965 37 200 402
FEMALE PROGENY OF VISUAL FLOCK
1954 71 118 354
1955 58 171 364
1956 78 206 468
1957 62 226 564
1958 60 192 390
1959 75 190 542
1960 73 172 414
1961 86 208 452
1962 82 182 418
1963 70 152 390
1964 67 154 426
1965 70 124 364
DAMS BORN IN 1949,1950,1951,1952,1953
1949 40 225 509
1950 58 198 462
1951 88 205 483
1952 93 190 484
1953 104 168 386

Mean

196.03
266.90
295.32
350.93
282.57
243.81
234.00
263.89
277.45
231.34
254.13
250.87

183.14
250.89
276.97
331.57
267.26
241.27
230.43
274.58
278.24
244.87
252.66
239.18

223.78
256.92
295.63
363.58
279.40
299.67
261.18
294.06
289.10
256.51
303.60
276.70

222.70
252,95
293.67
353.13
277.43
279.79
257.18
301.16
286.78
262.14
298.39
267.77

336.68
290.31
294.56
310.58
287.19

(The corresponding information is

Variance S.E. (Mean) g) * S.E. gy * S.E.
1245.7706 '4.1888 .01t .28 -.22+.56
2441.0901 5.8636 .74+.28 -.17%.56
2254.1280 5.8441 .30£.29 -.15%*.58
3842.6130 8.2836 .42+.32 .87%.63
2035.2492 5.5115 .73+.29 .28%.58
1682.5391 4.7683 .30+.28 -.16%.55
1418.8966 4.9040 .26%.31 .11%.61
1817.9578 5.0962 .40+.29 -.23%.57
2907.8456 6.0289 .37+.27 -.46%,53
1340.8323 4.5772 .13+.30 -.36%.59
1942.1158 5.0551 .09+.28 ~.04%,54
2199.9382 6.9155 -.07+.35 -.72%*,69
1471.1889 4.8324 .48%.30 -.10%.59
1378.4099 4.1771 .36%.27 .05%,53
2060.8914 5.5880 .57+.29 -.36%.58
3053.7900 6.0295 .59+.26 .89%,52
2681.8667 6.5769 .70+£.30 .61%.60
1358.0845 4.3736 .24+.28 -.03%.56
1185.5584 4.6012 .32%.32 -.69%.63
2481.4977 5.8304 .38+,28 -.40%.56
2983.1821 5.9242 1.59+.26 6.70%.52
1244.9974 4.2478 .53+.29 -.36%57
1982.7137 5.4399 .31+.29 -.04%58
1609.6507 4.5721 .29+.27 .801%.54
1940.8404 5.9404 .36+.32 ~-.16*.63
2456.7639 6.2949 .77+.30 -.01%.60
2244.1493 6.9847 .41+.35 .39%.69
3017.3985 6.7109 .08+.29 -.65%.58
2439.4236 6.5419 .91+,.32 .80%.62
2989.1831 6.4433 .11+.28 -.70%.56
2075.6133 5.0007 .40%.26 -.07%,52
1794.2825 5.0271 -.06+,28 -.69%.56
2369.9482 5.7372 1.93+.28 8.33%.56
1969.7320 6.7681 .16+.36 -.51%.71
4697.3128 7.9673 1.59+,28 5.33%.55
2617.6036 8.4111 .60%.39 -.17%.76
1784.3541 5.0132 .651.28 .72%,56
1649.4885 5.3329 .45%,31 -.03%.62
3040.6667 6.2436 .71+.27 .13%,54
3530.1798 7.5458 .60+.30 1.41%.60
2247.6056 6.1205 .50+.31 -.21%.61
3146.2241 6.4769 1.55+.28 5.07%.55
1902.6484 5.1053 .75%.28 1.17%.56
2432.2320 5.3181 .59%,26 .32%,51
2713.7537 5.7528 .54%,27 -.15%,53
1865.0807 5.1618 .38%.29 .28%.57
3533.8471 7.2625 -.02%.29 -.51%58
1765.6282 5.0223 -.21%.29 1.00%.57
4484.2763 10.5881 .57+.37 -.15%.73
3061.3055 7.2651 1.28t.31 1.62%.62
2308.4565 5.1218 .97+.26 2.39%,51
3886.2244 6.4643 .53.25 .18%,50
2221.8656 4.6221 -.24+.24 -.61%.47



TABLE I-1(14)

Basic statistics for secondary follicle number per sq. cm (where

g; and g, are Fisher's coefficient of skewness and kurtosis res-
pectively). The data applies only to the progeny born and raised
as singles and has been partitioned by sex and flock type. (The
corresponding information is included for the dams born from 1949
to 1953 inclusive, and used in the initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max. Mean Variance S.E.(Mean) g * S.E. gy * S.E.
1954 71 3348 7690 4511.72 676775.1195 97.6322 1.13+.28 1.94+.56
1955 71 3780 8538 5683.85 1037381.4757 120.8760 .54+.,28 -.08+.56
1956 66 2909 7807 5327.50 964697. 3000 120.8992 .06£.29 -.08%.58
1957 56 3980 9370 6256.82 901176.2584 126.8560 .24+.32 1.61+.63
1958 67 2714 7672 4752.54 831646.6160 111.4120 .44+,29 .49+.58
1959 74 2330 6020 4192.62 587176.5398 89.0776 .17+.28 -.00+£.55
1960 59 2846 6020 4420.41 475577.0731 89.7810 -.13+.31 -.53¢t.61
1961 70 2996 7660 4709.03 673140.4919 98.0627 .81+.29 1.16*.57
1962 80 3084 7140 5073.55 680970.7316 92.2612 .29+.27 .26%.53
1963 64 2566 6516 4415.63 674064.2381 102.6268 .57+.30 .51+.59

1964 76 2908 6828 4735.90 801624.0954 102.7019 .14+.28 ~-.47+.54
1965 46 2868 6522 4550.30 591098, 3053 113.3577 .35+.35 .04+.69
MALE PROGENY OF VISUAL FLOCK

1954 63 2550 7564 4212.48 608585.7696 98.2858 1.13+.30 4.09%.59
1955 79 3485 8928 5355.09 830435.1074 102.5272 .65+.27 1.56+.53
1956 66 3035 8300 5061.02 795148.2613 109.7620 .98+.29 2.35+.58
1957 84 2922 8386 5795.71 1225428.8330 120.7826 -.10+.26 .02+.52

1958 62 2562 6954 4722.26 682412.1290 104.9126 .08+.30 .11+.60
1959 71 2460 5846 4148.17 442532,4282 78.9484 -.12+.28 -.26%.56

1960 56 2310 6076 4293.18 654582.8039 108.1156 -.08+.32 -.28%.63
1961 73 3140 6730 4631.67 635555.1126 93.3072 .50+.28 -.32£.56

1962 85 2822 10042 4557.91 1017516.1815 109.4111 1.98+.26 8.70%.52

1963 69 2796 5930 4261.68 544362.5439 88.8218 .38+.29 -.30+.57

1964 67 2490 5620 4207.18 435856.0583 80.6555 -.15+.29 .11%.58

1965 77 2902 6702 4417.71 555363.0226 84.9265 .16 +.27 .22%,54

FEMALE PROGENY OF INDEX FLOCK

1954 55 2872 6412 4683.78 527738.4700 97.9553 ~.30+.32 -.27+.63

1955 62 3294 8847 5229.77 931849.2269 122.5962 1.02+30 2.29+.60

1956 46 3697 7605 5378.61 982170.1546 146.1216 .55+.35 -.34+.69

1957 67 3548 8012 5643.58 1055922.4894 125.5390 -.04+.29 -.52+.58

1958 57 3136 7960 4959.47 721614.7895 112.5163 .70 +.32 1.45+.62

1959 72 3014 7616 4767.06 825610.2504 107.0832 .34+.28 .22+.56

1960 83 3332 7476 4764.15 715858.9057 92.8698 -B0+.26 .70%.52

1961 71 3712 7324 5145.18 632087.4946 94.3538 .55+.28 -.18+.56

1962 72 3080 9114 5166.51 1158263.4646 126.8345 .92+.28 1.78%.56

1963 43 3446 6180 4505.72 463560.1107 103.8290 .52+.36 -.39+,71

1964 74 2384 7354 5080.57 873406.1940 108.6406 .10+.28 -.15%.55

1965 37 3372 7166 5138.05 931787.6637 158.6929 .29 +.39 -.57%.76

FEMALE PROGENY OF VISUAL FLOCK

1954 71 3106 6066 4544.73 494365.8559 83.4440 .33+£.28 -.69%,56

1955 58 3665 7642 5166.33 643754.2943 105.3528 .92+.31 .78%.62

1956 78 3033 7899 5039.05 908104.4649 107.8998 .54+,27 .35%,54

1957 62 3130 7656 5392.97 883177.4088 119.3516 .10+.30 -.09%.60

1958 60 2854 6926 4775.80 658057.5864 104.7264 .12+.31 -.01%.61

1959 75 3016 6754 4639.97 592060.9182 88.8490 .28+.28 .01%.55

1960 73 3422 6736 4660.55 536250.4734 85.7082 .69+.28 .18+%.56

1961 86 3306 7146 4878.56 698578.6966 90.1277 .39+.26 -.26%,51

1962 82 2480 6820 4394.20 689138.9244 91.6741 .38+.27 .33%.53

1963 70 3004 6486 4501.97 538234.8398 87.6873 .55£.29 .04%,57

1964 67 3404 7092 4920.66 669450.3501 99.9590 .50+.29 -.061.58

1965 70 3184 7696 4986.86 748524.2402 103.4079 .83+.29 1.12%,57

DAMS BORN IN 1949, 1950,1951,1952,1953

1949 40 3327 7660 5523.15 880997.7718 148.4080 .38+.37 .33%£.73

1950 58 3260 9320 5161.48 1432633.3420 157.1640 .94+.31 1.49%.62

1951 88 3072 7247 5157.42 857615.3039 98.7199 .02+.26 -.44%.51

1952 93 2518 8640 5437.85 1070370.7162 107.2817 .27+.25 .34%.50

1953 104 3158 7748 5176.93 873803.0148 91.6622 .40£.24 -.20%.47



TABLE I-1(15) Basic statistics for skin thickness in cm (where g; and gp
are Fisher's coefficients of skewness and kurtosis respect-
ively). The data applies only to the progeny born and
raised as singles and has been partitioned by sex and flock type.

MALE PROGENY OF INDEX FLOCK

Year N Min. Max. Mean Variance S.E. (Mean) gy * S.E. gy, * S.E.
1958 67 .208 .307 .249 .0004 .0026 .63 .29 .32 .58
1959 74 .216 .325 .269 .0005 .0027 .25 .28 -.26 .55
1960 59 .229 .315 .269 .0003 .0023 -.01 .31 .33 .6l
1961 70 .198 .315 .252 .0005 .0026 -.11 .29 .69 .57
1962 80 .198 .290 .237 .0003 .0021 .11 .27 -.33 .53
1963 64 .175 .284 .231 .0004 .0026 .30 .30 .37 .59
1964 76 .183 .279 .231 .0005 .0025 -.06 .28 -.33 .54
1965 46 .216 .290 .259 .0003 .0027 -.28 .35 -.55 .69

MALE PROGENY OF VISUAL FLOCK

1958 62 .203 .328 .252 .0006 .0032 .78 .30 .94 .60
1959 71 .218 .310 .269 .0004 .0022 -.15 .28 -.02 .56
1960 56 .221 .315 .260 .0004 .0025 .12 .32 -.02 .63
1961 73 .201 .295 .245 .0003 .0021 .36 .28 .15 .56
1962 85 .170 .297 .223 .0006 .0026 .56 .26 .31 .52
1963 69 173 .279 .232 .0005 .0026 -.14 .29 -.28 .57
1964 67 .183 .287 .230 .0004 .0024 .40 .29 .32 .58
1965 77 .208 .307 .254 .0004 .0022 .43 .27 .08 .54

FEMALE PROGENY OF INDEX FLOCK

1958 57 .224 .318 .267 .0005 .0031 .41 .32 -.47 .62
1959 72 .211 .310 .266 .0005 .0027 -.36 .28 -.63 .56
1960 83 .198 .302 .243 .0004 .0022 .53 .26 .40 .52
1961 71 .216 .305 .252 .0004 .0023 .34 .28 -.16 .56
1962 72 .157 .279 .215 .0006 .0028 .14 .28 -.18 .56
1963 43 .193 .300 .232 .0005 .0035 .62 .36 .31 .71
1964 74 .175 .279 .218 .0005 .0025 .28 .28 .31 .55
1965 37 .221 .325 .260 .0007 .0043 .74 .39 .15 .76

FEMALE PROGENY OF VISUAL FLOCK

1958 60 .231 .328 .260 .0004 .0025 1.04 .31 1.59 .61
1959 75 .211 .312 .266 .0004 .0023 .13 .28 -.47 .55
1960 73 .198 .312 .242 .0005 .0026 .36 .28 .36 .56
1961 86 .203 .279 .243 .0002 .0017 .19 .26 -.07 .51
1962 82 .152 .254 .205 .0003 .0020 -.15 .27 .21 .53
1963 70 .185 .282 .226 .0004 .0025 .42 .29 .00 .57
1964 67 .168 .269 .203 .0005 .0028 .64 .29 -.04 .58

1965 70 .208 .310 .244 .0004 .0023 .92 .29 1.50 .57



TABLE

I-24{1)

Basic statistics for date of birth (where g; and g, are Fisher's
coefficients of skewness and kurtosis respectively).

The data

applies only to the progeny bomm and raised as twins and has Been

(The corresponding information
is included for the dams born from 1949 to 1953 inclusive, and used
in the initial years of the experiment.)

partitioned by sex and flock type.

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 27 111 138
1955 30 109 128
1956 26 110 144
1957 18 108 134
1958 11 118 131
1959 29 115 139
1960 5 124 144
1961

1962 14 113 152
1963 16 115 141
1964 27 114 141
1965 12 117 192
MALE PROGENY OF VISUAL FLOCK
1954 22 107 141
1955 25 113 151
1956 10 113 127
1957 12 109 120
1958 11 120 155
1959 37 113 138
1960 18 118 144
1961 10 114 130
1962 10 109 126
1963 20 106 142
1964 35 116 147
1965 11 117 146
FEMALE PROGENY OF INDEX FLOCK
1954 29 111 138
1955 23 lo8 121
1956 22 110 144
1957 21 109 143
1958 9 118 131
1959 40 115 136
1960 6 124 144
1961

1962 19 113 152
1963 19 115 137
1964 24 114 145
1965 10 117 192
FEMALE PROGENY OF VISUAL FLOCK
1954 29 107 141
1955 26 110 151
1956 14 112 140
1957 14 110 125
1958 18 117 148
1959 24 71 138
1960 14 122 144
1961 17 110 139
1962 15 109 127
1963 22 107 145
1964 35 116 132
1965 5 122 146
DAMS BORN IN 1949,1950,1951,1952,1953
1949 15 86 129
1950 17 101 130
1951 17 104 116
1952 19 108 126
1953 16 104 119

Mean

116.41
116.23
119.12
115.44
123.82
122.62
128.80

123.57
123.94
123.52
141.17

119.91
121.92
121.00
113.00
128.36
121.49
127.33
121.70
120.00
116.75
124.80
129.18

118.00
115.26
120.36
117.19
124.00
121.38
133.67

122.47
121.58
125.21
142.40

119.97
121.50
121.64
116.00
128.28
118.08
132.14
121.71
119.07
121.41
122.83
131.80

106.60
114.12
111.12
116.37
109.56

Variance S.E. (Mean)
35.0199 1.1389
25.9092 .9293
72.2662 1.6672
51.3203 1.6885
18.9636 1.3130
39.8867 1.1728
75.2000 3.8781
93.6484 2.5863
59.2625 1.9246
50.5670 1.3685
450.8788 6.1297
93.9913 2.0670
112.1600 2.1181
25.1111 1.5846
9.2727 .8790
105.6545 3.0992
26.5345 . 8468
65.4118 1.9063
43.5667 2.0873
36.0000 1.8974
117.0395 2.4191
37.5176 1.0353
158.1636 3.7919
33.5714 1.0759
16.9289 .8579
57.1948 1.6124
116.4619 2.3550
13.5000 1.2247
27.3173 .8264
74.2667 3.5182
88.4854 2,1580
45.2573 1.5434
64.2591 1.6363
624.9333 7.9053
78.5345 1.6456
133.6200 2.2670
75.6319 2.3243
40.7692 1.7065
101.3889 2.3733
145.9058 2.4656
40.4396 1.6996
70.7206 2.0396
25,3524 1.3001
94.2532 2.0698
23.3227 .8163
108.7000 4.6626
119.6857 2.8247
49,8603 1.7126
14.1103 0.9111
35.3567 1.3641
24.1292 1.2280

g1 + S.E.

2,22t

.40z
1.53%
1.41%

07+
1.29%
1.36%

1.78%
1.29%
.97+
.95+

+ 79t
1.59+
-.07t

.69t
1,85t
1.16%

.84%
-.05%
-.64%
1.04%
1.20%

.43%

1.67%
-.37%
1.45%
1.55%

.45
.43
.46
.54
.66
.43
.91

.60
.56
.45
.64

.49
.46
.69
.64

.39
.54
.69
.69
.51
.40
.66

.43

.49
.50
.72
.37
.85

.52
.52
.47
.69

.43
.46
.60
.60
.54
.47
.60
.55
.58
.49
.40
.91

.58
.55
.55
.52
.56

go * S.E.

5.15& .87

-.58t .83

1.57+ .89

1.00+1.04

-1.25%1.28
1.00% .85

.04+2.00

3.44#%1.15
.6911.09
.42+ .87
.77£1.23

-.39+ .95
1.84% .90
-1.2541.33
.49%1.23
2.23%+1.28
2.15% .76
-.3311.04
-1.63+1.33
=1.02#1.33
.39% .99
2.95+ .78
-1.55%1.28

3.16t .85
-.92% .93
2.41% .95
.91 ,97
.06+1.40
1.12% .73
-1.79%1.74

3.2441.01
.6211.01
.89% .92

~.55+1.33

-.17¢ .85
.71% .89
.58%1.15

-1.43+1.15

-.58%1.04

8.08% .92

-.50%1.15

-1.03%1.06

-.72%1.12
.55% .95

-.93% .78

-1.45%2.00

-.11%1.12
1.31%1.06
-1.08%*1.06
-1.05%1.01
-1.21%1.09



TABLE I-2(2)

Basic statistics for birth weight in kgs (where g; and g; are
Fisher's coefficients of skewness and kurtosis respectively).
The data applies only to the progeny born and raised as twins

and has been partitioned by sex and flock type.

(The corres-

ponding information is included for the dams born from 1949 to
1953 inclusive, and used in the initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 27 2.95 4.54
1955 30 2.27 4.54
1956 26 2.04 4.54
1957 18 2.04 4,31
1958 11 2.27 3.63
1959 29 2.04 5.67
1960 S 2,95 4.54
1961

1962 14 2.72 4.54
1963 16 2.27 4.76
1964 27 1.81 4.31
1965 12 3.63 4.99
MALE PROGENY OF VISUAL FLOCK
1954 22 2.95 4.31
1955 25 2.50 4.99
1956 10 1.81 4.99
1957 12 2.50 4.08
1958 11 2.27 3.63
1959 37 2.27 5.22
1960 18 2.72 4,54
1961 10 2.27 4.54
1962 10 2.95 4,31
1963 20 2.72 4.08
1964 35 2.50 5.44
1965 11 2.50 6.35

FEMALE PROGENY OF

INDEX FLOCK

1954 29 2.04 4.54
1955 23 1.36 4.54
1956 22 1.59 4.08
1957 21 1.81 4.54
1958 9 2.27 3.86
1959 40 2.18 4.31
1960 6 2,95 3.86
1961

1962 19 2.27 4.31
1963 19 2.04 4.54
1964 24 2.95 4.54
1965 10 3.18 4.54
FEMALE PROGENY OF VISUAL FLOCK
1954 29 2.27 4.54
1955 26 2.04 4.54
1956 14 2.27 3.63
1957 14 2.27 3.63
1958 18 2.27 4.08
1959 24 2.27 4.31
1960 14 2.27 4.31
1961 17 2.50 4.31
1962 15 2.50 4.08
1963 22 2.27 4.08
1964 35 2.50 4.54
1965 5 2.72 4.54
DAMS BORN IN 1949,1950,1951,1952,1953
1949 15 2.50 4.57
1950 17 1.59 3.63
1951 17 2.72 4.08
1952 19 2.72 4.54
1953 16 2.04 4.08

Mean Variance S.E.(Mean) g; * S.E. go * S.E.
3.51 .1874 .0833 .54 +.45 -.44+ .87
3.42 .3332 .1054 .21+.43 -.77+ .83
3.20 .5075 L1397 .22 +.46 -.99+ .89
3.13 .3301 .1354 .01+.54 -.39+1.04
3.20 .1898 .1314 -1.02*.66 -.19+1.28
3.56 .8952 .1757 .60+£.43 -.33%t .85
3.67 . 3446 .2625 .34+.91 -.80%2.00
3.52 .3304 .1536 .03+.60 -1.01#1.15
3.44 .3581 .1496 .20+.56 .09%1.09
3.34 .4138 .1238 -.47+.45 -.15+ .87
4.29 .1165 .0985 -.02+.64 .47+1.23
3.54 .1698 .0878 .24+.49 -.90t .95
3.87 .3235 .1138 -.53+.46 .33% .90
3.24 .8121 .2850 .29+.69 -.24+1.33
3.36 .2416 .1419 .05+.64 -.90+1.23
3.01 .1450 .1148 -.32+.66 -.40%1.28
3.60 .3794 .1013 .41+.39 .39+ .76
3.63 .3994 .1490 .29+.54 -1.34%1.04
3.63 .5372 .2318 -.37+.69 -.86+1.33
3.88 .1766 .1329 -1.04+.69 .31+41.33
3.38 .2431 .1103 -.15+,51 -1.42% .99
3.67 .4614 .1148 1.01+.40 .65 .78
3.96 .9296 .2907 1.18+.66 1.79+1.28
3.21 .4803 .1287 .03+.43 -1.08% .85
3.18 .6079 .1626 -.56+.48 .15+ .93
2.90 .4503 .1431 -.21+.49 -.87t .95
3.01 .4277 .1427 .45+.50 -.11+ .97
3.20 .2500 .1667 -.37+.72 -.35%1.40
3.16 .2390 .0773 .04+.37 -.37% .73
3.36 .1526 .1595 .02+.85 -1.67%1.74
3.31 .2476 .1141 .36+.52 .32%1.01
3.33 .4804 .1590 -.10+.52 -.3211.01
3.56 .3197 L1154 .36+.47 -1.32% .92
3.81 .1920 .1386 .20+.69 -1.0911.33
3.51 .4358 .1226 -.46+.43 -.95% .85
3.41 .3353 .1136 -.16+.46 -.04% .89
2.95 .2137 .1235 -.28+.60 -1.19%1.15
2,98 .2284 .1277 .11+.60 ~1.41%1.15
3.05 .2555 .1191 .50+.54 .04%1.04
3.20 .38l16 .1261 .10+.47 -1.03% .92
3.40 .3561 .1595 -.26%.60 -.85%1.15
3.31 .3347 .1403 .22+,55 -1.18%1.06
3.36 .2072 .1175 -.16+.58 -.60%1.12
3.08 .2335 .1030 .16+.49 -.57% .95
3.32 .2237 .0800 .25%.40 .03% .78
3.63 .5144 .3207 .00+.91 -1.30%2.00
3.25 .3341 .1493 .74+.58 -.34%1.12
2.95 .2315 .1167 -1.38+.55 1.96%1.06
3.24 1721 .1006 .44+.55 -.5611.06
3.31 .3104 .1274 .76+.52 -.44+1.01
2.91 .3101 .1392 -.03%.56 -.22%1.09



TABLE I-2(3)

Basic statistics for weaner body weight in kgs (where g; and g3

are Fisher's coefficients of skewness and kurtosis respectively).
The data applies only to the progeny born and raised as twins and
(The corresponding
information is included for the dams born from 1949 to 1953 inclus-
ive, and used in the initial years of the experiment.)

has been partitioned by sex and flock type.

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 27 17.37 35.52
1955 30 20.77 35.52
1956 26 19.96 30.75
1957 18 9.98 21.36
1958 11 19.96 30.12
1959 29 13.38 27.76
1960 5 22.95 32.52
1961

1962 14 19.14 30.35
1963 16 24.95 37.33
1964 27 18.96 36.51
1965 12 21.36 40.32
MALE PROGENY OF VISUAL FLOCK

1954 22 18.96 31.84
1955 25 20.77 40.91
1956 10 19.78 33.34
1957 12 16.15 25.54
1958 11 12.16 33.75
1959 37 13.97 26.76
1960 18 19.37 37.51
1961 10 22.14 33.52
1962 10 26.94 37.33
1963 20 21.77 37.92
1964 35 22.14 36.33
1965 11 27.35 33.93
FEMALE PROGENY OF INDEX FLOCK
1954 29 17.96 30.35
1955 23 18.55 34.75
1956 22 17.37 33.11
1957 21 12.16 20.55
1958 9 19.14 26.94
1959 40 13.79 22.95
1960 6 19.14 24.95
1961

1962 19 18.37 30.53
1963 19 18.78 31.12
1964 24 11.16 29.76
1965 10 18.78 27.35

FEMALE PROGENY OF VISUAL FLOCK

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

DAMS

BORN IN 1949,1950,1951,1952,1953

35.11
36.51
23.95
20.37
27.35
22.14
28.35
30.12
31.12
30.75
30.53
27.35

1949
1950
1951
1952
1953

29 15.88
26 20.37
14 16.56
14 13.97
18 17.78
24 14.15
14 16.96
17 19.96
15 19.78
22 21.86
35 18.96
5 22,95
15 15.88
17 16.96
17 19.96
19 17.37
16 21.36

21.32
22.36
25.26
30.53
32.34

Mean Variance S.E. (Mean)
26.15 15.1722 .7496
28.72 12.9553 .6571
24.58 9.,5572 .6063
17.04 7.6479 .6518
24.04 9.2644 .9177
21.04 13.1555 .6735
27.90 13.2869 1.6301
25.35 15.7464 1.0605
29.22 9.6852 .7780
28.84 15.8079 .7652
28.64 21.0541 1.3246
25.44 12.0581 .7403
29.66 15.7243 .7931
24.61 21.0815 1.4519
18.68 6.0664 .7110
23.46 28.8881 1.6206
20.17 8.5218 .4799
26.28 24.7292 1.1721
26.42 12.3132 1.1096
30.55 10.1300 1.0065
29.39 19.5276 .9881
29.40 12.9347 .6079
30.43 4.5825 .6454
23.49 11.5147 .6301
25.81 12.4213 .7349
21.89 10.6083 .6944
17.07 4.2159 .4481
22,74 7.8085 .9315
19.04 5.3144 .3645
21.58 7.0648 1.0851
23.64 9.8472 .7199
25.59 10.9683 .7598
23.29 17.8177 .8616
23.56 6.1477 .7841
23.62 13.6632 .6864
26.80 17.7144 .8254
21.18 5.2775 .6140
17.20 3.7217 .5156
21.27 4.0264 .4730
19.21 3.7107 .3932
22.64 12.8859 .9594
24.59 10.2618 .7769
24.44 8.3358 .7455
25.75 5.6255 .5057
25.64 8.9445 .5055
24.74 2,8913 .7604
18.51 2,2397 .3864
19.31 3.0264 .4219
22.60 2,5415 .3867
23.01 10.3029 .7364
24.09 8.8515 .7438

g * S.E. g» * S.B.
.20+ .45 .26+ .87
-.52+.43 -.21+ .83
.45% .46 -.63+ .89
-.67+.54 .70£1.04
.79%.66 -.33:1.28
-.29%.43 .29+ .85
-.11+.91 -1.08+2.00
-.24+.60 -1.40%1.15
.97+.56 .97+1.09
-.40%.45 -.13+ .87
1.13+.64 1.86+1.23
-.21%.49 -.99+ .95
.25%.46 1.63+ .90
1.03%.69 -.35+41.33
1.85%.64 3.17+#1.23
-.30%.66 .74%1.28
.09+.39 .05+ .76
.73%.54 -.19%1.04
.69+.69 ~.28%1.33
.98+.69 .01#1.33
.10%.51 -.73% .99
.18£.40 -.71+ .78
.12£.66 -1.23+1.28
.11+.43 -.99t .85
.26+.48 .48% .93
1.72+.49 4.48% .95
-.38%.50 -.16+ .97
.19%.72 -1.0041.40
-.35+.37 -.71% .73
.14%.85 -1.79%1.74
.21%£.52 -.3241.01
-.38%,52 -.4941.01
-1.02+£.47 1.57+ .92
-.42%,69 -.404%1.,33
.93%.43 2.52+ .85
1.14%.46 .56+ .89
-.60%.60 -.62+1.15
.04%.60 -1.02+1.15
1.29%.54 2.97+1.04
-.53+.47 .10+ .92
-.15+.60 -1.12+1.15
.28%.55 -.80+1.06
.80+*.58 .25+1.12
.43%.49 -.31+ .95
-.40%,40 -.48+ .78
.64%.91 -.84+2.00
.02+,58 -.49+1.12
.20%,55 -.89+1.06
.38+.55 -.79+1.06
.21+.52 .08+1.01
1.51+.56 1.61+1.09



TABLE I-2(4)

Basic statistics for hogget body weight in kgs (where g; and
g, are Fisher's coefficients of skewness and kurtosis respec-
The data applies only to the progeny born and raised

tively).

as twins and has been partitioned by sex and flock type.

(The

corresponding information is included for the dams born from
1949 to 1953 inclusive, and used in the initial years of the
experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 27 45.50 77.25
1955 30 37.92 63.28
1956 26 42.09 56.29
1957 18 38.92 52.89
1958 11 31.57 57.33
1959 29 42.32 66.04
1960 5 52.89 64.27
1961

1962 14 41.91 64.27
1963 16 41.32 69.45
1964 27 50.08 67.45
1965 12 52.80 66.54
MALE PROGENY OF VISUAL FLOCK
1954 22 53.71 68.45
1955 25 38.92 64.68
1956 10 38.92 59.47
1957 12 40.73 53.71
1958 11 29.57 60.15
1959 37 44 .09 65.27
1960 18 53.30 73.26
1961 10 47.90 64.27
1962 10 51.71 66.27
1963 20 47.08 68.67
1964 35 53.07 76 .84
1965 11 55.97 71.26

FEMALE PROGENY OF INDEX FLOCK

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

29
23
22
21

9
40

©

19
19
24
10

30.12
32.34
24.95
25.54
36.97
31.93
33.11

37.33
33.75
36.51
39.10

54.88
48.72
45.72
50.71
55.93
51.30
39.92

48.90
47.72
49.08
51.48

FEMALE PROGENY OF VISUAL FLOCK

1954 29 33.34 55.70
1955 26 34.11 52.48
1956 14 31.53 42.91
1957 14 29.12 44.09
1958 i8 36.15 46.54
1959 24 28.76 42.73
1960 14 21.73 48.31
1961 17 32.34 49.49
1962 15 37.92 50.71
1963 22 38.10 48.49
1964 35 32.34 52.57
1965 5 39.92 46.40
DAMS BORN IN 1949,1950,1951,1952,1953
1949 15 28.13 36.92
1950 17 31.12 45.09
1951 17 31.53 47.08
1952 19 30.75 45.72
1953 16 39.51 49.71

60.93
53.32
47.90
45.15
50.36
55.03
59.51

55.84
59.54
59.14
59.68

60.60
54.79
48 .47
47.55
52.55
54.38
62.53
57.23
59.12
59.15
62.28
61.83

45.79
41.11
36.78
37.15
43.51
38.95
35.97

43.03
43.12
41.81
43.04

46.19
41.62
37.75
37.03
41.21
36.68
39.59
39.35
43.12
44.04
43.42
43.53

32.99
37.74
37.03
39.28
43.38

Variance S.E.(Mean)
54.9879 1.4271
43.0993 1.1986
14.5529 .7481
11.3222 .7931
46 .8388 2.0635
30.0597 1.0181
31.8605 2.5243
36.5506 1.6158
51.6063 1.7959
15.9913 . 7696
17.4865 1.2071
14.3594 .8079
40.7875 1.2773
49.8061 2.2317
12.6757 1.0278
72.9800 2.5758
23.0584 .7894
32.9445 1.3529
27.2049 1.6494
16.4962 1.2844
42.0417 1.4499
26.54306 .8709
18.2357 1.2876
22.9257 .8891
21.0303 .9562
23.4846 1.0332
27.1084 1.1362
32.1434 1.8898
17.8613 .6682
6.3731 1.0306
15.8182 .9124
15.8923 .9146
10.2608 .6539
17.3147 1.3159
18.4377 .7974
15.6800 .7766
11.9967 .9257
18.8318 1.1598
7.8701 .6612
14.9270 .7886
36.8512 1.6224
22.6000 1.1530
15.3058 1.0101
9.6611 .6627
20.9070 .7729
5.5238 1.0511
5.0706 .5814
15.9675 .9692
14.8225 .9338
16.7677 .9394
7.7151 .6944

g; * S.E. gp * S.E.
.33+.45 -.06+ .87
-.53+.43 -.48+ .83
.50 +.46 -.42+ .89
.25+.54 .07+1.04
-2.01+.66 3.42+1.28
-.20+.43 -.19+ .85
-.38+91 -1.79+2.00
-1.07+.60 .4011.15
-.96+.56 .68+1.09
.12+.45 .39+ .87
.16+.64 -1.0241.23
.10+.49 ~.37+ .95
-1.13+.46 .84+ .90
.46 .69 -1,034.33
.03+.64 -.33%1.23
-1.88+.66 2.90+1.28
.25 +.39 -.25+ .76
.30 +.54 -.67+1.04
-.38+.69 -.85+1.33
-.06 +.69 -.3041.33
-.214+51 -1.05+ .99
.45 +. 40 47+ .78
.77 +£.66 .18+41.28
-.93+.43 2.20% .85
-.44+,48 -.52+ .93
-.45+.,49 .16+ .95
.15+.50 1.25% .97
1.16+.72 .61+1.40
.86+.37 .59+ .73
.44+.85 -1.03%1.74
.22+.52 -1.20#1,01
~.88+,52 -.124.01
.64+,47 -.21%,.92
.86 +.69 -.44+1.33
-.77+.43 1.50+ .85
.52 +.46 .68+ .89
-.38+60 -.85+1.15
-.57 +.60 -.43+1.15
.02 +.54 -.70+1.04
-.30 £47 -.60+ .92
-1.75 £60 3.67+1.15
.54 £.55 -.54+1.06
.50 £58 -.90+1.12
-.29 49 -1.14+ .95
-.11 40 .57+ .78
~.49 £91 -.55+2.00
-.21%+.58 -.12+1.12
-.26+,55 -.78+1.06
1.04%.55 .97+1.06
~-.21+.52 -.76+1.01
.79+.56 .13+1.09



TABLE I-2(5)

Basic statistics for lamb fleece weight in kgs (where g; and

g, are Fisher's coefficients of skewness and kurtosis respec-

tively).

type.

The data applies only to the progeny born and
ralsed as twins and has been partitioned by sex and flock
(The corresponding information is included for the

dams born from 1949 to 1953 inclusive, and used in the initial
years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 27 .86 1.68
1955 30 1.04 2.18
1956 26 .68 1.68
1957 18 .32 .91
1958 11 .82 1.23
1959 29 .73 1.41
1960 5 1.18 1.36
1961

1962 14 .45 1.50
1963 16 1.13 2.18
1964 27 1.32 2.95
1965 12 .82 2.27
MALE PROGENY OF VISUAL FLOCK

1954 22 .73 1.86
1955 25 .73 2.09
1956 10 .77 1.54
1957 12 .50 1.09
1958 11 .64 1.23
1959 37 .54 1.18
1960 18 .64 1.59
1961 10 .82 1.45
1962 10 .77 1.91
1963 20 1.04 2.50
1964 35 1.13 2.50
1965 11 1.32 2.22
FEMALE PROGENY OF INDEX FLOCK

1954 29 .64 1.72
1955 23 1.04 1.86
1956 22 .91 1.63
1957 21 .45 .95
1958 9 .91 1.23
1959 40 .68 1.23
1960 6 .82 1.32
1961

1962 19 .64 1.32
1963 19 1.18 2.09
1964 24 .54 2.50
1965 10 .73 2.13
FEMALE PROGENY OF VISUAL FLOCK
1954 29 .73 1.72
1955 26 .86 2,04
1956 14 .64 1.41
1957 14 .50 .91
1958 18 .59 1.36
1959 24 .54 1.36
1960 14 .68 1.59
1961 17 .73 1.63
1962 15 .86 1.41
1963 22 1.27 2.31
1964 35 1.18 2.72
1965 5 1.23 2.18
DAMS BORN IN 1949,1950,1951,1952,1953
1949 15 .77 1.50
1950 17 .73 1.23
1951 17 1.09 1.54
1952 19 .68 1.50
1953 16 .73 1.41

Mean Variance S.E.(Mean) g] * S.E. gp * S.E,.
1.30 .0513 .0436 -.37+.45 -.07+ .87
1.55 .0844 .0530 .13+.43 -.49+ .83
1.21 .0639 .0496 -.33+.46 -.85¢ .89

.65 .0183 .0319 -.29+.54 .51+1.04

.98 .0174 .0398 1.04+.66 -.13+1.28

.97 .0237 .0286 .93+.43 .92+ .85
1.26 .0045 .0301 .37+.91 -.78+2.00
1.00 .0639 .0676 -.31+.60 .3341.15
1.76 .0807 .0710 -.49+.56 -.4611.09
1.85 .1372 .0713 .86+.45 1.10+ .87
1.65 .1550 .1136 -.42+.64 -.14+1.23
1.21 .0830 .0614 .66+.49 .12% .95
1.47 .0823 .0574 -.38+.46 1.03% .90
1.09 .0654 .0809 .24+.69 -1.02%1,33

.74 .0199 .0407 .97+.64 1.72#1.23

.96 .0302 .0524 -.30+.66 -.72%1.28

.96 .0328 .0298 -.52+.39 -.92% .76
1.17 .0856 .0690 -.27+.54 -.78%1.04
1.13 .064° .0806 .11+.69 -1.67%1.33
1.21 .1180 .1086 .67+.69 -.24%1.33
1.75 .1166 .0764 -.24+.51 17+ .99
1.89 .1115 .0564 -.12+.40 -.36% .78
1.90 .0876 .0892 -.861.66 -.47%1.28
1.26 .0722 .0499 -.26+.43 -.44% .85
1.52 .0538 .0484 -.42+.48 ~-.66% .93
1.21 .0449 .0452 .35+.49 -.82% .95

.68 .0198 .0307 .34+.50 -.86t ,97
1.09 .0098 .0330 -.15+.72 -.37%1.40

.94 .0143 .0189 .02+.37 .41 .73
1.02 .0385 .0801 .29%+.85 -1.18+1.74
1.03 .0359 .0435 -.16+.52 -.6611,01
1.65 .1004 .0727 .01%.52 -1.39%1.01
1.68 .2763 .1073 -.25+.,47 -.33% .92
1.48 .1560 .1249 ~.061.69 -.0541.33
1.23 .0562 .0440 .41+.43 -.19% .85
1.47 .0692 .0516 -.23+.46 .33 .89
1.13 .0509 .0603 ~.87+.60 -.1411.15

.69 .0194 .0372 .37+.60 -1.2241.15
1.00 .0493 .0523 -.16+.54 -.70%1.04
1.02 .0490 .0452 -.33+.47 -.42%* .92
1.09 .0995 .0843 .14+.60 -1.39%1,15
1.13 .0754 . 0666 .26+.55 -.8611.06
1.11 .0293 .0442 .40+.58 =1.13%1.12
1.73 .0720 .0572 .38%.49 -.73% .95
1.85 .1044 .0546 .46+.40 .20t .78
1.64 .1619 .1800 .39+.91 =1.50%2.00
1.11 .0499 .0577 .20+.58 -.96%1.12

.97 .0182 .0328 .23%.55 -.51%1.06
1.36 .0182 .0327 -.41+.55 -.87%1.06
1.02 .0405 .0462 .65+.52 1.44%1.01

.99 .0416 .0510 .57+.56 -.87%1.09



TABLE I-2(6)

MALE PROGENY OF INDEX FLOCK

Basic statistics for greasy fleece weight in kgs (where

gy and g, are Fisher's coefficients of skewness and kurtosis

respectively) .

The data applies only to the progeny born

and raised as twins and has been partitioned by sex and flock

type.

(The corresponding information is included for the

dams born from 1949 to 1953 inclusive, and used in the initial
years of the experiment.)

Year N Min. Max. Mean
1954 27 5.94 9.48 7.50
1955 30 4.40 7.03 5.69
1956 26 4.76 7.94 5.98
1957 18 3.27 5,58 4.53
1958 11 4.85 6.53 5.75
1959 29 4.49 8.57 5.99
1960 5 6.26 8.98 7.29
1961

1962 14 5.22 8.39 7.07
1963 16 4.45 8.12 6.94
1964 27 5.72 7.58 6.63
1965 12 6.21 8.35 6.88
MALF, PROGENY OF VISUAL FLOCK

1954 22 6.03 9.07 7.38
1955 25 4.04 7.08 5.49
1956 10 4.17 6.49 5.65
1957 12 4.35 6.31 5.16
1958 11 2.95 7.62 5.97
1959 37 3.81 7.17 5.75
1960 18 4.72 7.98 6.54
1961 10 4.85 7.58 6.10
1962 10 5.53 9.25 6.59
1963 20 4.63 7.26 6.40
1964 35 5.04 8.30 6.50
1965 11 5.35 7.58 6.77
FEMALE PROGENY OF INDEX FLOCK

1954 29 4.94 7.67 6.19
1955 23 3.72 6.62 5.22
1956 22 4.45 6.21 5.28
1957 21 3.40 5.49 4.53
1958 9 5.17 6.76 6.01
1959 40 3.86 6.17 4.94
1960 6 4.99 6.31 5.65
1961

1962 19 5.04 7.39 6.00
1963 19 4.22 7.03 5.89
1964 24 3.49 6.35 5.14
1965 10 5.13 6.08 5.59
FEMALE PROGENY OF VISUAL FLOCK

1954 29 5.26 7.44 6.14
1955 26 4.22 6.49 5.43
1956 14 3.86 6.71 4.92
1957 14 3.81 5.63 4.58
1958 18 4.49 7.17 5.39
1959 24 3.36 5.58 4,72
1960 14 3.54 6.80 5.25
1961 17 3.45 5.99 4.45
1962 15 4.72 6.49 5.55
1963 22 4.54 6.99 5.48
1964 35 4.13 6.03 4,89
1965 5 4.58 5.58 4.94
DAMS BORN IN 1949,1950,1951,1952,1953

1949 15 2.99 4.22 3.69
1950 17 4,35 5.90 5.12
1951 17 4.40 5.85 5,09
1952 19 3.90 6.94 4.74
1953 16 4.40 6.08 5.26

Variance S.E. (Mean)
.7034 .1614
.5620 .1369
.5075 .1397
.3733 .1440
.4505 .2024
.5668 .1398

1.0682 .4622
.5933 .2059
.8557 .2313
.2460 .0955
.3301 .1658
.6664 .1740
.4492 .1340
.6690 .2587
.2857 .1543

1.4387 .3616
.5589 .1229
.9149 .2255
.7120 .2668

1.2188 .3491
.5345 .1635
.6129 .1323
.5711 .2278
.5039 .1318
.4839 .1451
.3009 .1170
.2657 .1125
.2490 .1663
.2508 .0792
.2673 .2111
.5087 .1636
.4907 .1607
.5772 .1551
.1069 .1034
.3391 .1081
.2634 .1007
.5282 .1942
.2406 .1311
.4760 .1626
.3123 .1141
.7968 .2386
.4823 .1684
.3135 .1446
.3724 .1301
.2031 .0762
.1687 .1837
.1353 .0950
.1695 .0998
.2365 .1180
.5051 .1630
.2583 1271

gy * S.E. gz * S.E.
.26+.45 -.24+ .87
-.04+.43 -1.00+ .83
.88+.46 .76t .89
-.34+.54 -.52%1.04
-.09+.66 -1.53+1.28
1.11+.43 3.37t .85
.90+.91 -.45%¥2.00
-.61+.60 .84+1.15
-1.18+.56 1.351.09
.37+.45 -.82% .87
1.29+.64 1.61%1.23
.43+.49 -.48% .95
.25%.46 .30 .90
-.92+.69 -.5541.33
.37+.64 .04%1.23
-1.331.66 1.9141.28
-.45%.39 .06 .76
-.23%.54 -.92%1.04
.07+.69 -.81%1.33
1.41+.69 1.4741.33
-.72%,51 -.25% .99
.28+.40 -.50% .78
-.76+.66 -.8811.28
.51%.43 -.49t .85
-.19+,48 -.37¢ .93
-.04%.49 -1.24% .95
-.31%,50 -.41+ .97
01,72 -.77+1.40
-.02%.37 -.29% .73
.22%,85 -1.36%1.74
.50+.52 ~.9611.01
-.53%,52 .22%]1.01
-.37+.47 -.37t .92
-.32%,69 -1.07£1.33
.18%.43 -.94 .85
.11%.46 .29+ .89
.75%,60 .91%1.15
.85%.60 .30%1.15
1.02+,56 .51+1.04
-.39%.47 -.21% .92
-.03%.60 -.62%1.15
.72%.55 -.21%1.06
.31%.58 -.93%1.12
.40%.49 -.12%+ .95
.52%,40 .03 .78
.65%.,91 -.83%2.00
.08+.58 -.85%1.12
.05£,55 -.80+1.06
-.10£.55 -1.42*1.06
1.52+.52 3.031.01
.07£.56 -.97£1.09



TABLE I-2(7)

Basic statistics for percentage yield (where gj and g, are Fisher's

coefficients of skewness and kurtosis respectively).

The data

applies only to the progeny born and raised as twins and has been

partitioned by sex and flock type.

(The corresponding information

is included for the dams born from 1949 to 1953 inclusive, and used
in the initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

MALE

1954
1955
1955
1957
1958
1959
1960
1961
1962
1963
1964
1965

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964

N Min. Max.
27 51.90 70.00
30 60.50 75.70
26 46.40 71.5C
18 50.30 64.60
11 58.10 69.70
29 51.30 73.30
5 54.90 67.80
14 53.50 74.50
16 55.70 67.10
27 53.80 71.70
12 57.50 68.30
PROGENY OF VISUAL FLOCK

22 52.40 76.60

25 54.90 72.80

10 50.20 65.00

12 53.60 65.10

11 43.80 67.20

37 44.90 72.40

18 55.20 69.80

10 47.80 67.20

10 58.70 67.40

20 53.60 70.20

35 53.30 70.80

11 43.70 63.30
FEMALE PROGENY OF INDEX FLOCK

29 58.00 73.30

23 59.90 74.40

22 55.70 76.70

21 58.50 70.10

9 49.90 73.40
40 56.00 75.70

6 51.80 69.80
19 58.00 79.70
19 56.70 70.70
24 57.30 72.40
10 44.10 71.10

1965

FEMALE PROGENY OF VISUAL FLOCK

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

DAMS

29
26
14
14
18
24
14
17
15
22
35

5

BORN IN 1949,1950,1951,1952,1953

55.50
57.30
58.40
49.20
57.20
47.10
59.20
56.20
55.30
54.50
55.50
61.60

86.10
74.90
70.70
67.90
75.20
69.00
74.20
71.20
71.40
72.80
71.40
67.40

1949
1950
1951
1952
1953

15
17
17
19
16

56.00
59.10
58.60
57.70
62.70

70.50
69.90
72.70
72.90
76.30

Mean Variance S.E. (Mean)
62.87 21.5574 .8935
66.39 13.6675 .6750
56.54 45.8161 1.3275
58.76 17.3450 .9816
63.43 17.5382 1.2627
63.77 24.6685 .9223
63.40 32.8350 2.5626
64.49 41.4629 1.7209
61,35 10.3947 .8060
64.98 25.1231 .9646
63.47 11.8042 .9918
64,90 31.4995 1.1966
64.74 15.2133 .7801
54.85 23.8472 1.5443
59.20 13.1055 1.0450
58.36 39.5745 1.8968
62.17 29.3134 .8901
62.69 17.0182 .9723
54.97 29.4423 1.7159
63.12 10.5729 1.0282
61.16 27.8373 1.1798
62.08 19.3989 .7445
56.43 37.1862 1.8386
65.97 14.8486 .7156
67.94 12.2571 .7300
62.56 21.8224 .9960
63.30 10.3140 .7008
63.87 46 .4900 2.2728
64.64 25.4665 .7979
60.13 33.9187 2.3776
68.24 20.3292 1.0344
64.28 16.7584 .9392
65.45 11.7009 .6982
65.27 63.8134 2.5261
67.37 29,6894 1.0118
67.42 22.3808 .9278
63.27 12.5068 .9452
58.29 35.9438 1.6023
66.84 29.9285 1.2895
62.69 22,5182 .9686
65.73 17.3960 1.1147
63.89 16.0061 .9703
64.20 18.8700 1.1216
63.56 21.1226 .9799
63.15 15.8302 .6725
64.28 4.9570 .9957
61.58 13.4160 .9457
62.80 9.3037 .7398
66.72 16.9819 .9995
66.14 20.3604 1.0352
68.83 10.7103 .8182

91 + S.E. gz + S.E.
-.72%.45 -.20t .87
.37+.43 -.19+ .83
.32+.46 -.75+ .89
-.11+.54 -.8811.04
.10+.66 -1.40£1.28
.17+.43 .23+ .85
-.69+,91 -1.22+2.00
.15+.60 -.99%#1.15
-.12+.56 -.92+1.09
-.75+.45 -.08+ .87
-.08+.64 -1.12+1.23
-.11%.49 -.17+ .95
-.34%.46 .47+ .90
.92+.69 ~.31+1.33
.03+.64 -1.18+1.23
-.86+.66 .79£1.28
-.70+.39 1.33+ .76
.13%.54 -.60+1.04
1.18+.69 .78+1.33
-.04+.69 -1.3541.33
.35+.51 -1.09+ .99
-.34+.40 -.59+ .78
-.91+.66 -.30%1.28
-.02+.43 -.48+ .85
-.241.48 -.19+ .93
1.32+.49 1.95% .95
.361.50 -.74% .97
-.75+.,72 .13+41.40
.48+.37 -.57+ .73
.34+.85 -.17+¢1.74
.23+.52 1.35+1.01
-.38+,52 -.7841.01
-.23%.47 .27+ .92
-2.04+.69 3.19+1.33
1.12+.43 3.44+ .85
-.55+.46 .03+ .89
.95+.60 .3148.15
.05+,60 -1.10#1.15
-.22%.,54 -.89+1.04
-1.48+.47 3.04+ .92
.481%,60 -.05#1.15
-.22%,55 -.69+1.06
-.47+.58 -.4141.12
.39+,49 -.28% .95
.05%,40 -.75+ .78
.21+,91 -1.07+2.00
.57+.58 .61+1.12
.66 £.55 -.32+£1.06
-.50+.55 -.62+1.06
-.23+.52 -.90+1.01
.21+.56 .28+1.09



TABLE

I-

2(8) Basic statistics for clean fleece weight in kgs (where g; and g3
are Fisher's coefficients of skewness and kurtosis respectively).
The data applies only to the progeny born and raised as twins and
has been partitioned by sex and flock type. (The corresponding
information is included for the dams born from 1949 to 1953
inclusive, and used in the initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max. Mean Variance S.E. (Mean) g; * S.E. g, * S.E.
1954 27 3.49 5.85 4.72 .3882 .1199 ~.25%.45 -.91t .87
1955 30 2.99 4.40 3.77 L2117 .0840 -.46%.43 -1.20+ .83
1956 26 2.54 4.49 3.37 .2165 .0913 .40% .46 -.11* .89
1957 18 1.63 3.58 2.67 .2223 .1111 -.39%.54 -.03t1.04
1958 11 3.04 4.45 3.65 .2339 .1458 .19%.66 -1.35+1.28
1959 29 2.77 4.99 3.81 .2613 .0949 .02+.43 .03 .85
1960 5 3.77 6.03 4.65 .8699 .4171 .50%.91 -1.07*2.00
1961

1962 14 3.49 5.35 4.56 .3073 .1481 -.25%.60 -.64+1.15
1963 16 2.77 5.08 4.26 .4418 .1662 -.74%.56 -.1741.09
1964 27 3.63 5.31 4.27 .1715 .0797 .55%.45 -.30+ .87
1965 12 3.72 5.04 4.36 .1569 .1143 -.02%.64 -.88+1.23
MALE PROGENY OF VISUAL FLOCK

1954 22 3.77 6.08 4.78 .3052 .1178 .03%.49 .09t .95
1955 25 2.59 5.17 3.57 .3095 .1113 .74t .46 .91+ .90
1956 10 2.13 3.95 3.10 .2900 .1703 -.25%.69 -.46%1.33
1957 12 2.54 3.81 3.05 .1086 .0951 .69%.64 .55+1.23
1958 11 1.63 4.90 3.51 .8338 .2753 -.35%.66 ~.05+1.28
1959 37 2.54 4.49 3.56 .2296 .0788 -.43%£.39 -.56+ .76
1960 18 2.77 5.35 4.10 .4510 .1583 -.07+.54 -.46%1.04
1961 10 2.59 4.31 3.35 .3084 .1756 .29%.69 -.72+1.33
1962 10 3.58 6.03 4.15 .5026 .2242 2.07+.69 3.30+1.33
1963 20 3.04 4.67 3.90 .2458 .1109 -.39+.51 -1.01+ .99
1964 35 3.27 4.94 4.02 .2296 .0810 .11+.40 -1.17+ .78
1965 11 3.31 4.45 3.79 .1586 .1201 .36%.66 -1.04+1.28
FEMALE PROGENY OF INDEX FLOCK

1954 29 3.18 5.40 4.09 .2957 .1010 .52+.43 -.14+ .85
1955 23 2.54 4.63 3.55 .2464 .1035 -.10%.48 -.31+ .93
1956 22 2.54 3.81 3.30 .1235 .0749 -.51+.49 -.48+ .95
1957 21 2.18 3.45 2.87 .1299 .0786 -.01+.50 -.89% .97
1958 9 3.36 4.54 3.83 .1548 .1312 .37+.72 -.83%1.40
1959 40 2.36 4.08 3.19 .1300 .0570 .44%.37 .18+ .73
1960 6 2.77 3.77 3.38 L1224 .1428 -.80%+.85 -.33+1.74
1961

1962 19 3.40 5.17 4.09 .2508 .1149 .70%.52 -.3541.01
1963 19 2.40 4.85 3.79 .2986 .1254 -.37£.52 .85+1.01
1964 24 2.22 4.22 3.36 .2633 .1047 -.40%.47 -.36t .92
1965 10 2.54 4.22 3.64 .2250 .1500 -1.13%.69 1.02+1.33
FEMALE PROGENY OF VISUAL FLOCK

1954 29 3.13 4.76 4.13 .1428 .0702 -.38%.43 -.03% .85
1955 26 2.81 4.85 3.67 .2161 .0912 .46+.46 .28% .89
1956 14 2.36 3.90 3.10 .2015 .1200 -.00%.60 -.84+1.15
1957 14 1.95 3.40 2.69 .2290 .1279 .06+.60 -1.3041.15
1958 18 2.86 5.04 3.59 .2405 .1156 1.21+.54 2.24+1.04
1959 24 2.00 3.86 2.96 .2027 .0919 -.40%.47 -.09% .92
1960 14 2.09 4.58 3.46 .3960 .1682 -.21%.60 .1441.15
1961 17 2.22 3.63 2.84 .1793 .1027 .39%.55 -.87+1.06
1962 15 2.86 4.35 3.56 .1816 .1100 .14+.58 -.82%1.12
1963 22 2.68 4.35 3.48 .2237 .1008 .13%.49 -.87+ .95
1964 35 2.59 3.72 3.08 .0950 .0521 .41%.40 -.82+ .78
1965 5 2.86 3.77 3.17 .1269 .1593 1.08%.91 -.29%2.00
DAMS BORN IN 1949,1950,1951,1952,1953

1949 15 1.68 2.72 2.28 .0803 .0732 -.32%.58 -.514#.12
1950 17 2.77 3.86 3.22 .1125 .0814 .29%,55 -1.01+1.06
1951 17 2.77 3.95 3.39 .0848 .0706 -.04%.55 -.24%1.06
1952 19 2.31 3.99 3.13 .1888 .0997 -.35%.52 -.24#.01
1953 16 3.04 4.17 3.62 .1121 .0837 .10%.56 -.84#1.09



TABLE I-2(9)

(The corr-

Basic statistics for staple length in cm (where g; and g; are
Fisher's coefficients of skewness and kurtosis respectively).
The data applies only to the progeny born and raised as twins
and has been partitioned by sex and flock type.
esponding information is included for the dams born from 1949

to 1953 inclusive, and used in the initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N Min. Max.
1954 27 10.41 15.49
1955 30 9.40 14.73
1956 26 9.91 14.22
1957 18 9.40 12,95
1958 11 10.16 12.95
1959 29 9.91 13.97
1960 5 10.92 14.99
1961

1962 14 10.92 15.24
1963 16 10.41 14.48
1964 27 10.41 15.24
1965 12 10.41 13.72
MALE PROGENY OF VISUAL FLOCK

1954 22 9.91 15.75
1955 25 10.16 13.46
1956 10 9.91 12.70
1957 12 9.40 13.21
1958 11 8,38 14.22
1959 37 8.13 13.46
1960 18 9.91 13.72
1961 10 9.14 11.94
1962 10 8.64 13.21
1963 20 9.40 14.48
1964 35 9.14 14.99
1965 11 9.40 12.70
FEMALE PROGENY OF INDEX FLOCK
1954 29 10.41 14.99
1955 23 8.89 14.22
1956 22 9.91 14.48
1957 21 9.14 12.95
1958 9 9.65 13.21
1959 40 9.91 14.73
1960 6 11.68 13.72
1961

1962 12 11.94 17.78
1963 19 10.16 13.72
1964 24 9.40 14.73
1965 10 10.41 14,22
FEMALE PROGENY OF VISUAL FLOCK
1954 29 11.18 14.73
1955 26 9.65 14.22
1956 14 10.67 12.95
1957 14 9.91 12.95
1958 18 9.65 14.48
1959 24 9.40 12.70
1960 14 9.65 13.21
1961 17 9.14 12.95
1962 15 10.67 15.75
1963 22 9.91 14.22
1964 35 9.40 13.46
1965 5 9.40 12.70
DAMS BORN IN 1949,1950,1951,1952,1953
1949 15 9.40 12.70
1950 17 11.43 14.22
1951 17 11.43 13.97
1952 19 7.37 14.48
1953 16 11.43 14.99

Mean Variance S.E. (Mean)
12.75 1.2310 .2135
12.08 1.8317 .2471
12.10 1.5584 .2448
11.22 1.0721 2441
11.38 .6170 .2368
11.82 1.1042 .1951
12.85 2.0839 .6456
13,32 1.7639 . 3550
12.16 1.1172 .2642
12.86 1.0578 .1979
12.02 .9892 .2871
12.84 2,5851 .3428
11.51 . 7404 1721
11.63 .7427 .2725
11.26 1.0596 .2972
10.99 2.0270 .4293
11.40 1.4844 .2003
11.85 1.3662 .2755
10.36 .8717 .2952
12.07 1.9247 .4387
11.70 1.5991 .2828
12.11 1.8518 .2300
11.11 .7367 .2588
12.38 1.0963 .1944
12.05 1.5591 .2604
11.86 1.0285 .2162
11.37 1.0187 .2203
11.18 1.3871 .3926
11.68 .7345 .1355
12.49 .5527 .3035
13.61 1.7227 ,3011
12.05 1.1636 .2475
11.63 1.5034 .2503
12.01 1.2337 .3512
12.71 .5921 .1429
11.92 1.0422 .2002
11.72 .4750 .1842
11.52 .7008 .2237
11.47 1.5958 .2978
11.06 .7348 .1750
11.76 1.0365 2721
10.50 1.1044 .2549
12.77 2.0504 .3697
11.77 L9117 .2036
11.18 .9981 .1689
11.13 1.7548 .5924
10.82 .8922 .2439
12.90 .5745 .1838
12.40 .7600 .2114
11.24 1.9128 .3178
12.72 .9589 .2448

g ¥ S.E. gp + S.E.
-.01%.45 .55+ .87
.23%.43 -.75+ .83
-.08+.46 -.73+ .89
.08+.54 -.94+1.04
.33%.66 -.24+1.28
.04+.43 -.65+ .85
.23+.91 =-.51+2.00
~.06+.60 ~1.01%*1.15
.27+.56 -.171.09
.03+.45 .53+ .87
-.06t.64 -.96%1,23
.04+.49 -.74% .95
.64+.46 -.37 .90
-.59+.69 -.42%1,33
.33+.64 -.16%1.23
.561.66 1.21%1.28
-.30+.39 .21% .76
-.52+.54 -.98%1.04
.46 1,69 -.94%]1.33
-1.60+.69 1.7941.33
.23+.51 -.23% .99
-30*.40 -.14% .78
~.13+.66 .20%1.28
-.09+.43 -.07% .85
~.57+.48 .15+ .93
-27%.49 .71% .95
=-.36+.50 -.15% .97
.51+,72 -.98%1.40
1.25+,37 2.75% .73
.66+.85 ~.7711.74
1.66+.52 3.4711.01
-~.16+%.52 -1.01+1.01
.64+.47 .26t ,92
-39+.69 -.21+1.33
.24+.43 .54+ .85
.08+.46 -.07+ .89
.16+.60 -.94+1.15
-.35%.60 -.6411.15
.63%.54 -.13%£1.04
~.18+.47 -.62% .92
-.57+.60 -.60%1.15
+93%.55 -.02+1.06
-37+.58 -.43%1.12
.31+.49 .65+ .95
.34+.40 -.53+ .78
-.03+,91 -1.33+£2.00
-21+.58 -.68%1.12
-.14+.55 -.67+1.06
.68+.55 -.85+1.06
~.28+.52 2.82+1.01
.66+.56 -.10£1.09



TABLE

I-2(10) Basic statistics for crimps per inch (where g); and gz are
Fisher's coefficients of skewness and kurtosis respectively) .
The data applies only to the progeny born and raised as
twins and has been partitioned by sex and flock type.
(The corresponding information is included for the dams
born from 1949 to 1953 inclusive, and used in the initial
years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

MALE

L

27
30
26
18
11
29

5

14
16
27
12

Min.

SO b U

v,

w

Max. Mean Variance S.E. (Mean) g; + S.E. go t S.E.
11 7.37 2.3960 .2979 .44%*.45 -.24+ .87
8 6.33 1.0575 .1877 -.12+.43 -.50+ .83
16 9.46 6.0985 .4843 .97%.46 .48+ .89
14 8.50 4.2647 .4868 .99+*.54 .87+1.04
12 8.64 4.8545 .6643 .01+.66 ~1.14+1.28
9 6.59 1.6084 .2355 .28+.43 -1.04+ .85
9 7.00 4.5000 .9487 -.35+%,91 -1.24+2.00
9 7.14 1.2088 .2938 -.29+,60 -.69%1.15
9 6.75 1.5333 . 3096 .05+,56 -1.04+1.09
8 6.41 .6353 .1534 .08+.45 -.41+ .87
7 5.83 .6970 .2410 .31%.64 -1.37+1.23

PROGENY OF VISUAL FLOCK

1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965

22
25
10
12
11
37
18
10
10
20
35
11

(G0, T, < S T, BT, I NN B R R

10 7.55 1.8788 .2922 -.15%.49 -.41+ .95
11 7.16 2.3900 . 3092 .691.46 -.00+ .90
18 10.20 10.6222 1.0306 1.42+.69 1.374#1.33
12 8.25 1.6591 .3718 2.18*.64 4.31+1.23
11 8.36 2.4545 .4724 -.14%.66 -.77+1.28
9 6.89 1.9324 .2285 .261.39 -1.23+ .76
10 7.11 2.3399 . 3605 .22+.54 -1.00+1.04
10 8.80 .8444 .2906 -.51%.69 -.32+1.33
12 8.40 2.9333 .5416 .74+.69 .10+1.33
11 7.20 1.8526 .3044 .791%.51 1.43+ .99
10 6.89 1.5160 .2081 .221.40 -.39+ .78
8 6.82 .9636 .2960 -.30+.66 -.85+1.28

FEMALE PROGENY OF INDEX FLOCK

1954 29 5 8 6.62 .8867 .1749 -.491,43 -.65+ .85
1955 23 5 9 6.74 1.2016 .2286 -.10+.48 -.56+ .93
1956 22 6 15 8.14 4.6948 .4620 1.72%.49 2.79+ .95
1957 21 6 9 7.71 1.1143 .2304 -.19%.50 -1.14% .97
1958 9 7 9 7.89 .6111 .2606 .18%.72 -1.15+1.40
1959 40 4 9 6.80 1.3949 .1867 -.08%.37 -.37+ .73
1960 6 7 8 7.67 .2667 .2108 -.71.85 ~-1.50+1.74
1961

1962 19 5 8 6.90 .6550 .1857 -.46%,52 -.07£1.01
1963 19 6 9 7.11 .7661 .2008 .31+,52 -.65+1.01
1964 24 5 10 6.79 1.3025 .2330 .95+.47 1.22+ .92
1965 10 5 8 5.90 .7667 .2769 1.24%.69 1.50+1.33
FEMALE PROGENY OF VISUAL FLOCK

1954 29 5 11 7.48 2.1158 .2701 .461.43 -.10+ .85
1955 26 6 9 7.27 .8446 .1802 .08%.46 -.89+ .89
1956 14 5 13 8.07 3.1484 .4742 1.26+.60 2.74%1.15
1957 14 7 10 8.29 .8352 .2442 .04%.60 -.84+1.15
1958 18 6 12 7.67 2.1176 .3430 1.55+.54 2.65+1.04
1959 24 5 9 7.21 1.7373 .2691 -.161.47 -1.00+ .92
1960 14 6 9 7.79 .9505 .2606 -.08+,60 -1.09+1.15
1961 17 7 10 8.41 .8824 .2278 ,03+.55 -.82+1.06
1962 15 6 9 7.47 1.4095 . 3065 .08%,.58 -1.42+1.12
1963 22 5 11 7.41 2.2532 .3200 .831.49 .11+ .95
1964 35 5 10 7.11 1.3983 .1999 .21%.40 -.17+ .78
1965 5 5 8 6.60 1.8000 .6000 .11%.91 -1.60+£2.00
DAMS BORN IN 1949,1950,1951,1952,1953

1949 15 6 10 7.67 2.2381 .3803 .20%,58 -1.35+1.12
1950 17 6 10 7.53 1.8897 .3334 .461.55 -.92+1.06
1951 17 5 9 7.41 1.2574 .2720 -.32%.55 -.41+1.06
1952 19 5 13 8.32 4.1170 .4655 .25%.52 -.02+1.01
1953 16 6 9 7.81 .8292 .2276 =-.17+.56 -.83+1.09



TABLE I-2(11)

coefficients of skewness and kurtosis respectively).
applies only to the progeny born and raised as twins and has

(The corresponding
information is included for the dams born from 1949 to 1953
inclusive, and used in the initial years of the experiment.)

been partitioned by sex and flock type.

MALE PROGENY OF INDEX FLOCK

Year 8 Min, Max.
1954 27 24.20 35.50
1955 30 24.00 32.90
1956 26 19.40 26.00
1957 18 23.70 30.40
1958 11 23.40 27.80
1959 29 24.80 30.20
1960 5 25.20 29.40
1961

1962 14 23.30 27.80
1963 16 26.40 31.60
1964 27 21.90 30.70
1965 12 25.90 29.60
MALE PROGENY OF VISUAL FLOCK

1954 22 23.90 33.80
1955 25 24.00 33.00
1956 10 19.80 24.60
1957 12 22.90 29.50
1958 11 20.20 27.40
1959 37 23.10 33.10
1960 18 21.60 28.70
1961 10 21.30 27.90
1962 10 22.70 27.10
1963 20 24.00 34.10
1964 35 22.50 30.90
1965 11 23.80 31.10
FEMALE PROGENY OF INDEX FLOCK

1954 29 24.30 34.30
1955 23 22,70 31.70
1956 22 19.90 29.60
1957 21 20.10 29.80
1958 9 23.30 28.10
1959 40 21.40 28.50
1960 6 21.20 26.10
1961

1962 19 22.60 29.00
1963 19 24.80 30.10
1964 24 22.90 29.30
1965 10 25.10 30.10
FEMALE PROGENY OF VISUAL FLOCK
1954 29 24.70 33.80
1955 26 24.50 30.30
1956 14 20.40 29.80
1957 14 21.40 30.10
1958 18 20.80 29.10
1959 24 20.40 27.30
1960 14 19.40 25.90
1961 17 20.60 29.70
1962 15 23.50 28.70
1963 22 23.90 30.20
1964 35 20.70 29.40
1965 5 24.80 27.90
DAMS BORN IN 1949,1950,1951,1952,1953
1949 15 21.60 27.90
1950 17 24.60 30.60
1951 17 20.20 33.00
1952 19 20.60 27.10
1953 16 21.40 28.60

28.89
27.74
22.09
26.98
25.59
27.08
26.88

25.29
28.29
26.06
27.42

29.48
28.34
22.32
25.54
24.90
26.33
24.74
25.13
25.33
28.00
26.22
27.94

28.72
26.84
23.32
24.68
25.81
25.18
24.43

25.33
27.10
25.56
26.65

28.35
27.36
25.79
25.04
25.79
24.26
23.24
24.34
25.56
27.55
25.21
26.56

24.92
27.59
27.81
23.38
25.18

Variance S.E. (Mean)
8.6736 .5668
3.8479 .3581
2.7487 .3251
4.0312 .4732
1.7109 .3944
2.1112 .2698
3.0870 .7857
1.4398 .3207
1.5305 .3093
3.1570 . 3419
1.1233 .3060
5.3466 .4930
6.2566 .5003
2.4907 .4991
3.1754 .5144
4.6740 .6519
3.8798 .3238
4.4461 .4970
4.1268 .6424
1.9268 .4390
5.5194 .5253
5.0056 .3782
5.1725 .6857
6.8879 .4874
4.1515 .4249
4.2990 .4421
6.4859 .5557
2.4036 .5168
3.3934 .2913
3.1427 .7237
3.5720 .4336
2.4461 .3588
3.3825 .3754
2.0739 .4554
4.2247 .3817
2.5673 .3142
6.0413 .6569
6.6857 .6911
4.9069 .5221
3.3990 .3763
5.8949 .6489
4.6374 .5223
2.7511 .4283
2.1969 .3160
4.1455 .3442
1.4330 .5354
3.1603 .4590
2.5386 .3864
8.6761 .7144
2.6018 .3700
3.4043 .4613

Basic statistics for fibmre diameter (where gy and g, are Fisher's

The data

g * S.E. g, * S.E.
.33+.45 -.74¢ .87
.41+.43 .51* .83
.79%.46 .07+ .89
.19+.54  -1.11*1.04

-.11+.66 -.83%1,28
.29+,43 -.67¢ .85
.49+.91  -1.26%2.00
.53+.60 ~.34%1.15

1.17+.56 1.38+1.09
.26+.45 .84+ .87
.58+.64 -.30%1.23

-.42+.49 .20+ ,95
.15%.46 -.71% .90

-.114.69  -1.09%1,33
.77+.64 .19%1.23

-.77+.66 -.10%1.28

1.23:.39 2.13% .76
.53+.54 -.83+1.04

-.41+.69 -.66%+1.33

-.60%£.69 -.59%1,33
.65%.51 .52% .99
.35%.40 -.63% .78

~.23£.66 -.98+1.28
.34%.43 -.36% .85
.19+.48 .16% .93

1.28+.49 2.47% .95
.12+,50 -.47t .97

-.23£.72 -.88%1.40

-.06%.37 -.92¢ .73

-1.00+.85 -.01%1.74
.46+.52 -.41%1.01
.35%,52 -.73%1.01
.25%.47 -.83% .92

1.43£.69 1.34+1.33
.33%,43 .09% .85
.12t.46  -1.04% .89

-.67+.60 .09+1.15
.61+.60 -.55%1.15

-.44+.54 -.32%1.04

-.33£.47 -.51% .92

-.52+.60  -1.12%1.15
.42t.55 .62%1.06
.65+.58 -.73%1.12

-.23%.49 .06% .95
.08%.40 -.44% .78

-.48t,91  -1.01%2.00
.19+.58 -.64%1.12

-.30%.55 -.36%1.06

-.53%.55 1.09%1.06
.462.52 -.08%1.01

-.07%.56 -.16%1.09




TABLE I-2(12)

MALE PROGENY OF INDEX FLOCK

Basic statistics for coefficient of variation (where gj and

g> are Fisher's coefficients of skewness and kurtosis respec-
tively). The data applies only to the progeny born and raised
as twins and has been partitioned by sex and flock type.

(The corresponding information is included for the dams born
from 1949 to 1953 inclusive, and used in the initial years of
the experiment.)

Year N Min, Max. Mean Variance S.E.(Mean) g; * S.E. g, * S.E.
1954 27 13.50 26.20 19.45 13.0687 .6957 -.14+.45 -.87+ .87
1955 30 12.40 28.40 20.35 15.0564 .7084 .16+.43 -.46% .83
1956 26 14.20 31.10 23.15 19.9154 .8752 -.01+.46 -.82+ .89
1957 18 14.60 25.50 20.61 9.1076 .7113 ~.39+.54 -.37£1.04
1958 11 14.40 25.30 20.38 10.7356 .9879 -.18+.66 -.80%1.28
1959 29 14.50 20.30 17.79 2.7884 .3101 -.42+.43 -.73% .85
1960 5 20.40 32.50 25.04 20.6930 2.0344 .90+.91 -.38%2,00
1961

1962 14 15.20 24.00 18.97 9.8914 .8406 .29+ .60 -1.30%1.15
1963 16 14.50 22.50 19.06 9.1358 .7556 -.30+£.56 -1.51%1.09
1964 27 17.30 27.70 21.90 8.6858 .5672 -13+.45 -.65+ .87
1965 12 15.70 20.50 18.17 3.3570 .5289 -.11+.64 -1.5911,23
MALE PROGENY OF VISUAL FLOCK

1954 22 16.10 29.20 21.42 13.3444 .7788 .40%.49 -.77%¢ .95
1955 25 14.90 29.10 21.26 14.3509 7577 .61+.46 -.43% ,90
1956 10 16.50 30.00 22,45 18.3228 1.3536 .44+ .69 -.74%1.33
1957 12 19.10 32.50 24,19 20.0536 1.2927 .63+.64 -.93%1.23
1958 11 15.80 24.80 21.12 8.6096 .8847 -.31#+.66 -1.01#1.28
1959 37 13.20 29.40 18.94 11.4419 .5561 .88+.39 .90 .76
1960 18 15.50 25.20 20.02 5.7948 .5674 .48+.54 -.20%t1,04
1961 10 15.40 27.90 20.59 20.0188 1.4149 .23+.69 -1.43%1.33
1962 10 15.40 20.20 17.84 1.8693 .4324 -.02+.69 -.37%1.33
1963 20 14.80 32.30 19.55 12.6753 .7961 2.32+,51 6.46% .99
1964 35 16.10 27.40 22.17 8.2449 .4854 -.01+.40 -.46% .78
1965 11 16.10 26.40 18.96 8.4305 .8755 1.61*.66 1.98%1.28
FEMALE PROGENY OF INDEX FLOCK

1954 29 15.20 28.60 22.08 11.4890 .6294 -12+.43 -.79% .85
1955 23 17.40 32.20 24.22 16.6333 .8504 .45%+.48 -.59+ .93
1956 22 19.50 40.80 25.43 22.3192 1.0072 1.47+.49 3.13% .95
1957 21 17.30 28.10 22.99 7.5883 .6011 -.36+.50 -.29% 97
1958 9 18.20 24.90 21.00 4.7400 .7257 .36+.72 ~-.80%1.40
1959 40 14.00 28.40 21.32 12.3615 .5559 .04%.37 -.67+ .73
1960 6 18.30 27.70 22.22 18.0777 1.7358 .25+.85 -1.69%1.74
1961

1962 19 13.20 27.60 20.95 19.6493 1.0169 -.03%.52 -.98%1.01
1963 19 15.40 28.10 20.64 10.0081 .7258 .44%.52 .21%1.01
1964 24 17.10 29.60 23.10 12.3674 .7178 .29+,47 -.78% ,92
1965 10 16.60 22.30 20.17 3.3068 5750 ~.741.69 -.55%1.33
FEMALE PROGENY OF VISUAL FLOCK

1954 29 15.60 30.50 21.89 15.4414 .7297 .37+.43 -.64% .85
1955 26 17.00 38.50 21.92 22.8392 .9372 1.87+.46 3.81% .89
1956 14 16.00 29.60 23.32 14.2018 1.0072 -.15+.60 -.51+1.15
1957 14 19.90 32.60 25.04 16.9826 1.1014 .23+.60 -1.14+1.15
1958 18 15.40 30.30 20.31 13.0034 .8499 1.09+.54 1.25%1.04
1959 24 14.50 32.40 22.16 22.3842 .9658 .51%.47 -.17%+ .92
1960 14 17.30 30.10 22.90 12.7169 .9531 .36+.60 -,43+1.15
1961 17 13.50 24.20 19.60 11.9362 .8379 -.20%.55 -1.22%1.06
1962 15 15.30 30.40 21.57 21.6007 1.2000 .48+.58 -.88%1.12
1963 22 16.90 28.20 22.63 10.2668 .6831 .22%+.49 -1.01% .95
1964 35 17.30 30.50 23.38 11.6477 .5769 .28+.40 -.65% .78
1965 5 15.80 21.90 19.62 5.7170 1.0693 -.85+.91 -.67%2.00
DAMS BORN IN 1949,1950,1951,1952,1953

1949 15 15.30 33.30 22.97 24.0978 1.2675 .55%.58 -.35%1.12
1950 17 16.70 35.00 22.41 20.4474 1.0967 1.52+.55 1.77+1.06
1951 17 17.00 27.40 22.04 7.1251 .6474 .09+.55 -.58%1.06
1952 19 15.90 34.30 24.09 25.3165 1.1543 -371.52 -.16+1.01
1953 16 19.40 34.80 23.49 14.9425 .9664 1.82+.56 2.87%1.09



TABLE I-2(13)

MALE PROGENY OF INDEX FLOCK

Basic statistics for primary follicle number per sq. cm.

(where g; and g, are Fisher's coefficients of skewness and

kurtosis respectively). The data applies only to the progeny

born and raised as twins and has been partitioned by sex and

flock type.

the dams born from 1949 to 1953 inclusive, and used in the
initial years of the experiment.)

Year N. Min. Max.
1954 27 110 302
1955 30 186 351
1956 26 238 414
1957 18 260 488
1958 11 206 360
1959 29 146 398
1960 5 176 222
1961

1962 14 192 392
1963 16 144 354
1964 27 200 384
1965 12 156 338
MALE PROGENY OF VISUAL FLOCK

1954 22 148 306
1955 25 167 434
1956 10 206 411
1957 12 252 416
1958 11 216 382
1959 37 180 320
1960 18 166 330
1961 10 242 342
1962 10 222 322
1963 20 194 326
1964 35 186 338
1965 11 146 314
FEMALE PROGENY OF INDEX FLOCK
1954 29 154 348
1955 23 195 376
1956 22 220 478
1957 21 282 526
1958 Q9 222 302
1959 40 180 470
1960 6 264 372
1961

1962 19 232 416
1963 19 176 366
1964 24 244 446
1965 10 226 330
FEMALE PROGENY OF VISUAL FLOCK
1954 29 166 330
1955 26 192 336
1956 14 216 409
1957 14 254 448
1958 18 226 388
1959 24 182 374
1960 14 194 370
1961 17 202 374
1962 15 214 364
1963 22 222 326
1964 35 200 410
1965 5 228 336
DAMS BORN IN 1949,1950,1951,1952,1953
1949 15 280 534
1950 17 203 431
1951 17 229 427
1952 19 226 438
1953 16 222 406

(The corresponding information is included for

Mean Variance S.E.(Mean)
213.48 2102.0285 8.8234
254.17 1588.7644 7.2773
317.50 2483.0600 9.7725
355.56 3790.3791 14,5113
283.82 2457.9636 14.9483
228.14 3005.4089 10,1801
200.00 298.0000 7.7201
280,14 2185.5165 12.4943
215.13 2800.5167 13.2300
264.74 2197.2764 9.0211
231.83 3363.2424 16.7413
209.00 1332.0952 7.7814
263.28 3494.9600 11.8236
286.80 4433.9556 21,0570
351.67 2064.6061 13.1168
290.00 3364.8000 17.4897
243.14 1396.1201 6.1427
224.78 1987.3595 10.5076
290.20 1275.0667 11.2919
281.80 1245.7333 11.1612
267.60 1958.9895 9.8969
259.77 1304.6521 6.1054
245.46 2333.6727 14.5654
227.52 1965.3300 8.2323
285.13 2409.1186 10.2345
340.59 4717.3961 14.6433
388.38 4374.6476 14.4332
268.89 792.1111 9.3815
300.25 2954.9103 8.5949
303.67 1463.0667 15.6155
303.16 1357.4737 B8.4526
263.90 3548,.2105 13.6656
320.79 2841.4764 10.8809
284.40 1344.7111 11.5962
229.17 1756.1478 7.7818
270.08 1882.2338 8.5084
315.57 3161.1868 15.0266
352.71 2673.6044 13.8193
292,22 2041.3595 10.6494
285 .42 1591.1232 8.1423
261.86 3683.3626 16.2203
290.00 2198.5000 11.3721
291.20 1806.1714 10.9732
265,73 1102.5887 7.0794
304.97 3199.8521 9.5616
291.60 1768.8000 18.8085
369.60 4405.9714 17.1386
311.82 4408.1544 15.7334
309.41 2829.1324 12.9004
323.47 3024.3743 12.6166
299.00 2612.8000 12.7789

g} * S.E. gz * S.E.
=-.05+.45 ~.33t .87
.59+.43 -.16+ .83
.15+.46 -.93t .89
.22%+.54 -.45%1.04
-.12+.66 -1.23t1.28
1.06+.43 1.58t .85
=.17+.91 =-.98£2.00
.54+.60 .96£1.15
1.03%.56 1.04£1.09
.68%.45 -.02¢ .87
.50+.64 -.91+1.23
1.06+.49 .93+ .95
1.02x.46 1.32+¢ .90
.63+£.69 -.76%1.33
=.71+.64 .01t1.23
-34+.66 -1.17+1.28
.30+.39 =-.73 .76
«73t.54 -.09+1.04
-.06+.69 -1.40%1.33
~.62+.69 ~1.05+1.33
=-.48+.51 -1.15+ .99
.23%.40 -.56+ .78
~.37+.66 -.1l4%1.28
-73£.43 .33t .85
-35¢.48 -.98¢ .93
-17+.49 -.45 .95
.53¢.50 -.37% .97
~.44%.72 -1.12+1.40
.43+.37 1.03t .73
.98+.85 -.24%£1.74
1.14+.52 3.24+1.01
.241.52 -.94+1.01
.58+.47 -.49t .92
-.36+.69 -1.32%+1.33
-35%.43 -.49% .85
=.47£.46 -.92+ .89
.11+.60 ~.66t1.15
.15%.60 -.45%1.15
.60%.54 -.55%+1.04
~.371.47 .99% .92
.561.60 -1.13+1.15
-.05+.55 -.6711.06
.23%.58 -.7611,12
.42%.49 ~1.12+ .95
.03t.40 -.81%t .78
-.60+.91 =-.93%2.00
+91+.58 .5011.12
+26%.55 -.8411.06
.83%,55 .17+1.06
-.03+,.52 -.52%1.01
«42+.56 -.35%1.09



TABLE I1-2(14)

Basic statistics for secondary follicle number per sq. cm.
(where g; and g, are Fisher's coefficients of skewness and
kurtosis respectively). The data applies only to the progeny
born and raised as twins and has been partitioned by sex and
flock type. (The corresponding information is included for
the dams born from 1949 to 1953 inclusive, and used in the
initial years of the experiment.)

MALE PROGENY OF INDEX FLOCK

Year N && Max. Mean variance S.E.(Mean) gy * S.E. g, * S.E.
1954 27 2944 7400 4706 .96 887227.8063 181.2741 .52+.45 .94t .87
1955 30 3748 9064 5587.73 1156941.2368 196.3790 1.054.43 2.12¢ .83
1956 26 3635 7944 5149.58 902037.8538 186.2626 .69+ .46 1.15t .89
1957 18 3722 7400 5563.44 1207696.8497 259.0256 .14+ .54 -.80+1.04
1958 11 3800 6502 4833.46 777904.8727 265.9297 .80+.66 -.58t1.28
1959 29 2078 5776 3745.10 591467.8818 142.8126 .29+.43 .60+ .85
1960 5 2936 4898 4018.80 497645.2000 315.4822 -.46+.91 -.51+2.00
1961

1962 14 2676 6804 4720.86 864684.1319 248.5219 .01%.60 1.14+1.15
1963 16 2544 5332 3817.13 528233.0500 181.6991 .50+.56 -.12+1.09
1964 27 2720 5454 4194.59 483383.6353 133.8025 =-.33%.45 -.40+ .87
1965 12 2892 5552 4101.33 626244.6061 228.4449 .43+.64 -.35+1.23
MALE PROGENY OF VISUAL FLOCK

1954 22 3214 5518 4284 .91 532304.2771 155.5495 .05+.49 -1.21+ .95
1955 25 3603 7055 5291.20 846440.9167 184.0044 .08+.46 -.82%¢ .90
1956 10 3106 6247 4968.80 1129049.2889 336.0133 -.46+.69 -1.12+1.33
1957 12 4726 7700 6076.00 870160.0000 269.2830 .50+.64 -.62+41.23
1958 11 3768 6324 4547.27 556967.4182 225.0187 1.08+.66 .92+1.28
1959 37 2568 6044 3986.05 765294.5526 143.8181 .52+.39 -.18+ .76
1960 18 2776 5064 4206.67 436119.0588 155.6561 -.79%+.54 -.26+1.04
1961 10 4082 6948 4897.60 673617.6000 259.5414 1.59+.69 2.05+1.33
1962 10 3310 5800 4526.40 677150.0444 260,2211 .24+.69 -1.02+1.33
1963 20 3182 5740 4180.90 564305.0421 167.9740 .75+.51 ~.56+ .99
1964 35 2438 5554 4090.23 515726.5345 121.3880 .17+.40 -.22+ .78
1965 11 2512 5332 4011.64 928458,2545 290.5259 -.14+.66 -1.00+1.28
FEMALE PROGENY OF INDEX FLOCK

1954 29 3430 6438 4400.00 366279.1429 112. 3847 1.16+.43 2.62+ .85
1955 23 3623 7346 5353.70 957322.8577 204 .0165 .24+.48 -.42+ .93
1956 22 2789 9098 5615.73 2181121.4459 314.8680 .97+.49 1.01% .95
1957 21 3544 7838 5678.19 1106451.1619 229.5390 -.06+.50 .04+ .97
1958 9 3498 4948 4430.22 255080.4444 168.3516 -.73+.72 ~-.82+1.40
1959 40 3416 7128 4617.35 589273.9256 121.3748 1.28+,37 1.56+ .73
1960 6 3642 6846 4816.00 1169132.8000 441.4244 1.14+.85 .33+41.74
1961

1962 19 3382 6182 5027.37 581447.5789 174.9357 -.09+.52 -.58+1.01
1963 19 2554 4858 4173.05 361272.6082 137.8925 -1.18+.52 .95+1.01
1964 24 3822 7572 5175.25 1199391.2391 223.5501 .85+,.47 -.27+ .92
1965 10 3566 6572 4742.20 753081.2889 274.4233 .65+.69 .18+1.33
FEMALE PROGENY OF VISUAL FLOCK

1954 29 3366 6036 4476.83 455874.4335 125.3787 .64+.43 -.10%+ .85
1955 26 3551 7290 5152.89 828927.3062 178.5548 421,46 -.18+ .89
1956 14 3355 6704 4904.29 1122477.7582 283.1554 .30+.60 -1.00%1.15
1957 14 3264 7636 5584.43 1353675.1868 310.9519 -.15%.60 -.48+1.15
1958 18 3038 6732 4624.44 689378.1438 195.7008 .67+.54 .80+1.04
1959 24 2852 7076 4451.58 1048095.2971 208.9752 .51+.47 .29+ .92
1960 14 3432 7368 4809.29 1040355.4505 272.6006 1.03+.60 .9241.15
1961 17 2436 7162 5048.59 1017606 .8824 244.6615 -.43+.55 1.44+1.06
1962 15 3082 5700 4415.87 669460.8381 211.2598 -.06+.58 -1.25+1.12
1963 22 3160 5714 4425.36 523203.1948 154.2140 .10+.49 -.81+ .95
1964 35 2994 6914 4818.00 627756.0000 133.9249 .16+.40 .47+ .78
1965 5 3570 5366 4491.20 674831.2000 367.3775 .16+.91 ~1.68+2.00
DAMS BORN IN 1949,1950,1951,1952,1953

1949 15 3756 8888 5379.40 1494211.9714 315.6171 1.59+.58 2.62%1.12
1950 17 3020 6250 4615.88 804750.7353 217.5736 .07+.55 ~.81+1.06
1951 17 3992 7519 5359.88 1100079.3603 254.3827 .56+.55 -.7811.06
1952 19 4028 7242 5514.63 1068473.3567 237.1401 .511.52 -.86+1.01
1953 16 3290 6914 4828.88 743500.7833 215.5662 .61+,56 .4911.09



TABLE I-2(15) Pasic statistics for skin thickness in cm. (where gj and g3
are Fisher's coefficients of skewness and kurtosis respec-

tively) . The data applies only to the progeny born and

raised as twins and has been partitioned by sex and flock

type.
MALE PROGENY OF INDEX FLOCK
Year N Min. Max. Mean vVariance S.E.(Mean) g; t S.E. go * S.E.
1958 11 .216 .318 .247 .0007 .0081 1.57+ .66 2.46%1.28
1959 29 .226 . 300 .260 .0003 .0032 ,07+.43 .32+ .05
1960 5 .251 .302 .270 .0004 .0091 .86%.91 -.74%£2,00
1961
1962 14 .196 .267 .233 .0004 .0056 -.00%.60 -.80+1.15
1963 16 .213 .269 .246 .0003 .0045 -.34+.56 -1.11%1.09
1964 27 .201 .267 .230 .0003 .0036 .23%.45 -.71t .87
1965 12 .241 .287 .260 .0003 . 0046 .45 .64 -1.05%1.23
MALE PROGENY OF VISUAL FLOCK
1958 11 .211 .267 .240 .0002 .0046 -.20%.66 -.27+1.28
1959 37 .203 . 312 .262 .0005 .0036 -.05%.39 .34t .76
1960 18 .234 .284 .259 .0002 .0036 .23%,.54 -.68+1.04
1961 10 .224 .274 .249 .0003 .0052 .03+.69 -1.03+1.33
1962 10 .173 .257 .218 .0007 .0084 -.19%.69 -.97+1.33
1963 20 .198 .272 .241 .0004 .0045 -.35%.51 -.64% .99
1964 35 .100 .264 .226 .0003 .0032 .05%.40 -.27t .78
1965 11 .226 .282 .247 .0003 .0049 .65%.66 -.07+1.28
FEMALE PROGENY OF INDEX FLOCK
1958 9 .239 .305 .264 .0004 .0070 .75%.72 -.51+1.40
1959 40 .211 .323 .263 .0006 .0039 .42%,37 .19+ .73
1960 6 .208 .274 .245 .0006 .0099 -.27%.85 -1.05%1.74
1961
1962 19 .175 .259 .225 .0005 .0049 -.43%,52 .00%1.01
1963 19 .198 .269 .232 .0003 .0040 .02%.52 .51+1.01
1964 24 .168 .246 .211 .0004 .0042 -.31%.47 -.40% .92
1965 10 .203 .282 .248 .0005 .0068 -.50%.69 .20%1.33

FEMALE PROGENY OF VISUAL FLOCK

1958 18 .221 .295 .251 .0003 .0043 .96t.54 .86%1.04
1959 24 .211 .307 .251 .0007 .0053 .43%.47 -.71% .92
1960 14 .203 .262 .235 .0003 .0048 -.17%t.60 ~-.99%1.15
1961 17 .206 .295 .237 .0006 .0060 .79%.55 -.11%1.06
1962 15 .160 .274 .212 .0009 .0078 .46%.50 -.40%1.12
1963 22 .188 .287 .232 .0006 .0053 .23%.49 -.29% .95
1964 35 .165 .229 .198 .0003 .0028 -.16%.40 -.78t .78

1965 5 .203 .249 .239 .0004 .0090 ~1.49+.91 .2312,00



Table I~3(1)

Univariate comparison of Index and Visual flocks for
the variate date of birth. Parametric tests (variance

"ratio and t-test) and a nonparametric test (Kolmogorov-

Smirnov) are presented for single born (S) and twin born
(T) progeny for the 12 years 1954 to 1965.

MALE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.69 .036* .05 .962 .133 .514
1954
2.68 .018%* -1.56 .126 . 306 .146
1.95 .005** -1.12 .265 -.134 . 448
o8 T 4,33 000 *** -2.61 .012%* . 320 - .086
1.35 .228 .69 .492 -.091 . 859
1956 T 2.88 .102 -.66 .517 .438 .085
1.93 .007** 1.98 .049%* .173 .226
200 T 5.53 .006** 1.11 .276 -.194 . 842
1.48 117 -.72 .474 .104 .813
1958
T 5.57 .012%* -1.35 . 192 .273 . 480
1.18 .494 1.83 .070 -.158 .270
e T 1.50 .248 . 80 .425 -.131 . 870
1.13 .652 3.34 .001 %% -.283 .014%*
1960
T 1.15 .734 .35 .727 . 389 .445
1.39 . 166 2.60 .010%* .249 .018%*
1961 T
1.19 427 .81 .416 .135 . 376
s T 2.60 .156 1.03 .314 -.286 .549
1.17 .540 .16 .875 -.115 .697
1963
T 1.97 .186 2.24 .032%* .450 .033%
1.46 .121 .23 . 815 .064 .993
oo T 1.35 .410 -.76 .449 -.210 .413
2.45 L0011 *%* 5.06 .000*** . 362 .001**
09 T 2.85 .110 1.63 .119 . 311 .451




Table I-3(2)

Univariate comparison of Index and Visual flocks for

the varidte birth weight in kg.

Parametric tests

(variance ratio and t-test) and a nonparametric test
(Kolmogorov-Smirnov) are presented for single born (S)
and twin born (T) progeny for the 12 years 1954 to 1965.

M AULE P ROGENY
Year of F 2-tail 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.12 .635 2.45 .016%* -.214 .074
S0 1.10 . 826 -.20 .839 .150 . 866
1.04 . 856 -1.05 .294 -.087 . 893
=252 T 1.03 . 950 ~2.88 .006** .447 .005**
1.12 .643 .40 .687 .091 . 859
250 T 1.60 .339 -.15 .884 .100 . 999
1.21 .430 -. 86 . 389 . 060 .998
1957
T 1.37 .607 -1.18 .247 .250 .602
1.79 .023% .56 .574 -.175 .225
1958
T 1.31 .678 1.06 . 300 -.455 .081
1.50 .089 -.67 .504 .110 .691
1959
T 2.36 .016* -.25 . 800 -.195 .464
1.26 . 392 ~-.99 .327 .134 .592
360 T 1.16 .988 .14 . 887 .189 .981
1.02 .929 2.28 .024%* .163 .248
1961
1.25 .322 -1.82 .071 -.150 .263
b2 T 1.87 . 350 -1.69 .104 . 400 .200
1.15 .578 1.01 . 316 .086 .926
1963 T 1.47 .421 .36 . 722 .125 .983
1.28 .294 .15 . 882 .088 . 900
1964
T 1.11 .783 -1.91 .061 -.247 .235
1.77 .040% 2.00 .047%* .224 .089
1965 T 7.98 .002 %% 1.12 .276 -.386 .229




Table I-3(3)

Dnivariate comparison of Index and Visual flocks for the

variate weaner body weight in kg.
(variance ratio and t-test) and a nonparametric test

Parametric tests

(Kolmogorov-Smirnov) are presented for single born (S)
and twin born (T) progeny for the 12 years 1954 to 1965.

M A L E P R OGENY
Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.47 .121 L7 . 866 -.132 .525
S99 1.26 .596 .66 .510 ~.161 . 808
1.21 .412 -1.59 .114 .178 .153
4555 T 1.21 .613 -.91 . 365 .153 . 808
1.19 .487 -.27 .788 .121 .580
1956
T 2.21 .115 -.02 .982 .234 .714
1.15 .573 -1.20 .233 .161 .298
1957
T 1.26 .710 -1.67 .107 . 333 .282
1.07 777 -.07 .945 . 090 .911
=008 T 3.12 .087 .31 .761 -.182 . 826
2.00 .004%* -.50 .618 171 .197
g8 T 1.54 .219 1.07 .286 .250 .200
1.12 .613 ~-3.54 .000**%* .319 .004 %%
£260 T 1.86 .579 .67 .508 .411 .382
s 1.43 .135 .89 .374 .181 .157
1961
1.22 .361 -2.76 .006%%* -.215 .034%
502 T 1.55 .513 -3.43 .002%* .614 .013%
1.07 .774 .47 .637 . 166 .267
1903 T 2.02 .173 -.13 . 899 .213 .673
S 1.26 .333 .07 .944 -.106 . 750
Eee T | 1.22 .577 -.59 .560 .156 752
1.41 212 -.95 .344 ~-.215 <112
1565 T 4.59 .023%* -1.18 .251 .417 .167




Table I-3(4)

Univariate comparison of Index and Visual flocks for
the variate hogget body weight in kg.
(variance ratio and t-test) and a nonparametric test
(Kolmogorov-Smirnov) are presented for single born (S)
and twin born (T) progeny for the 12 years 1954 to 1965.

Parametric tests

M AL E P RO GENY
Year of F 2-tail T 2-tail Kol- 2-tail
birth Valuc Prob. value Prob. Smir. Prob.
1.14 .596 .60 .552 -.130 .548
= 3.83 .003%* .19 . 849 -.214 .510
1.27 .316 -1.42 .157 -.153 .292
i T 1.06 . 899 ~-.84 . 406 .240 . 316
1.11 .670 -.52 .604 .091 .859
1956
T 3.42 .014* -.32 . 755 .223 . 748
1.42 . 146 -.50 .621 .113 .713
1957
T 1.12 .808 -1.87 .072 . 389 . 150
1.17 .527 .78 .437 -.141 .464
1958 T 1.56 . 496 -.66 .515 . 364 217
1.09 .712 -1.02 .310 .141 . 397
£233 T 1.30 .450 J5i: .612 .235 .257
1.12 .669 -1.78 .077 .199 . 165
190 T 1.03 . 838 ~-1.04 . 309 -.389 . 445
1.09 .714 1.08 .282 .087 . 906
1961 T
1.02 .247 -2.61 .010%* -.211 .040%
1962
T 2.22 .235 -1.49 .150 . 329 . 392
1.26 . 346 -.65 .516 -.143 <431
R T 1.23 .664 .17 . 865 .163 .897
1.12 .643 -2.24 .027% .198 .099
1964 .
T 1.66 .185 -2.61 .011 -.415 .0Q7*%
S 1.44 .187 -.65 .518 -.142 .534
1960 T 1.04 .93% -1.22 .236 . 409 .181




Table I-3(5)

Univariate comparison of Index and Visual flocks for
the variate lamb fleece weight in kg.
(variance ratio and t~test) and a nonparametric test

Parametric tests

(Kolmogorov-Smirnov) are presented for single born (S)
and twin born (T) progeny for the 12 years 1954 to 1965.

MALE PROGENY

Year of r 2-tail T 2-tail Kol~- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.05 . 837 1.20 .234 -.124 .603
1954
1.62 .243 1.28 .206 -.423 .017*
1.44 .122 .32 . 752 .104 . 743
== T 1.03 .959 1.06 .293 -.233 . 347
1.13 .616 ~-.07 .948 ~.061 .993
=00 T 1.02 .897 1.28 L2211 . 362 .220
1.43 .156 -2.24 L027% . 232 .042%
1957
T 1.09 .850 -1.79 .084 . 361 .208
1.06 . 806 ~.28 .783 .149 . 397
06 T 1.74 .397 .38 .711 ~.273 .480
1.24 .373 -.70 . 487 .127 .531
1959 T 1.38 .381 .24 . 810 ~-.226 .298
1.46 .157 ~-3.97 .000*** . 395 .000***
1260 T 18.92 L011%* .70 .489 .444 . 300
1.36 .198 .20 .841 .090 . 885
1961 T
1.10 .676 ~-.59 .555 .139 . 346
1962 T 1.85 . 305 -1.70 .103 .457 .106
1.62 .053 -.08 .938 .117 .671
S=I6H T 1.44 .474 .13 . 895 .125 .983
1.46 .116 .72 .476 -.103 .773
1964 T 1.23 .565 ~-.43 .665 -.141 . 841
1.75 .031%* ~1.94 . 055 -.232 .072
=0 T 1.77 .377 -1.70 .104 . 386 .229




Table I-3(6)

Univariate comparison of Index and Visual flocks for
the variate hogget greasy fleece weight in kg.
metric tests (variance ratio and t-test) and a non-

parametric test (Kolmogorov-Smirnov) are presented for

the 12 years 1954 to 1965.

Para-

MALE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.00 1.00 .51 .609 -.090 .902
E95H T 1.06 ..910 .51 .612 -.163 . 799
1.41 .142 -.62 .539 -.137 .418
1955 T 1.25 .580 1.03 . 309 -.253 .261
1.35 .231 2.47 .015%* -.242 .026*
e T 1.32 .554 1.19 .241 -.200 . 843
1.10 . 700 .55 .584 .095 . 870
1957
T 1.31 .664 -2.93 L007** .500 .032%*
1.07 . 786 1.30 . 196 -.129 .577
o 3.19 .081 -.53 .604 .273 .480
1.01 .973 2.46 .015* -.182 .149
1959
T 1.01 .957 1.28 .206 .167 .647
1.15 .602 .99 .324 -.097 . 898
2260 1.17 . 720 1.53 .142 . 389 . 445
1.29 .290 3.63 .000**% . 266 . 009 **
1961
T
- 1.03 .907 .88 .382 .101 .728
Beice T 2.05 .231 1.28 .215 .457 . 106
1.37 .202 2.45 .016* .233 .042%
g1 1963
4 T 1.60 . 330 1.96 .058 .438 .041*
]
| i
2.14 .002%% 3.57 .000%*** | —_ 206 .003%*
4
290 T 2.49 .019%* .77 .443 .277 . 142
~ 1.35 .277 4.03 L000*** .370 001 **
065 T 1.73 .382 .40 .690 .288 .536




Table I-3(7)

Univariate comparison of Index and Visual flocks for
the variate percentage yield.
(variance ratio and t-test) and a nonparametric test

(Kolmogorov-Smirnov) are presented for single born (S)

Parametric tests

and twin born (T) progeny for the 12 years 1954 to 1965.

MALE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. vValue Prob. Smir. Prob.
1.13 .616 . 36 .719 -.158 . 316
S0 1.46 . 356 -1.38 .174 .281 .215
| 1.04 . 880 1.65 .100 .188 .115
1205 T 1.11 .776 1.61 .113 ~.240 . 316
1.07 .775 -.13 .900 .121 .580
350 1.92 . 308 .72 .478 .292 .444
1.17 .542 .59 .559 .119° .655
22 T 1.32 .647 -.30 . 766 -.194 . 842
1.01 .962 4.24 .000*** . 331 .001*%*
45518 T 2.26 .215 2.22 .038%* ~.455 .081
1.19 . 456 .42 .675 -.151 .323
1959
T 1.19 .643 1.24 .220 .186 .516
1.03 .901 1.10 .275 -.162 .364
=00 T 1.93 . 303 .31 .758 .433 . 326
1.17 .523 2.71 .008%** .239 .026*
1961 -
' 1.05 .820 2.32 .021* .182 .105
1962
T 3.92 .046% .61 .545 -.357 . 304
S 1.71 .032 .26 . 795 .154 . 344
? 303 T 2.68 .058 .13 .900 ~-.238 .548
; 1.41 .152 1.90 .060 -.234 .031%*
{ 1964
T 1.30 .474 2.42 .018* . 347 .035%
S 1.07 . 822 -1.55 .123 -.150 .463
Q £265 T 3.15 .073 3.45 .002%* -.644 .008%*




Table I-3(8)

Univariate comparison of Index and Visual flocks for
Parametric

the variate clean fleece weight in kg.

tests (variance ratio and t-test) and a nonparametric
test (Kolmogorov-Smirnov) are presented for single
born (S) and twin born (T) progeny for the 12 years

1954 to 1965.

MALE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth vValue Prob. vValue Prob. Smir. Prob.
1.12 .653 .74 .462 -.142 .439
. 1.27 .570 -.36 . 718 .160 .817
1.31 .243 .33 .743 -.110 .682
1955
T 1.46 .320 1.50 . 140 -.280 .172
S 1.08 .769 2.23 .028* -.136 . 442
1956
T 1.34 .534 1.46 .154 -.277 .508
S 1.11 .695 .87 .388 .148 .384
1957
T 2.05 .229 -2.42 .022% .472 .049*
1.00 .990 3.53 .001** | -.276 L0l1**
1958
T 3.57 .057 .45 .658 -.182 .826
1.07 . 766 2.25 .026% -.185 .135
58 T 1.14 .707 2.05 .045% .264 .156
1.01 .975 1.40 .166 -.109 .813
oy T 1.93 .304 1.50 .149 .378 .478
S i B .653 5.03 .000*** | 378 . 000 ***
1961 -
1.10 .676 1.87 .064 .174 .134
L2 T 1.64 .407 1.61 .121 .586 .020%*
1.65 .044%* 2.43 L017% .284 .007**
1265 T 1.80 .227 1.86 .071 .413 .062
1.86 .011* 4.71 .000*%* | — 365 .000***
1964 T 1.34 .445 2.20 .032% .294 .098
S 1.20 .482 2.65 L009** .314 .005%*
1965
T 1.01 .979 3.43 .003%*% | -.561 .028%*




Table I-3(9)

Univariate comparison of Index and Visual flocks for
the variate staple length in cm.
(variance ratio and t-test) and a nonparametric test

Parametric tests

(Kolmogorov-Smirnov) are presented for single born (S)
and twin born (T) progeny for the 12 years 1954 to 1965.

MALE PROGENY
Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.05 . 855 .07 . 240 .142 .437
e T 2.10 .074 .24 .015 .162 .808
1.01 .959 1.55 .124 .129 .488
1955
T 2.47 .026%* 1.82 .074 ~-.260 .236
1.95 .008*% 3.04 .003** -.257 .015*
il T 2.10 .247 1.09 .282 -.331 . 307
1.49 .099 3.13 .002%%* .220 .061
1957 T 1.01 1.015 -.11 .913 .139 .981
1.14 .613 2.90 .004** -.319 .002%%*
1958 ,
3.29 .074 .80 .433 -.273 .480
1.32 .245 3.20 .002%*% -.251 .015%*
1353 T 1.34 .422 1.47 .145 .227 .289
1.08 .784 1.86 .064 -.139 .552
1960
T 1.53 .479 1.61 .122 .578 .094
1.37 .194 3.15 .002%%* . 260 .012%
1961
2.25 .000%*% 1.53 .129 .153 .244
1962 T 1.09 . 860 2.24 .036%* -.500 .063
1.12 .648 1.07 .285 .139 . 466
1963
T 1.43 . 486 1.17 .249 . 300 .288
2.13 .002%% 2.46 .015* -.223 .046%*
=68 T iL, 5 .143 2.40 .019* . 358 .028%
1.19 .496 2.46 .015% .241 .055
1965 T 1.34 .650 2.35 .028% -. 409 .181




Table I-3(10)

Univariate comparison of Index and Visual flocks for

the variate crimps per inch.

Parametric tests

(variance ratio and t-test) and a nonparametric test
(Kolmogorov-Smirnov) are presented for single born (S)
and twin born (T) progeny for the 12 years 1954 to 1965.

MALE PROGENY

Year of r 2-tail T 2-tail Kol- 2-tail
birth vValue Prob. Value Prob. Smir. Prob.
1.02 .939 -.79 .432 .133 .520

=54 1.28 .574 -.41 .681 .146 .881
1.30 .265 -.46 .645 -.097 .812

1955

T 2.26 .037%* -2.37 .022% .207 .487

1.24 . 385 .79 .432 -.076 .952

e T 1.74 .263 -.73 .468 .215 .781
1.30 .275 ~.17 . 862 .107 . 769

L T 2.57 .115 .37 712 -.278 .481
1.05 . 855 .80 .428 -.106 .792

1238 T 1.98 .297 .33 . 741 -.182 . 826
1.09 . 705 -2.41 L017% . 190 .117

1959 T 1.20 .621 -.92 . 360 -.120 .922
1.09 . 737 -.32 .753 .058 .999

250 T 1.92 . 306 -.13 . 896 -.200 .970

1.36 .197 -3.27 .001** -.269 .008*%*
1961 m

1.06 . 781 .39 . 700 .087 . 864

2302 T 2.43 .143 -2.19 .039% . 329 . 392
1.13 .615 -.83 .407 -.089 .913

4568 T 1.21 .718 -1.03 .312 -.188 . 794
1.19 .457 -2.29 .024%* .209 .070

1964

T 2.39 .025% -1.75 .085 -.269 .165
1.43 .195 -3.47 .001** ~-.264 .028%

. T 1.38 .602 -2.60 .017% . 386 .229




Table I-3(11)

Univariate comparison of Index and Visual flocks for
the variate fibre diameter in microns. Parametric
tests (variance ratio and t-test) and a nonparametric
test (Kolmogorov-Smirnov) are presented for single born
(S) and twin born (T) progeny for the 12 years 1954 to
1965.

MALE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.33 .258 -.86 .390 .230 .046%
o 1.62 .261 = 7] . 446 .274 .237
1.18 . 469 2.03 .044% .219 .044%
1955
T 1.63 .211 -1.00 .324 .200 .525
1.10 .701 -3.50 L001** . 394 .000%**
e T 1.10 .930 -.37 .711 .238 .679
1.06 .830 1.43 .155 .143 .433
S0 1.27 . 700 2.00 .055 .361 .208
1.82 .018* .19 . 852 .156 ", 347
19
>8 2.73 .129 .21 .375 -.364 .217
.1.04 .873 2.32 .022% -.209 .066
1959
T 1.84 .100 1.71 .092 .338 .035%
1.50 .128 .51 .609 -.195 .180
1960
1.44 .788 2.06 .052 .667 .037%
1.50 .093 .07 .944 .139 . 425
1961
1.15 .535 -4.88 .000%*% |- 360 . 000 %**
2
16 T 1.34 .613 -.08 .934 .243 .722
1.05 .844 -2.13 .035% -.218 . 066
1963
T 3.61 .015% .45 .656 .338 .181
1.23 .399 -2.98 .003%% .227 . 040%*
1964
1.59 .228 ~.29 . 770 ~.166 .684
S 1.83 .030%* .07 . 948 .108 .833
1965
T 4.60 .019% -.17 .484 . 364 .285




Table I-3(12)

Univariate comparison of Index and Visual flocks for
the variate coefficient of variation of fibre diameter.
Parametric tests (variance ratio and t-test) and a non-
parametric test (Kolmogorov-Smirnov) are presented for
single born (S) and twin born (T) progeny for the 12

years 1954 to 1965.

MALE PROGENY
Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Pxob.
1.54 .080 -1.86 . 065 . 209 . 087
el 1.02 .948 -1.89 . 065 .278 .226
1.38 .164 .60 .548 .144 . 359
1955
T 1.05 .913 -.87 . 387 .207 .487
1.44 . 142 -1.08 .281 .197 .105
. T 1.09 .951 .42 .674 .262 .575
1.27 . 345 -.52 .603 -.119 .655
1957
T 2.20 .139 -2.63 .014* .333 .282
1.05 . 845 -1.93 .056 .189 . 160
e T 1.25 .734 -.56 .585 .182 . 826
1.48 . 096 -1.23 .220 .171 .198
1959 T 4.10 .000%** | _-1.68 .097 ~.270 .138
1.45 .164 -2.26 .026%* .240 .056
1960
T 3.57 .055 3.38 .003*%* .667 .037%
1.72 .023%* -.79 .431 -.146 .363
1961 T
1.13 .586 -2.45 .015%* -.228 .021%*
Eo0e T 5.29 .017% 1.06 .299 .429 .147
1.01 .957 ~-.45 .656 .093 . 884
o8 T 1.39 .525 -.44 .666 .288 . 332
1.17 .518 2.07 .040%* -.224 .043%*
1964
T 1.05 .875 -.36 717 -.105 .977
1.84 .028%* .94 . 349 .198 .170
£265 T 2.51 .147 -.79 .436 .242 . 717




Table I-3(13)

Univariate comparison of Index and Visual flocks for
the variate primary follicle number per sq. cm.
Parametric tests (variance ratio and t-test) and a

nonparametric test (Kolmogorov-Smirnov) are presented
for single born (S) and twin born (T) progeny for the
12 years 1954 to 1965.

MALE PROGENY
Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.18 .498 2.02 .045%* -.293 .005*%*
1954
1.58 .289 .37 . 711 -.226 . 447
1.77 .014%* 2.26 .025% .202 .076
1955
T 2.20 .044% -.68 . 500 .173 .689
1.09 . 719 2.27 .025% -.227 .043%*
1956
T 1.79 .243 1.51 .141 -.384 .168
sS. 1.26 . 340 1.93 .055 .226 .051
1957
T 1.84 .307 .19 .853 .194 .842
1.32 .272 1.79 .075 -.229 .053
£330 T 1.37 .629 -.27 .791 -.182 .826
1.24 . 369 .39 .0696 -.116 .633
B0 T 2.15 .031%* -1.32 .192 -.271 .136
1.20 .504 .53 .597 .122 . 701
1960
T 6.67 .079 -1.20 .243 -.500 .191
1.36 .195 -1.38 <171 -.169 .212
1961 m
1.03 .910 -.09 .926 .077 .933
08 T 1.75 .402 -.89 .926 .243 . 722
1.08 .763 -2.17 .032% .240 .033%*
265 T 1.43 . 457 -3.24 .003%%* -.500 .014%*
1.02 .927 .20 . 843 -.107 . 739
A5i68 T 1.68 .153 .47 .639 .130 . 895
1.37 .228 1.47 . 145 .179 .265
1965
> T 1.44 .572 -.61 .549 .326 .398




Table I-3(14)

Univariate comparison of Index and Visual flocks for
the variate secondary follicle number per sqg. cm.
Parametric tests (variance ratio and t-test) and a
nonparametric test (Kolmogorov-Smirnov) are presented
for the 12 years 1954 to 1965.

MALE PROGENY

Year of F 2-tail T 2-tail Kol- 2~-tail
birth Value Prob. Value Prob. Smir. Prob.
1.11 .672 2.15 .033%* -.216 . 069
1954 1.69 .235 1.72 .092 -.241 .372
1.25 .338 2.09 .039% .175 .167
1955
T 1.37 .438 1.09 .282 -.193 .565
1.21 .438 1.63 .105 -.227 .043%*
1956
T 1.25 .620 .50 .624 -.208 . 812
1.36 .225 2.55 .012% .286 .006%*
1957
T 1.39 .589 -1.33 .195 . 306 .373
1.22 .436 .20 . 844 -.135 .517
e T 1.40 .607 .82 .421 -.273 . 480
1.33 .235 .37 .710 .077 .958
=00 T 1.29 .485 -1.17 .246 ~.199 .441
1.38 .232 .91 . 365 -.111 . 796
=60 T 1.14 . 742 -.56 .585 -.356 .548
1.06 . 809 .57 .568 .096 . 838
1961 .
1.49 .073 3.58 . 000 * %3 . 344 .000***
d=62 T 1.28 .727 .53 .602 -.329 . 392
1.24 . 387 1.14 .257 .154 . 347
1963
T 1.03 .909 -1.46 .152 . 300 .288
1.84 .012%* 3.97 .000**% - _303 .002#%%
9
= T 1.07 .875 .58 .567 .267 171
1.06 . 797 .94 .347 .110 .817
=68 T 1.48 .527 .24 . 809 -.303 .478




Table I-3(15)

Univariate comparison of Index and Visual flocks for
the variate skin thickness in cm.
(variance ratio and t-test) and a nonparametric test
(Kolmogorov-Smirnov) are presented for the 8 years

1958 to 1965.

Parametric tests

MALE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.44 .148 -.87 .387 .132 .550

58 3.09 .089 .76 .453 . 182 . 826
1.55 . 065 .01 .990 .096 . 829

9

s T 1.63 .185 -.41 .684 -.140 .823
S 1.20 .485 2.59 .011* -.242 .052

1960 T 1.83 . 331 1.28 .214 . 300 .732
1.41 .153 2.12 .036%* .234 .031%

1961 -
1.71 017% 4.18 .000%** . 307 .00] *=*

1562 T 1.58 . 440 1.63 .110 -.329 .392
1.08 . 767 -~.45 .654 -.194 .133

1963 T 1.25 .667 .82 .415 .163 .897
1.15 .555 .44 .661 -.139 .426

2008 T 1.01 .993 .74 . 466 .184 .566
S 1.10 . 750 1.17 .244 .219 .101

1965

T 1.06 .920 2.01 .058 .455 .110




Table I-4(1)

the variate date of birxth.

Univariate comparison of Index and Visual flocks for

Parametric tests (variance
ratio and t-test) and a nonparametric test (Kolmogorov-
Smirnov) are presented for single born (S) and twin born
(T) progeny for the 12 years 1954 to 1965.

FEMALE

P ROGCENY

Year of F 2-tail T 2-tail Kol- 2-tail

birth Value Prob. Value Prob. Smir. Prob.

1.23 .412 .54 .593 117 .711
1954

2.34 .028% -1.00 . 322 .276 127

1.20 .492 .54 .593 -.215 .097
255 7.89 .000%*** -2.45 .018* ~-.308 .140

1.97 .009** .52 .604 .101 . 880
el 1.32 .551 -.47 .644 .221 .659

1.62 .057 3.08 .00 3%* -.322 L002%%*
= 2.86 .057 . 37 .713 -.190 . 808

l1.62 .071 -1.54 .127 -.117 . 740
1958 )

7.51 L007** =-1.22 .232 -.333 .299

2.17 ,001** 1.56 122 .118 . 605
1959 )

5.34 000 **%* 1.51 .136 -.275 .157

1.26 . 315 3.03 .003%* ~.239 .018%*
1960

1.84 . 350 .44 .663 .286 . 724

1.22 . 378 2.01 . 046%* .160 .228
1961

1.20 .434 2.66 .009** .230 .027%
£9eE 3.49 .022%* 1.26 .215 -.302 . 309

1.02 .912 -.73 . 466 -.221 .119
£358 2.08 121 .06 . 949 -.261 . 368

1.51 .086 -2.32 .022% .241 .025
Ao 2.76 .007%%* 1.42 .160 .269 .192

4.48 000 *** 3.05 .003%%* .242 .094
1965

5.75 .108 .90 . 386 -. 300 .613




Table I-4(2)

Univariate comparison of Index and Visual flocks for the
Parametric tests (variance
ratio and t-test) and a nonparametric test (Kolmogorov-

Smirnov) are presented for single born (S) and twin born
(T) progeny for the 12 years 1954 to 1965.

variate birth weight in kg.

F EMAULE P RO GENY
Year of F 2-tail 2-tail Kol~- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.03 . 887 -.74 .464 -.081 .963
R0 T 1.10 . 799 =-1.72 .092 .241 .227
1.23 .429 -.08 .938 -.078 .975
s T 1.81 .152 -1.21 .233 -.161 . 808
1.79 .036%* .27 . 786 .094 .924
1956 T 2.11 .169 -.25 .803 .156 .931
1.66 .048% .67 .506 .243 .033%*
1957
T 1.87 .248 .16 . 875 .095 .999
1.42 .186 .39 .698 -.066 .996
1258 7 1.02 .831 .74 .469 .278 . 484
1.27 .318 -.07 .944 .066 .988
1959 T 1.60 .194 -.30 . 765 <117 .953
1.05 . 821 2.04 .044%* -.164 .208
1260 ,
T 2.33 . 358 -.14 . 889 -.214 .927
1.29 .259 .37 . 709 ~-.086 . 887
1961 -
1.47 .099 -.89 376 -.112 .643
1962 T 1.19 . 745 -.30 . 764 .179 .851
1.02 .971 -.13 . 896 -.057 .999
1963
T 2.06 .115 1.34 .187 .208 .627
1.72 .026% -1.19 .237 . 140 .424
foed T 1.43 .337 1.76 .084 .248 .268
1.14 .684 .83 .41 . 085 .981
e 2.68 .202 .61 .550 -. 300 .613




Table I-4(3)

Univariate comparison of Index and Visual flocks for the

variate weaner body weight in kg.
(variance ratio and t-test) and a nonparametric test

Parametric tests

(Kolmogorov-Smirnov) are presented for single born (s)
and twin born (T) progeny for the 12 years 1954 to 1965.

FE M A L E

P ROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
2.10 .004%** 1.55 .123 211 . 101
1954
1.19 .654 -.14 . 887 .207 .377
1.36 .242 .91 . 362 . 145 .477
2950 T 1.43 .404 ~-.89 . 379 -.145 . 881
3] 1.32 .283 -1.80 .075 -.235 .065
1956 g 2.01 .197 .71 . 485 .156 .931
1.40 .183 ~1.46 . 146 .132 .548
3l T 1.13 . 836 -.19 . 850 .095 .999
1.07 . 802 .74 .463 .146 .482
£950 T 1.94 .239 1.57 .128 . 500 .044%*
1.25 . 350 -.49 .625 -.133 .464
200 T 1.43 .363 -.30 .764 .158 . 750
1.09 .689 -.91 .363 .195 .083
4960 T 1.82 .526 -.65 .527 .286 . 724
1.44 114 1.63 .105 .207 .058
1961 -
1.13 .600 -4.,59 .000* ** -.284 .003%*
1962 T 1.10 .762 -.77 .449 .182 . 837
1.19 .546 -.59 .559 -.169 .363
4568 T 1.95 .144 -.17 . 862 .201 .666
1.19 .476 -1.27 .208 .151 . 337
1964 T 1.99 . 066 -2.51 .015%* -.365 .030*
1.37 .263 -1.23 .220 -.227 .131
1965 g 2.13 .486 -.95 .362 .300 .613




Table I-4(4)

Univariate comparison of Index and Visual flocks for

the variate hogget body weight in kg.

Parametric tests

(variance ratio and t-test) and a nonparametric test
(Kolmogorov-Smirnov) are presented for single born (S)
and twin born (T) progeny for the 12 years 1954 to 1965.

FEMALE

PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.78 .023%* .30 . 768 .165 .310
Sl 1.24 .568 -.34 .73% L1172 .576
1.36 .238 2.21 .029%* . ¢207 .120
1955 ]
1.34 .476 -.42 .677 -.130 .938
1.10 .703 -.28 . 783 -.092 .932
e 1.96 .214 -.65 .521 .182 . 841
1.43 .162 -1.13 .259 .168 .266
£200) 1.44 .506 .07 .945 .143 .963
1.48 .137 1.30 .195 .203 . 144
L5 4.08 .014%* 1.43 . 166 .333 .299
1.52 .076 -.06 .953 -.072 .973
1353 1.20 .658 2.15 .036* ~-.242 271
1.34 . 199 -2.20 .029%* .179 .137
1960
5.78 .064 -1.39 .180 -.690 .019%*
1.68 .027% 1.55 .124 . 140 .372
1961
1.02 .934 -5.21 .000***| - 344 000 ***
1562 1.03 . 966 -.06 .951 -.165 .902
1.14 .663 ~.22 .827 .068 .997
1=5s 1.64 .274 -.82 .416 . 165 . 848
1.78 .018%* -3.15 L002%% .264 .011
sl 2.04 .078 -1.49 .141 -.277 .167
1.29 . 367 -2.32 .022% -.302 .018*
go6S 3.13 .283 -.24 .814 .400 .339




Table I-4(5)

Univariate comparison of Index and Visual flocks for
the variate lamb fleece weight in kg. Parametric tests
(variance ratio and t-test) and a nonparametric test
(Kolmogorov-Smirnov) are presented for single born (S)
and twin born (T) progeny for the 12 years 1954 to 1965.

FEMALE PROGENY

Yeaxr of F 2-tail T 2~-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.71 .034%* ~.16 .874 -.117 . 711
S0 T 1.28 .512 .40 .691 -.241 227
1.01 .961 1.57 .118 -.160 . 360
1255
T 1.28 .556 .67 .503 .189 .646
1.76 .029% 2.24 .027% .226 .082
g T 1.13 .774 1.11 .273 .175 . 867
1.24 .391 -1.33 .187 .133 .535
1957 T 1.02 .998 -.20 . 842 .071 . 999
1.39 .218 1.05 .297 .289 .011*
1958
T 5.04 .026% 1.19 .244 .389 .170
1.03 . 906 1.46 .146 .147 . 346
=80 T 3.43 .001*% -1.68 .098 . 342 .043%
1.21 . 394 -1.51 .133 .222 .034%*
A T 2.59 .301 -.46 .650 -.357 .482
1.01 .976 .28 . 782 -.089 . 866
1961 "
1.24 .353 -.54 .588 -.091 . 850
e T 1.22 . 710 -1.24 .224 .196 . 775
1.16 .616 -.75 .456 -.125 . 726
el T 1.39 .463 -.93 . 360 -.232 .502
s 1.06 .804 2.02 .046%* -.131 .506
£2ed T 2.65 .010% ~1.52 .134 -.344 .048%*
1.26 .403 -1.28 .204 -.163 . 466
1965 T 1.04 . 878 -.75 . 466 . 200 .894




Table I-4(6)

Univariate comparison of Index and Visual flocks for

the variate hogget greasy fleece weight in kg.

metric tests (variance ratio and t-test) and a non-
parametric test (Kolmogorov-Smirnov) are presented for

the 12 years 1954 to 1965.

FPEMALE PROGENY
Year of F 2-tail T 2-tail Kol-~ 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.37 .213 -.11 .909 -.151 .413
e 1.49 .301 .27 .791 -.138 .794
1.51 .119 4.03 .000%%* | —~_ 302 .006*%%*
s T 1.84 .143 -1.21 .231 ~.314 .125
1.06 . 847 3.91 .000*** .275 .019*
1250 T 1.76 .243 1.73 .092 ~-.377 .119
1.03 .891 1.08 .284 -.153 . 365
1957
T 1.10 . 875 -.27 .787 -.262 .471
1.57 .087 2.08 .039% .204 .138
1958 .
T 1.91 . 354 2.39 .025% .611 .008%*
1.20 . 445 3.22 .002%%* .246 .018%*
1550 T 1.25 .534 1.63 .107 -.250 .238
1.07 . 787 2.89 .004%* -.200 .071
1960
T 2.98 .235 1.01 .328 . 429 .286
1.40 .147 2.34 .021%* .212 .048%
1961 T
1.11 .642 .85 . 395 .159 .237
ge T 1.62 .362 2.04 .050% -.312 .274
1.05 . 845 2.14 .035% .199 .198
e T 1.32 .540 2.01 .051 . 344 .120
1.38 .183 2.90 . 004 *% -.289 .004%*
62 T 2.84 .006%%* 1.58 .121 . 315 .084
1.22 .515 .30 . 766 L117 .829
1965
T 1.58 .522 3.31 .006%** -.800 .007*%*




Table I-4(7)

Univariate comparison of Index and Visual flocks for
the variate percentage yield.
(variance ratio and t-test) and a nonparametric test

Parametric tests

(Kolmogorov-Smirnov) are presented for single born (8)
and twin born (T) progeny for the 12 years 1954 to 1965.

FEMALE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.07 . 795 -1.65 .102 -.168 .289
-
1954 T 2.00 .072 -1.13 .263 .241 .227
1.67 .051 -.50 .620 .130 .605
£ T 1.83 . 158 .44 .665 .157 . 826
1.08 .793 .95 . 345 .171 . 308
=50 T 1.74 . 303 -.48 .631 .260 .473
S 1.22 . 426 3.61 .000***[ - 319 .002%%
1957 T 3.48 .012* 3.21 .003** -.500 .018%*
1.23 .438 2.71 .008*%* .260 .029%*
L2 T 1.55 .423 -1.23 .231 -.222 . 709
1.53 .071 1.91 .058 171 .191
555 T 1.13 . 769 1.53 .132 -.225 . 347
1.45 .106 1.21 .227 -.164 .207
1960
T 1.95 .308 =-2.45 .025%* -.690 .019%*
1.02 .914 2.36 .020%* .202 .068
1961 "
1.54 .062 3.46 .001** .329 L000***
1962 T 1.08 .901 2.64 .013%* -.428 .058
S 1.08 . 802 .27 . 790 .133 .655
=08 T 1.26 .625 J513 .600 .201 .666
1.15 .566 1.71 .089 -.221 .050%*
1964
T 1.35 .453 2.30 .025%* .324 .072
1.59 .130 1.73 .086 .251 .075
. T 12.87 .025%* .27 .793 -.500 . 160




Table I-4(8)

Univariate comparison of Index and Visual flocks for

the variate clean fleece weight in kg. Parametric

tests (variance ratio and t-test) and a nonparametric

test (Kolmogorov-Smirnov) are presented for single born

(S) and twin born (T) progeny for the 12 years 1954 to 1965.

FEMALTE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.60 .066 ~.84 .403 -.134 .558
L 2.07 .059 -.33 . 742 .172 .576
1.28 . 344 3.53 .001** -.317 .003%**
1255 T 1.14 .746 ~.84 .406 -.204 .559
1.21 .487 4.03 .000*** . 400 .000***%
=250 T 1.63 . 308 1.46 .154 .286 . 364
1.36 .219 3.00 .003** -.252 .025%
£924 T 1.76 .246 1.28 .210 -.310 .287
1.24 .410 3.62 . 000 *%* . 356 .001**
A58 T 1.55 .537 1.23 .230 . 389 .170
1.25 . 346 3.95 .000**%* . 301 .002%%*
S T 1.56 .216 2.23 .030% -.225 .347
1.20 .441 2.99 .003%* -.190 .097
£250 T 3.24 .202 -.28 . 781 -.357 .482
1.28 .286 3.07 .003%% .284 .003%%
1961 m
1.40 .144 2.85 .005%%* .259 .009**
i T 1.38 .546 3.27 .003** -.456 .037%*
1.49 . 165 2.62 .010%* . 312 .008**
1963
T 1.33 .522 1.93 .061 . 342 .125
1.37 .188 3.52 .001** -.289 .004 %%
o8 T 2.77 .007*% 2.55 .013% . 396 .015%*%*
1.01 .944 1.07 .288 .113 .858
1965
T 1.77 .610 1.97 .071 -. 700 .024%




Table I-4(9)

Univariate comparison of Index and Visual flocks fox
the variate staple length in cm. Parametric tests
(variance ratio and t-test) and a nonparametric test
(Kolmogorov-Smirnov) are presented for single born (8)
and twin born (T) progeny for the 12 years 1954 to 1965.

FEMALE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
2.26 .001* .00 1.00 .172 .266
S8 1.85 . 109 -1.38 .173 .241 .227
1.04 . 864 4,02 L000**%*% | ~ 353 .001**
g o T 1.50 .330 .40 .690 .161 . 808
1.38 .210 3.04 .003%% .296 .009%%*
1956
T 2.17 .154 .44 .661 -.175 .867
1.74 .030% 2.07 .040%* ~.208 .098
2 T 1.45 .494 -.46 .646 . 310 .287
1.18 .529 2.02 .046* . 165 .336
SR T 1.15 . 880 -.59 .562 .167 .907
1.15 .555 2.49 .014%* .179 .153
1959
T 1.00 .973 2.82 .006** -.300 .099
S 1.11 .662 1.22 .226 -.115 .606
1960
T 1.88 .504 1.58 .132 .429 .286
1.50 .081 2.08 .039% .245 .014%*
1961 .
1.37 .170 1.46 . 145 .176 .154
1962
T 1.19 .717 1.78 .084 -.389 .102
1.38 .236 1.51 .135 .169 . 367
1963
T 1.28 .587 .88 .383 .285 .276
1.62 .044% 1.12 .264 -.100 . 808
9
Ltk T 1.51 272 1.57 .123 .188 .581
1.07 . 804 .40 .690 .144 .620
£265 T 1.42 . 605 1.37 .192 -.400 . 339




Table I-4(10)

Univariate comparison of Index and Visual flocks for
Parametric tests

the variate crimps per inch.
(variance ratio and t-test) and a nonparametric test

(Kolmogorov-Smirnov) are presented for single born (S)
and twin born (T) progeny for the 12 years 1954 to 1965.

FEMALE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
l1.16 .560 -1.52 .130 .164 . 316
£ 2.39 .025%* -2.68 .010%* .310 .066
1.47 . 140 -2.89 .005%* .209 .116
1955
T 1.42 .393 -1.84 .072 -.206 .549
1.75 .045%* -2.39 .019%* -.173 .298
158 T 1.49 . 462 .09 .926 .188 .813
1.03 .918 -3.21 .002%%* .233 .047*
el T 1.33 .602 -1.65 .108 .214 .697
2.49 .001* -1.21 .230 -.148 .461
200 T 3.47 .079 .43 .674 .167 .907
1.08 .731 -2.76 . 000 *%* -.173 .183
1959
T 1.25 .533 ~-1.28 . 205 .142 .848
1.64 .034% .43 .671 -.095 . 816
1960 T 3.56 .169 -.28 .783 -.286 .724
1.06 .793 -.69 .494 -.074 .963
1961 T
S 1.01 .959 -1.13 .260 .107 .703
1962 T 2.15 2127 -1.67 . 105 .267 . 445
1.16 .584 -.83 .410 -.133 .658
=208 T 2.94 .024%* -.78 .443 -.136 .949
1.21 .431 -2.97 .004%%* .184 .150
1964
T 1.07 . 874 -1.04 .301 -.176 .657
1.47 .206 -2.74 .00 7%%* -.208 .203
1965
T 2.35 .265 -1.23 . 242 . 300 .613




Table I-4(11)

Univariate comparison of Index and Visual flocks for
Parametric

the variate fibre diameter in microns.
tests (variance ratio and t-test) and a nonparametric

test (Kolmogorov-Smirnov) are presented for single born
(S) and twin born (T) progeny for the 12 years 1954 to

1965.
FEMALE PROGENY
Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.06 . 820 -1.56 121 -.273 .015%
L 1.63 .202 -.59 .557 -.172 .576
2.22 .003** 1.23 222 -.201 . 140
1955
T 1.62 .246 -1.00 . 320 -.186 . 666
1.10 . 729 ~1.59 .116 ~-.167 .334
1350 T 1.41 .472 -3.23 .003** .695 .000**%*
1.68 .040%* 1.79 .075 -.201 .116
1957 T 1.03 .924 -.41 .681 -.167 .901
1.63 .067 -1.91 .058 -.211 .118
£250 T 2.04 . 306 .03 .979 ~-.167 .907
1.29 .273 4.91 .000* %% .416 .000**%
2280 T 1.00 .971 1.93 .058 -.233 . 307
S 2.11 .001%%* .27 .784 -.202 .065
1960
T 1.88 .504 1.08 . .296 . 333 .560
1.15 .535 -.57 .568 -.136 .401
1961 o
1.02 .930 ~-3.74 .000*** . 311 .001**
o T 1.30 .627 -.38 . 708 .158 .924
1.46 .189 -3.01 .003%% -.272 .029%*
o T 1.11 . 806 -.95 . 350 -.285 .276
S 1.02 .944 .14 . 892 -.096 . 839
4968 T 1.23 .617 .67 .503 .137 . 885
1.19 .529 -.28 . 780 -.113 . 858
1965 T 1.45 .767 .12 .806 . 300 .613




Table I-4(12)

Univariate comparison of Index and Visual flocks forx
the variate ccocefficient of variation of fibre diameter.
Parametric tests (variance ratio and t-test) and a non-
parametric test (Kolmogorov-Smirnov) are presented for
single born (S) and twin born (T) progeny for the 12
years 1954 to 1965.

FIETMALE PROGENY

Year of F 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.03 . 885 ~-1.68 . 096 -.231 .056
1954 1.34 .439 .19 . 850 -.138 . 794
1.45 . 162 -.42 .676 .141 .510
1955 T 1.37 .456 1.80 .079 .375 .043%*
1.03 . 906 2.07 .040* .261 .030%
£2°8 T 1.57 .404 1.41 . 169 -.279 . 390
1.46 .131 -3.07 .003%* . 343 .001**
=2 T 2.24 .102 -1.77 .085 .357 .161
1.14 .617 -.83 .408 -.151 .439
e 2.74 . 149 .52 .605 . 333 .299
1.14 .585 ~1.18 241 -.151 . 317
200 T 1.81 .100 -.82 .418 -.125 .925
1.30 . 259 ~-.95 .343 .135 .412
1260 T 1.42 .561 ~-.37 . 715 -.357 .A482
1.14 .565 -1.28 .203 .143 . 348
1961 T
1.10 .678 -1.00 . 319 .119 .576
£962 1.10 . 836 ~.40 .692 . 165 .202
1.96 .020%* -2.49 .014%* -.239 .075
1963
T 1.03 . 965 -1.99 .054 -.349 .112
1.09 .727 -.39 .698 .076 . 966
1964 1.06 . 857 -.30 . 767 -.155 . 790
1.54 .156 .01 .995 .107 . 895
196
: T 1.73 . 454 . 30 .626 -.200 . 894




Table I-4(13)

Univariate comparison of Index and Visual flocks for

the variate primary follicle number per sqg. cm.

Parametric tests (variance ratio and t-test) and a
nonparametric test (Kolmogorov-Smirnov) are presented

for the 12 years 1954 to 1965.

FEMALE

PROGENY

Year of F 2-tail ST 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.09 .735 .14 . 889 .162 . 331
eLood 1.12 .768 -.15 .884 .172 .576
1.49 .131 .48 .633 -.093 .910
1955
T 1.28 .548 1.14 .260 .261 .281
1.35 .271 .20 . 841 .219 .102
1956 T 1.49 . 462 1.14 .262 -.279 . 390
1.17 .531 1.04 . 301 -.166 .281
1957
T 1.64 . 365 1.70 .099 -.286 .372
1.09 .755 .22 . 826 -.080 .974
1958
T 2.50 .175 =-1.41 171 -.444 .090
1.05 . 829 2.17 .031* .203 .077
1959
: T 1.86 .117 1.16 .250 -.267 .181
1.09 . 708 .56 .577 -.111 .647
2260 T 2.52 . 316 1.55 .139 571 .076
1.36 .189 -.96 . 340 .081 .922
1961 -
1.15 .561 .28 777 121 .559
1362 1.33 .561 .88 .386 -.375 .124
1.06 . 826 -.67 .507 -.138 . 609
08 T 3.22 .012* -.12 .902 -.263 . 358
1.33 .241 .48 .632 .109 .714
1964 T 1.13 .778 1.08 .285 .202 . 494
s 1.48 .161 .97 . 335 ~-.143 .623
2200 T 1.32 .670 -.34 .738 .200 . 894




Table I-4(14)

Univariate comparison of Index and Visual flocks for

the variate secondary follicle number per sq.
Parametric tests
nonparametric test (Kolmogorov-Smirnov) are presented
for the 12 years 1954 to 1965.

( variance ratio and t-test) and a

FEMALE

PROGENY

Year of P 2-tail T 2-tail Kol- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.07 .791 1.09 .280 .256 .026%*
i 1.24 .566 -.46 .650 .103 .951
1.45 .160 .39 .697 ~.108 . 805
1955 T 1.15 .723 .74 461 .229 .423
1.08 . 750 1.89 061 .243 . 052
1956
T 1.24 .219 1.56 .128 . 338 .200
1.20 .482 2.59 .011%* .264 .016%*
1259 T 1.22 .665 .25 . 806 -.214 .697
1.10 . 726 1.20 .234 .162 .354
1358 T 2.70 .155 -.64 .527 -.278 .484
1.39 .158 .92 .361 .138 .419
22 T 1.78 .110 .74 .464 -.225 .347
1.33 .211 .81 .418 -.119 .566
1260 T 1.12 .791 .01 .990 -.262 . 802
1.11 .668 2.03 .044%* 171 .169
1961 -
1.68 .024% 5.02 L0000 *** .374 .000***
62 T 1.15 . 766 2.25 .032% -.414 .071
. 1.16 .609 .03 .978 .092 .947
1963 T 1.45 .431 -1.20 .236 .273 . 320
1.30 .273 1.08 .284 -.140 .424
L T .91 .084 1.45 .151 .193 .552
S 1.24 .431 .83 .411 .159 .493
9
R T 1.12 .990 .54 .601 -.400 . 339




Table I-4(15) Univariate cowmparison of Index and Visual flocks for
the variate skin thickness in cm. Parametric tests
(variance ratio and t-test) and a nonparametric test
(Kolmogorov-Smirnov) are presented for the 8 years
1958 to 1965.

FEFMAILE PROGENY
Year of F 2-tail T 2-tail Kol~- 2-tail
birth Value Prob. Value Prob. Smir. Prob.
1.45 .163 1.69 .094 .180 .245
8 1.30 .612 1.10 . 101 .333 .299
1.27 .314 -.00 .998 .125 .538
8550 T 1.11 .753 1.96 .054 . 317 .072
1.23 . 367 .08 .939 -.065 .988
St 1.81 .358 1.02 .319 .333 .560
1.51 . 069 3.47 .001*%* .281 .003%%*
1961
1.79 .011* 2.78 .006** .265 00 7**
202 T 1.96 .181 1.55 .132 -.442 .046%*
1.20 .486 1.39 .168 .207 167
1963
T 1.99 . 146 .13 .898 .213 .602
S 1.08 . 736 3.98 .000***% | — 345 .00Q***
Ses T 1.56 .233 2.68 .010%* . 352 .040%*
1.95 017%* 3.74 .000%*% .336 .006*%*
205 T 1.13 .980 .73 .481 -.400 . 339




Table I-5:

Frequency of rejection (when o = 0.05) for the three two sample

tests considered in Tables I-3(1l) to (15) and I-4(1) to (15).

Male Progeny Female Progeny
Variance Kolmogorov- Variance Kolmogorov- Total No.
Variates ratio t-test  Smirnov ratio t-test Smirnov of tests

Date of birth 8 6 (3)+ 4 9 7 (5)+ 4 23
Birth weight in kg 4 4 (3) 1 3 1 (1) 1 23
Weaner body weight in kg 2 3 (3) 3 1 2 (2) 3 23
Hogget body weight in kg 2 2 (2) 2 4 6 (5) 4 23
Lamb fleece weight in kg 2 2 (2) 3 5 2 (1) 4 23
Hogget greasy fleece weight in kg 2 7 (o) 7 1 11 (11) 7 23
Percentage yield 1 6 (6) 5 2 8 (7) 6 23
Clean fleece weight in kg 2 11 (9) 8 1 13 (12) .12 23
Staple length in cm 4 10 (8) 6 3 7 (6) 3 23
Crimps per inch 2 7 (6) 2 5 7 (5) 1 23
Fibre diameter in microns 4 6 (6) 7 3 4 (4) 5 23
Coefficient of variation of fibre diameter 4 5 (5 3 1 3 (2) 3 23
Primary follicle number per sg cm 3 5 (4) 4 1 1 (1) 0 23
Secondary follicle number per sq cm 1 5 (4) 4 1 4 (3) 3 23
Skin thickness in cm 1 3 (2) 2 2 5 (3) 6 15
Total 42 82 (69) 61 42 81 (68) 62 337 (295)
Percentage significance 12.5  24.3(23.4) 18.1 12.5 24.4(23.1) 18.2

+ Numbers in brackets indicate the number of significant t-tests given homogeneity of variances



Figure I-1(1) Plot of mean date of birth, for the period
1949 to 1965, with the four flocks by sex
combinations indicated. (For ease of
plotting the dams born in 1949-53 have been
given the same identification as the female

Visual group.)

Figure I-1(2) Plot of mean birth weight in kg, for the period
1949 to 1965, with the four flock by sex com-.
binations indicated. (For ease of plotting
the dams born in 1949~53 have been given the

same identification as the female Visual group.)
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Figure I-1(3)

Figure I-1(4)

Plot of weaner body weight in kg, for the
period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease
of plotting the dams boxrn in 1949-53 have
been given the same identification as the

female Visual group.)

Plot of mean hogget body weight in kg, for
the period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease
of plotting the dams born in 1949-53 have
been given the same identification as the

female Visual group.)
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Fiqure I-1(5)

Figure I-1(6)

Plot of mean lamb fleece weight in kg, for
the period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease
of plotting the dams born in 1949-53 have
been given the same identification as the

female Visual group.)

Plot of mean hogget greasy fleece weight in
kg, for the period 1949 to 1965, with the
four flock by sex combinations indicated.
(For ease of plotting the dams born in
1949-53 have been given the same identific-

ation as the female Visual group.)
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Figure I-1(7) Plot of mean percentage yield for the period
1949 to 1965, with the four flock by sex com-
binations indicated. (For ease of plotting
the dams born in 1949-53 have been given the

same identification as the female Visual group.)

Figure I-1(8) Plot of mean clean fleece weight in kg, for
the period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease
of plotting the dams born in 1949-53 have
been given the same identification as the

female Visual group.)
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Figure I-1(9)

Figure I-1(10)

Plot of mean staple length in cm, for the
period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease
of plotting the dams born in 1949-53 have
been given the same identification as the

female Visual group.)

Plot of mean crimps per inch, for the period
1949 to 1965, with the four flock by sex com—
binations indicated. (For ease of plotting
the dams born in 1949-53 have been given the

same identification as the female Visual

group.)
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Figure I-1(11)

Figure I-1(12)

Plot of mean fibre diameter in microns,
for the period 1949 to 1965, with the four
flock by sex combinations indicated. (For
ease of plotting the dams born in 1949-53
have been given the same identification as

the female Visual group.)

Plot of mean coefficient of variation of
fibre diameter, for the period 1949 to 1965,
with the four flock by sex combinations
indicated. (For ease of plotting the dams
born in 1949-53 have been given the same

identification as the female Visual group.)
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Figure I-1(13)

Figure I-1(14)

Plot of mean primary follicle number per
sq. cm, for the period 1949 to 1965, with
the four flock by sex combinations indic-
ated. (For ease of plotting the dams born
in 1949-53 have been given the same identif-

ication as the female Visual group.)

Plot of mean secondary follicle number per
sq. cm, for the period 1942 to 1965, with
the four flock by sex combinations indicated.
(For ease of plotting the dams born in 1949-
53 have been given the same identification

as the female Visual group.)
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Figure I-2(1)

Figure I-2(2)

Plot of mean date of birth, for the period
1949 to 1965, with the four flock by sex
combinations indicated. (For ease of
plotting the dams born in 1949-53 have
been given the same identification as

the female Visual group.)

Piot of mean birth weight in kg, for the
period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease
of plotting the dams born in 1949-53 have
been given the same identification as the

female Visual group.)
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Figure I-2(3)

Figure I-2(4)

Plot of mean weaner body weight in kg, for
the period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease
of plotting the dams born in 1949-53 have
been given the same identification as the

female Visual group.)

Plot of mean hogget body weight in kg, for
the period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease
of plotting the dams born in 1949-53 have
been given the same identification as the

female Visual group.)



(BIRTH TYPE-TWIN)

WEANER BODY WEIGHT IN KGMS.

(BIRTH TYPE-TWIN)

HOGuE T BODY WEIGHT IN KGMS.

36.00

32.00 A

28.00

24.00

20.00

16.00

1 LI T I
57.00 59.00 61.00 63.00 65.00

44.00 51.00 53.00 55.00
VEHR OF BIRTH

1--1 MALE INDEX 2--2 MALE VISUAL 3--3 FEMALE INDEX Y--4 FEMALE VISUAL

653.08
56.00
49.00
42.00

35.00 +

¢8.00 T T T
49,00 51.00 53.00 55.00 £7.00 53.00 61.00 £3.00 65.08

1--1 MALE [NDEX 2--2 MALE VISUAL 3--3 FEMALE INDEX Y--4 FEMALE VISURL



Figure I-2(6)

Figure I-2(5)

Plot of mean hogget greasy fleece weight in
kg, for the period 1949 to 1965, with the
four flock by sex combinations indicated.
(For ease of plotting the dams born in 1949-
53 have been given the same identification

as the female Visual group.)

Plot of mean lamb fleece weight in kg, for

the period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease

of plotting the dams born in 1949-53 have been
given the same identification as the female

Visual group.)
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Figure I-2(7) Plot of mean percentage yield, for the period
1949 to 1965, with the four flock by sex com-
binations indicated. (For ease of plotting
the dams born in 1949-53 have been given the

same identification as the female Visual group.)

Figure I-2(8) Plot of mean clean fleece weight in kg, for
the period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease
of plotting the dams born in 1949-53 have been
given the same identification as the female

Visual group.)
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Figure I-2(9)

Figure I-2(10)

Plot of mean staple length in cm, for the
period 1949 to 1965, with the four flock

by sex combinations indicated. (For ease
of plotting the dams born in 1949-53 have
been given the same identification as the

female Visual group.)

Plot of mean crimps per inch, for the period
1949 to 1965, with the four flock by sex
combinations indicated. (For ease of plotting
the dams born in 1949-53 have been given the

same identification as the female Visual group.)
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Figure I-2(11)

Figure I-2(12)

Plot of mean fibre diameter in microns, for
the period 1949 to 1965, with the four flock
by sex combinations indicated. (For ease
of plotting the dams born in 1949-53 have
been given the same identification as the

female Visual group.)

Plot of mean coefficient of variation of
fibre diameter, for the period 1249 to 1965,
with the four flock by sex combinations
indicated. (For ease of plotting the dams
born in 1949-53 have been given the same

identification as the female Visual group.)
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Figure I-2(13)

Figure I-2(14)

Plot of mean primary follicle number per
sqg. cm, for the period 1949 to 1965, with
the four flock by sex combinations indic-
ated. (For ease of plotting the dams born
in 1949-53 have been given the same ident-

ification as the female Visual group.)

Plot of mean secondary follicle number per
8q. cm, for the period 1949 to 1965, with
the four flock by sex combinations indicated.
(For ease of plotting the dams born in 1949-
53 have been given the same identification

as the female Visual group.)
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II - GENETIC PARAMETRS

INTRODUCTION

The objective of quantitative genetics is to determine from obsexr-
vation of the individual members of a population, how the population
should respond to artificial selection. That is measuremenis on the
individual phenotypes are used to contribute information about the net
effect of the polygenes underlying the particular variate. This infor-
mation is generally summarized by the calculation of the following four
statistics:

heritability, phenotypic correlation, genetic correlation and

environmental correlation.

Falconer (1960), Kempthorne (1957) and othershave shown that the partit-
ioning of variances and covariances can be extended beyond these four
statistics. The details of their argument will not be repeated here
although mention will be made of some of the components especially from
the point of view of how they may affect the four statistics considered.
It is important however to realize that estimation of these more complic-
ated components requires much more complicated experimental design than
are generally encountered in breeding programs. (In particular, the
Roseworthy experiment is unsuited to such complex analyses.)

In order to establish a successful selection program, the breeder
must be able to make adequate predictions of the genetic worth of each
member of the population to be selected. This is best accomplished in
terms of the breeding value which Falconer (1960) defines as follows:

"The breeding value of an individual is equal to the sum of the
average effects of the genes it carries, the summation being made over
the pair of alleles at each locus and over all loci.”

Thus, the mean deviation of an individual's progeny estimates half the

breeding value of that individual. It is important to note that the
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breeding value is a property of the population of potential mates and
the individual considered.

In simple terms one can imagine that the phenotypic value (P)
can be divided into two parts, the genotypic value (G) and the environ-
mental deviation (E), i.e. P = G + E. Here, the genotypic value denotes
the proportion of the phenotype which results from the combined effect
of the genes carried by the individual, and the environmental deviation
is the remaining non-genetic component. This latter component can be
either positive or negative. This model can then be extended to cover
the corresponding variance components,

i.e. \Y) = V. 4+ V 2-1

where V is the phenotypic variance
\% is the genotypic variance
V., 1is the environmental variance.

The genotypic value can however be partitioned into the following form:
G = A+D4+1I

where A is the breeding wvalue
D is the dominance deviation
and I is the interaction deviation or epistatic deviation.

Thus, the genotypic variance can be extended to give:

Vo = VotV o+ Vo 2-2

where V is the additive variance derived from the breeding values
v is the dominance variance
\Y is the interaction (or epistatic) variance.
If we consider a single locus with two alleles then the dominance
deviation is given by the differences between the breeding values and the
genotypic values. Summing this over all loci gives the dominance var-

iance (VD). Thus the dominance variance reflects the non-additivity



between alleles within each loci. In comparison, the interaction
variance (VI) arises from non-additivity between loci. The interactions
are summed over all loci and may involve two or more loci and both dev-

iations from additive and dominance effects. Thus, V. may be expressed

I

as the following summation of components:

VI = VAA + VDD + VAD + VAAA +...

Together V_ and VI are often referred to as the non-additive variance,

D
however, as previously noted, the lack of additivity arises in different
manners. (That is, while the former relates to the presence of domin-
ance between alleles at the same locus, the latter refers to the presence
of epistasis between different loci.) It should be noted that the
additive variance is an important component in breeding as it is the

main cause of resemblance between relatives. Not surprisingly it there-

fore forms the main avenue of attack during selection.

Equations 2-1 and 2-2 can be combined to give

= + + + -
V? VA VD VI VE 2-3

When referring to this partitioning of the phenotypic variance, it should
be appreciated that Vb and VI like VA are dependent on the gene frequencies,

and therefore are properties of the particular population measured. In

practice V

B also varies between populations or over time, however, while

this is intuitively reasonable it is more difficult to justify in terms

of the simple genetic models which explain VA' V. and VI' This can

D
best be illustrated by the often quoted behaviour of plant communities
where it is observed that VE measured in a genotypically uniform stand

is .often much larger than for a corresponding mixed stand. Although this
is far from completely understood, it is generally accepted that the in-

breds are more sensitive or less "well buffered" to environmental factors

than the outbred community.
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Equation 2-3 is further complicated by the possibility of genotype-
environment correlations or interactions (i.e. in developing 2-1 we
have assumed that the environmental deviations and the. genotypic values
are independent of each other}. Genotype-environment correlations may
arise if, for example, the best genotypes are allocated to the best

environment. Thus, 2-1 becomes

VP = VG + VE + 2covGE

where on practical grounds the covariance is generally inseparable from
the genotypic variance.

Genotype-environment interaction reflects failure of the assumption
that different genotypes respond similarly to specific environmental
stimuli. Again, measurement Qf this interaction variance can only be
accomplished under rather artificial circumstances. In default, the
genotypic-environmental interaction becomes part of the environmental
variance (VE).

Use of multiple observations enables an alternative method of par-
titioning the phenotypic variance, or more particularly the environmental

variance component of VP

where VE is called the general environmental variance and refers to the

g
portion of the environmental variance contributing to the between-

individual component. The special environmental variance (VE ) which
s

is the remaining portion of the environmental variance, is then the
within~individual variance. Thus, use of repeated observations allows

the Vp to be partitioned into a variance between individuals (VE ) and
g9

a within individual variance (VE ). The repeated measurements can be
s

over space or time but care must be taken that the measurements are a

repeated expression of the same genes and not resulting from expression
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of different genes (e.g. Falconer (1960) suggested different genes are
believed to affect milk yield during successive lactations). This

partitioning of VP (2-4) enables calculation of the repeatability,

V., + V
G
ie. r = = _ T
VP

The repeatability of a character first indicates the gain in accuracy
to be expected from repeated measurements and second provides an upper
limit of the heritability of the particular character. Thus, although
it has some merit it is not widely used in selection experiments unless
the heritability is unobtainable.

Before considering heritabilities, phenotypic, genetic and environ-
mental correlations, it should be noted that maternal environment is a

further important contributor to V.

B in animal breeding. While post-

natal effects can be minimised, prenatal effects are much more difficult
to overcome. More importantly, common environment (VE ), which is

c
basically maternal effects plus any other environmental factors leading
to resemblances between relatives (e.g. nutritional status), is often

inseparable from V This is particularly the case for full-sibs where

A
similarities between sibs may arise from both genetic and environmental
causes. As these two are confounded, any estimate of VA or any estimate
containing VA in its numerator will be inflated. In particular, the
heritability (h2) which is defined as the ratio of the additive genetic
variance (VA) to the phenotypic variance (VP) may be inflated by the

presence of V_ . Difficulties associated with V can be shown to be

Eq Ec

potentially greatest for h2 calculated on full sibs but can also arise
when intra-sire regression of offspring on dam is used to estimate h2.
(In fact, it may even be a contributing factor to the high h2 for variates
like intelligence quotient in man when regression of progeny on father

has been used to estimate h2, the resemblance here being partly due to
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environmental factors such as nutritional level and parental example.
Clearly this occurrence is unique to man and would be absent for measure-
ments on the lower vertebrates such as sheep.)

Heritability as defined above is sometimes referred to as hz in
the narrow sense and can be represented as follows:

2
(narrow sense)

= VA/VP
(Alternatively, it can be calculated from the regression of breeding
value on the phenotypic value.) The above definition serves to disting-

uish "narrow" h2 from h2 in the broad sense which is calculated using the

genotypic variance,

2

==k (broad sense)

= Ve/Vp

As this latter ratio includes the non-additive variance it would be
expected to be greater in magnitude, thus any predictions based on it
would over-estimate response.

Generally, variates with low h2 are related to reproductive fitness
while those with high h2 occur for variates which have little if any rel-
ationship to natural fitness. Table II-1, which is based on work presented
by Falconer (1260) and Robertson (1959), indicates the covariance,hz, and
variance of h2 for four of the more frequently encountered kinships. For
the first two types of relatives h2 is estimated using the regression
coefficient (b), obtained following regression of offspring on parent,

- while for the last two cases h2 is estimated using intra-class correlation
(t) obtained following partitioning of components by analysis of variance.
In assessing the meaning of any estimate there are two points to consider:

i) the statistical precision or accuracy, and

ii) the possibility of bias.

While the former provides valuable information about the estimate, the

latter, when present, invalidates the estimate. That is, while the var-
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iance‘of the estimate can be allowed for either in using that estimate

or reduced by larger sample sizes, the bias once present cannot be
overcome by statistical procedures. Thus, apart from a priori infor-
mation, there is no means of identifying bias in an estimate and even if
there were, there is generally no valid means of removing it. Returning

to Table II-1, we note that for full sibs the presence of V_ and V

D Eq

components will yield a biased estimate of h2. Maternal effects can
also cause bias when h2 is estimated using regression of offspring on
mother, although this is not indicated in the table. Thus, we see that
common environment generally is responsible for bias but it can also
result from other components. Therefore, half sib analysis or regression
of offspring on father would be expected to provide the most reliable
estimates of h2 from the point of view of bias. Although much less
emphasis has been given to what determines the statistical precision

or accuracy of the estimate, this point should still be considered when
designing experiments. On investigating the optimum design for estim-
ating h2, Robertson (1959) concluded that if h2 is less than 0.25 then
sib‘analysis provides a more accurate estimate than regression analysis.
In particular, for the half-sib method of estimation, he suggested one
offspring per dam with not less than five progeny per sire.

Intra-sire regression of offspring on dam, which is often used to
estimate h2, is one slight variant of the types of relationships presented
in Table II-1. For this method separate regression of offspring on dam
are calculated for each group of dams mated to an individual sire. The
regression coefficients are then pooled over sires using a weighted

1.2

average to give b :h™, Accuracy of the estimate is dependent

pooled -
on the absence of maternal effects. Also, if male offspring are regressed

on dams any inequality of variance between the two sexes may affect hz.

To overcome this problem the regression coefficient should be multiplied
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Table II-1 Covariance, heritability and variance of

heritability for four types of relatives

Heritability
(calculated from re-
gression coefficient
(b) or correlation

Approximate

Relatives Covariance coefficient (t) Variance (h?)
R 2 - 2 R
e, 2 = ofp= 2L

Half sibs BV n? = at 0’2 = 32[1111&1)1)(;3;(1_”
Full sibs %VA+%VD+ VEc h2 < 2t qﬁ2= stlzzi:izﬁgii;—t)z

t Information presented here is
Robertson (1959)

regression of offspring
number of families
number of offspring

intra-class correlation

derived from a paper by

on parent

between members of families
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by the ratioc of the phenotypic standard deviation of females to that
of males.

So far, the approach has been to consider variates in isolation
with little reference to the possibility of effects on the rest of the
organism. Clearly, selection on one variate generally leads to changes
in other variates therefore the breeder must focus on the whole, not
just on one particular aspect of the population. Traditionally, this
has been done by considering the phenotypic, genetic and environmental
correlations. In later parts of this thesis I will consider the applic-
ation of multivariate methods to this area, however, for the present I
will concentrate on the use of correlations. Previously it has been
proposed that the phenotypic value can be partitioned into a genotypic
and an environmental component. Thus, we can calculate a genetic corr-
elation (rA) and an environmental correlation (rE) or simply a pheno-
typic correlation (rp). The genetic correlation then is the correl-
ation of breeding values while the environmental correlation is the
correlation of the environmental deviations plus any non-additive
genetic deviations. The three correlations can be shown to be related

by the following relationship:

_ _ 2 _ 2
r, = hohyr, + val hy V1 hy 1

where hX is the square root of the heritability of X,

and hY is the square root of the heritability of Y.
The interpretation of observed correlations and their use in sel-
ection programs should take into account the following four points:
i) the contribution of the pleiotropic action of genes
to the correlation of variates.
ii) The effect of linkage on the correlation of variates.

iii) The effect of artificial selection on related variates.

iv) The possible side-effects on variates previously exposed
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to directional pressures associated with natural selection
when the selection intensity for these is reduced (i.e.
selection often leads to a reduction in fitness which is
clearly undesirable).
As genetic correlation can arise from both pleiotropy and linkage
we cannot separately consider points i) and ii), but it is often suggested
that linkage contributes much less to the genetic correlation than does
pleiotropy. In fact, given large outbreeding populations, any effect of
linkage should be temporary. (However, this will not be the case for
a plant breeder using a self-crossing species or an animal breeder with
small population sizes.) Although inspection of r, over generations
would be expected to provide information on the declining effect of
linkage, it must be remembered that the pleiotropic contribution may
also change over time as loci become fixed. Assuming r_ results from

A

pleiotropy then the response in a correlated variate (CRY) can be pre-

dicted by
CRY = i hX hY ry OPY
where i = intensity of selection
and OP = phenotypic standard deviation of Y.
Y

When the secondary character (Y) is related to fitness then it is likely

that natural selection itself is already acting on Y. If the artificial
selection is in the opposite direction to the natural selection then the

artificial selection will be weakened or the selection may result in pro-
geny with high values of the variate of interest but low fitness.

. LR, 2
When using such statistics as V., h™, r , r

A b A and rE, one should

appreciate that each describes the net effect of many segregating genes.
Thus, alleles at the individual loci may differ in both magnitude and

even direction. For example, while r, may be observed to be 0.4 which

A
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suggests that the individual genes would act to increase both characters,
there may also exist genes which increase one character and reduce the
other. Alternatively, the correlation may be zero as there exists a
balance between genes with positive effects and negative pleiotropic
effects. As selection may change this "balance" between the individual
polygenes it would be misleading to use these statistics to predict re-
sponse over more than one generation. (Instead the statistics should
be recaiculated after each generation.) Also, these statistics may
vary between populations therefore extreme care should be taken when
extrapolating outside the particular population.

Schinckel (1958) used data from the early years of the Roseworthy
experiment to estimate heritabilities and genetic correlations. These
values, presented in Table II-2, appear to be the only estimates for the
South Australian strong-wool Merino. The estimates which were calculated
using parent-offspring regression will be compared later to estimates
obtained in the present study. (It should be noted that Schinckel used
body weight to the power 0.6 and total number of follicles per sguare cm
whereas the present study considers body weight, primary follicle number

per square cm and secondary follicle number per square cm,)

Table II-2 Estimate of genetic correlations and heritabilities
(shown in brackets) presented by Schinckel (1958)

BWTO‘G-r (.76)

CFW .47 (.28)

STL .04 .37 (.65)

CRP .06 -.22 -.54 (.40)

FBD -.21 .24 .44 -.17 (.52)

PFN + SFN -.13 .14 -.36 .06 -.70 (.62)

BWTO -6t CFW STL CRP FBD PEFN4-SF'N

+ Schinckel uses body weight to the power 0.6

for explanation of the abbreviations used see later text
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Similar estimates have been presented for medium Peppin Merinos
by Brown and Turner (1968). Their article also summarises estimates
previously reported by Morley (1955), Beattie (1962) and Young, Turner
and Dolling (1960). (These estimates have not been reproduced here as
this would be redundant, but comparisons with Brown and Turner's tab-
ulations will be made where appropriate.) Barlow (1974) calculated
realised genetic correlations for the medium Peppin Merino experimental

flocks of the N.S.W. Department of Agriculture.

METHODS

All genetic parameters have been calculated using the computer
package, NESREG, which has been developed by Hammond, Jackson and
Miller (1972). This program package enables estimation of genetic
parameters by nested analysis of variance or offspring-parent regression.
As the Roseworthy data is compatible with either form of analysis, both
will be applied to the data. In particular, the offspring parent
regression itself has been considered under two alternate designs.
Thus, genetic correlations and heritabilities have been obtained by the
following three methods:

i) half-sib analysis on sire groups;

ii) offspring-sire regression;

iii) intra-sire regression of offspring on dam.
The three methods have been included to enable their consistency and
accuracy to be compared.

The following seven variates have been analysed:

i) hogget body weight in kg (BWT) ;

ii) clean fleece weight in kg (CFW) ;

iii) staple length in cm (STL) ;

iv) crimps per inch (2.54 cm) (CRP);
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V) fibre diameter in microns (FBED) ;

vi) primary follicle number (PEN) ;

vii) secondary follicle number (SFN).

Unfortunately, due to central memory constraints, the computer was unable
to analyse more than seven variates at a time, therefore, several var-
iates of interest (e.g. birth weight, percentage yield and skin thick-
ness) had to be excluded from the present analysis. In all three methods
the data was divided into its four sex by flock groups and separate para-
meters estimated. All progeny resulting from multiple births, or where
the record was incomplete, have been excluded from the analysis.

A special FORTRAN program was written to present the data in a form
suitable for input to NESREG. Basically NESREG requires the parent and
progeny information in a contiguous block. Therefore, the existing
progeny records, which contained the sire and dam identity, had to be
expanded to include the appropriate sire and dam information. As there
were only fourteen potential sires per year, the sire information could
be stored in an array and retrieved as required. In comparison, the
pairing of dam and progeny was somewhat more difficult as the large number
of dam records prohibited any in-core storage. Thus, the dam and progeny
information had to be read in from tape (or disc) as required and then
paired and written out onto a tape (or disc). To increase the efficiency
of this pairing, the progeny was ranked in order of its dam's identity
number. The dam information was similarly ranked, using its own identity.
This then enabled the two records to be conveniently united without nec-
essitating any backward searching.

As mentioned earlier, the analyses were carried out using the package
NESREG. Therefeore, as the manual to this package contains considerable

details on the method of analysis I will not repeat them here.
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RESULTS

Table II-3 lists the heritabilities and genetic correlations for
the seven variates considered. (Standard errors are included for each
h2 and rA.) The statistics have been calculated using the entire data
set (i.e. over the twelve years 1954 to 1965), but partitioned into four
groups corresponding to the two flock types by two sexes. (Only the
single born progeny have been included.) Thus, four values appear as

a block for each h2 and r their order of appearance being:

A’
i) Index flock male progeny,

ii) Visual flock male progeny,
iii) Index flock female progeny,

iv) Visual flock female progeny.

A lower triangular display has been used, thus the seven h2 appear in

(Pp - 1)

brackets along the diagonal with the 21(= P 3

) T forming the off-
diagonal elements. As stated above the values presented have been cal-
culated over the twelve years of the trial. Similar calculations have
been made for each individual year. Extensive investigation of this data
failed to reveal any trends over time and as the values were for the most
part homogeneous it was felt that presentation of the summary tables was
preferable (as well as much more concise). The failure to observe temp-
oral effects associated with the selection applied may be due to the large
amount of variation associated with the estimates within years. = This
mainly resulted from the moderate size of the individual groups which
ranged from 37 to 86. Thus, although the observations have failed to
establish any trends in the statistics this is far from conclusive demon-
stration that such changes did not occur. The values of h2 and T
presented in Table II-3 have been calculated using half-sib analysis

based on sire groups. Tables II-4 and II-5 present similar information,

from the same progeny, but using offspring on sire regression and intra-
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sire regression of offspring on dam respectively. In Tables II-6 and
II-7 envircnmental correlaticons (rE) and phenotypic correlations (rP)
appear using a similar layout (note in this case no diagonal elements
have been included where h2 was shown in the previous tables). Here,
rn and rp have been calculated using half-sib analysis only.

Clearly, Tables II-3 to II-7 contain a large amount of information
which the following can do little more than introduce and summarise. This
difficulty stems frcm the presence of the many inter-related questions
which are of potential importance, e.q.

i) are the three methods of estimating h2 and ra consistent?

ii) Are there differences between the twe flocks?

iii) Are there differences between the two sexes?

and r_ and also h2 tell us about the

iv) What do Tar Tp p

variate measured?
i.e., has the selection had any effect on the underlying
parameters and how would the flocks respond to continued
selection?
To give some order, I will consider these questions in the sequence
given above, however, it is inevitable that some overlap will remain.
All comparisons will be made using the standard errors to assess the
significance of the estimates.

Inspection of Tables II-3, II-4 and II-5 indicates that the estimates
of h2 are generally comparable, but the value for fibre diameter is
markedly larger from the half-gib analysis (0.51 to 1.03) than from the
offspring-sire regression (-.01 to .27) or the intra-sire regression of
offspring on dam (.33 to .56). As half-sib analysis is expected to
provide one of the more accurate methods of estimating h2 (see Robertson,
1959), this result should be given most emphasis, however, the observations

remain confusing as one expects the bias in the regression estimates to
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increase not decrease the estimate of h2. Linkage could be responsible
for inflating the half~-sib estimate but not the regression estimates,
but even this seems a little unlikely. Seasonal differences and the
selection process could also make some contribution. While all these
explanations are far from satisfactory, the observation, when related to
the fluctuating behaviour of fibre diameter in the previous chapter,
highlights the need for further investigations of this variate, The
genetic correlations (rA) of fibre diameter with the other six variates
all appear consistent over the three methods. (I have already referred
to a negative heritability which theoretically one would not expect
though in practice variation may lead to such negative components. As
Ta cannot be calculated in such situations all values of it have been set
to zero.)

The value of T remains reasonably consistent for all other combin-
ations of variates except for the correlation between primary follicle
number and secondary follicle number. (Follicle development will be
considered in greater detail later in this section.) Once again, the
half-sib values exceed the values from the two parent offspring regressions
but there is less consistency within the four sex by flock types. Seasonal
variation may again cause weaknesses in the regression methods due to
presence of genotype by environment interactions.

On comparing the two flocks within each sex, the following observarions
can be made: /

i) h2 for clean fleece weight are lower for the Index progeny

than for the Visual progeny. This holds for all three methods
of calculation and for both male and female offspring although
the difference is greatest from the half-sib analysis. The
values of the Index progeny are generally low (0.12 - 0.32)

whereas those for the Visual progeny (0.31 ~ 0.38) more closely
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iii)

iwv)

v)
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resemble the level obtained by Schinckel (1958), i.e. 0.28,

see Table II-2. As h2 is the pooled value for the twelve
years of the experiment the lower value for the Index flock
could result from the greater selection intensity for clean
fleece weight in this flock. However, as indicated earlier
when the 12 individual h2 ( for the 12 years) are plotted, no
evidence could be found to support a gradual decline in the
proportion of additive variance for this wvariate.

For fibre diameter the Index flock appears to have a lower h2
than the Visual flock but the magnitude of the difference is
smaller and less consistent thén for clean fleece weight.

In contrast to the above two variates, the h2 for staple length
is greater for the Index progeny (0.36 - 0.57) than for the
Visual progeny (0.24 - 0.40). As Schinckel (1958) has reported
a h2 of 0.65, it would appear that the Visual progeny is showing
less genetic variability for this variate at the completion of
the experiment. As this is opposite to the case of h2 for
clean fleece weight, this observation appears somewhat contra-
dictory (i.e. selection for clean fleece weight would be
expected to increase staple length indirectly resulting in a
reduction in h2). It would therefore appear that Visual
appraisal has selected heavily against long staples and this
has caused a reduction in the h2 of the Visual flock.

For the remaining variates (i.e. hogget body weight, crimp
number, primary follicle number and secondary follicle number)
there are no consistent differences in h2 between the flocks.
The following list summarizes the occasions when ra differs
between the two flocks. (Careful inspection of the relevant

tables indicates that the differences are seldom consistent
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over all three methods of calculation, however, on this
occasion no attempt will be made to relate this to the
weaknesses of particular methods.)

(a) The genetic correlation between staple length and
body weight (i.e. rA(staple length, body weight))
is larger for Visual progeny than for Index progeny
in all cases except the male progeny under offspring-
dam regression.

{b) rA(crimp, staple length) is more strongly negative
for Visual progeny than for the Index progeny except
for the male progeny under offspring~dam regression.

(c) rA(secondary follicle number, staple length) is negative
for Index progeny and near zero for Visual progeny except
for the female progeny under offspring-dam regression.

(4) rA(primary follicle number, fibre diameter) has a
negative value between -0.32 to -0.67 for the Visual

progeny, while for the Index progeny r_ is near zero

A
(except for the half-sib analysis). For all four
cases the value of the genetic correlation differed
for one of the methods of calculation, therefore, the
points made are far from conclusive.

Reversing the role of flock and sex we can look for evidence of
differences in h2 and T between sexes within the same flock. Examination
of the three tables indicates only two cases where the males differ con-
sistently from the females in both the flocks. These occur for the T,
firstly between clean fleece weight and staple length and secondly between
clean fleece weight and crimp number. In the first case males have

lower positive correlations than females while in the second case all

correlations are negative with the males having the greater negative



association. In both cases the estimates calculated from the intra-
sire regression of offspring on dam deviate from the above mentioned
pattern.

In the two previous sections I have reported cases where the estimate
differs for one factor while using a second factor to provide replication
(i.e. compared between flocks using males and females as replicates).
While this method provides useful information it should be acknowledged
that any interactions between the two factors may be overloocked. In
particular, the problem of sex-linkage (see Beilharz (1963) and James
(1973)) has been ignored. Although this may be of importance, it is
difficult to obtain any effective comparison as the data are not well
suited for its consideration (i.e. after partitioning the numbers are
small such that only large effects would be observed).

However, it should be noted that in Table II-3 (half-sib analysis)
and less so in Table II-4 (offspring-sire regression), the Index female
T often differs greatly from the values for the other three progeny
groups. Thus, looking at Table II-3 rA(bodyweight, crimp), rA(clean
fleece weight, crimp), rA(staple length, crimp), rA(clean fleece weight,
fibre diameter), rA(staple length, fibre diameter), rA(crimp, fibre
diameter), rA(body weight, primary follicle number), rA(clean fleece
weight, primary follicle number) and rA(staple length, secondary follicle
number) all show this unusual pattern. In comparison, the values of T
calculated by intra-sire regression of offspring on dam, given in Table
IT-5 show no such inconsistency. As the half-sib analysis is expected
to be more accurate than the intra-sire regression of offspring on dam
these values for the Index female progeny in the former are difficult to
explain. Clearly if the situation had been reversed it could be explained

as maternal effects, however, as this is not the case maternal effects

would seem to be "above suspicion". The only plausible explanation would
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seem to be that the objective selection method applied to the Index
flock has favoured selection of rams carrying sex-linked characters
which results in the unusual correlations observed among their female
progeny. Obviously this explanation is somewhat speculative, however,
in view of its implications to sheep breeding it clearly warrants
closer investigation.

Given the above summary of h2 and T, it is now possible to include
the environmental correlations (rE) and the phenotypic correlation (rP)
to enable a more complete consideration of all aspects relevant to the
sheep breeder. As clean fleece weight is the variate of greatest
interest, I will consider its relationship with the other variates first
and then look at any important features among the rest of the variates.

Previously, I have noted that for clean fleece weight, the Index
progeny show a lower h2 than the Visual progeny. Comparing these to
Schinckel's earlier estimates we note that the final value of the Index
flock is lower. Therefore, it appears that selection has reduced the
additive variance for the Index flock where the selection intensity was
larger. Response should continue under further selection but in the
absence of further recombination or introduction of external genetic
material the response would be expected to decrease in later generations.

Turning to the relationship between body weight and clean fleece

weight we observe:

i) T between -.24 and .34
ii) ro i .43 and .51
iii) rp - .27 and .38
. 2
h " .25 a .58.
iv) (bodyweight) an

Together, these estimates indicate that although body weight and clean
fleece weight both increase in favourable environments, the selection

for the latter variate would not be expected to lead to increased body
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weight. However, as h2 for body weight is moderately large, direct
selection for this variate would be expected to lead to response.
For staple length we observe:

i) r between .09 and .80

A
ii) rp " .12 and .37
iii) r, " .29 and .36
iv) h? u .24 and .57
(staple length)
(c.f. Schinckel, 1958, r, = .37 and h2 = .65)

With respect to r_ it has already been noted that there is some tendency

A
for the males to have lower values than females. Also, the h2 for
Index progeny is greater than for Visual progeny. In view of the ra
and r, one would expect that selection for clean fleece weight will
result in increased staple length. However, the higher h2 for the
Index progeny complicates the situation (i.e. it is unclear how this
should have arisen). Possibly these differences are due to chance
or, as suggested earlier, it may be that Visual appraisal selects strongly
against long staples. Again, it appears that the 52 has decreased from
Schinckel's earlier value.

The situation for crimp number differs from the previous two variates

in that all correlations are negative, i.e.

i) r between -.08 and -.65

A
ii)  rg y -.18 and -.33
iii) rp o -.27 and -.33
iv) h? " .26 and .57.
(crimp number)
(c.f. Schinckel, 1958, r, = -.22 and h? = .40)

As the environmental correlation is smaller in magnitude than the genetic
correlation, one would expect that crimp number would decrease on sel-

ecting for increased fleece weight. Alternatively, response in crimp
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number would be expected following direct selection. In comparison
with the earlier values it appears that h2 is unchanged but Ta has
become more negative.

It has already been acknowledged that fibre diameter is inconsistent
in expression as can be seen from the wide range of its h2 in the follow-
ing:

i) r between =.46 and .31

A
ii) Iy . .13 and .26
iii) T, " .13 and .16
iv) n? U -.01 and 1.03
(fibre diameter)
(c.f. Schinckel, 1958, r, = .24, h2 = _52)

A

The wide range for h2 and r, make it impossible to predict how the variate

A
would respond to either direct selection or indirect selection via clean
fleece weight. Clearly this is a very unsatisfactory situation- especially
as the variate plays such an important part in the marketing of wool.

As the estimates for primary follicle number and secondary follicle
number are quite similar, they will be considered simultaneously.

For primary follicle number:

i) r between -.40 and .36

A
ii) rE " -.16 and .00
iii) r, " -.08 and -.05

iv) hz(primary follicle number) between .12 and .39.
While for secondary follicle number:

i) r between -.08 and .53

A
ii) rE " -.03 and .11
iii) rp u .02 and .15

iv) h? (secondary follicle number) between .16 and .46.
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As h2 is of moderate size, both variates should respond to direct sel-
ection. However, for primary follicle number, little, if any, response
would be expected to indirect selection associated with clean fleece
weight as the value of Ta is low. For secondary follicle number a small
positive response may occur. The values of h2 differ markedly from
Schinckel's h2 for the sum of primary and secondary follicles (0.62).

As it seems unlikely that the summation could be responsible for this
difference, it must be concluded that either h2 for both follicle scores
has decreased during the selection or Schinckel's estimate was somewhat
high.

For medium Peppin Merino ewes, Young, Turner and Dolling (1960)
estimated h2 for fibre density at 0.31, while Brown and Turner (1968)
obtained a similar value of 0.42. As both these values are similar
to the present estimates it would seem that Schinckel's original estimate
was too large, but it should be appreciated that h2 is directly affected
by the magnitude of the environmental variance. This last point is par-
ticularly relevant here as follicle number is expressed as the count per
square cm, thus, variation in the surface area will affect follicle number.
As follicles occur as clusters, the total number per animal can be considered
as comprising two components:

i) the number of follicle groups (indicated by the primary follicle

number) ;
and ii) the size of these groups (which in the past has been indicated
by the S/P ratio).
Schinckel (1955a) reports that total primary follicle number is complete
by birth and the only changes thereafter merely reflect the normal skin
expansion during growth. This constancy of the primary follicle number,
over the lifespan of the individual, has led to the ratio of secondary to
primary follicles (S/P) being widely used as a measure of the development

of secondary follicles. Although all secondary follicles are initiated



prior to birth, not all necessarily reach maturity. Schinckel (1955b)
reports that maturation of secondary follicles was significantly affected
by birth weight and growth during the first month following birth. The
importance of the post-natal period stems from the observation that
70-80% of the secondary follicles which finally attain maturity have

done so by the age of one month. Thus, it is not surprising that later
growth has negligible effect on total follicle number although it will
have considerable effect on follicle density via body size. | As
the milk production of the ewe mainly determines the lamb's growth during
the first months (Wallace, 1948), then total secondary follicle number
would be expected to be positively related to mothering ability. This
then implies that, along with birth weight, secondary follicle number
provides a useful measure of the maternal environment. In particular,
care should be taken that selection is not causing reductions in total
secondary follicle number as this may be associated with poorer mothering
ability. (For both flocks considered here, there is no evidence of any
decrease in total follicle number as indicated by the number of secondary
follicles per square cm.)

In the preceding I have mentioned that the ratio S/P has frequently
been used to remove the effect of body size. Intuitively this seems
quite reasonablelbut it has not been used here for the following reasons.
Firstly,; most of the statistical methods used in this thesis assume nor-
mality and this is far less likely to be true for such a ratio. Secondly,
larger values of S/P may ke associated with higher total secondary follicle
number but they may also arise from low primary follicle number. Clearly
these two situations should be distinguishable. (In fact, Turner (1956)
reports that disruptive selection for follicle number resulted in changes
in both primary and secondary follicle number.)

So far I have looked at the relationship between clean fleece weight

and ecach of the other six individual variates with special reference to



Table II-3 Heritabilities and genetic correlations (with standard errors)
calculated using half-sib analysis based on sire groups.
BWT I-M  (.48) (.14) (h® and its S.E. in brackets.)
V-M (.33) (.12)
I-F (.25) (.12)
V-F (.53) (.15)

+ I-M Index male progeny

M, I-M -08 -33 (.12)  £.09) V-M Visual male progeny
vV-M -.22 .26 (.33) (.12)
I-F Index female progeny
I-F -06 -36 (.20)  {.11) V-F Visual female progeny
V-F .31 .20 (.32) (.12)
STL I-M  -.12 .23 .17 .34 (.37) (.13)
vV-M .20 .26 .54 .21 (.28) (.11)
I-F .07 .26 .61 .22 (.54) (.16)
V-F .40 .18 .80 .15 (.40) (.13)
CRP I-M .07 .25 -.61 .33 -.08 .27 (.26) (.11)
v-M .10 .24 -.58 .18 -.61 .19 (.38) (.12)
I-F .48 .30 -.08 .33 .30 .25 (.31) (.12)
vV-F .06 .19 ~.37 .19 -.55 .16 (.57) (.15)
FBD I-M .03 .20 .06 .31 -.10 .21 -.23 .22 (.66) (.17)
vV-M ~-.03 .21 .04 .21 -.12 .22 -.33 .19 (.66) (.16)
I-F -.15 .27 .23 .28 .48 .18 -.51 .21 (.51) (.15)
V-F .01 .17 .08 .19 -.11 .18 -.24 .16 (1.03) (.22)
PFN I-M -.12 .24 .01 .38 ~.07 .26 -.01 .29 -.55 .19 (.29) (.12)
V-M -.10 .28 -.19 .28 .47 .29 .00 .27 -.32 .23 (.23) (.10)
I-F .59 .39 .36 41 -.25 .28 .15 .34 -.36 .28 (.19) (.11)
vV-F -.35 .21 -.22 .25 -.00 .24 .23 .21 -.67 .15 (.33) (.12)
SFN I-M -.34 .22 .17 .36 -.17 .24 -.11 .28 -.44 .18 .69 .17 (.33) (.12)
vV-M -.23 .25 .53 .22 .08 .27 -.25 .24 -.20 .20 .49 .22 (.31) (.11)
I-F -.20 .38 .05 .42 -.58 .26 .04 .36 -.63 .24 .37 .36 (.16) (.10)
V-F -.41 .18 -.08 .23 .02 .22 .05 .20 -.82 .10 .51 .17 (.46) (.14)

BWT CFwW STL CRP ¥FBD PFN SFN



Table IT-4 Heritabilities and genetic correlations (with standard errors)
calculated using offspring-sire regression. (h® and its S.E.
in brackets.)

BWT I-M (.58) (.07)
v-M (.38) (.07)
I-F (.31) (.07)
V~-F (.30) (.06)

CEW I-M -.04 .23 (.22) (-.11)
v-M .05 .20 (.41) (.08) +I-M Index male progeny
I-F —.24 .32 (.23) (.09) V-M Visual male progeny
V=F .34 .21 (.31) (.06) I-F Index female progeny
V-F Visual female progeny
STL I-M .02 .17 .22 .21 (.57) (.09)
V-M .67 .23 .31 .22 (.24) (.09)
I-F -.04 .21 .58 .19 (.54) (.08)
V-F .61 .21 .45 .21 (.28) (.08)
CRP I-M .18 .18 -.49 .22 -.07 .19 (.38) (.10)
vV-M .07 .22 -.59 .17 -.61 .21 (.31) (.09)
I-F .44 .28 -.13 .31 .02 .23 (.23) (.09)
V-F .14 .22 -.28 .21 -.32 .21 (.38) (.08)
FBD I-M .00 .00 .00 .00 .00 .00 .00 .00 (=.01) (.07)
vV-M .10 .24 .12 .23 .02 .28 -.58 .23 (.25) (.06)
I-F =.35 .35 -.46 .42 .27 .26 .09 .39 (.16) (.07)
V-F -.20 .26 .31 .24 .06 .26 -.43 .21 (.27) (.06)
PFN I-Mm -.11 .21 -.26 .29 -.30 .20 .36 .24 .00 .00 (.26) (.06)
V-M .41 .30 -.18 .27 .53 .35 -.25 .29 -.52 .32 (.17) (.08)
I-F .15 .28 .03 .31 -.01 .23 -.25 .31 .15 .38 (.23) (.08)
v-F .16 .23 -.40 .21 -.31 .23 .06 .21 -.50 .22 (.32) (.09)
SFN i-M -.20 .18 .04 .25 -.51 .15 -.05 .21 .00 .00 .55 .18 (.38) (.08)
v-M -.06 .20 839 .18 ~.01 .24 .04 .22 -.71 .19 .04 .28 (.41) (.08)
I-F .01 .25 .05 .28 =.54 .18 -.19 .29 -1.04 .26 .19 .27 (.29) (.09)
v-F -.51 .19 -.08 .21 .04 .22 .14 .20 ~-.73 .16 .49 .15 {.45) (.08)

BWT CEW STL CRP FBD PFN SFN



Table II-5 Heritabilities and genetic correlations (with standard errors)
calculated using intra-sire regression of offspring on dam.

2 . ,
: S.E. ts.
5 I—MT (.43) (.07) , (h“ and its E. in brackets.)

v-M  (.44) (.07)
I_F (-45) (~08)
V-F (.54) (.07)

CFW I-M .14 .07 (.32) (.08)
V-M .14 .06 (.34) (.07) + I-M Index male.progeny
I-F .20 .07 (.29) (.08) V- Visual male progeny
vV-F .14 .06 (.38) (.07) I-F Index female progeny
V-F Visual female precgeny
STL I-M -.03 .06 .44 .05 (.54) (.07)
vV-M -.02 .06 .22 .06 (.36) {(.07)
I-F -.24 .06 .09 .07 (.50) (.08)
vV-F .24 .06 .55 .05 (.35) (.07)
CRP I-M .00 .06 -.65 .05 -.38 .05 (.46) (.07)
v-M .05 .06 -.52 .05 -.27 .06 (.40) (.07)
I-F -.01 .06 -.62 .06 -.12 .06 (.49) (.08)
V-F .07 .06 -.53 .05 -.69 .04 (.44 (.07)
FBD I-M -.09 .07 .02 .08 .25 .06 -.60 .06 (.33) (.08)
v-M .04 .05 .23 .06 .28 .06 -.39 .05 (.56) (.07)
I-F .04 .06 .19 .07 .14 .06 ~.55 .05 (.44) (.08)
V-F .10 .06 .30 .06 .38 .06 -.45 .05 (.38) (.07)
PFN I-M .29 .09 .07 .10 -.07 .08 .05 .09 -.00 .10 (.15) (.08)
v-M .06 .10 -.32 .10 .07 .10 -.08 .10 -.55 .09 (.12) (.07)
I-F -.00 .09 -.14 .10 -.01 .08 -.17 .09 .02 .09 (.12) (.08)
V-F -.24 .08 -.06 .09 -.15 .09 .23 .08 ~-.44 .08 (.16) (.07}
SFN I-M -.06 .06 .15 .07 -.43 .05 .06 .06 -.73 .05 .02 .10 (.40) (.07)
vV-M -.33 .06 .17 .07 -.10 .07 -.03 .07 -.81 .05 .16 .10 (.30) (.07)
I-F -.10 .07 11 .08 -.15 .06 .06 .07 -.58 .05 .38 .08 (.38) (.08)
vV-F -.17 .06 .18 .07 -.23 .07 .17 .06 -.95 .04 .43 .07 (.35) (.07)

BWT CEFW STL CRP FED PEN SEN



Table II-6 Environmental correlations (with standard errors)
calculated using half-sib analysis based on sire groups.

CFW I-Mt .43 .06
V=M .51 .07
I-F .46 .04
V-F .43 .07 + I-M Index male progeny
V-M Visual male progeny
STL I-M .34 ;09 -37 .05 I-F Index female progeny
V-4 .08 .06 .19 .05 V-F Visual female progeny
I-F .09 .08 “.21 .07
V-F .08 .09 .12 .07
CRP I-M -.05 .07 -.24 .04 -=.31 .06
v-M .01 .07 ~.18 .06 -.18 .06
I-F =.14 .06 r 38 .05 -.52 .10
vV-F -.02 .12 -.26 .08 -.07 .10
FBD I-M .09 .13 .22 .08 .42 512 -.20 .09
v-M .13 .10 .26 .10 .28 .10 .05 .12
I-F .22 .08 .13 .07 -.18 .14 -=-.10 .08
V-~F .00 .00 .00 .00 .00 .00 .00 .00
PFN  I-M .02 .08 -.06 .04 -.15 .06 .02 .06 .20 .12
v-M -.12 .05 -.04 .05 -.17 .05 -.10 .06 .06 .09
I-F -.26 .05 -.16 .05 -.06 .07 ~-.06 .05 -.02 .07
V-F .07 .09 -.00 .06 .00 .07 -.19 .10 .00 .00
SFN I-M .08 .08 .11 .05 -.33 .06 .05 .06 -.34 .09 .35 .05
v-M -.03 .06 -.03 .06 -.10 .06 .04 .07 -.38 .09 .40 .04
I-F =-.09 .05 .02 .05 -.14 .07 .02 .05 -.31 .06 .52 .03
V-F .05 .11 .08 .07 =.19 .08 =-.06 .11 .00 .00 .46 .06

BWT CFW STL CRP FBD PEFN



Table II-7 Phenotypic correlations (with standard errors)
calculated using half-sib analysis based on sire groups.

CEFW I—Mf .31 .03
vV-M .27 .03
I-F .38 .03
V-F .37 .03 t I-M Index male progeny
V-M Visual male progeny
STL I-M .15 .04 .31 .03 I-F Index female progeny
v-M .11 .04 .29 .03 V~-F Visual female progeny
I-F .08 .04 .32 .03
V-F .23 .04 .36 .03
CRP I-M ~-.00 .04 -.30 .03 -.24 . .04
vV-M .04 .04 -.33 .03 -.32 .03
I-F .03 .04 -.27 .04 -.17 .04
vV-F .02 .04 -.30 .03 ~.30 .03
FBD I-M .06 .04 .14 .04 .15 .04 -.20 .04
V-M .05 .04 .14 .04 .09 .04 -.14 .04
I-F .08 .04 .15 .04 .17 .04 -.26 .04
V-F .06 .04 .16 .04 .14 .04 -.23 .04
PFN I-M =-.03 .04 -.05 .04 -.12 .04 .01 .04 -.14 .04
v-M -.11 .04 -.08 .04 -.01 .04 -.07 .04 -.09 .04
I-F -.07 .04 -.06 .04 -.11 .04 -.01 .04 -.13 .04
vV-F -.11 .04 -.07 .04 -.00 .04 ~-.00 .04 -.12 .04
SFN I-Mm -.09 .04 .12 .04 -.27 .04 .00 .04 -.37 .03 .46 .03
v-M -,09 .04 .15 .04 -.05 .04 -.06 .04 -.27 .03 .42 .03
I-F -.11 .04 .03 .04 -.25 .04 .02 .04 -.38 .03 .50 .03
V-F -.18 .04 .02 .04 -.10 .04 =-.00 .04 -.36 .03 .48 .03

BWT CEFW STL CRP FBD PEFN
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the effect of further selection for clean fleece weight. This approach
has been adopted to describe what would have occurred if the Index flock
had been maintained for further years of selection. In view of the
greater fleece weight of the Index flock this would appear the most
likely avenue of further selection. However, if selection is carried
out for any one of the other six variates, the h2 in all cases is large
enough to expect positive response for the particular variate. I will
not attempt to elaborate on the behaviour of the remaining variates, if
such selection were to be applied, as this would prove cumbersome and
can be obtained from inspection of the relevant correlations in the
tables. The principles involved are the same as indicated for clean
fleece weight.

The large T, between primary follicle number and secondary follicle
number and the large negative X between fibre diameter and secondary
follicle number (and less so between fibre diameter and primary follicle
number) warrant mention. Schinckel (1958) reported an even larger neg-
ative X, between fibre diameter and the sum of primary and secondary
follicle number. Clearly, if selection was applied to any one of these
characters, care should be taken to monitor for changes in the remaining

two characters.

SUMMARY

The estimates presented for the genetic parameters indicate that
changes have occurred since Schinckel's earlier investigation (Schinckel,
1958). The h2 for clean fleece weight and fibre diameter are both
lower in the Index than in the Visual flocks. However, for staple
length the h2 for the Index flock exceeds that of the Visual flock.
Differences were also observed in T between the two flocks - rA( body
weight, staple length), rA(crimp number, staple length), rA(staple length,

secondary follicle number), rA(fibre diameter, primary follicle number).
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When the estimates were compared between sexes, it was noted
that the rp differed between clean fleece weight and each of staple
length and crimp number.

Closer comparison of the estimates, from the three types of kinship,
showed that the half-sib estimate of ra for the female progény of the
Index flock was often atypical. If, as suggested, sex~-linkage was
responsible for this deviation, it would clearly be of importance to
the breeder. Howevever, regardless of the explanation, the observation
illustrates the value to be gained by obtaining estimates from the alter-
native methods. That is, although standard errors can be calculated,
for any individual method, these give no information on the possible
bias which may be incorporated, and this latter aspect is clearly of far
greater importance.

Thus, this study indicates that the frequently used genetical para-
meters are often not as accurate as is widely believed but even so they
provide useful information for the breeder. (For further experimental

evidence on the limitation of h2 see Meyer and Enfield (1975).)
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IITI - ASSESSMENT OF FLEECE COMPONENTS USING MULTIVARIATE STATISTICS

INTRODUCTION

In this chapter the approaches used for resolving the relationships
among the components of clean fleece will be considered. In view of the
statistical difficulties encountered in many of these an alternative
multivariate method will be suggested. The utility of this method is
demonstrated on data from the fleece weight selection experiment, carried
out 2t Roseworthy Agricultural College, which has previously been analysed,
using univariate and bivariate statistics, by Mayo, Potter, Brady and
Hooper (1969) and further analysed in Chapters I and II of this thesis.

(A summary of this chapter has already been published by myself (see
Hancock, 1976).)

When analysing selection experiments, one is often confronted with
the situation where many variates have been measured on samples from
each of two populations. While multivariate techniques have been avail-
able for some time most investigators have preferred to use simpler stat-
isties. This may be due to such reasons as:

i) unfamiliarity with multivariate statistics;

ii) limited computing facilities;

iii) cautiousness over assumptions.
However, while the last of these reasons is valid for multivariate methods
in general, the technique that I am suggesting here (Hotelling's T2) has
been shown to be far more robust to deviations from multinormality (Mardia,
1975). Also, the convenience of modern statistical packages has greatly
reduced the difficulties involved in finding suitable transformations,
when required, for poorly distributed variates. (Although this is usually
carried out on each variate in turn, recent work by Andrews, Gnanadesikan
and Warner (1973), and Mardia (1975), on the assessment of multivariate

normality, should further assist this area.)
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Turner (1958) considered the following three methods for assessing
the influence of each component on clean fleece weight:

i) gross correlation of each component;

ii) apportioning of the variance;

iii) percentage deviation technique.
For the first method the author clearly demonstrated that changes in the
correlation between a particular variate and fleece weight can greatly
affect the observed correlation between any other variate and clean
fleece weight (Turner, 1958). (Pattie and Barlow (1974) have used
similar arguments to demonstrate that the heritability of clean fleece
weight can change markedly depending on the magnitude of the genetic
correlation between fibre diameter and follicle density.) Also, the
second method was shown to have limitations especially with respect to
sampling errors. Turner concludes that while the third technique was
", ..by no means perfect, [it] has proved to be a powerful tool in analysing
the source of differences in clean fleece weight between groups of sheep."
In particular, this technique suggested that fibre number and staple length
were most closely associated with clean fleece weight. Dun (1958) using
this third approach found fibre density and cross-sectional area to be
most important. Recently, this technique was applied by Barlow (1974)
who supported it with the calculation of realized correlated responses
and realized genetic correlations. Barlow calculated his realized
correlated responses by two methods:

i) regression of cumulated correlated response on cumulative

selection differential.
ii) Regression of cumulative correlated response on cumulative
response.

These two responses were used subsequently to calculate two realized gen-

etic correlations. By these methods Barlow concluded that the response
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in clean fleece weight for the Fleece Plus flock was due to fibre
density, fibre diameter and staple length, while for the Fleece Minus
flock, staple length was the major contributor.

Similarly, Robards, Williams and Hunt (1974) used correlations
when reporting that crimp frequency was related positively to live
weight and negatively to clean fleece weight.

In the two previous chapters, similar univariate and bivariate
statistics have been reviewed and subsequently applied to the Roseworthy
data. Both the two sample tests of Chapter I and the genetic parameters
of Chapter II have proved informative, but at best these approaches are
somewhat cunbersome where more than a few variates have been measured.
(Mayo, Potter, Brady and Hooper (1969) also encountered similar diff-
iculties when using repeated t-tests to compare two types of selection
for increased wool production.) Thus, if p variates have been recorded,

use of such statistics will result in a minimum of p two-sample tests

5 correlations which for p larger than 4 or 5 becomes difficult

to handle. In most cases these numbers are far exceeded as one generally

3p(p - 1)

5 correlations

considers p two-sample tests, p heritabilities and
(i.e. phenotypic, genetic and environmental). While the sheer number

of statistics to be considered is a problem in its own right, the picture
is further complicated by the chance variation associated with such
repeated sampling (i.e. the frequency of error type I increases as the
number of tests increases).

The Roseworthy experiment, like most large-scale breeding trials, is
also weakened by seasonal variation. Thus, for individual variates the
presence of such genotype by environment interactions means that it is
much more difficult to summarize the outcome of the selection applied.

Here, it should be noted that these genotype by environment interactions

should not be disregarded as they are an important property of the geno-
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type. That is, the observed value of a particular variate is not
necessarily the expression of the same part of the genome during all
seasons but may reflect expression of different segments of the genome
which are activated on account of the particular seasonal conditions.
Where several variates have been recorded, such interaction can result
in changes in the inter-relationships between the variates. To illus-
trate this, one can imagine an irreqular p-dimensional surface, corres-—
ponding to the p variates measured, which varies its shape slightly as
the environment changes (i.e. shrinkage on one axis may be associated
with expansion on another axis). While this surface can be described
by considering one or two variates at a time, c¢learly it would be far
superior to consider all p dimensions simultaneously.

In summary, it can be seen that repeated t statistics, correlations

(phenotypic, genetic and environmental) , regressions and Turner's percent

deviation have been used extensively to resolve the responses to selection,

especially with regard to the behaviour of the fleece components during
alternative breeding programs. Although informative, these approaches
give no protection against either the éffects of correlations among the
subsets or the tendency for individual differences to be significant
merely by chance as the number of variates increases. Multivariate

statistical techniques should overcome these difficulties.

METHODS

(a) Background

Complete details of the sheep used, the selection methods and char-
acters recorded have been given by Mayo, Potter, Brady and Hooper (1969)
and in Chapters I and II of this thesis.

Briefly, the two flocks were raised at Roseworthy Agricultural
College, between 1954 and 1965, either selecting rams by (i) visual

appraisal alone (Visual method) or (ii) clean fleecce weight after initial
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visual appraisal (Index method). The divergence in clean fleece weight
of the Index over the Visual animals was previously established using
t-tests. The following eight variates will be considered here: clean
fleece weight, clean scoured yield percentage, body weight, staple
length, crimp number, fibre diameter, primary follicle number and
secondary follicle number. The other wvariates recorded were not con-
sidered of sufficient direct importance to fleece weight to warrant their
inclusion. Only data from single born animals, for which all eight
variates had been recorded, were used. All comparisons are made within
sexes.

(b) Statistical analysis

. . 2 . 3

The two samples are compared using Hotelling's T  as described in
Morrison (1967). This test is basically a multivariate analogue of
the square of the univariate t-statistic. Thus, two samples can be

compared using

2 NNy - = vy o=l ,= -
T = [y + N, W1 -¥2)" 85 (yr - y2)

e

where N; and N2 are the number of observations in samples 1 and 2 respec-—
tively; §1 and §2 the corresponding (p ¥ 1) mean vectors where p variates
have been measured; and S is the p x p pooled estimate of the variance-

covariance matrix. The critical region is given by

o (N; + N, - 2)p
T (Np + Ny - p-l)

F o _ 2
A . (p/N; + N, - p~1) = T°0(p,N; + N, - p-1)

where 0 is the significance level of the F statistic with p and (N;+ N,~ p-1)
degrees of freedom.

The mere significance of the T2 statistic does not indicate which
variates are likely to have led to the rejection of equality of the two
mean vectors. Further, it would be erroneous to use univariate t-tests

as the number of tests and correlations among the variates would distort
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the critical value chosen for the t-statistic. However, use of T2

enables calculation of simultaneous confidence intervals for linear

functions of the differences. That is, for any wvector
a' = [a, az,....,ap] the probability that all intervals,
= = / Ny + Ny, o b 'S
a'(y, - y2) - v a'sa ———* T%(p,N; + N, - p-1) < a
oy N - - Nj No n~ e

\

- - / N; + N,
< a'(yi1 - y2) + a'sa ——= T%u(p,N; + N, - p-1)

o NiN»

generated by different choices of the elements of a are simultaneously
true, is (1-a) ( where § is the vector of mean differences and
Tza(p,Nl + N2 - p-1) is the critical value defined in the preceding
equation) . By varying the form of a, a confidence interval can be cal-
culated for each variate which indicates the magnitude of the differences
between flocks. That is, for the vector gi = [0,0,....,0,1,0....,0]
with a one in position i and zeroes elsewhere, the asymmetry of these two
bounds about zero indicates the direction of divergence for the ith variate.
If zero is outside the interval we conclude at the (1-a).100 percent joint
significance level that the ith variate differs significantly between the
two samples. Thus, by calculating bounds for each of the p variates we
can establish the direction and magnitude of the differences between the
two populations.

Two generalized FORTRAN subroutines have been written to apply this

technique to large data sets. These are listed with calling instructions

in Appendix A.

RESULTS AND DISCUSSION

In Tables III-1 and III-2, the value of Hotelling's T2, associated
value of F, and level of significance are presented along with the lower
and upper bounds of the 95% simultaneous confidence intervals.

Inspection of Table III-1, which refers to the male progeny born
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during the twelve years of the experiment, indicates that T2 is not
significant for the first year (1954), but is significant thereafter,
except for 1960. A similar pattern exists for the corresponding female
progeny, shown in Table III-2, with the 1965 value being non-significant.
(This latter anomalous result illustrates the well known inadequacy of
discrete cut-off probabilities as the observed value (2.0l1) is extremely
close to the critical wvalue (2.03). As one would expect chance to lead
to occasional acceptance of the null hypothesis when it is false (i.e.
error of the second kind), it seems reasonable to conclude that the two
flocks have diverged.

Assessment of the 95% simultaneous confidence interval indicates that
the difference between flocks can seldom be associated with one character.
(When considering these intervals it should be noted that these simul-
taneous confidence intervals have been expressed as the difference of the
Index flock over the Visual flock.) Thus, for each variate the position
of zero in the interval gives a good indication of the difference in
response between the two methods of selection. If we look at the inter-
vals for clean fleece weight we notice that the interval has shifted
towards the positive end of the scale, indicating that the clean fleece
weight of the Index flock exceeds that of the Visual flock (just as has
previously been shown in the analysis of the single variate itself, see
Mayo, Potter, Brady and Hooper (1969) and Chapter I).

The association between clean fleece weight and the other variates
can be established by comparing the behaviour of the confidence intervals
for the remaining variates. Thus, if we restrict our attention to
staple length and crimps per inch we can see that staple length shows a
similar pattern to clean fleece weight while for crimps per inch the con-
fidence intervals become negatively biased indicating that for this variate

the Visual flock exceeds the Index flock.
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When all the variates are considered similarly, it can be seen that,
for both sexes, staple length, clean scoured yield and secondary follicle
number are positively associated with the increase in clean fleece weight,
while crimps per inch and body weight are negatively associated with
this increase in fleece weight of the Index flock over the Visual.

In contrast, the trend for fibre diameter was unclear, considerable
variation between seasons being observed.

Comparing this to the literature, we recall:

i) Turner (1958) suggested fibre number and staple length were

closely associated with clean fleece weight;

ii) Dun (1958) found fibre density and cross-sectional area were

most important;

iii) more recently, Barlow (1974) concluded that the response in

clean fleece weight observed in his fleece plus flock was
due to fibre density, fibre diameter and staple length;

iv) Robards, Williams and Hunt (1974) reported that crimp

frequency was related positively to live weight and neg-
atively to clean fleece weight.

Thus, the present study literally summarizes, in one analysis, all
the previous work but at the same time it illustrates the complex behaviour
of fibre diamester. Since both Turner (1958) and Barlow (1974) have
observed similar behaviour for this variate, and bearing in mind its
importance in quality, further research on the effect of seasonal factors
on fibre diameter could be rewarding.

In conclusion, Hotelling's T2 provides a useful method for analysing
selection experiments where two populations are involved. Clearly it
has many advantages over previous methods, including those used in
Chapters I and II of this thesis. Although it is not specifically
designed to extract genetic information, as heritabilities and genetic

correlations are, it seems difficult to imagine that in the present usage
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it is not essentially doing so, particularly since both flocks have

been raised under the same environmental conditions. In particular,

the output is quite compact and not complicated if the number of variates
is increased.

Although the present demonstration has involved clean fleece weight
in sheep the technique can be used for any selection experiment where
several variates have been recorded.

In the present case Hotelling's T2 has been used to compare two
populations but it can be used equally well to compare one population
against a particular mean vector. Thus, if only one flock had bheen
selected we could test to see if it differed significantly from a partic-
ular set of mean values for the variates measured. Alternatively, if we
wanted to test the equality of mean vectors for three or more populations,
it would be best to use the multivariate analysis of variance described
in Chapter 5 of Morrison (1967).

An extension of the above method of analysis has been published by
Mayo, Murdoch and Hancock (1976). In this paper (which is included in
Appendix B) the linear discriminant function, as suggested by Fisher
(1936) has been used to examine the effect of paternal age, maternal

age and birth rank on mutation.



TABLE IIT-1 Hotelling's T2

and 95% simultaneous confidence interval for rams

5 . Clean Staple Cri@ps -Fibre Primary Secondary

Year T F Sig Body wt. Yield fleece wt length per inch diameter foll. no. foll. no.

1954 8.05 0.95 NS -3.307 4.42T7 | -3.06 3.65| -.43 .61 |-.83 .8 | =-1.19 .81 -2.17 1.42| -13.4 39.1 )} -274 872
1955 23.01 2.74 s -4.59 2.22 -1.60 3.75{ -.32 .37 |-.46 1.03| -1.18 .94 |- .7 2.09| -13.1 45.1 | -318 975
1956 37.16 4.40 **% | =3.81 2.96 -3.87 3.64| -.14 .48 | -.18 1.20| -1.41 2.08| -2.61 .22 | -15.0 51.7 | -407 940
1957 25.31 3.00 *% -3.99 3.13 |-2.72 3.71| -.27 .41 }|-.17 1.23}{ -1.18 1.08|-1.10 2.26| -21.8 ©€0.5 | -282 1204
1958 48.71 5.75 A -2.93 4.29 .08 5.9 -.06 .75 |-.24 1.36| - .95 1.41 | -1.44 1.58} -20.0 50.6 | -604 665
1959 21.60 2.57 2 -3.90 2.35 -3.30 4.05| -.18 .60 |~-.15 1.24| -1.48 .39 |- .58 2.07| -24.1 29.2 |-446 535
1960 10.16 1.19 NS -6.21 2.48 | -2.59 4.45| -.29 .58 | -.44 1.17| -1.04 .82 | -1.28 1.65| -24.5 21.6 | -455 709
1961 40.26 4.78  *** | -3.30 5.65 -1.24 6.04 .09 .89 |-.18 1.35]| -1.25 .14 | -1.75 1.81| -42.6 21.3 | -479 634
1962 59.76 7.15 *%% | -5.83 1.29 -1.25 4.54| -.21 .55 |-.49 1.07| - .70 .84 | -2.51 -.22| -35.3 33.8|- 73 1104
1963 24.41 2.8° *% -4.52 3.29 -3.40 3.85| -.16 .63 |-.60 1.02| -1.19 .79 | -1.73 55| ~39.3 12.2 | -404 712
1964 55.12 6.55 *%% 1 -6.06 1.79 -1.77 4.81 .05 .78 | -.31 1.24| -1.27 .36 | -2.75 .44} -29.0 32.0 |- 18 1076
1965 34.97 4.12 %% | -4.80 3.50 |-5.75 2.61| -.14 .65 |-.30 1.16| -1.77 .16 | -1.39 1.44| -21.3 44.7 | -449 715

+ Values shown are lower and upper limits of interval respectively.
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TABLE III-2 Hotelling's T2

and 95% simultaneous confidence interval for ewes

5 . Clean Staple Cri@ps 'Fibre Primary Secondary

Year T F Sig Body wt. Yield fleece wt length per inch diameter foll. no. foll. no.

1954 12.62 1.49 NS -3.137 3.627 | -4.30 1.76 | -.46 .30 |-.84 .84 | -1.21 .56 -2.14 .97 | -30.9 33.1| -321 669
1955 29.50 3.47 i -1.30 4.28 | -3.37 2.65|-.04 .54 |-.02 1.41 |-1.90 .34 | - .95 1.75|-30.5 38.4| -611 738
1956 31.84 3.75 *** | -3.61 3.16 |-2.38 3.8 |-.01 .58 {-.17 1.10 [-2.40 .65 -2.30 1.03 | -38.4 42.3} -405 1084
1957 39.2%6 4.72 Ltudtd -3.44 1.96 - .42 6.20|-.07 .47 |-.31 .95 [ -1l.66 .21 | - .93 2.35|-31.1 52.1| -268 1169
1958 22.16 2.60 . -2.10 4.02 -1.35 6.39 | -.05 .68 |-.43 1.24 | -1.50 .82 -2.49 .92 | -35.2 39.1| -454 821
1959 57.72 6.87 L -2.71 2.63 |-1.82 4.°28| ~.,01 .59 |-.27 1.09 |-1.36 .27 .26 2.95 | -17.7 57.4| -442 697
1960 28.22 3.37 s -4.,26 1.28 | -1.91 3.51|-.09 .57 |-.44 .80 |- .66 .81 { -1.18 1.35|-25.4 33.4| -419 626
1961 26.38 3.15 ** -1.21 4.22 -1.20 4.45|-.07 .51 |-.33 1.00 |- .63 .45 | -1.48 1.12 | -37.5 23.3| =270 804
1962 89.53 10.68 **%* | -6.43 -.77 - .44 5.20|-.10 .55 |-.49 1.03 |- .8 .49 | -2.49 .11 | -31.1 35.8| 142 1403
1963 28.61 3.35 ** -3.56 3.20 | -3.12 3.55|-.12 .52 |-.47 1.01|-1.23 .82 -2.77 .45 | -40.8 29.6; 572 580
1964 48,73 5.78  *** ~6.43 .85 -1.73 4.18| -.04 .56 | -.49 .85 | -1.37 .22 -1.33 1.42 | -39.5 49.9]| -451 771
1965 17.26 2.01 NS -6.25 1.79 | -2.26 5.47| -.29 .49 |-.64 .78 | -1.7 .36 -1.45 1.26 | -29.6 47.4| -613 916

1+ Values shown are lower and upper limits of interval respectively

°69
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IV - EXACT TEST FOR R x C CONTINGENCY TABLES

INTRODUCTION AND ALGORITHM

In the previous chapters the statistical methods considered have
mainly been based on the assumption that the data is distributed over
a continuous scale. While guantitative genetics generally relate to
such continuous variation, researchers are often confronted with the
analysis of data where the possible outcomes form a set of discrete
classes (e.g. number of progeny). Thus, for variates like fecundity,
while the inheritance may be considered polygenic, the outcome can only
take one of several possible values.

The analysis of such variates often involves the interpretation
of contingency tables with particular emphasis being directed at whether
there is independence between pairs of attributes. (For example, if we
wish to compare the lambing performance between two flocks, one of which
has been selected for twinning, we can present the data in a 2 x 4 table
of flock type by increasing levels of fecundity and test whether fecun-
dity is independent of the previous selection history. If selection for
multiple births had been successful we would expect to observe a greater
proportion of these in the selected flock than in the normal flock.
This shift in fecundity would result in a lack of independence between
flock type and fecundity.) While there exists several approximate
methods for analysing contingency tables, this approximation becomes
poorer as the sample sizes decrease. Sugiura and Otake (1968) have
compared eleven methods, or variations of methods, in an effort to resolve
which, if any, provide the most accurate estimates of the significance
levels. Although this investigation contributes information on the par-
ticular advantages or disadvantages of these methods, it cannot be denied
that calculation of the exact probability would be far superior. (The

description "approximate" used above refers to the fact that the actual
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distribution of the test statistic remains unknown. However, as its
distribution can be shown to tend towards a known distribution for
large sample sizes, this can be used to estimate the probability level
of the test. This approximation clearly becomes poorer as the expected
cell frequencies become smaller and therefore the use of the exact test
is preferable as it does not require any such approximation to a sampling
distribution. That is, the probability level for the exact test is
found by calculating the probability of each possible combination of
cell frequencies, given the marginal totals and comparing these with
the probability of the observed frequencies.)

Fisher (1925), as shown in the 14th edition of his Statistical
Methods for Research Workers, 1970, describes the method for the calcul-

ation of the exact probability of 2 x 2 tables. Fisher demonstrated

that:
the probability of the 2 x 2 tables a b a+b
c d c+d
é+c b+d N

where N is the sum of a + b + ¢ + 4, is given by the expression

(a+b) ! (c+d) ! (a+c) ! (b+d)
al b! ¢! 4! N!

This formula is then used to calculate the probability of all possible
tables (i.e. for the various values of a, b, ¢ and d) which could occur
with the same marginal totals. The total probability of observing
values as extreme or more so if the two attributes are unrelated is then
found by summing all the probabilities which are less than or equal to
the probability of the original table. If this probability is less than
the chosen significance level it is concluded that the two attributes of

interest are related.
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Freeman and Halton (1951) have extended this method to enable the
calculation of exact probabilities of R x C contingency tables. Thus,

if we denote an R x C table as

X1 Xigeeecoaons X X,
X514 KogeeeoeeeneX, o X,.
R1 sz ......... xRC XR-
X1 X peeeeesianX X,
its probability is given by

R C

I Xi_i Ix .t

i=1 j=1 *J

B R C

The tail probability is found in a manner analogous to the above.
(This fundamental similarity between the simple case for 2 x 2 tables
and the more general case of R x C tables often leads to the latter
being denoted as "Fisher's exact test for R x C contingency tables".
Although there appears to be no evidence to suggest that Fisher was
aware of the more general expression it seems unlikely that he would
not have realized the possibility.)

While the theoretical value of the test has never been denied, it
has not been used widely due to the practical difficulties involved in
the identification of all the possible tables, given the observed row
and column totals (also the subsequent difficulty of the above probab-
ility calculation due to the presence of the factorial terms has further
limited its use). Clearly the number of possible tables increases
markedly with the dimensions of the table and the magnitude of the

individual cell frequencies (xij's). Thus, manual calculation is
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impossible for anything larger than 2 x 2 or 2 x 3 tables with small
cell frequencies.

Finney (1948); Pearson and Hartley (1958); Finney, Latscha, Bennett
and Hsu (1963); and Bennett and Nahamura (1963), to name just a few,
have presented tables which indicate the significance (or not) of a
particular contingency table. The presentation of these tables extended
the feasibility of the test, however, it still remained limited to
2x2o0r2x3 tasles with small cell frequencies. The development
of the computer has further extended the test's capabilities. Thus,
Robertson (1960) and Sokal and Rohlf (1969) both present programs for
the calculation of Fisher's exact test for 2 x 2 tables. While these
first two attempts provided additional convenience it was not till March
(1972) attempted to provide a general algorithm for R x C contingency
tables that the potential of the computer was established. March's
algorithm, which was based on the previously mentioned method of Freeman
and Halton (1951), used a subtraction process to generate all the possible
R x C arrays given the marginal totals. Although modern computers are
often considered to be exceptionally fast per operation the cumulative
effect of the generation of the large number of possible arrays is more
than enough to over-tax the capabilities of even the most advanced com-
puter. That is, the nature of the sorting process is such that while
it would be foolish to attempt it without the aid of a computer, it
nevertheless remains a formidable task even in the presence of a computer
(for details on the limitations of modern computers see Dahl, Dijkstra
and Hoare (1972) or Knuth (1973). Therefore, there remains an upper
limit beyond which it is impracticable to calculate this test. Improve-
ments in machine capabilities may raise this upper limit but will do
little towards actually removing it. The presence of this "hardware

ceiling" then leaves the researcher with three possible strategies:
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i) if the expected cell frequencies are "sufficiently large"

the approximate tests can be used.

ii) The rows and/or columns of the table can be pooled.

iii) The method of computation (algorithm) may be improved.

Clearly options i) and ii) need only be contemplated when the algorithm
fails to handle, within a reasonable time, the particular contingency
table. Under these circumstances, either or both of these two options
may be applied, the choice depending on the given table. However, as .
use of options i) and ii) will weaken the inferences, improvement of
the algorithm should remain of first priority to the prospective
researcher.

Implementation of March's algorithm demonstrates that it can effec-
tively cope with 3 x 4 arrays with small cell frequencies but for any-
thing larger it is hopelessly slow. Inspection of the algorithm shows
that while much of it is efficiently programmed the method of generating
all the possible arrays contains much room for improvement. As mentioned
earlier, March's algorithm uses a method of subtraction. This results
in the generation of many arrays which later prove inappropriate when
compared to the row and column totals of the original array.

Two independent attempts have subsequently been reported which enable
considerable improvements over March's procedure. As these two improved
algorithms were developed simultaneously and use differing procedures,

I will consider both in turn before looking at their respective advantages
and disadvantages.

The first of the improved algorithms to be published was that
presented by Boulton (1974). The author makes the following comment
with respect to March's original algorithm:

"The method used to generate all the cell frequency combinations

is rather inefficient as it operates by generating all combin-

ations which satisfy a weakened set of constraints and then rej-
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ecting those combinations which violate the actual marginal sum

constraints. As the number of combinations rejected very often

far exceeds the actual number accepted, the process is very

wasteful."
To overcome this weakness Boulton uses a more efficient generation
process previously described by Boulton and Wallace (1973). This
method generates only the arrays which satisfy the marginal totals.
Table IV-1, reproduced from Boulton (19274), indicates the modified
algorithm was always faster than March's algorithm. (The times shown
enable comparison between the two algorithms but clearly their actual
value will depend on the computer used.) The full listing of Boulton's
algorithm was not published but has been obtained by personal commun-—
ication with Boulton.

The second improved algorithm has been published by Hancock (1975).
As the content of this paper directly relates to the present thesis it
has been included in full in Appendix C. This paper presents details
of the method of computation and also a listing of the associated algor-
ithm.

Like Boulton's algorithm, the generation procedure avoids any
arrays which are incompatible with the row and column totals. This
is accomplished gy calling the subroutine INIT which generates the next
'legal' array which conforms to the searching pattern and satisfies the
marginal totals. While the successive 'legal' arrays can be quite
dissimilar, Freeman and Halton (1951) point out that occasionally
sequences arise in which there are only minor differences (i.e. only
two of the cell frequencies change). Clearly the probability calcul-
ation can be greatly simplified for such cases. The algorithm has been
written to recognise these instances and therafore avoid calling the more

complicated generation subroutine (INIT) while exploiting the simpler
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Table IV-1 Times+ for evaluating probabilities
(reproduced from Boulton, 1974)
Contingency Time (secs)
table Probability Original Improved
8 12 (20) .05767116 .026 .013
8 2 (10)
(16) (14) (30)
5 3 3 0 (11) .35262364 290 . 095
2 3 1 2 ( 8)
(7 (6) (4) (2) (19)
5 1 0 0 ( 6) .10625089 3.31 .510
1 1l 2 1l ( 5)
0 1 1 1 ( 3)
( 6) (3) (3) (2) (14)
2 0 0 0 ( 2) . 12380952 13.9 .693
0 1 0 1 (2)
0 0 2 0 ( 2)
o 1 0] 1 ( 2)

(2) (2)

(2)

( 8)

T times shown were obtained when the two programs

were run on a CDC 3200 machine.
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probability calculation. The efficiency of this algorithm over March's

earlier version is shown in Table IV-2. (This table has been reproduced
from Hancock (1975). To simplify the comparison, all R x C arrays have
been chosen with all cell frequencies equal to cne, i.e. Xiﬂ = 1, where

i=1,2,...,Rand j =1,2,...,C.) The modified algorithm can be seen
to become increasingly more valuable as the complexity of the array
increases. This advantage can be increased further by the insertion
of a statement of the form

IF(PS.GT.0.1.AND.PC.LT.0.9) RETURN
which results in the termination of the algorithm when the tail prob-
ability (PS) exceeds ten percent provided PC, the cumulative probability
of all arrays processed, is less than ninety percent. This latter con-
dition has been included to avoid termination of the algorithm when it
is close to completion.

Clearly both new algorithms provide worthwhile improvements on
March's earlier algorithm. It then remains to establish whether either
of these algorithms can be shown to be superior to the other. To answer
this question I have compared the two algorithms using a CDC 6400 machine.
Table IV-3 lists the respective CP (Central Processor) times required
for the arrays shown. (These arrays have been taken from Boulton (1974)
and Hancock (1975).)

Boulton's algorithm can be seen to be the faster method. However,
extended use of the algorithms has shown that cases exist where this
order is reversed, e.g. for the 2 x 5 array (which arose in a consulting
problem in another context).

286 14 10 17 2 329

731 41 28 72 9 881

1017 55 38 89 11 1210
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Table IV-2 Comparison of Subroutines (CP time required in
seconds to compute exact probabilities for R x C
contingency tables; where all cell frequencies
are chosen equal to one. These are presented
to illustrate the relative improvement of R x CPRB
over CONP. Obviously the actual times will depend
on the machine used).

R x C CONP (by March) R x CPRB

2 x2 . .019 (31) .018 (31

2 x 3 .012 (9) .010 (7)

3 x2 .018 (9) .016 (7)

2 x5 .073 (Bi .054 (51)
5x2 .093 (81) .055 (51)
3x3 .110 (256) .055 (55)
3x 4 1.279 (4096) .509 (415)

4 x 3 1.344 (4096) .514 (415)

4 x 4 Unknown#* 15.495 (10147)

+ Number of matrices attempted in the calculation

* Computation was still incomplete after 500 seconds

(Reproduced from Hancock, 1975)
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Table IV-3 Comparison of Subroutines. (CP time in
seconds required to compute exact prob-

abilities for R x C contingency tables.)

RXCPRB CONP
Contingency table RxC (by Hancock) (by Boulton)
12 2 x 2 0.014 0.016
2
3 3 0 2 x 4 0.032 0.031
3 1 2
1 0 0 3 x 4 0.308 0.154
1 1 2 1
1 1 1
0 0 0 4 x 4 0.554 0.175
1 0 1
0 2 0
1 0 1
(l)+ 2 x 2 0.005 0.003
(l)+ 2 x 3 0.008 0.006
(1)+ 3 x 2 0.007 0.006
(l)+ 2 x5 0.049 0.024
(l)+ 5 x 2 0.054 0.024
(l)T 3 x3 0.054 0.026
(1)+ 3x4 0.509 0.187
(l)+ 4 x 4 15.118 4.616

T All cell frequencies of the R x C tables have been

set as 1, i.e. Xij = 1, where i =1,2,..,Rand j =1,2,...,C
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Boulton's algorithm is unable to find a solution in over 500 seconds

CP time whereas the alternative method does so in 277.6 seconds.
Therefore, it must be concluded that neither method can be described

as better than the other as this depends on the contingency table under

consideration.

APPLICATION

Clearly the extended capabilities of the exact test enable it to
be used widely to analyse data presented in the form of contingency
tables. The Roseworthy data contains many such comparisons. However,
in the follewing I will restrict myself to consideration of only one
of the more relevant aspects of the breeding program to illustrate the
method.

Mayo, Potter, Brady and Hooper (1962) concluded that the fertility
of the Index flock was markedly lower than for the Visual flock. This
conclusion was based on the fertility statistics, which were presented
in their table I, however, no statistical justification was attempted.

As mentioned earlier in this thesis, reduction in fitness is often assoc-
iated with directional selection for a non-reproductive variate. Clearly
any lowering in fertility would be extremely undesirable in the breeding
of farm animals. If such an effect was operating in the Roseworthy
experiment then the greater selection intensity applied for clean fleece
weight in the Index flock would be expected to result in the fitness of
this flock being lower than for the Visual flock. Use of the exact test
provides a convenient method for establishing whether this has occurred.
That is, if the reproductive data is presented in a 2 x 5 contingency
table, formed from the two flocks by five offspring classes, analysis

of this will identify any fertility differences between the two flocks.

Thus, if we lock at the 1954 lambing we observe the following contingency
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table of ewe performance:

Reproductive performance

0 1 2 3 4
Index flock 41 126 9 28 0 204
Visual flock 34 134 11 26 1 206
75 260 20 54 1 410

where 0 denotes a dry ewe,

1 denotes the birth and rearing of one offspring,

2 denotes a twin birth but subsequent rearing of one offspring,

3 denotes the birth and rearing of twins,

4 denotes any other type of birth.
As the calculated tail probability from the exact test is 0.7627 this
indicates that there is no measurable difference in reproductive per-
formance between the two flocks. (It will be noticed that the birth
of triplets in the 1954 Visual flock has necessitated a 2 x 5 contin-
gency table, however, for most years only a 2 x 4 table will be required.)

Similar analyses have been carried out on the remaining eleven
years of the experiment and these are summarised in Table IV-4.
Inspection of the tail probability (i.e. the probability of obtaining
an array as deviant or more so than the observed table) indicates that
the flocks differed significantly in 1956, 1960, 1961 and 1965. Although
the significance of several of these tables supports the hypothesis that
the Index ewes had inferior reproductive performance compared to the
Visual ewes, it can be seen that in 1960 the number of Index ewes giving
birth to a single offspring is larger than expected. However, if the
total number of ewes lambing is considered the 2 x 4 table reduces to a

2 x 2 with the following values:



Table IV-4

Analysis of Reproductive Data

82.

+ Probability of Tail
Year Contingency table given table probability
0 1 2 3 4
41 126 9 28 0 204
1954 34 134 11 2 1 206 .000619 . 762717
75 260 20 54 1 410
0 1 2 3
48 133 11 27 219
1955 .001493 . 894207
51 137 8 26 222
99 270 19 53 441
0 1 2 3 4
83 112 4 24 1 224
1956 .000010 .015535
65 144 4 12 0 225
148 256 8 36 1 449
0 1 2 3
82 123 5 20 230
1957 .000078 .064269
60 146 7 13 226
142 269 12 33 456
0 1 2 3
73 124 17 10 224
1958 .000302 . 317049
66 122 27 15 230
139 246 44 25 454
0 1 2 3
53 146 6 35 240
1959 . 000703 .568101
46 146 11 32 235
99 292 17 67 475




Table IV-4 - continued
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" + Probability of Tail
' Year Contingency table given table probability
0 1 2 3
I 41 142 6 3 192
1960 . 000044 .026579
\'% 36 129 17 ] 191
77 271 23 12 383
0 1 2 3
I 65 141 1 1 208
1961 .000001 .000081
v 41 159 0 14 214
106 300 1 15 422
0 1 2 3
I 56 152 3 17 228
1962 . 001906 .560389
@ v 62 167 1 13 243
@ 118 319 4 30 471
3
0 1 3
I 91 107 4 18 220
1963 .000612 .413344
\' 87 139 i 21 254
178 246 11 39 474
i 0 1 2 3
i I 42 150 6 26 224
) 1964 .000630 .460355
\% 45 134 8 35 222
87 284 14 61 446
0 1 2 3
I 90 83 7 11 191
1965 .000000 . 000000
v 35 147 4 8 194
125 230 11 19 385

T See text for explanation of row and

column classes
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Ewes Ewes

without with

lambs lambs
Index 41 151 192
Visual 36 155 191
77 306 383

which supports the null hypothesis of no interaction.

McGuirk (1976) has divided reproductive performance into its two
fundamental components, i.e. fertility and fecundity. Such an approach
could have been adopted here, by dividing the information into 2 x 2
tables for fertility and 2 x 3 tables for fecundity and testing each
using the exact test. It was felt that this was unnecessary for this
set of data although it can be seeﬁ that for the 1960 data this may
have been of marginal advantage. In fact, when all data were analysed
separately for fertility and fecundity, the results were consistent with
those shown for reproductive performance (except, that is, for the 1960
data explained above). Although the data have been considered as rel-
ating to the reproductive performance of ewes it should be remembered
that it may also reflect ram performance. Thus, the low lambing per-
centage for the Index flock in 1965 may be associated with failure of
one oOr more rams. As the number of rams used per flock is small (i.e.
6 two-toothed and 1 four-toothed) it is difficult to determine whether
such failure is indicative of this flock or is simply due to chance.

As the cumulative probability of all the possible combinations of
cell frequencies which satisfy the marginal totals should sum to one,
checking of this provides a simple test of the accuracy of the algorithm.
In the present application this probability was accurate to at least nine
significant figures for all the tables analysed. Thus, the test can be

seen to provide a convenient method for analysing contingency tables.



In particular, because it is an exact test, the user does not have
to be concerned with any of the limitations which plague the use of
approximate tests (e.g. expected sample size and Yate's correction

for continuity).
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V - SELECTION OF THE "BEST" SUBSET OF LINEAR VARIABLES

INTRODUCTION

The problem of selecting the best subset (or subsets) of independent
variables during multiple regression has not only received much attention
in the past but still demands a good deal of interest (see Cox and Snell,
1974; Kendall, 1975; Draper and Smith, 1966; Hoerl and Kennard, 1970a & b;
and Hocking, 1976). While this interest has occurred mainly in the
field of statistics the approach also has a valuable contribution to make
in quantitative genetics. Today's plant or animal breeder is well aware
that he cannot select for a single character as this will inevitably
lead to changes in other characters (i.e. continued selection not only
modifies the heritability of the particular character undergoing selection
but also leads to changes in the genetic correlations with others). There-
fore, one must consider the effect of selection on all relevant characters
not just the character being selected. The establishment of which char-
acters are relevant is, and will remain, a vital responsibility of the
plant or animal breeder.

Although selection for several characters simultaneously (i.e. using
either independent culling, tandem selection or selection index - see
Young (1961) for discussion of these three methods) may provide a worth-
while advance over univariate selection, the result will still be exposed
to the limitations outlined above. Thus, the selection of the 'best'
subset of variates may be of wvalue in indicating which variates are going
to change following selection for another character, and therefore should
be measured at each interval of selection, or alternatively, which variates
should be selected for simultaneously using a selection index. Tradit-
ionally this has been accomplished by the use of heritabilities and genetic

correlations combined with the breedex's knowledge of the plant or animal
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under consideration. However, it would appear that 'best' subset
techniques may improve this existing approach. (Note that heritabil-
ities and genetic correlations are treated earlier in Chapter II.)

In particular, the Roseworthy data provide an ideal example on which
the value of the various techniques can be assessed.

During most large scale selection programs, like the Roseworthy
experiment, one character is often of prime importance while several
other related characters warrant consideration. More specifically, we
have clean fleece weight which has been selected for but we are also
interested in the behaviour of other characters which we expect to be
related to clean fleece weight. Thus, in terms of the multiple regression
model, clean fleece weight is the dependent variate y and the other char-
acters the independent variates Xy rXpre oo ¥y o Then the multiple regress-

ion model is

Y, = o+ Bilx;- X))+ Bylx,, - 22,) tooot By(x,, - >—<7_)
where i = 1,...,n (i.e. the number of observations)
and X, = body weight . X = fibre diameter
%, = percent yield Xo = primary follicle number
X3 = staple length X, = secondary follicle number
X, = crimps per inch

(although the use of the word independent in regression statistics implies
that the variates can be measured without error it will be used here, in
a more general sense, to denote the variables which describe or predict
the behaviour of the dependent variate (y).) Similar multiple regression
models occur in other selection programs, e.g. carcase weight may be re-
lated to body dimensions, or plant yield to plant height, shape, number

of tillers, etc.
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Obviously, all the independent variates can be retained but this
often results in a multiple regression equation which is far more com-
plicated than necessary. (Although the Roseworthy sheep data have been
confined to the seven continuous variates which are well behaved with
respect to the underlying assumptions of normality, one can readily
imagine cases where twenty or more variates may be rélevant.) Apart
from the sheer bulk of such multiple regression equations it is important
to appreciate the following comment made by Allen (1974) on the hazards
of using too many variables:

", ..the addition of a variable to a least squares prediction equation

almost always increases (never decreases) the variance of a pre-

dicted response."
Clearly this limitation had been recognised long before Allen's statement
as can be seen in the following (remarkably similar) statement by Walls
and Weeks (1969):

"...the addition of a variable to a regression equation can never

reduce (and in fact usually increases) the variance of a predicted

response."
Thus, there is a good deal to be gained by discarding those variates
which are unimportant (where unimportant can mean that either they show
insignificant association with the dependent variate or their relation-
ship is adequately described by one or more other variates which have
been retained). Clearly to do this one requires a stopping rule to
choose a subset of p important variates from the k variates given.

The following list contains the more noteworthy methods for identifying
the important aspects from among a set of related variates:

i) TForxrward Selection (or Step-up).

ii) Backward Elimination (cr Step-down).
iii) Step-wise Regression

iv) Optimum Regression (or Best Subset) - minimization of the
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residual sum of squares for each p where 1 < p < k (or
maximization of R?).
v) Regression by Leaps and Bounds - using Mallow's Cp statistic.
vi) Regression by Leaps and Bounds - using adjusted RZ.
vii) Mean Square Error of Prediction (MSEP).
viii) Ridge Regression.
ix) Principal Component Analysis.

xX) Factor Analysis.

The first three methods all test the partial correlation coefficient
before deciding whether a variate should be included or excluded. Forward
selection begins with the empty set and at each successive step includes
that variate, from among those not previously included, which is most
glosely associated with the dependent variate (i.e. having the largest
partial correlation coefficient) until all the variates demonstrating sig-
nificant association are included. Backward Elimination, as the name
implies, starts with the full-sét and excludes at each step the non-
significant variate showing least association, until only significant
variates remain. The third (Step-wise Regression) is simply a combin-
ation of these two methods in that Forward Selection is applied with
backward reflection (i.e. following inclusion of a new variate the subset
is checked to see if any variates have become obsolete). All three of
these methods suffer from the following faults:

i) the final subset depends on the choice of significance level

(o). As 0 decreases, so does the size of the subset. The
Type I error rates resulting from the sequences of dependent
F tests used in Forward Selection, Backward Elimination and
Step-wise Regression remain unknown, despite much effort to
find solutions (see Draper, Guttman and Kanemasu, 1971; Pope

and Webster, 1972; and Aitken, 1974).



ii) When equally valuable subsets of variates exist these
procedures will select one arbitrarily. If two subsets
are equally informative, or nearly so, then it is best to
use both, not one alone.

In practice, Forward Selection and Step-wise Regression give similar
results whereas Backward Elimination, which begins with the full set, is
likely to arrive at a different final subset from the other two. However,
despite these limitations, these techniques, widely used in the past,
seem to remain popular.

The fourth method listed above (Selection of the Best Subset) was
considered by Hocking and Leslie (1967) for cases where the total number
of independent variates (k) is less than 10. The value of each of the
2k - 1 possible subsets is then assessed by comparing the residual mean
squares, firstly within each subset size (p) and secondly between sub-
set sizes.

The best subsets are those whose residual mean squares are minimal.

(Maximization of the multiple correlation coefficient (RZ) where

2 Residual sum of squares
R - 1 -
Total sum of squares
is often used to éive similar results.) To assist the computation,

Hocking and Leslie (1967) suggested an algorithm, but Lamotte and Hocking
(1970) later concluded that, "Subsequent experience with the Hocking-
Leslie algorithm revealed that the amount of computation required was
unacceptable for k > 15." Further extensions to the Hocking-Leslie (1967)
algorithm were subsequently proposed (by Lamotte and Hocking, 1970) to
minimise the computation for moderately large problems where 'moderately
large' was considered by Lamctte to be for k between 40 and 50 (although
these authors acknowledged that they had only applied it to cases where

k £ 30). I find these claims (of k < 50) rather excessive but like the
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above mentioned authors lack specific evidence to support my belief.

It is important to remember that the minimum residual mean squares
will always occur for the full-set with the values for the 'good subsets’
approaching this minimum value but always exceeding it. Thus, this
technique will choose the better subsets for each value of p (where
1 < p £k) but fails to give an upper limit to the size of the residual
mean square (RMS) which might be used to partition the 'good subsets'
from the 'rest'. Furthermore, given two subsets having the same RMS
then the subset with the smaller value of p will generally be of greater
interest, but no adequate weighting has yet been found to clarify the
case when the RMS for the larger subset is just smaller than the RMS for
the smaller subset. Although the hope of finding a truncation rule and/
or a weighting for subset size may appear reasonable at first, I believe
it is an intuitive attempt to over-simplify a difficult statistical sit-
uation. Thus, in bioclogy it is generally far more informative to con-
sider all 'good' subsets than to restrict one's attention to cne subset
only, especially as this latter choice may be due far more to chance than
to any property of the subset.

Recently, Diehr and Hoflin (1974) used Monte Carlo technigues to
provide a method for testing whether an observed R2 (for p variates
chosen from k) is significant. However, the author admits this does
not resolve the stopping rule as it provides no means for comparing R2
from different subsets. Also, as the simulation was based on M + 1
independent variates, it is unclear how the method extrapolates to the
situation when the variates are correlated.

Many scientists imply that R? provides a valuable measure of the
'usefulness' or 'goodness of fit' of a regression equation but Barrett
(1974) has pointed out an important limitation. The previous definition

2 .
of R” can be re-written as:
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n 2
L (y; - v,)
- 1
2 i=1
R = 1 =
n - .2
L (Yi - Y.)
i=1

where yi, i=1,....,n, are the n observations of the dependent variates
and §i’ i=1,....,n, are the corresponding predicted values on fitting
the regression eguation. If the vertical distance of the data points to
the regression surface (i.e. the 'goodness of fit' _gl(yi - §i)2) is held
constant, then the steeper the regression the large;— _?'(yi - §.)2 will

i=1

become, thus increasing the value of R2.

Clearly this limitation can only complicate the use of R? for com-
parison between the regression equations for different subsets of the
independent variates.

Methods (v) and (vi) are extensions of method (iv) in which further
attempts are made to improve the stopping rule. Both Mallow's C_, of
method (v), and the adjusted R2, used in method (vi), are functions of
the residual mean square. However, while the RMS decreases monotonically
as p increases from 1 to k, these two statistics exhibit maxima (or minima)
associated with the 'best' subsets.

When fitting p parameters to n data points, the adjusted R2 statistic
is defined as
[1 - R*]

D

2

R = 1~ .n
a

[n - pl
RSS

where R; is the multiple R? based on p parameters (i.e. R; =1 -~ —Egg

where RSSP = Residual sums of squares when p parameters fitted, and

TSS = Total sum of squares). Replacing p/n, the ratio of parameters

fitted to total number of observations, by f gives:

2 2
R, = 1- [1—3p][1/(1-f)]

which provides a means of comparing subsets both within and between

values of p. The 'best' subsets are naturally those which have the

2
largest Ra.
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Mallow's C_ statistic, as published by Gorman and Toman (1966},
p p

can be presented as
]
C_ = (RSS_/0°) - (n - 2p)
o ( p/ p),

where 0% is the best estimate of o02. (Generally the residual mean
square, when all k parameters are included, is used to estimate 02.)

Alternatively, Cp can be written as

S =
Cp = (n-p) [Ef_géiﬂ_gl. - 1] +p
g

from which it can be seen that for the 'best' subsets Cp will approach
p from above.
While it is advantageous to choose subsets with p small it should
be remembered that such sets of variables will be biased if the omitted
variables are at all relevant (Narula, 1974). Howgver, Mallow's Cp
statistic, unlike many of the other tests, indicates the extent of the
bias and thus would be expected to lead to a better choice of subsets
(see Gorman and Toman, 1966 or Cox and Snell, 1974). Indeed, Hocking
(1972) points out that in practice Mallow's Cp tends to give larger sub-
sets than other techniques. Kennard (1971) has shown that there is a
one-to-one correspondence between Mallow's Cp and the adjusted R2.
Thus, these two statistics would be expected to 'choose' similar subsets.
As well as providing an improved criteria for assessment of subsets,
methods (v) and (vi) have been further developed by Furnival and Wilson
(1974) to minimize the amount of computation required to find the 'best!'
subsets. This has been accomplished by (1) minimising the amount of
computation involved in examining each subset and (2) by finding procedures
which establish the 'best' subsets without examining all possible subsets.
Furnival and Wilson (1974a) use the name "Regression by Leaps and Bounds"
to describe the algorithm they have developed to scan over the subsets.

This algorithm can use either the multiple R2, the adjusted R2 or Mallow's
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CP as its selection criterion.
The mean square error of prediction (MSEP - method (vii)) has been
proposed by Allen (1971) as a criterion for selecting variables. For

any set of data the multiple regression model can be written as

= X' B +e
nx1 (nxk) (kX1) -

where y is a vector of n observations of the dependent variate; X is
a (k X n) matrix formed from the k independent variates observed at the
n observations; B is the vector of k regression coefficients; € is an

~

N-dimensional random normal vector with mean zero and covariance matrix

GZIN. Using the n observations we can estimate B by b = (X'X)_lX'y and

this can be used to predict a future value ¢,

¢ = % b
(1xk) (kx1)

where x' is a vector containing the values of the k independent variates
for which the predicted value is required. Then the mean square error

of prediction (MSEP) is given by
A L2 = 2 A A 2
E(¥ - y)° = 0° +var(y) + [E(§) - xB]

where y is the actual value of the dependent variate. The 'best' sub-
set is obtained by finding the p independent variates out of k which min-
imises the MSEP, Thus, given a set of n observations and one subsequent
observation, the MSEP can be used to 'choose' p independent variates;
however, for the prediction of more than one subsequent observation, Allen
suggests repeating the process for each further observation. Clearly
this method would be tedious for such a case therefore the MSEP will gen-
erally be less desirable than the other methods mentioned above.

Method (viii), Ridge Regression, has been included in the above list
as it provides a reasonable procedure for obtaining a better multiple

regression equation than is obtained by ordinary least squares. Hoerl
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and Kennard (1970a & b) have shown that the parameter estimates in
multiple regression "have a high probability of being unsatisfactory,

if not incorrect", if the independent variates are not oxthogonal

(i.e. when the X'X matrix approaches singularity). The Ridge Regression
procedure is based on the addition of small quantities to the diagonal
elements of X'X. Thus the matrix [X'X + cIk] (where ¢ is a small constant,
and ¢ = 0) is used in place of X'X in the estimation of the parameters

by least squares. By repeating this estimation for several different
values of ¢ a two dimensional plot ("the ridge trace") can be generated
which provides a simple means of assessing the stability of the k para-
meters. Thus, this method may be usefully applied to all k variates,

but it does not provide a convenient method for choosing the 'best' sub-
sets. In fact, for this latter case it is unlikely that Ridge Regression
would be of advantage as the p 'best' independent variates should in any
case lead to an X'X matrix which is far from singular.

The ninth method to be considered is Principal Component Analysis
(PCA) which originated with K. Pearson (1901) as a method of fitting
planes by orthogonal least squares. Hotelling (1933 and 1936) later
proposed the method for the particular purpose of analysing correlation
structures. The value of this method can be briefly summarised in the
words of Dubzinski (1975):

"When the causal relationships between the dependent variable Y and

the independent variables X need to be explained and interpreted,

multiple regression is frequently unsatisfactory if the X variables
are, as is often the case, highly correlated. PCA may transform

the independent variables into fewer biologically meaningful variables

created from linear combinations of the original variables."
Thus, the method has been specifically proposed for identifying the

dependence structure of a multivariate population. That is, by using it
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one can establish the complex of factors which have generated the
dependence or variation in the data, so that the observable or manifest
variates can be represented as functions of a smaller number of latent
factor variates.

Continuing the notation of the previous section where x is the
n X k matrix with mean vector U and covariance matrix z then the k
characteristic roots (or eigen values) can be found

i.e. Ay > Ay >l A~
If the k response variates have been recorded in similar units then the

(k x k) sample covariance matrix S is used to estimate 2, where

1 n v

ST L, TR - E)

However, if the variates have been recorded in dissimi.lar units then it
is best to use the sample correlation matrix R which is obtained by the

transformation

Then associated with the estimates of the eigen values £, > £, >....> £k
there exist the eigen vectors (or characteristic vectors) Blr Bpreceerdy
(i.e. a; is a k x 1 column vector). It can be shown that these two together
constitute the fundamental structure of PCA. Thus the first principal

component (1lst PC) is the following linear function of the responses:

= AT R S = al
Y17 Ak 1%k T 21 X
with sample variance

2 _ % 3 S t Sa =2
S 35y ey 1351943 7 22T A

Here we note that El is the largest eigen value and the eigen vector ai

is chosen such that ay a; = 1 (i.e. a; is normalised).
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The second principal component is

. . '
¥y = 3kt b K = 8 X

where the coefficients aj2 {the elements of the second eigen vector a.)

have been chosen such that

i) a, a, = 1 (i.e. a, is normalised),
and ii) ai a, = 0 (i.e. a, and a, are orthogonal) .

The remaining k - 2 principal components are defined in a similar fashion.

Thus the jth principal component is

—3 — '
Yj alel +....t aijk gj X
= 1if i = j
L
BhSES 3 25)=0 if i # 5.

Further, the algebraic sign and magnitude of the aij indicate the direction
and importance of ith variate to the jth component. As the eigen vectors
are orthogonal, the importance of the jth principal component is given

by

&

k
Jd_, where the total variance trS = I £,
trS , i=

The sample covariance of the variates with the jth component are given

by the column vector,

a.

~J

but by definition (§ - sz) a; =0

e Sgy T Ay

and the covariance of the ith variate with Yj is Ejaij' The product
moment correlation (or component correlation coefficient) of the ith

variate and the jth component is obtained on dividing by the component

and response standard deviations
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i.e. component correlation coefficient = —F——=

However, if the principal components have been calculated from the
correlation matrix (R) then the correlation of the variates with the

jth component is given by

VI a,

i~3

This form of weighting is generally used when presenting components.

In conclusion, principal component analysis partitions the total
variance into successively smaller orthogonal proportions, and provided
these components are distinct (i.e. Ki # Kj), the resulting set of
coefficient vectors is unique.

Some workers ignore this important property of the component
coefficients and proceed to use transformations to simplify their inter-
pretation (e.g. Daling and Tamura, 1970). Indeed, Morrison (1967) gives
the following warning on this extension of the technique: "While the

ability of the vectors to generate the original S (or R) is unimpaired

their components no longer have the maximum variance property," (i.e.
2%

the jth component no longer explains -E—l——- of the variation). As
T L,
j=1 7

such subsequent transformations (or rotations) of the components (which
are generally denoted by the name Factor Analysis and included above as
method (x)) may in fact distort the interpretation, no further consider-
ation will be given here to their application to the selection of the
'best' subset although some investigatighé may still maintain their suit-
ability.

From this outline of the theory of Principal components it can be

seen that it provides information relevant to the selection of the ‘'best'

subset but that this information is obtained in a fashion which differs
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markedly from the other methods previcusly examined. Instead of
choosing one subset (or possibly several subsets) of the variables,

we here arrive at orthogonal components which describe the factors
underlying the covariance or correlation matrix. As the k components
explain progressively less of the total sample variance we can initially
test to find the first r components which make meaningful contributions,
and then test that the r components are in fact distinct. If components
i ana i + 1 (where i = 1,....,r-1) are not significantly different then
their associated eigen vectors a; and aq would not be unique and there-
fore should not be considered further. Although I shall give no more
specific details of these tests, it is important to realize that although
they can be applied when the covariance matrix S has been used in the
calculation their derivation is more limited when the correlation

matrix R has been used. Once the r important components have been
identified they are sometimes used in place of the original variates

in subsequent analysis. For components extracted from the covariance

matrix the component scores of ihe ith observation become

.. = a! . = X) ,eee.,y., = a' .
Yi1 ~1 (51 f)' Yy r (§1 ~)

where Xy is the ith obsexrvation vector and x is the sample mean vector.

Correspondingly, if R has been used the component values for the ith

observation are

Using this approach the regression on k variables can be simplified to
a regression on r component values which may enable greater understanding
of the system. However, this situation is not the same as reducing the
k original variables to their 'best' subset of p variables.

Although principal component analysis has reduced the dimensions of

the data it still retains some information from each variate. However,
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the technique can be expanded to test whether the weightings associated
with the ith variate are trivial for the r components considered (i.e.
aij = 0 whexre jJ = 1,....,Y). This test can be used to e¢liminate one or
more variables from the analysis but in practice it is seldom used as

the analysis itself proves quite efficient in handling such variables.
Only if further observations are required as part of a continuing exper-
iment would there be any value in excluding the variates which contribute
little if anything to our understanding of the system, even then such
exclusion should consider other factors like the economic value, herit-
ability, genetic and phenotypic correlation, and anything else which may

increase the importance (whether genetic, agrcnomic oxr commercial) of

the particular variate.

METHODS

The Roseworthy data set provides a valuable opportunity to compare
the consistency of the methods described while simultaneously providing
further information on the relationships between the variates. Obviously
consideration of all nine methods would prove excessively time consuming;
therefore it is proposed that only the following five most promising
methods (as indicated in the introduction) should be considered:

i) Forward Selection;

ii) Backward Elimination;

iii) Regression by Leaps and Bounds - using the adjusted Rz(Rz);

iv) Regression by Leaps and Bounds - using Mallow's CP statistic;

v) Principal Components.
Also, since it would be rather trivial to reproduce further details on
the methods of calculation for each of these tests, I shall simply refer
the reader to the most relevant publication and briefly mention any computer
programs which I have used. In order to correspond to the basic structure

of the data set each method will be applied in turn to the data for the
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Index and Visual flocks, within each sex, for the twelve years from
1954 to 1965, for the progeny born and raised as singles only.

The Forward Selection and the Backward Elimination techniques were
applied using the appropriate SPSS program (i.e. Statistical Package for
Social Sciences as developed by Nie, Hadlaihull, Jenkins, Steinbrenner
and Bent (1975)). (An exemplary listing of the SPSS program used for
Forward Selection is given in Appendix D.) This program closely follows
the approach described by Draper and Smith (1266).

Since the method of Stepwise Regression is very similar to Forward
Selection I have not applied it to the data.

Regression by Leaps and Bounds has been applied via a FORTRAN
program which incorporates subroutines (SCREEN, COEF, PIVOT, STORE and
BACK) as referred to by Furnival and Wilson (1974). The selection crit-
erion is stipulated by the value of the parameter IBIT used when calling
subroutine SCREEN, i.e. CALL SCREEN (RR,KX,NR,NDEF,IBIT,MBST) where if
IBIT=2 the adjusted R2 is used or if IBIT=3 Mallow's CP statistic is used.

Calculation of Principal Components has similarly been by means of
a FORTRAN program, specially written for the task, but using in this case
an IMSL (International Mathematical and Statistical Libraries - 1974) sub-
routine OPRINC to calculate the eigen values, eigen vectors and component
correlation matrix. This information is then evaluated using the pro-
cedure outlined by Morrison (1967, pp. 222-244). As there is consider-
able variation in scale between the eight variates the correlation matrix

R has been used in preference to the covariance matrix S.

RESULTS AND DISCUSSION

While to analyse and compare one data set only, using the five
methods of interest would in itself be a formidable task, I have consid-
ered below what amounts to 48 related data sets. Clearly to summarize
such an immense amount of material requires several-large tables even

when one eliminates much of the less important information (e.g. the
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lower order principal components and the partial coxrelation coefficients
have not been included). Although this approach has some disadvantages,
these are far outweighed by the fact that evaluation over repeated data
sets allows the consistency of the methods to be observed.

Tables V-1 to V-4 summarise the five methods for the Male Index,
Male Visual, Female Index and Female Visual portions of the data respec-—
tively for the twelve years of the experiment. Thus, for forward selec-
tion the numbers indicate the order of inclusion of the variate into the
final equation (where o the probability of inclusion has been set at 5%).
Then in Table V-1 (i.e. for the male progeny born in the Index flock) we
see for the year 1954 that percent yield was the first variate included,
body weight the second and crimps frequency the third, while the four in
brackets for secondary follicle number indicates that this variate has
the next largest partial correlation coefficient but as the associated
F test is less than the critical value this variate has not been included
in the final equation. Thus, using Forward Selection we identify a sub-
set of size 3 for male Index progeny born in 1954, Similar subsets have
been established for the rest of the data.

The corresponding results obtained following analysis by Backward
Elimination are presented in the table immediately below the results for
Forward Selection. A similar numbering system has been used, however,
the order of merit shown indicates the significance of the F ratio in
the final subset {(i.e. when all variates with significance greater than
5 percent have been excluded). The number in brackets indicates the
last variate to be excluded.

A slightly different method of representation has been used for
the two Regression by Leaps and Bounds techniques. Here the three
most important subsets (as established by the statistic of interest -
i.e. Cp or Ra) are indicated, in their order of subset size (p). The

members of each subset have again been ranked from one to p, according
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to the magnitude of the F ratio, but it should be appreciated that the
procedure of testing differs from that used in Forward Selection and
Backward Elimination (i.e. Regression by Leaps and Bounds tests over

all p members of each of the (Zk— 1) possible subsets whereas Forward
Selection tests progressively each of the remaining variates before
including the variate which has the largest partial correlation coeffic—
ient providing the associated probability is less than the critical value) .
Thus, for Foxrward Selection the numbers shown can truly be associated with
the order of inclusion but for Regression by Leaps and Bounds the numbers
simply indicate the order of the magnitude of the F-ratios. The value

of Ri and Cp is indicated for each of the three subsets and a "1" has

then been used to indicate the "most important" subset among each group

of three (i.e. the subset having the largest value of Ri, or the value

of Cp which approaches closest to p). It should be appreciated that

this symbol has been included to show which subset would be obtained if
the program was set to find one subset only instead of the three shown,
and not to suggest this subset is "measurably" superior to the other two.
As mentioned earlier it is a marked advantage of Regression by Leaps and
Bounds that it allows identification of more than one subset.

Tables V-1 to V-4 indicate that the four methods considered so far
do not lead to exactly the same subset. However, the outcomes of the
methods are nevertheless related. Thus, we see that Forward Selection
generally chooses similar variates although the size of the subset (p)
is often a good deal smaller. This latter feature arises mainly from
the choice of significance level (i.e. o = 0,05). Increasing o would
naturally increase p but as o = 0.05 is widely used the generalisation
would seem appropriate. Generally Backward Elimination identifies the
same subset as Forward Selection, however, it can be seen that in the

cases where this is not so it terminates with a larger subset. Use
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of Cp or Ri give subsetswhich are much more similar but there is again
a tendency for the former statistic (CP) to give slightly smaller sub-
sets than Ra but larger than the two previous stepping methods. This
is not intended to imply that the value of a method is determined by
the size of the resulting subset but simply to indicate the relative
behaviour of the three methods, though it should be remembered that it
is in principle far worse to exclude a relevant variate than to include
an irrelevant one (i.e. the inconvenience of an extra variate is pref-
erable to the bias resulting from exclusion of a relevant variate).
Since the present study, like any other investigation of real data,
provides no direct means of distinguishing between these two types of
variates the superiority, or otherwise, of any of the methods cannot
be established beyond doubt. While simulation may appear a valuable
alternative I believe such an approach would encounter serious diffic-
ulties in the generation of correlated data sets, as any such correlated
data set would (like real data) be specific and therefore generalization
would prove difficult. Given these constraints it should prove worth-
while to compare the performance of the various methods when they are
applied in turn to similar data. Only by this means can some insight
be obtained on their relative value and consistency. Before doing so,
it is best to pause and consider the nature of the present data set.
Here we have two flocks, which differ in method of ram selection, thus
it seems appropriate to compare these within sexes over the twelve years
of the trial. Intuitively one might expect the relationship between
clean fleece weight and the variates measured to differ only between
sexes (if at all) at the beginning of the experiment. This initial
pattern could then change slowly over the years of the experiment if
the two flocks diverge. In particular, since this is a field experiment

conducted over seasons, it would not be surprising to observe temporal



105,

fluctuations in the relatioships or even interactions between time and
some of these relationships. However, if the technique is to be of
much value such fluctuations or interactions should be minimal.

Looking at Tables V-1 to V-4 again it can be seen that there is
some consistency within sexes and over seasons but it would be extremely
bold to suggest that they fit closely the expected results, since numerous
examples can be found where variates important one year are absent the
next and vice versa while in addition the subset size varies considerably.
That is, while the four methods are often consistent within one set of
data they vary considerably when compared over flocks, sexes and seasons.
Clearly if one were to analyse only one of these sets of data, using any
of the four methods, any inferences would be very misleading if extended
to the sheep population in general. Here I must acknowledge that this
data set may be itself atypical of data in general and thus do the four
methods some injustice, though I have no reason to suppose that this is
the case. However, unless one has strong evidence of the oddity of a
particular data set (and I fail to see how one can in fact obtain such
evidence without gathering many such data sets) then inferences drawn
from the use of such methods may be extremely ill-founded.

In deriving Tables V-1 to V-4 I have used 48 data sets to compare the
final subset obtained by either Forward Selection or Backward Elimination
to the three best subsets of the Leaps and Bounds technique, demonstrating
that the former techniques generally choose fewer variates, but it can
be shown that this final subset obtained by Forward Selection or Backward
Elimination may not in fact be optimal. This further drawback of Forward
Selection (and to a lesser extent of Backward Elimination) can best be
illustrated by the following examples, originally presented by Oosterhoff,
and represented in Kendall (1975). (The Roseworthy data coﬁld be used

to demonstrate this point but as it would require a much more lengthy
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presentation of the analyses shown in Tables V-1 to V-4 I have chosen
to use the simpler and more concise examples of Oosterhoff.

In Oosterhoff's first example he gives a set of artificial obser-
vations from which the following multiple correlation coefficients (R2)

were calculated for the subsets shown:

X, 0.6397 X, %, 0.8138 X1 1%, 1 Xy 0.9644
x, 0.5608 X11X, 0.7627 X, rX4,%X, 0.9144
x, 0.2528 xX;,%X5; 0.0899 Xy :¥X,,%, 0.8179
x; 0.0906 XX,y 0.6439 Xy X5 ,%, 0.6906

X3rXy, 0.5608

X, ,Xy 0.25863 Xy Xy 1Xg,%, 0.9737

(i.e. the regression of y on x; yields an R2 of 0.6397, while the
regression on x; and x; yields an R? of 0.7627). Then Forward
Selection would proceed choosing x31; then add x» to give x);,xz; then
add x3 to give x3,X2,%x3; and finally include xy.

For a given significance level this process may terminate at the
subset of size two, but from the table it can be seen that the pair
X, Xy would provide the best possible subset of size two not x;,X,.
Backward Elimination can be seen to lead to the same outcome and Stepwise
Regression is unlikely to change the result although this may be a little
more difficult to follow from the above table.

The second example relates to the following set of ten observations
relating the dependent variate y to two independent variates x; and X
(again the data are artificial but this in no way reduces the force of

the argument)
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Y b3 X,
29 7 7
-48 -19 -12
18 38 39
-12 45 49
44 -5 - 7
57 15 12
47 -38 ~-40
10 38 39
86 59 59
46 =27 =29

The correlation between y and x; is 0.104 while R2 is 0.011. Similarly
the correlation of y and x, is -0.00635 and R? = 0.000. Clearly it
would appear pointless to regress y on X3 and X3, since y is nearly
independent of both the x's, and in fact Forward Selection would not

attempt this regression (unless o was very large), but when we calculate

this regression we find R? = 0.999 for the following regression equation:
y = 27.7 + 8.948(x; - 11.3) - 8.898(xy - 11.1)

Thus we see that y is verxy highly dependent on the difference between x;
and xj. In this case Backward Elimination would indicate the true sit-
uation but Forward Selection and Stepwise Regression would not. This
ability of Backward Elimination to correctly handle such correlated
variates has led to it being widely accepted as the preferable method
of the three stepping procedures mentioned.

In the preceding results and discussion I have considered the first
four methods only, leaving till last the method of Principal Components.
This approach has been characteristic of the previous sections as well and

stems mainly from the fact that this last method differs markedly from the
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previous four. Thus, we find that while the first four are variations
on multiple regression, and are therefore univariate techniques depending
on functions of the residual mean square, Principal Components in con-
trast is recognised as a true multi-variate technique. Not surprisingly,
the results are presented in a form which also differs a good deal from
the earlier methods.

As described previously Principal Components arrives at r orthogonal
linear contrasts which indicate the contribution of each variate to the
underlying factors of the data. Although the data can provide k com-
ponents, only the first three have been included in Tables V-1 to V-4,
as the lower order components contribute far less information (as the
decreasing size of their eigen values indicates). Thus we see in the
tables that the first three component correlation coefficients (indic-
ated as ith CCC where i = 1,2,3) have been presented along with their
eigen value (Ki) and the proportion of the variance explained by each
A = fi—). Turning to the 1954 male Index progeny (in
trS k
Table V-1), we observe the following weights:

CCC (i.e.

. .09, .77, .77, .47, ~-.29, -.10, .48, .55

(associated with body weight, percentage yield, clean fleece weight,
staple length, crimps, fibre diameter, primary follicle number and sec-
ondary follicle number respectively) explaining 25.4 percent of the
variation as the eigen value is 2.03. It should be noted that the
sign associated with the k elements of the component correlation coeff-
icient bears only local importance (i.e. within the component) and use
of a different algorithm or solution of a similar data set may result
in the sign of all the k elements being reversed,

i.e. -.09, ~-.77, -.77, -.47, +.29, +.10, -.48, =-.55
would be interpreted in exactly the same manner as the actual component

discussed above). Thus, to ease interpretation of Tables V-1 to V-4,
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and also to asgsist later plotting, the sign of the component as a whole
has been reversed in a number of cases before presentation. The inter-
pretation of Principal Components is greatly simplified by the use of two
dimensional plots in which values of the first component are plotted
against the corresponding values of the second. This then allows a
position in two dimensional space to be associated with each of the k
variates which is much more comprehensible to the human mind than a mass
of numbers in a table (e.g. the first plot in Figure V-1 shows the two
dimensional pattern of the eight variates for the 1954 Index male progany,
where the numbers 1 to 8 correspond to the variates body weight, percent
yield, clean fleece weight, staple length, crimps, fibre diameter,
primary follicle number and secondary follicle number respectively).
The plots of the first and second component correlation coefficients for
the male and female progeny are presented in Figures V-1 and V-2 respec-—
tively. To assist interpretation the two flocks have been presented
alongside each other for each of the twelve years of the experiment.
Previously I have explained how the signs of all k values making
up the component correlation coefficients have been reversed for some
of the forty-eight data sets considered. It has been proposed that this
in no way affects or biases the analysis. Howevexr, a second constraint
has been applied to the components which may lead to the plots being con-
sidered biased. This constraint arises from the fact that the order of
the components shown in Tables V-1 to V~4 has in several cases been
changed before plotting. When the components are considered carefully,
it is seen that among the three shown for each set of data, there are
two patterns of coefficients which occur repeatedly, these are:
i) a component having relatively large positive coefficients for
clean fleece weight and percentage yield (and a positive but

smaller coefficient for steple length) and an equally large but
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negative coefficient for crimps, all coefficients for the
remaining variates being close to zero. This component
then describes the inverse relationship between fleecce weight
and crimps which has been reported in previous studies (e.g.
Robards, Williams and Hunt (1974)). As this component most
frequently occurred first in the set of three components, shown
in Tables V-1 to V-4 and summarised in Table V-5, I will refer
to it as the first component correlation coefficient (lst CCC).
ii) Secondly, we observe a component having relatively large positive
coefficients for secondary follicle number and primary follicle
number and often, but by no means consistently, a moderately
large negative coefficient for fibre diameter. (The coefficients
for the remaining variates again being distributed about zero.)
This component associated with fleece density can be seen in
Table V-5 to occur most frequently as the second observed com-~
pronent and therefore I will refer to it as the second component
correlation coefficient (2nd CCC).
Table V-5 compares the original order of these first and second components
for both the male and female progeny groups. That is, for the male pro-
geny the lst CCC was observed in position one on twenty occasions and
position two on four occasions, while the 2nd CCC occurred 4, 19 and 1
times in positions one, two and three respectively. A similar pattern
was observed for the female progeny. Thus, it would appear that there
exist two consistent components, over the forty-eight data sets considered,
but the order of these components varies occasionally. Whether any
meaning can or should be attached to these odd occurrences is unknown
but it is my opinion that this behaviour does not greatly detract from
the apparent consistency of the ccmponents. That is, analysis of any

one of the data sets (or any group of them) using Principal Component
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Analysis would result in basically similar cenclusions, which is a
markedly different outcome from that observed for the previous four
methods.

Previously I have indicated that analysis of the Roseworthy data
provides an opportunity both to compare five representative methods of
analysis and also to expand our understanding of the behaviour of the
two Roseworthy flocks under different selection programs. Since the
preceding has mainly dealt with the first of these points I will now con-
sider the second in more detail.

Naturally, as the interpretation of any data depends to a large
extent on the appropriateness of the method of analysis then this second
aspect will depend largely on the conclusions of the first. Bearing
this in mind, one is immediately led to ask =~ What is the biological
meaning or implicatiori of the two component correlation coefficients?

To answer this we recall that the first CCC was characterised by two
relatively large positive coefficients for clean fleece weight and per-
centage yield and a large negative coefficient for crimps per inch (all
the remaining variates being associated with inconsistent coefficients
much smaller in mégnitude, except staple length which exhibited some
evidence of a positive coefficient of intermediate magnitude). This
first CCC suggests that there is one factor which results in the simul-
taneous expression of high fleece weight and low crimp freguency (where
percentage yield and clean fleece weight behave similarly but individually).
Therefore it would be expected that selection for extremes of either
fleece weight or crimps would result in an opposite response in the other
variate. While the behaviour of staple length may be similar to clean
fleece weight or percentage yield any response to selection for clean

fleece weight would be comparatively smaller,
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Interestingly, when we compare the outcomg of the two selection
techniques, over the twelve years of the trial, we see that the Index
‘method, as would be expected, has resulted in greater clean fleece
weights than the Visual method. Secondly, this increase (or divergence)
has been associated with a reduction in number of crimps and an increase
in percent yield and staple length. However, two other variates, namely
secondary follicle number and body weight have also exhibited divergence
which would not be expected from the first component correlation coeff-
icients.

Turning to the second CCC we observe large positive coefficients
for both primary and secondary follicle number which suggest a second
factor, orthogonal to the first. This second factor can be identified
as responsible for the variation in follicle number. The fact that it
is orthogonal to the first CCC would suggest that it is controlled by a
separate mechanism, therefore, while we would expect these two components
to be unrelated, in terms of their expression, it must be remembered that
the selection heas been applied tc the phenotypic values (clean fleece
weight) which would result in indirect selection in favour of follicle
number. Unless therxe was a large negative genetic correlation between
these two variates and this was not supported by the estimates obtained
in Chapter II, we could expect that an increase in clean fleece weight
would be accompanied by an increase in follicle number.

The behavicur of body weight in comparison cannot be explained in
terms of the first two components as the coefficient is small and incon-
sistent in both cases. It could be that later components may relate to
body weight but as no consistent pattern could be seen and since these
remaining components explain proportionally less of the variation anyway,
this aspect was not pursued. It would appear that response in body

weight was not due to the two factors dbserved but simply a direct res-
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ponse to selection common to both flocks, bedy size being favoured more
by the subjective method of visual appraisal than by the objective
measurement of clean fleece weight.

Lastly, the observed consistency of the two components, over the
twelve years of the experiment, would suggest first that the relationships
between the eight variates have not been measurably affected by either of
the two selection methods, and secondly, that the flocks involved should
both respond to further selection. Together, these two points answer
questions which are of prime importance to the breeder, i.e.

i) has the response observed for one (or more) variates been to

the detriment of other variates?

ii) Will further generations of selection give continued response

in the variate (or variates) of interest?
However, while Principal Components provides a useful tool for
looking at these two problems it must be remembered that the results
only extend over the variates considered and therefore its value depends
largely on the ability of the breeder to choose and accurately measure
the appropriate variates. In particular, the analysis of Chapter IV
suggests that a fertility problem mey have arisen in the Index flock in
the later years of the experiment. This variate has not been included
in the above analysis as:
i) its distribution is discrete;
ii) its form is markedly different between sexes;
iii) not all progeny have been measured (especially males) and
those which have, also vary in the number of years of recording;

iv) for ewes its assessment extends over up to six years' records
and is therefore difficult to accumulate and it only becomes
available years after the other variates;

v) it is known to vary with the age of the ewe (McGuirk, 1976) and

SO0 comparison over time may well be almost impossible.
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Clearly consideration of this variate is, and will remain, a major problem
to the animal breeder. While it can be included in this and other
methods of analysis, all suffer from some, or all, of the above limit-
ations and the methods are therefore only marginally effective in their
handling of the problem. This problem warrants further consideration

but since this is beyond the bounds of the present Chapter no further
attempt will be made here. Advances in this area will depend jointly

on the statistical methods used and advancesg in the biologist's -mder-
standing of fertility.

In conclusion, the four most widely used methods for choosing the
'best' subset, from a correlated set of variates, have all demonstrated
an extreme lack of consistency when applied over similar groups of data.
It is proposed that Principal Component Analysis can provide an effective
means for reducing the dimensions of correlated data sets, by identifying
the factors which contribute to the correlation structure. Tt is
implied that these factors relate to the genetical expression of related
variates and therefore indicate the response which can be expected
following selection. Although the behaviour of the variates over 12
years of selection supports this hypothesis, it cannot be established
conclusively by my analysis. However, the genetic correlations, which
are presented in Chapter IL of this study, further support the idea.
While the method here has not reduced the variates to a smaller (or best)
subset which may then be selected for jointly, using a selection index
(as may have been hoped by some breeders), it has provided a form which
may be more wvaluable. In fact, the first two component correlation coeff-
icients may be used to transform the data to two orthogonal scores which

can then be used individually or simultaneously to select progeny.



Table V-1. Summary of four methods of analysis for the male progeny of the Index Flock

Forward selection Regression by Leaps and Regression by Leaps and
[Backward elimination] Bounds Using RY Bounds Using Mallow's Cp Principal Components
B Y S C F P 8 B Y S C F P S B Y S C F P S B Y (¢ S [ F P S
w L T RBF F W L T R B F F R2 W L T R B F F W L F T R B F F Eigen Modified
Year T D L P D N N |T D L P D N N a T D L P D N N Cp T D w L P D N N value order*
1954 2 1 3 (4) |2 1 3 49.6 t| 2 1 3 4.27 .09 .77 .77 .47 -.29 -.10 .48 .55 2.03 (1)
2 1 3 @Mz 1 3 S5 4 |49.4 2 1 3 4 3.884 .55 .13 .32 -.69 .46 -.30 -.36 .37 1.47
2 1 3 5 4 |[49.3 2 1 3 4 4.66 .42 -.13 -.37 .15 .48 -.71 .36 .45 1.41 (2)
1955 1 2 3 (4) 1 2 3 4 41.5 t| 1 2 3 2.52 | .62 .66 .81 .54 -.63 .20 .10 .18 2.25 (1)
[1 2 3 4y 1|1 2 3 5 4 40.9 1 2 3 4 2.494 .13 .20 -.05 -.25 .22 -.68 .68 .90 1.88 (2)
1 2 3 4 5 |40.6 1 2 3 4 3.90 | .50 -.18 .10 .41 .53 -.47 -.31 -.16 1.09
1956 1(3) 2 1 2 3 4 21.2 t 1 3 2 3.97 k.42 .27 .42 -.15 -.55 -.46 .61 .80 1.97 (2)
[ 1(3) 2 ] 1 2 3 4 5 ]20.3 1 2 3 4.93|.28 .57 .69 .59 -.37 .44 .04 -.34 1.69 (L
2 1 3 6 5 4 |20.5 1 2 3 4 3.54%#-.03 .07 .03 .57 .09 -.69 -.50 .10 1.07
1957 (2) i 3 1 4 2 |33.3 2 1 4.23|.39 .58 .69 .81 -.52 .71 -.30 -.43 2.66 (1)
[(2) 1 ]l 4 1 5 3 2 |34.4 % 1 3 2 4.32| .49 -.01 .33 .12 -.29 -.19 .68 .73 1.48 (2)
6 1 5 3 2 |33.6 3 1 4 2 4.23%.65 .69 -.08 .09 -.07 -.05 .27 .17 1.01
1958 1 2 (3) 1 2 4 3 |31.2 ¢t 1 2 4 3 3.49H .29 .24 .08 -.36 .39 -.71 .76 .85 2.23 (2)
[ 1 2 (NJYs 1 2 4 3 |31.0 5 1 2 4 3 4.73| .29 .63 .80 .65 -.63 -.14 -.05 .14 1.98 (L)
2 5 3 4 |30.5 1 2 5 3 4 |5.11 }.78 .42 -.07 -.26 -.33 .15 .25 .10 1.07
1959 31 2 (4) 3 1 5 2 4 |50.3 3 1 5 2 4 7.53|.13 .56 .74 .66 -.66 .59 -.39 -.27 2.34 (1)
f3 1 5 (6) 2 4]]2 1 5 6 3 4 |[51.9 |2 1 4 3 5 7.65| .32 .47 .49 -.13 -.17 -.44 .55 .84 1.81 (2)
2 1 5 6 3 7 4 |51.4 2 1 5 6 3 4 6.42+.85 .08 -.04 -.02 -.16 .31 .35 .20 1.02
1960 1 2 (3) 4 1 3 2 5 |28.6 1 2 3 4.91 }-.34 -.24 -.58 -.64 .29 -.70 .65 .70 2.39 (2)
[ 1 2 (3) 114 1 6 3 2 5(28.8t|4 1 2 3 5.56 | .15 .77 .55 -.07 -.39 .12 .51 .53 1.62 (1)
4 1 6 3 2 5 |28.3 4 1 3 2 5 5.654 .72 .17 .16 -.38 .64 -.10 -.06 ~.11 1.15
1961 1 2 (3) 1 2 3 53.2 |1 2 1.75 | .67 .52 .86 .55 -.17 .32 -.33 -.21 2.03 (1)
1 2 (3) 1 2 4 3 53.2 1 2 3 1.724 .13 .56 .28 -.12 .29 -.52 .57 .75 1.65 (2)
1 2 3 4 52.8 1 2 3 2.41 k.48 .31 -.07 .24 -.75 .45 .47 .17 1.40




Table V-1:Contd.

B Y S C F P S B Y S C¢C F P S B Y S C F P S B Y o] S o] F P s
WL TURBF F W L T R B F F R2 W L T RBF F w L F T R B F F Eigen Modified
Year T D L P D N N T D L P DN N a T DL P D N N Cp T D w L P D N N value orderxr*
1962 31 2 (4) 2 6 5 3|41.1 4 1 2 6 5 3 7.94| .30 .52 .72 .59 -.73 .49 -.36 -.37 2.27 (1)
[4 1 2 (76 5 3] 1 3 6 5 2|39.3 4 1 3 6 2 [10.21 .12 .63 .38 -.36 -.19 .06 .64 .77 1.72 (2)
4 1 3 6 5 2 |41.9t 1 3 7 6 5 2 8.00H .74 -.08 .23 .25 .13 -.60 .09 .19 1.08
1963 3 4 215 7 6 1 5 4 3 6 2|6l1.0 1 5 4 2 |10.36 | .23 .69 .87 .69 -.75 .32 -.20 .07 2.46 (1)
(1 6 4 7 3 5 21| 2 5 4 6 60.2 2 5 4 1 |11.57 .40 .31 .06 -.33 -.14 .10 .75 .88 1.73 (2)
1 6 7 3 5 63.2% 1 6 4 7 3 5 2 8.00#-.77 .22 -.21 .03 .07 .63 -.24 -.25 1.21
1964 3 5 1 4 () 2 3 5 2 4 1|51.6 3 5 2 4 7.23| .69 .47 .58 .75 -.51 .60 -.33 -.68 2.79 (1)
{3 5 2 4 (6) 11 3 4 2 6 1 |52.8% 3 4 2 6 1 6.58H#-.19 .46 .63 .14 -.41 -.42 .47 .52 1.49 (2)
3 4 2 5 6 7 1]|52.5 3 4 2 5 6 7 8.00| .02 .55 -.10 -.06 .19 -.53 -.64 -.04 1.04
1965 3 1 5 2 (6) 4 3 1 4 2 |62.6 31 5 4 2 6.77 | .19 -.47 -.34 -.73 .48 -.55 .75 .63 2.40 (2)
[3 1 5 4 6) 2] 3 1 4 2 | 64.3% 3 1 4 5 2 6.004 .08 .65 .85 .10 -.43 -.47 .29 .61 2.01 (1)
2 4 5 7 3163.4 2 1 4 5 7 3 8.00| .89 .02 .19 .34 .40 -.11 .15 -.34 1.25

*See text for explanation



Table V-2:

Summary of the four methods of analysis for the

male progeny of the Visual Flock

Forward selection
[Backward elimination]

Regression by Leaps and
Bounds Using Ri

Regression by Leaps and
Bounds Using Mallow's Cp

Principal Components

B Y S ¢C F P S B Y 8§ C F P S B Y 8§ ¢C F P S B Y C S (& F P S
W L TR B F F W L T R B F F R2 W L TR BVF F W L F T R B F F Eigen Modified
Year T DL P D NN T D L P D N N a T DL P D N N Cp T D W L P D N N value order*
1954 || 2 1 (3) 2 1 5 4 3 | 34.4 2 1 3 5.85 .04 .50 .48 .66 -.54 -.55 .51 .69 2.26 (1)
[2 1 1) 2 1 5 4 6 3 | 34.2 2 1 4 3 5.07 |-.39 -.61 -.66 -.00 .18 -.40 .59 .31 1.61 (2)
2 1 6 5 4 3 | 33.3 2 5 4 3 4.94t | .53 .07 .29 -.48 .67 -.16 .20 .44 1.31
1955 | 3 1 2 4 (5) 2 1 4 3 5 46.0 2 1 4 3 5 7.64 .19 .60 .80 .70 -.75 .52 .18 .12 2.40 (1)
21 4 3 (5) M 21 5 4 6 | 46.7 2 1 5 3 4 6 7.61 |l-.28 .46 .07 -.21 .06 -.52 .49 .89 1.63 (2)
2 15 4 7 6 | 47.2 2 1 5 4 7 3 g.00t | .69 -.41 -.10 .14 -.09 -.17 .59 .05 1.06
1956 1 (2) 31 2 29.1 1 2 4.70 ||-.17 .81 .e4 .31 -.63 -.45 .35 .70 2.39 (1)
[ 1 (2) 1 3 2 5 | 29.8 31 2 3,60 ||-.02 -.18 -.39 -.52 .39 -.60 .50 .49 1.45 (2)
4 1 2 6 3 | 29.9 31 2 4 4.70+ | .93 .07 .28 .18 .38 -.09 -.10 .16 1.15
1957 || 1 (6) 2 5 3 4 1 6 3 5 2 4 |46.3 1 3 5 2 7.96 .65 .48 .85 .53 -.38 .45 -.18 .12 2.05 (1)
[1 (6) 35 2 41 1 6 4 5 2 45.5 1 6 3 5 2 7.33 [-.15 .51 -.07 -.07 -.23 -.22 .77 .81 1.63 (2)
1 6 7 3 5 2 4 |46.5 16 7 3 5 2 8.00t {| .49 -.09 .27 -.38 .22 -.65 -.26 .28 1.08
1958 || 2 (4) 1 3 2 1 3 21.0 2 1 3 2.08 .23 .77 .53 .34 -.77 -.06 .45 .61 2.23 (1)
f2 (4) 1 3 i 1 4 2 3 21.8 1 4 2 3 2.61t ||-.34 -.13 -.49 -.56 .13 -.68 .66 .63 2.10 (2)
3 2 4 5 | 21.0 1 2 3 4 3.48 .85 —-.27 .24 -.23 .22 -.14 -.01 .20 1.02
1959 1 (2) 5 1 2 3 | 40.0 1 2 4 3 5.50 .44 .70 .71 .72 -.64 .24 -.32 -.29 2.36 (1)
[ (2) 1 s 3 6 2 | 39.0 4 1 2 3 5.88 .13 .43 .40 .09 .47 -.65 .14 .69 1.50 (2)
5 1 6 3 4 2 | 39.0 5 1 2 4 3 4.01t |[-.16 .07 -.06 —-.02 .32 -.41 -.82 -.42 1.15




Table V-2: contd.
B Y S C F P S B Y S C F P S B Y S CF P S B Y C S C F P S
Wi T RUB F F WL TURUB F F R2 W 1L T R B F F W L F T R B F F Eigen Modified
Year T D L P DN N T D L P D NN a T D L P D N N Cp T D W L P D N N value order*
1960 1 2 (3) 1 2 38.6 T 1 2 -.17t| -.30 .81 .70 .38 -.53 -.24 .55 .59 2.36 (1)
I 1 2 (3) ] 1 2 3 i\ 38.5 1 2 3 .89 -.61 -.12 -.43 -.63 .30 -.62 .20 .60 1.83 (2)
1 2 3 38.2 1 2 3 1.14 -.54 -.10 -.07 -.24 -.34 .60 .21 -.16 0.90
1961 1 2 (4) 3 1 2 3 49.3 1 1 2 3 3.34 .69 .21 .86 .58 -.35 .42 -.08 .01 1.90 (@B
[1 2 (4) 3 ] 1 2 3 L) 49.2 1 2 4 3 3.29+ | -.41 .57 .02 .26 -.11 .02 .64 .77 1.59 (2)
1 2 4 3 5 48.6 1 2 4 3 5 4.48 -.31 .62 .21 .08 -.18 -.60 -.59 -.18 1.30
1962 || (2) 1 3 1 6 5 4 2 36.9 1 31 4 5 2 6.79 -.12 .76 .74 .54 -.72 .51 -.04 .20 2.23 (1)
f3 1 (6) 4 5 2] 3 1 6 4 2 36.6 3 1 6 5 4 2 6.67+ | -.45 .04 -.10 -.18 -.07 -.21 .84 .84 1.69 (2)
3 1 7 6 5 4 2 36.6 3 1 6 4 5 2 7.04 -.71 -.08 -.29 -.25 -.08 .60 -.11 -.21 1.08
1963 1 (4) 3 2 2 4 5 3 6 1 44.2 2 4 5 3 6 1 7.32 .14 .69 .61 .72 -.80 .45 .05 -.14 2.24 (1)
[2 (5) 4 3 1] 2 6 4 5 1 43.7 2 3 6 4 5 1 7.86 .27 .34 .44 .05 .25 -.65 .55 .82 1.83 (2)
2 4 6 7 3 5 1 44.5 t|l 2 4 6 7 3 5 1 8.00t .80 -.35 .42 .03 .17 -.01 -.45 -.10 1.17
1964 3 1 2 (4) 3 2 6 1 4 5 41.1 31 2 6.93 .14 .64 .78 .61 -.58 .40 -.24 -.34 2.08 (1}
3 1 2 (4) ] 31 2 6 40.9 3 2 1 4 5.78 -.16 .29 .33 -.14 -.46 -.53 .48 .80 1.59 (2)
31 6 2 7 41.1 *t|| 3 2 1 4 5 6.43+ |l -.85 -.06 -.20 -.10 -.35 .47 .14 -.06 1.13
1965 3(4) 2 1 2 3 4 1 5, 43.3 2 3 4 1 5.40 .02 .69 .81 .71 -.79 .14 .25 .24 2.39 (1)
[2 3 (4) 1 1 2 5 3 1 6 4 43.4 Tl 2 3 4 1 5 5.17 -.49 .08 -.16 -.19 .12 -.49 .82 .72 1.74 (2)
2 4 3 1 6 7 42.6 2 5 3 1 6 4 6.007 .76 -.29 .22 .08 .02 -.62 -.09 .30 1.20

*See text for explanation.
+™most important" subset among each group of three shown



Table V-3:

Summary of the four methods of analysis for the female progeny of the Index Flock

Forward selection
| Backward eliminationl

Regression by Leaps and
Bounds Using Ri

Regression by Leaps and
Bounds Using Mallow's Cp

Principal Components

B Y S C F P S B Y S C F P S B Y S C F P § B Y C S (o4 F P )
W L T R B F F W L T R B F F R2 W L T R B F F W L P T R B F F Eigen | Modified
Year T D L P D N N T DL P D N N a T D L P DN N Cp T D W L P D N N value | order*
1954 32 1 (4) 3 1 2 5 6 53.1 31 2 5 4 6 8.31 .38 .49 .80 .70 -.49 -.31 .54 .30 2.24 (1)
[3 2 1 (4) ] 1 2 6 53.0 1 3 2 6 5 4 8.32 -.58 -.30 ~.41 .06 .12 -.54 .57 .76 1.81 (2)
2 31 7 5 6 54.3 3 1 7 5 4 6 8.00t| -.45 .57 -.08 -.44 -.60 .13 -.03 .09 1.11
1955 1 3 2 (4) 3 2 4 5 39.9 2 6.29 .43 .06 .57 .72 -.64 .76 -.44 -.69 2.70 (1)
f1 3 2 (4) 1 3 2 5 41.5 6.07 .46 .59 .56 -.01 -.30 -.08 .67 .56 1.73 (2)
3 2 7 6 40.8 1 3 6 2 5 6.38+|| -.58 .08 -.36 .13 -.50 .36 .36 .12 l1.01
1956 1 3 2 (4) 3 2 1 26.4 2 1 3.44 || -.31 .68 .59 .38 -.54 -.37 .64 .67 2.34 (1)
T 2 1 (3)] 1 2 4 3 26.3 3 2 1 2.92t| -.40 -.31 -.54 -.58 .35 -.38 .48 .56 1.69 (2)
5 1 2 3 26.8 1 2 3 3.58 -.73 .01 -.01 -.06 -.13 .72 .09 -.10 1.09
1957 1 2 (3) 1 2 3 43.4 2 3 1.92+ .11 -.15 -.23 -.81 .20 -.47 .69 .77 | 2.06 (2)
fi 2 (3) 1 1 2 4 3 43.7 2 3 2.56 .65 .53 .86 .13 .40 -.17 .09 .11 1.66 (1)
1 2 4 5 3 43.2 2 4 3 2.70 .66 -.75 .08 -.29 .03 .18 -.26 -.18 1.23
1958 2 1 (3) 2 5 1 3 37.2 2 1 4 3 5.01 .37 .37 .79 .70 -.48 .34 -.31 -.47 2.05 (1)
[2 1 (3) ] 1 6 2 3 36.6 2 4 1 3 5.54 -.24 .45 .12 .20 -.65 -.37 .67 .63 | 1.71 (2)
2 4 1 5 3 6 35.9 2 1 4 3 4.55% | -.74 -.13 -.29 .25 -.20 .47 .23 -.40 1.18
1959 (5) 1 3 2 4 5 3 6 1 2 46.6 3 2 1 4 5.87 .25 .54 .68 .73 -.59 .46 -.57 -.51 2.50 L
[(5) 3 2 1 4] 5 3 4 6 1 2 46.6 5 3 2 1 4 6.18 .11 .59 .51 .31 .28 -.61 .22 .69 1.69 (2)
5 3 6 7 1 2 46.5 5 3 4 6 1 2 6.811 .76 -.20 .08 -.17 .47 -.27 -.47 -.23 1.21




Table V-3: Contd.
B Y S C F P S B Y S C F P s B Y S CF P S B Y (o s (e F P S
WL T R B F F W L T R B F F B2 WL T RB F F 1 L F T R B F F Eigen Modified
Year T b L P D NN T b L P D NN a T DL P DN N Cp T D w L P D N N value order*
1960 2 1 (3) 1 4 2 5 3 28.7 2 1 3 5.33 .48 .31 .61 .32 -.65 .68 -.42 -.46 2.07 (1)
[2 1 (3)1 1 5 2 3 28.9 1 4 2 3 5.45t1 .42 .64 .48 -.45 -.29 -.26 .56 .71 1.99 (2)
1 7 4 2 5 3 28.7 2 4 3 5.69 .52 .06 -.20 -.64 .36 .13 -.09 -.37 1.00
1961 2 3 1 (4) 2 1 3 4 37.2 t 1 2 3 2.88 .49 .57 .72 .71 -.28 .65 -.46 -.67 2.77 (1)
fr 2 3 (4) 1] 1 2 3 4 36.9 1 3 4 3.23%|| -.00 .49 .37 .25 -.33 -.18 .72 .54 1.39 (2)
1 2 3 5 4 36.9 1 2 3 4 3.62 .45 .04 .21 .25 .74 -.46 -.12 .16 1.11
1962 31 2 (4) 3 1 2 4 5 51.3 31 2 4 5 7.22 .49 .39 .76 .59 -.52 .72 -.31 -.34 2:133 (1)
[3 1 (6) 2 4 5] 3 1 6 2 4 52.7 t 3 6 2 4 6.301 .14 .60 .36 -.16 -.20 -.13 .68 .83 1.73 (2)
2 6 7 5 3 52.2 2 1 6 7 5 3 4 8.00 .72 -.44 .06 .05 .53 .22 .31 .09 1.14
1963 1 (2) 4 1 3 5 2 37.6 T 3 2 5.59 -.44 .45 .38 .63 -.74 50 -.43 -.29 2.00 (1)
[a 1 3 (5) 21 4 6 1 3 5 2 36.3 1 3 5 2 4.33% .02 .32 .52 .18 -.08 -.01 .61 .83 1.47 (2)
2 6 4 5 1 36.1 6 3 5 2 6.13 .73 -.53 .61 .15 -.05 .26 -.02 -.21 1.32
1964 1 3 2 (4) 1 3 2 46.2 1 3 2 1.46% .60 .55 .66 .56 -.45 .66 -.10 -.58 2.39 (1)
1 3 2 (4)1] 1 3 2 4 46.2 T 1 3 2 4 2.47 -.23 .41 .22 -.19 -.65 00 .74 .59 1.61 (2)
1 3 2 4 45.8 1 3 2 4 2.95 -.62 -.11 -.59 .29 -.31 52 .09 -.31 1.28
1965 4 1 2 (5) 3 3 4 1 5 2 48.3 3 4 1 2 5.38 -.03 .41 .20 -.45 .60 -.71 .65 .76 2.27 (2)
[3 (41 2 1] 2 4 1 5 6 3 48.7 t 3 1 5 2 5.20 .02 .58 .85 .51 -.50 34 .19 .31 1.81 (1)
2 1 7 6 3 46.9 2 1 5 6 3 6.00%| -.81 -.19 -.27 -.20 -.34 38 .50 .21 1.36

*See text for explanation

t"most important" subset among each group of three shown



Table V-4: Summary of the four methods of analysis for the female progeny of the Visual Flock

Forward selection
[Backward elimination]

Regression by Leaps and
Bounds Using Rg

Regression by Leaps and
Bounds Using Mallow's Cp

Principal Components

B Y S CF P § B Y S CF P 8 B Y S CF P s B s c s c F P s
W L T R B F F W L T R B F F R2 W L TR B F F w L ¥ T R B F F Eigen Modified
Year T D L P D N N T D L P DN N a T D L P D NN Ccp T D W L P D N N value | oxder*
1954 | (2) 1 3 5 1 6 4 2 18.5 2 3 4 8.59 [ -.36 .69 .38 .44 -.47 -.44 .44 .75| 2.1l (1)
[ (2) 1 1| & 6 2 5 3 1 18.1 3 5 6 2 8.39 ||-.28 -.01 -.70 -.42 .55 -.53 .33 .30| 1.52 (2)
16 7 3 4 2 20.2 + € 7 5 2 g8.00t || .71 -.22 .17 -.03 .18 .20 .62 .34| 1.14
1955 2 (4) 1 3 3 4 5 2 3.3t 1 3 2 4.82 .55 .66 .72 .80 -.78 .25 .08 .02| 2.58 (1)
[ 1 (4) 2 330 1 4 3 5 6 2 34.0 1 4 3 5.72 || -.06 -.03 .31 -.05 .21 -.14 .70 .79| 1.28 (2)
1 3 6 4 5 2 33.1 1 3 4 2 4.83t [|-.59 .16 -.02 -.10 -.12 .83 .11 .04 | 1.11
1956 2 1 3 (4) 31 2 4 38.2 2 1 3 5.52 .61 .61 .80 .44 -.55 .39 -.61 -.36| 2.42 1)
r2 1 3 (@) 1 3 5 2 4 38.8 1t 3 1 2 3.94 .03 .45 .23 .20 -.31 -.44 .55 .80 | 1.53 (2)
315 2 6 4 38.0 3 1 5 2 4.32t| .41 -.27 -.12 .71 .36 .15 .31 -.00| 1.0l
1957 1 2 (3) 1 2 3 56.4 + 2 .86 .66 .85 .80 .54 -.34 -.03 .38 .38 2.49 (1)
[1 2 (3 I 1 2 3 4 56.0 1 2 3 .65+ -.40 .14 -.34 -.26 -.04 -.59 .64 .77| 1.71 (2)
1 4 55.9 1 2 3 1.58 .46 .06 .26 -.58 .48 -.55 -.13 -.13| 1.18
1958 || (3) 2 1 3 2 41.0 2 1 2.89 [[-.31 .84 .67 .69 -.72 .32 .33 .07| 2.45 (1)
[(3 2 1 I 3 1 2 41.3 1) 3 1 2 2.19t || -.43 .11 -.21 -.26 -.05 -.65 .65 .91| 1.98 (2)
31 2 5 40.9 31 2 4 2.93 .69 .06 .51 .36 .47 -.46 .14 .14| 1.34
1959 1 3 (4) 2 3 8.7+t 1 2 3 1.89+| .39 .57 .69 .73 -.70 .52 -.20 .37| 2.42 (1)
[1 3 (4) I 1 2 3 4 38.4 1 2 3 4 3.26 .11 .46 .38 .14 -.03 -.61 .52 .74| 1.57 (2}
1 2 3 4 5 38.6 1 2 3 4 3.38 || -.77 .04 -.24 .08 -.54 .31 .24 .27| 1l.17




Table V-4: Cont'd.

B Y S C F P S8 B Y S ¢C F P S B Y S C F P S B Y © S C F P S
W L T R B F F W L T R B F F R2 W L T RB F F W L F T R B F F Eigen | Modified
Year T D L P D NN T D L P D NN a T D L P D N N Cp T D w L P D N N value | order*
1960 1 3 4 2(7)5 6 4 2 5 1 3 40.6 4 2 5 1 3 7.65 .61 .37 76 .50 -.52 .43 -.59 -.48 2.37 (1)
14 (6) 2 5 1 3] 5 6 2 3 1 4 42.3 t 5 6 2 3 1 4 6.7271 .28 .65 .37 -.00 .07 -.62 .14 .63 1.44 (2)
4 6 2 5 7 1 3 42.1 4 6 2 5 7 1 3 8.00 -.12 32 -.12 -.66 .16 -.31 -.68 -.39 1.31
1961 1 2 3 (4) 1 2 3 4 60.8 1 2 3 3.96 .65 .55 .B6 .64 -.48 .48 .12 -.27 2,40 (1)
L 2 3 (4) ] 1 2 5 3 4 61.0 t 1 2 3 4 4.32t .01 .28 .02 .16 .12 -.19 .81 .87 1.57 (2)
1 2 5 3 4 6 60.9 1 2 4 3 4.64 -.66 .47 -.26 .02 -.62 .18 -.02 .01 1.15
1962 2 1 (4) 3 2 4 5 3 1 32.2 ¢t 2 5 3 1 4.86% (| -.67 -.20 -.35 ~.54 .49 -.63 .70 .69 2.51 (2)
[2 4 5 (6) 3 1] 2 4 5 6 3 1 32.0 2 5 6 3 1 6.10 .07 .65 .69 -.11 -.50 .11 .43 .56 1.68 (1)
1 5 6 4 3 2 31.4 1 6 4 3 2 6.75 .58 -.06 .38 -.30 .43 -.32 -.04 -.05 0.86
1963 2 3 1 (4) 2 3 1 38.8 *t 2 3 1 1.97t .08 .49 .66 .67 -.57 .64 -.35 -.57 2.30 (1)
2 3 1 (4) 1 2 3 1 4 38.3 2 3 1! 4 3.53 -.62 .12 .10 -.22 -.64 .27 .64 .42 1.53 (2)
1 3 2 4 38.2 1 3 2 4 3.59 -.52 -.33 -.57 -.15 -,02 .44 -.27 -.51 1.24
1964 2 3 1 (5) 4 2 3 1 4 56.3 t 2 3 1 4 3.067t .63 .22 .80 .66 -.25 .56 -.52 -.66 2.61 (1)
[2 3 1 (5) 4 ] 2 3 1 5 4 55.9 2 31 5 4 4.69 -.43 .61 .29 .40 -.67 .26 .67 .49 2.00 (2)
2 31 4 5 55.7 2 31 4 5 4.90 -.36 -.49 -.30 -.23 -.55 .59 -.03 -.37 1.30
1965 2 1 3 (4) 2 1 3 4 29.5 2 1 3 4 4,14t .15 .71 .76 .72 -.77 .11 .14 .24 2.30 (1)
[2 1 3 (4)] 2 1 5 4 3 30.0 T 2 1 3 4 4.29 .25 -.29 .18 -.26 .07 -.22 .74 .81 1.50 (2)
2 1 5 3 6 4 29.6 31 4 2 4.36 .71 -.04 .17 .17 .23 -.70 -.35 -.11 1.24

*See text for explanation

+"most important" subset among each group of three shown



Figure V-1 Plots of the first and second component correlation

coefficients (CCC) for the 1954 to 1965 male progeny

Where 1 denotes body weight
2 denotes percentage yield
3 denotes clean fleece weight
4 denotes staple length
5 denotes crimps
6 denotes fibre diameter
7 denotes primary follicle number

8 denotes secondary follicle number
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V-1 (continued)
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Where

Figure V-1 (continued)

denotes

denotes
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Figure V-2 Plots of the first and second component correlation

coefficients (CCC) for the 1954 to 1965 female progeny

Where 1 denotes body weight
2 denotes percentage yield
3 denotes clean fleece weight
4 denotes staple length
5 denotes crimps
6 denotes fibre diameter
7 denotes primary follicle number

8 denotes secondary follicle number
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Figure V-2 (continued)

Where 1 denotes body weight
2 denotes percentage yield
3 denotes clean fleece weight
4 denotes staple length
5 denotes crimps
6 denotes fibre diameter
7 denotes primary follicle number

8 denotes secondary follicle number
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Where

Figure V-2 (continued)

denotes
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Table V-5 Comparison of modified order to original

Modified order

of components*

order of components for both sexes

Original order of components

1 2 3
1 20 4 0]
Male
2 4 19 1
1 21 3 (0]
Female
2 3 21 0

* See text for explanation.



VI -~ DETECTION OF MAJOR GENES USING TESTS FOR NORMALITY

INTRODUCTION

It is generally accepted that the frequency distribution of a
quantitative character will be non-normal if a major gene is involved
in the inheritance of the character (Hammond and James, 1970) . Depar-
ture from normality, as a result of contamination, has been recognised
since early this century (Pearson, 1894, 1S02). Fisher, Immer and
Tedin (1932), however, were the first to attempt to apply normality
tests in quantitative genetics when they investigated the genetical
interpretation of statistics of the third degree.

More recently, Mérat (1968) has proposed the use of third and
fourth moment statistics to detect such genes. After a preliminary
test for heterogeneity of variances Mérat suggests comparing the depar-
ture from normality of the families with the highest and lowest variances.
Although 91 (the Skewness Coefficient), can be used to identify asymmetry
the main interest lies in the use of g, (the Kurtosis Coefficient) to
identify families showing platykurtic distributions, which Mérat con-
cludes are likely to be associated with the segregation of major genes.
(The derivation of both the Skewness Coefficient (gl) and the Kurtosis
Coefficient (g2) have been given earlier in Chapter I.)

Hammond and James (1970) applied four methods involving higher order
statistics (including Mérat's method) to detect genes of large effect.
Two characters of Drosophila (abdominal chaetae number and p;ogeny number)
were considered, but little evidence of non-normality was observed.
Indeed, as other authors-(Jones,.l967; Robertson, 1967; and Frankham, 1969)
had previously reported indirect evidence of major genes associated with
the inheritance of abdominal chaetae number, Hammond concluded: "The
sensitivity of the methods used is somewhat uncertain for the traits

studied." However, while several relevant factors (i.e. the magnitude
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of the heritability, non-random environmental component of the variation,
non-additive variation, linkage and natural selection) were discussed,
the power of the tests was not pursued. (Piper, 1971 also noted the
need for establishing the size of the deviation which would be required
before a major gene could be detected.)

In a later article, Hammond and James (1972) evaluated O'Donald's
method (O'Donald, 1971) for estimating the number of loci, using higher
degree statistics. O'Donald had estimated the number of loci (fi) using

the formula
1, 2

but when Hammond applied this to his abdominal chaetae data, within sexes,
he found all estimates were extremely low, demonstrating that O'Donald's
formula was biased downwards.

It can be seen that these authors have relied heavily on the use of

the coefficients of skewness and kurtosis to test for the presence of
major genes. However, after searching the literature the following

tests of normality were considered to provide possible alternatives worthy
of comparison to the tests for skewness and kurtosis:

i) Haldane's Test for Bimodality (H) - this technique was proposed
by Haldane (1951) as a means of identifying the peaks and troughs
occurring in the frequency distribution of a metric trait.
Basically the test consists of comparing the observed frequencies
in adjacent cells to establish the cases where there has been
a significant change in frequency. (The Standard Normal Dis-
tribution is used to establish significance.) If more than
one such change is located, these are assessed to see if they
are indicative of an antimode (trough) or a pair of modes (peaks).

ii) Studentized Range (U) which ig the ratio of the range to the

standard deviation as suggested by David, Hartley and Pearson
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(1954) . (This statistic is sometimes confused with one
proposed by Geary (1935) formed from the ratio of the mean

deviation to the standard deviation.)

iii) W statistic, as proposed by Shapiro and Wilk (1965) which

iv)

basically compares the slope, for the regression of the ordered
observations on the expected values of the order statistics,
with the usual symmetric sample sum of squares about the mean.
Calculation of W in practice proves rather difficult as it
invélves the covariance matrix of the normal order statistics.
Thus, Shapiro and Wilk (1965) only presented coefficients and
percentage points for sample sizes of 50 or less.

However, Shapiro and Francia (1972) presented a simplified form
of the test (W') which compared favourably, in terms of sensit~
ivity, with W. A table of the "Empirical Percentage Points of

W' Test" was included by these authors for n = 35, 50, 51.(2)99

(where n = sample size). Later work by Weisberg (1974) further

verified that for samples =2 35, W' has approximately the same
accuracy as W. In view of this I have considered only W' in
the following work.

Joint Tests using both 9, and 9y- The following brief summary
illustrates several of the joint tests which have been considered,
often with reservations.

The first possibility is to test for both skewness and kurtosis
and reject if either or both show evidence of non-normality.
(This I will call the 'simple joint test' of normality, and use
J to represent it.)

Secondly, we can consider the P statistic suggested by Pearson,
1902, where

P = 2b2 - 3bl - 6

(note g, = b2 - 3, and g, = Vbl).
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Recently, Bowman and Shenton (1973) have considered P using
Monte Carlo simulations of the normal and gamma densities to
obtain the percentiles of P.

Thirdly, two 'omnibus' tests involving the joint use of 91 and
9, have been put forward by D'Agostino and Pearson (1973) .

Both these tests result in a X2 statistic, after assuming 94

and g, are independent, under the null hypothesis. However,
D'Agostino and Pearson (1974) withdrew the tests after Professor
Frank 2Anscombe had pointed out that while 91 and g, were uncorr-
elated, they were not independent. This criticism must surely
apply equally to the previous two joint tests, but while T have
not considered D'Agostino's two 'omnibus' tests further, T have
continued with the 'simple joint test' and the P statistic as
they are frequently used. This criticism is especially true
for the 'simple joint test' which is basically the procedure
most people adopt when testing for normality (i.e. few people
consider either g, or g, alone - most look at both in turn
rejecting normality if either indicates deviation from normality) .
"Tower Tailed" Kurtosis Statistic (C) - Deviation associated
with Kurtosis - can be described as either leptokurtic (where
9, > 0) or platykurtic (where g, < 0}). Leptokurtosis arises
if the distribution is much more peaked than the normal distrib-
ution while platykurtosis indicates the distribution is
unusually flattened. As the presence of a major gene would

be expected to result in a platykurtic distribution the Kurtosis
Statistic will be applied as a one~tailed test and this would

be expected to provide a more efficient test than the corres-

ponding two-tailed test.
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Several other tests of normality appeared in the literature.
However, they have not been included in this study as previous work
had shown them to be comparatively insensitive to deviations from
normality (see Shapiro, Wilk and Chen, 1968) . Among those rejected
was a group called the ‘distance tests', because they depend on use

of the sample estimates of the mean (x) and variance (sz) for the pop-

ulation mean (uU) and variance (02). (Whereas W', gyr 9yr U and H are
scale and origin invariant.) The actual members of the 'distance tests'
were :

a) Cramer-Von Mises statistic - Cramer, 1928.

b) Kolmogorov~Smirnov test - Kolmogorov, 1933.

c) Weighted Cramer-Von Mises statistic - Anderson and Darling, 1954.

a) Modified Kolmogorov-Smirnov test ~ Durbin, 1961 (see also

Lilliefors (1967) for more recent approach)

e) Simple Chi-squared test.

The aim of the present study is to first, investigate alternative
tests for normality to determine which are more suited to identifying
the type of non-normality expected when a major gene was present in the
population and second, to establish the minimum deviation which a major
gene would have to cause before its presence could be consistently
detected.

Although subsets of the above tests have been compared previously
for a range of alternative distributions, their sensitivity has not been
assessed when the alternative distribution is bimodal (i.e. Shapiro, Wilk
and Chen (1968), used the following unimodal distributions, Beta (p,q),
Binomial (k,.5), Chi-squared (V), Double Chi-squared (B), Johnson SB
(vy,8), Logistic (a,B), Log normal (U,Oz), Non-central Chi-squared (V,A),
Poisson (A), Student T (V), Tukey (a,A), and Weibull (k,A), while Dyer
(1974) considered the Uniform, Exponential, Double Exponential and

Cauchy distributions). Thus, while these comparisons have provided
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sound foundations on which to choose the most promising tests, I will
refrain from giving further details as these would only be loosely
related to the area of interest.

Clearly the deviation from normality in the presence of a major
gene will depend on the frequency of the major gene and its manner of
expression. The latter of these two factors may involve a deviation
in mean and/or variance.

If the frequency is sufficiently large the overall distribution will
be bimodal, However, this pattern will become less distinct as the
frequency of the major gene decreases, until at low frequencies only a
skewed distribution may be seen. Since skewed distributions could also
be due to the presence of "outliers" or simply the "natural distribution"
of the character, care should be practiced when making any suggestions
with respect to major genes for such data.

Chen (1971) investigated the power of the W statistic for samples
drawn from a contaminated normal distribution. For sample sizes between
3 and 50 he included up to 7 observations differing in either scale or
location and found W was sensitive to such contamination. Howevexr, as
only the very small sample sizes could be considered bimodal and only
one statistic was assessed, this work gives but a preliminary glimpse
in the direction of interest here.

Before considering the relative efficiency of the above tests, it
should be noted that this investigation deals with the first part of
what is in practice a two-stage procedure. That is, for a given set of
observations one would first test for departure from normality, and if
this was supported, then look more closely to ascertain what is responsible
for this discrepancy. (This second aspect will be considered in more

detail later in this chapter.)
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SIMULATION
As the expected frequency and effect of a major gene can vary,
simulation was used to compare the sensitivity of the following eight

test statistics over a range of frequencies and effects:

i) Haldane's Test for Bimodality (H).
ii) Studentized Range (U).
iii) . Shapiro-Francia Statistic (W') - often called the

Modified Shapiro-Wilk Statistic.

- iv) Simple Joint Test (J).
V) Pearson's P Statistic (P).
vi) Skewness Statistic (8).

vii) Kurtosis Statistic (K) (as a two-tailed test).

viii) “Lower Tailed" Kurtosis Statistic (C).
A uniform random number generator, which returns a random value between
0 and 1, was used to generate two normal populations, N(0,1l) and N(A,1),
where A is the difference between the means of the two populations,
which both have a standard deviation of one. These populations were
mixed in 51 different proportions -~ from 0(2)100 percent of the second
population N(X,1) (i.e. 0,2,4,6,....,98,100}.

For a given significance level (o) the power of the 8 statistics,
at each of the 51 proportions, was obtained using repeated sampling.
Graphs of the power plotted against proportion provide an effective means
of comparing the 8 test statistics for a given difference (A) .

As the power of a fest is the probability of accepting the alternate
hypothesis given the null hypothesis is false,

i.e. Power = 1-B, where B is the probability of accepting the

null hypothesis when it is false,

the power measures the sensitivity or efficiency of a test for a level

of significance o.
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The following parameters were used for the simulation:

i) 0. (the significance level; = 0.10;

ii) n (the number of observations in each mixture) = 50, 100;
iii) A (the distance in standard deviations) = 0, 1, 2, 3, 4;
iv) n_ (the number of repeated samples generated) = 100.

Although o = 0.05 would have been a more useful level of significance,
the more conservative value (0.10) was accepted as the tables of percent-
iles for many of the two~tailed tests did not include the upper and lower
2.5% critical values. These could have been found by Monte Carlo
sampling of the standard normal population (i.e. N(0,1)) but it was felt
that this would be an unnecessary burden on the project. In order to
check both the critical values used and the simulation technique, the
significance level was calculated for all the cases where the null hypoth-
esis was known to be true (i.e. where no mixing had occurred oxr A=0).

Two sample sizes (i.e. n = 50 oxr 100) were chosen to investigate
the power of the tests, though it was of course accepted that smaller or
larger numbers may be encountered in data.

The distance obviously represents the deviation of the major gene
from the population in general and for simplicity unit increments of the
standard deviation have been used.

The number of samples (nS = 100) generated for each mixture could
be considered low, but it was found to provide a reasonable estimate of
power without using ridiculous amounts of computer time. When the
value of the power for each test sample is plotted .for each proportion,
one not only gets an idea of the power of the test statistics, but also
their "stability" or "repeatability". (Consequently, if the points arc
joined by a straight line, this gives a "zig~zag" effect which may detract

from the appearance but, to my mind, not from the interpretation.)
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In Figures VI-1(1) to VI-1(7), the power of each of the seven
tests has been plotted against the proportion 'contamination' of the
N(0,1) population by the N(A,l1) population, when A takes the values
0, 1,2, 3, 4; o = 0.10 and n = 50. (Haldane's Test has not been
simulated for the smaller sample size as it performed so poorly at N = 100.)
Similar power curves are presented for all eight tests when n = 100 in
figures VI-2(1l) to VI-2(8). Clearly, all the tests exhibit limited
power when the deviation of the major gene is less than two standard
deviations. This limitation, although not unexpscted,indicates that many
major genes of genetical significance will remain undetectable among
sample sizes of 50 to 100. This situation is unlikely to improve greatly
even for much larger sample sizes.
The power curves of the eight tests for A = 3 and o = 0.10 have
been conbined in Figures VI-3 and VI-4, for n = 50 and 100 respectively.
It can be seen that the proportion of contamination has quite marked
effects between and within tests - as the following points illustrate:
i) Although all the tests behave symmetrically, and thus could
have been plotted from O to 50 percent 'contamination', it
was felt that inclusion of the full scale would be beneficial
to the reader.
ii) For both the extremes of p (the proportion of contamination),
the power is seen to be close to the limiting value of 0.10
for all the tests (i.e. when the null hypothesis is known to
be true the power = 1-f = q).
iii) Although the power of the Skewness Statistic (S) rises rapidly
initially in the presence of positive or negative skewness, it
naturally lacks power for the symmetric distributions obsc »ved

between p = 0.4 and 0.6.
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iv) Kurtosis Statistic (K) lacks power about p = 0.2 and
p = 0.8 where the mixed distribution changes from a lepto-
kurtic to a platykurtic distribution. This results in the
power being trimodal having a high central peak when the
mixture is symmetric and bimodal, and two lower peaks when
the mixture is leptokurtic due to a low level of contamination.

V) The Studentized Range (U) behaves in a similar fashion to K
and since its power is much lower it warrants little further
attention.

vi) Pearson's P Statistic also behaves like K but, as its central
peak is broader and its two side peaks lower, would appear
marginally more valuable. The lattef of these two points
is considered advantageous as it would mean P is less likely
to include deviations due to 'outliers' amongst its rejected
distributions.

vii) All tests (except C, U and H) fail to distinguish 'outliers'
from other forms of non-normality. Although the figure may
suggest that in excess of 4 percent outliers is required to
give reasonable levels of power it should be remembered that
the model has constrained the magnitude of outliers to levels
far below what may occur in practice. Thus, even lower
frequencies of outliers may hinder the technique.

viii) The behaviour of the Simple Joint Test (J) can be seen to be
a conservative combination of K and S. This results from the
lack of independence and the fact that a significance level of
0/2 = 0.05 has been chosen for the two components (K and S).
The observed significance level for the joint test was 0.0868
and 0.0897 for N equal to 50 and 100 respectively. (This

approach has been used as it provides a simple method for approx-
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imating the two critical values corresponding to o = 0.10C.)

ix) Haldane's Test for Bimodality (H) demonstrates extremely poor
power at any level of mixing and since the test requires much
larger amounts of computer time it must be concluded that the
test will rarely be used in practice.

X) When Kurtosis was applied as a one-tailed test, the power
increased for the platvkurtic region between p = 0.25 and 0.75
and reduced elsewhere. Thus, if there was strong prior evidence
suggesting that the major gene occurred with a frequency between
0.4 and 0.6 then the"lower-tailed"Kurtosis Test () would
provide the best test for non-normality.

xi) The modified Shapiro-Wilk Statistic (W') can be seen to be as
powerful as any of the statistics for frequencies up to 0.3
(or above 0.7). For the intermediate frequencies its power
is comparatively lower. However, although this reduction
in power becomes larger the fewer the number of observations
(Figures IV-3, Iv-4), this statistic does not demonstrate the
extreme lack of power at any proportion which contrasts with
that shown by most of the other tests.

As major genes could also cause variation in scale this could have

been investigated using an approach similar to the above (e.g. mixing

2 populations N(0,1) and N(0,A) where A = 1,2,3,4). Since such genes
would be of limited importance, this type of model has been ignored.

It is however more likely that major genes would exhibit both scale and
location differences and this more complex situation may be worth consid-
eration, although it would be expected that the additional effect of

variance would increase the power of the test for non-normality.



Figure VI-1(l) Power of the "Lower Tailed" kurtosis statistic
(C) plotted against the level of contamination

for n = 50 and o = 0.10.

Figure VI-1(2) Power of the Simple Joint Test (J) plotted
against the level of contamination for

n = 50 and o = 0.10,
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Figure VI~1(3) Power of the Kurtosis Statistic (K) plotted
against the level of contamination for

n = 50 and o = 0.10.

Figure VI-1(4) Power of the Pearson's P Statistic plotted
against the level of contamination for

n = 50 and o = 0.10.
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Figure VI~1(5)

Figure VI-1(6)

Power of the Skewness Statistic (S) plotted
against the level of contamination for

n = 50 and o = 0.10.

Power of the Studentized Range (U) plotted
against the level of contamination for

n = 50 and 0 = 0.10.
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Figure VI-1(7)

Power of the Shapiro-Francia Statistic (W')
plotted against the level of contamination

for n = 50 and o = 0.10.
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Figure VI-2(1) Power of the "Lower Tailed” Kurtosis Statistic
(C) plotted against the level of contamination

for n= 3100 and a = 0.10.

Figure Vi-2(2) Power of Haldane's Test (H) plotted against the

level of contamination for n=100 and o = 0.10.
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Figure VI-2(3) Power of the Simple Joint Test (J) plotted
against the level of contamination for

n= 100 and o = 0.10.

Figure VI-2(4) Power of the Kurtosis Statistic (K) plotted
against the level of contamination for

n=100 and o = 0.10.
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Figure VI-2(5) Power of the Pearson's P Statistic plotted
against the level of contamination for

n =100 and o = 0.10.

Figure VI-2(6) Power of the Skewness Statistic (S) plotted
against the level of contamination for

n =100 and o = 0.10.
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Figure VI-2(7) Power of the Studentized Range (U) plotted
against the level of contamination for

n =100 and ¢ = 0.10.

Figure VI-2(8) Power of the Shapiro-Francia Statistic (W')
plotted against the level of contamination

for n =100 and o = 0.10.
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Figure VI-3 Comparison of the power curves for the following

seven tests (when A = 3, o = 0.10, n = 50)

(1) "Lower Tailed" Kurtosis Statistic - C
(ii) Simple Joint Test -J
(iii) Kurtosis Statistic - K
(iv) Pearson's P Statistic - P
(v) Skewness Statistic - S
(vi) Studentized Range - U

(vii) Shapiro-Francia Statistic (W') - W
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Figure VI-4 Comparison of the power curves for the following

eight tests (when A = 3, o = 0.10, n = 100)

(1) "Iower Tailed" Kurtosis Statistic - C
(idi) Haldane's Test - H
(iii) Simple Joint Test - J
(iv) Kurtosis Statistic - K
(v) Pearson's P Statistic - P
(vi) Skewness Statistic - S
(vii) Studentized Range - U

(viii) Shapiro-Francia Statistic (W'} - W
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DISCUSSION

Clearly, one should not use several or all of the eight tests
gimultaneously on a given set of data, but should choose the most
appropriate on the basis of prior knowledge. Of the eight tests for
non-normality investigated, W' (modified Shapiro-Wilk Statistic) prov-
ides the most versatile means for testing the type of deviations from
normality which would be expected in the presence of a major gene.
However, if prior knowledge suggested that the frequency of the major
gene was near 0.5 then the 'lower-tail' test of kurtosis (C) would be
preferable. Thus, for a limited range of frequencies, C provides a
useful test unaffected by the presence of outliers. In comparison,

W' is far less robust to the presence of outliers but it can be used
effectively over a much wider range of contamination. Such bimodal
distributions may be extremely important in other fields of genetics,
and indeed in science generally, but it is likely that major genes would
occur over a wider range of frequencies.

While both W' and C are best attempted with the use of a computer,
calculation of the former requires somewhat more elaborate programming
to generate the expected values of the normal order statistics and to
rank the observations. To assist this computation a set of FORTRAN sub-
routines has been written following the method outlined by Shapiro and
Francia (1972). (See Appendix E, where these subroutines form part of
a program which will be discussed later.)

While the discussion so far has centred on the identification of
mixed distributions, it is worth noting that Subrahmaniam, Subrahmaniam
and Messeri (1975) have locked at the behaviour of three tests of sig-
nificance when sampling is from such mixtures of two normal populations.

The tests considered were:
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i) One sample t-test.

ii) Analysis of variance test for equality of two or more means.

iii) Analysis of variance test for regression coefficient equal

to zero.
Their investigation indicates that the first two tests are robust when
the contamination is small, while the third exhibits only a minor effect
with respect to the significance level. From this investigation it
would seem reasonable to conclude that inability to recognise mixed dis-
tributions will not greatly weaken any analysis from a statistical point
of view, however, for the quantitative geneticist, the loss may be consid-
erable.

Previously, I indicated that the investigation had concentrated on
the first of two related problems. This approach was adopted, as the
establishment of non-normality was considered as being a distinct pre-
liminary problem from understanding or identifying the cause. Although
this approach has not been widely adopted in the past, it was considered
to be preferable, as the user is provided with a convenient test to screen
for departure from normality and so provide statistical justification for
proceeding with the more complicated second stage of the examination.

Attempts to unravel the inheritance of quantitative characters may
be broadly divided into two categories. First, Mather and Harrison
(1949) ; Thoday (1961); Cooke and Mather (1962); Gibson and Thoday (1962) ;
Spickett (1963); Wolstenholme and Thoday (1963); Thoday, Gibson and
Spickett (1964); Spickett and Thoday (1966); and Law (1967) have developed
methods based on chromosome assay while secondly, Fisher, Immer and Tedin
(1932) ; Wright (1934); Panse (1940); Mather (1949); Kalmus and Maynard
Smith (1965); Mérat (1968); O'Donald (1971); Hammond and James (1972); and
Jinks and Towey (1976) have attempted to use the statistical properties

of the distribution to estimate the number of "effective factors". As
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the former approach relies on a detailed knowledge of the genome and

the availability of suitable marker genes, for progeny testing, its use
will remain limited to all but a few species. This has been supported

by Piper (1971) who carried out a detailed assessment of Thoday's (1961)
method. Piper concluded that the method was unsuitable for domestic
animal breeding where the linkage map was poorly documented and suppression
of crossing-over was impossible. Even if these facilities were available
the analyses would require much care to avoid producing unreliable answers.
Recently, McMillan and Robertson (1974) have guestioned the accuracy of
Thoday's procedure on the following two grounds:

i) it may detect loci which do not exist.

ii) The estimated effect of those major loci which do exist will
almost inevitably be magnified by the accumulation of effects
from closely linked undetected loci.

Also, any detection will depend on the standard (tester) stock used
(Thoday, 1973). Thus, while its application t; Drosophila, by Gibson
and Thoday (1962); Wolstenholme and Thoday (1963); Spickett (1963) ;
Thoday, Gibson and Spickett (1964); Spickett and Thoday (1966) ; has
proven informative, it is unlikely that it will be suitable for more
general use.

In comparison, the latter methods, based on properties of the dis-
tributions, must be handled with care as they rely on assumptions whose
failure can greatly distort the estimates (see Hammond and James, 1972;
Hopkins, 1974). Also, both approaches are directed more at the estim-
ation of polygenic variation (except for Kalmus and Maynard Smith, 1965),
whereas the interest of the present investigation is in major genes.
Although the division between polyvgenes and major genes is far from
distinct (Thompson and Thoday, 1974), it was felt that concentration

on the latter would provide a more sensible starting point as the possible
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gains for the breeder are potentially greater, particularly in the short
term.

Piper (1971) also studied the feasibility of Wright's (1952) back-
crossing method for isolation of genes of large effect. He concluded
that the number of generations required to identify a major gene was
sufficiently large to make the "technique impractical for most species.”
Secondly, the technique was unable to distingiush between a closely
linked group of polygenes and a major gene. This secend criticism may
be directed, equally well, at the method developed in the present study,
however, the effect of recombination, although important in the long
term, would be expected to be of far less significance in domestic
animals where the generation interval is comparatively long.

As mentioned briefly above, Kalmus and Maynard Smith (1965) devel-
oped formulae for the estimation of gene frequencies, means and variances
associated with incomplete dominance at a single loci. As the method
relies on the existence of a distinct antimode it would seem of only
limited value. Also, three more general methods have recently been
reported in the statistical literature for estimating the respective
means, variances and frequencies of the distinct populations for data
from mixed populations. These methods are:

i) moments estimates;

ii) maximum likelihood;

iii) minimum x2.

Although these methods were not specifically developed with their genetic

use in mind, they would nevertheless appear to be of considerable potential

for locating major genes. Fryer and Robertson (1972) compared these
three methods and concluded:
"The methods do not differ essentially with regard to bias but for

the mean squared error the grouped estimates are shown to be more
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acourate than the moments estimates for most distributions, though
the moment estimates seem preferable for distributions which are
particularly difficult to estimate."
These authors further concluded that the methods of maximum likelihood
and minimum X2 were of similar accuracy. In view of this last conclusion,
the lesser known method of minimum X2 will not be considered further in
this investigation.
Although the method of moments has only recently emerged as a
method for estimating the five parameters associated with the mixture of
two normal distributions, the method was first considered by Pearson
(18%4). Hasselblad (1966) reconsidered the problem while Cchen (1967)
showed that the computation could be simplified from Pearson's original
method which required the solution of a ninth degree equation. The
problem has attracted further attention from Robertson and Fryer (1970);
Behboodian (1970); John (1970); Hawkins (1971); Fryer and Robertson (1972);
Rayment (1972); and Hawkins (1972) and cthers. The last author has made
available listings of a FORTRAN program (Hawkins, 1975) which, following
some minor modifications, has provided a valuable method for estimating
the five parameters associated with the mixture of two normal distrib-
utions. The procedure has been checked against mixtures of known means,
variances and proportions and found to provide a reasonable level of
accuracy. However, it did show some tendency to identify falsely two
normal distributions when the data had been generated from only one
normal distribution. Incorrect estimates also arose when the level of
contamination was low or the respective means and variances were extremely
similar. To check the validity of the two sets of estimated means and
variances, Hawkins had included in his program a variance ratio test and
an independent t-test. However, such an approach was unsatisfactory
as these estimates were tested on the data which generated them. In

comparison, the preliminary testing, using the W' or C atatistics as
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proposed above, would seem to provide a less biased nethod for protecting
against such false estimates. This was in fact supported by analysis
of simulated data.

Hawkins (1972) points out that the method of moments may sometimes
generate more than one set of solutions for a given set of data. As
previous algorithms failed to identify such additional solutions, their
continued use would be ill-advised since the solution omitted could be
the more suitable one for the data. Clearly the identification of
multiple solutions requires their relative merit to be assessed, however,
this situation is preferable to choosing, arbitrarily, only one solution.

The following three alternatives were proposed by Hawkins as
providing a possible decision rule:

i) comparison of the observed and theoretical sixth moments.

ii) Checking of the medians for each solution.

iii) Use of a Xz test to compare the observed classed data to the

expected frequencies for each possible solution.
While all three of the above may form useful criteria, there will always
remain some situations where it is impossible to identify one solution
as being better than the others.

A general FORTRAN program has been written to apply first the
Shapiro-~Francia Statistic (W') and subsequently the method of moments
if there is evidence of non-normality. (The full listing is included
in Appendix E.) This program has been tested with simulated data and
found to be capable of correctly locating the two populations when the
differences between means are sufficient to cause W' to be significant.
While this latter condition is seldom satisfied for means which differ
by less than two standard deviations, the procedure would still seem
worthy of consideration. However, it should also ke remembered that

any bimodality identified may sometimes result from non-genetic factors.

Therefore, the procedure provides the geneticist with a convenient screening
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method but follow-up investigations should be carried out to check
that a major gene is in fact segregating.

As noted above, the alternative method of maximum likelihood has
been demonstrated by Fryer and Robertson (1972) to provide a comparable
technique for estimating the five parameters associated with mixed dis-
tributions. The method has been demonstrated by Lester, Elston and
Graham (1972) and Elston, Namboodiri, Nino and Pollitzer (1974) to
identify factors which indicate the presence of a major gene. Althoucgh
a program listing of the maximum likelihood method has been obtained
{Morton and Yee, personal communication to O. Mayo and T.W. Hancock, 1976),
it has not as yet been successfully implemented on the local computer.
However, this program has since been used extensively by its authors who
have developed it to remove the effect of skewness before estimating the
parameters using the maximum likelihood method (see Maclean, Morton,
Elston and Yee (1976)).

In the preceding it has been assumed that one is either dealing with
one or a mixture of two normal distributions. Obviously the presence
of non-normality due to any other reascns will weaken all of the above
methods of analysis. The use of power transformations by Maclean, Morton,
Elston and Yee to remove skewness before attempting to estimate the
required parameters appears reasonable, however, it remains to be shown
that a single transformation determined on all of the data will provide
the most suitable transformation for situations where there are two or
more dissimilar distributions. Also, before adopting this approach, it
would seem worthwhile to investigate the robustness of the above two
estimation techniques in the presence of non-normality. Also, as neither
method determines which distribution a particular observation actually
arose from, it is difficult to imagine how this problem of non-normality

will ever be effectively resolved.
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The present approach has assumed normality, however, the possible

effects of the failure of this assumption should not be ignored.

The procedure developed above has been applied to the Roseworthy
data using the subroutines listed in Appendix E. (The main program
BIMOD was replaced by code which was better suited to handle the intric-
acies of the Roseworthy data.) Only single born progeny were considered
and the test was applied within the sex by flock by year subgroups.
Tables VI-1 to VI-4 summarise the results for the variates body weight,
clean fleece weight, fibre diameter and secondary follicle number respec-
tively, where parts (1) and (2) of each refer to the two sexes. In each
table the number of observations (n) is given with the value of W' and
its probability. If W' is significant, at the 5 percent level, the
method of moments is then applied. Where this latter method is unable
to find any solutions which satisfy the moment equations the statement
"NO VALID SOLUTICONS" is printed by the program. It would appear reas-
onable to conclude that for these cases the non-normality detected is
due to reasons other than bimodality. However, in most cases the method
obtains estimates for the two means (il, 22) and standard deviations
(sl, sz) and the proportion of mixing (pl). Occasionally two valid
solutions have been detected for the one set of data (see Hawkins, 1972).
In this application no attempt has been made to determine which set of
solutions is better although this could have been done (see earlier dis-
cussion).

Inspection of the four tables shows that there is scattered evidence
of bimodality, however, there is little consistency over sexes within
flock type. This could either be associated with the small sample size
or an indication of sex-linkage. While Bielharz (1963) has suggested

that sex-linkage is more widespread than generally believed, this is not
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supported in the tables where the bimodality is observed to have a
similar frequency in the two sexes. For bedy weight in 1961 and 1962,
both sexes of the Visual flock are observed to suggest the presence of
a major gene.

From the results it can be concluded that the technigue provides
a workable method for estimating the components of a mixed distribution.
The preliminary test for normality (W') reduces the possibility of
falsely identifying two populations when the distribution can be explained
in terms of one. This also means that the computer time required for
scanning data is greatly reduced as the program for the methods of
moments estimation is much more time consuming than the preliminary
testing of normality.

It should be remembered that the test as applied assumes we are
dealing with a population which is uniform except for the segregation
of a major gene. Thus, if we are in fact looking at data which shows
heterogeneity, for other reasons, the test may be misleading. For
example, if we had not partitioned the sheep progeny on sex (oxr birth
type) we would more than likely have observed bimodality. Or, if the
ram fertility had been poor, necessitating a return to service (as
occurred in 1965), this may produce a bimodal distribution for time of
birth which may still be reflected in measurements made up to a year
later in the progeny. Therefore, when evidence of bimodality occurs

the user should check that a ncen-genetic factor is not responsible.



Table VI-1(1)

Results of bimodality analysis on the body weights
(in kg) of the male progeny. The two flocks (I -
Index and V - Visual) are analysed separately for
each of the twelve years of the triai.

n' w! Sig P1 x] S1 P2 X S2
71 .983 ns
o \Y/ 63 .990 ns
71 .970 ns
1955 ¢ 79 .969 * .53 55.5  6.67 .47 56.9  3.02
I 66 .991 ns
c
1956 ¢ 66 .989 ns
I 56 .977 ns
=3 v 84 977 ns
I 67 .988 ns
=50 A\ 62 .982 ns
I 74 .989 ns
299 v 71 .982 ns
59 .976 ns
0
126 \Y% 56 .976 ns
I 70 .987 ns
1264 v 73 .958 * .37 55.6 8.03 .62 61.6 4.17
80 .969 * No wvalid solutions
—— v 85 .967 * .31 57.1 7.30 .69 61.8 3.77
I 64 .975 ns
s v 69 . 966 * No wvalid solutions
76 .985 ns
e \Y% 67 .984 ns
46 .977 ns
1965 v 77 .985 ns
t+ n = sample size
W' = Shapiro-Francia statistic with associated significance

Pis ;{1 and s,

P2 (=l—p1)l }-_{2 and S2

the
and

estimates of the relative proportion, mean
standard deviation of population one ,respectively

= similar estimates for population two



Table VI-1(2) Results of bimodality analysis on the body weights

(in kg) of the female progeny. The two f£locks
(I - Index and V - Visual) are analysed separately
for each of the twelve years of the trial.

n' W' sig Py 3! s1 P2 X S2
I 55 .901 L 18 42,3 8.41 .82 47.9 3.34
= \'4 71 .964 * No valid solutions
62 . 949 * L8 43.4 3.03 .17 45.8 6.40
[~
1955 ¢ sg .986 ns
I 46 .974 ns
S50 \Y 78 .989 ns
67 .988 ns
i \Y 62 .873 ns
I 57 .981 ns
r
1958 ¢ 6o .990 ns
I 72 .948 *k No wvalid solutions
e \Y 75 .981 ns
83 .980 ns
=0 \Y% 73 .985 ns
71 .988 ns
0% v 86 .949 *%k .13 34.2 7.89 .87 40.3 3.98
I 72 .976 ns
1962y g2 .970 « .53 42.8  2.43 .47 50.1 1.86
43 .980 ns
1268 \Y% 70 .983 ns
I 74 .972 ns
. vV 67 .990 ns
I 37 .936 * . 46 39.6 1.61 .54 45,7 5.31
1965 .69 40.4 2.67 .31 48.8 4.34
v 70 .981 ns
* n = sample size
W' = Shapiro~Francia statistic with associated significance
P1, X3 and s} = the estimates of the relative proportion, mean

and standard deviation of pcpulation one ,respectively

p2(=1-p1), %2 and s, = similar estimates for population two



Table VI-2(1)

Results of bimodality analysis on the clean fleece

weight {(in kg) of the male progeny.

The two flocks

(I - Index and V - Visual) are analysed separately
for each of the twelve yvears of the trial.

n Wi 5ig pP1 X1 €1 P2 X2 So
I 71 .286 ns
1954 v 63 .978 s
I 71 .987 ns
L v 79 .982 ns
I 66 .968 ns
100 \Y 66 . 990 ns
I 56 .980 ns
1SSk v 84 .986 ns
I 67 .989 ns
H5iE \Y 62 .947 *% .31 3.68 .76 .69 4.10 .35
I 74 . 985 ns
1959 v 71 .992 ns
1 59 .959 * .76 4.60 .41 .24 5.07 .76
=0 v 56 .975 ns
70 .990 ns
e v 73 .979 ns
I 80 .991 ns
S0% \Y% 85 .981 ns
64 .991 ns
£268 v 69 .871 ns
T 76 .992 ns
L2064 v 67 .968 ns
46 .957 ns
H265 \Y 77 .98% ns
t n = sample size

W=

Shapiro-Francia statistic with associated significance

P11 }_{1 and Sj

po (=1-p1) , %5 and sy

similar estimates for population two

the estimates of the relative proportion, mean and
standard deviation of population one,respectively



Table VI-2(2) Results of bimodality analysis on the clean fleece
weight: (in kg) of the female progeny. The two flocks
(I -~ Index and V - Visual) are analysed separately
for each of the twelve years of the trial.

n+ w' Sig P1 X1 S P2 X5 So
55 977 ns
. v 71 .972 ns
62 .983 ns

=
1935 v 58 .935 L No wvalid solutions

46 .984 ns

1956 v 78 .960 £ .69 3.12 ev2s] .31 3.53 .46

.35 3.34 .29 .15 3.82 .38
I 67 .984 ns

5 vV 62 .948 * .84 2.86 .33 .16 3.12 .59
I 57 .965 ns
2k vV 60 .981 ns
72 . 985 ns
1959 ¢ 75 oo ns
I 83 .988 ns
1260 v 73 .978 ns
71 .978 ns
SO \Y 86 .987 ns
I 72 .983 ns
1962 v 82 .987 ns
43 .979 ns
1963 v 70 .979 ns
74 .983 ns
1964 vV 67 .981 ns
37 .972 ns
. \4 70 .984 " ns
T n = gample size

W' = Shapiro-Francia statistic with associated significance

P11, El and s; = the estimates of the relative proportion, mean and

standard deviation of population one, respectively

py(=1-p1), %Xy and s, = similar estimates for population two



Table VI-3(1)

for each of the twelve years of the trial.

The two flocks

Results of bimodality analysis on the fibre diameter
(in microns) of the male prcgeny.
(I - Index and V - Visual) are analysed separatcly

nT w' Sig P1 §1 8 P2 §2 So
I 71 .941 *k No valid solutions
1954 v 63 .986 ns
I 71 .980 ns
5
195: v 79 .985 ns
I 66 .919 %%k .56 20.4 .72 .44 22.5 2.47
e v 66 .944 *k 47 21.6 .76 408 23.3 2.25
I 56 .990 ns
257 \Y 84 .985 ns
I 67 .967 ns
12018 \Y 62 .969 ns
I 74 .990 ns
1550 \Y 71 . 960 * No wvalid solutions
I 59 .984 ns
1360 v 56 .976 ns
I 70 .989 ns
1961 v 73 .968 * .68 23.0 1.63 .32 27.8 1.82
80 .951 ok No wvalid solutions
HHE \Y% 85 .286 ns
I 64 .987 ns
=08 \Y 69 .990 ns
76 .990 ns
1
= v 67 .968 ns
I 46 .984 ns
2200 v 77 .976 ns
t* n = sample size
W' = Shapiro-Francia statistic with associated significance
P1, X1 and s7 = the estimates of the relative proportion, mean and

p2(=1-p1), X, and sy

standard deviation of population one, respectively

similar estimates for population two



Table VI~3(2) Results of bimodality analysis on the fibre diameter

(in microns) of the female progeny. The two flocks
(I - Index and V - Visual) are analysed separately
for each of the twelve years of the trial.

1— - -

n W' Sig P1 X S1 P2 X2 S2
55 .937 L No valid solutions
1954 Y 71 .969 ns
62 .990 ns
e Y 58 .988 ns
46 .985 ns
S0 v 78 .9281 ns
67 .991 ns
S \Y/ 62 .984 ns
57 .984 ns
=50 v 60 .989 ns
72 .983 ns
. Y 75 .981 ns
I 83 .992 ns
1960 ¢ 93 974 ns
71 .971 ns
1961 v g6 .982 ns
I 72 .985 ns
1962 v 82 .993 ns
I 43 .279 ns
1963 v 70 . 965 * .61 26.4 1.10 239, 29.8 1.58
I 74 .984 ns
1964 v 67 .989 ns
I 37 973 ns
5905 \Y 70 .986 ns
+ n = sgample size
W' = Shapiro-Francia statistic with associated significance
Pir ir and s; = the estimates of the relative proportion, mean and
standard deviation of population one, respectively
py(=1-p1), X, and s, = similar estimates for population two



Table VI-4(1)

Results of bimodality analysis on the secondary follicle

number per sg cm of the male progeny.

The two flocks

(I - Index and V - Visual) are analysed separately for
each of the twelve years of the trial.

nt w! Sig P1 X1 S1 P2 %2 S2
71 .922 *k No wvalid solutions
-
s \Y 63 .916 *k .89 4106.7 579.9 L1 5105.8 1387.1
71 .972 ns
1955 \Y 79 . 960 * No wvalid solutions
I 66 .990 ns
1956
\Y 66 .928 *k .73 4835.8 544.8 .27 5659.9 1258.1
56 .947 * No wvalid solutions
1957 \Y% 84 .990 ns
67 .978 ns
=20 \Y 62 .987 ns
I 74 .991 ns
S0 \Y 71 .993 ns
I 59 .991 ns
1260 A4 56 .995 ns
70 . 946 *% No wvalid solutions
£=i6a \Y 73 .973 ns
I 80 .981 ns
=g \Y 85 .857 *% No wvalid solutions
64 .957 * No wvalid solutions
08 \Y 69 .980 ns
76 .993 ns
L Y 67 .984 ns
I 46 .984 ns
1965 A% 77 .984 ns
T n = sample size
W' = Shapiro-Francia statistic with associated significance

P1s §1 and s3

ps (=1-p1), X, and s;

similaxr estimates for population two

the estimates of the relative proportion, mean and
standard deviation of population one, respectively



Table VI-4(2)

Results of bimodality analysis on the secondary follicle

number per sq cm of the female progeny.

The two flocks

(I - Index and V - Visual) are analysed separately for

each of the twelve years of the trial.

n w! Sig P1 X1 S1 P2 X2 S5
I 55 .975 ns
2 v 71 .975 ns
62 .937 *% .81 5002.7 665.9 .19 6188.3 1333.8
. vV 58 .942 *k .58 4767.5 395.1 .42 5727.8 874.3
I 46 .961 ns
1956 v 78 .974 ns
I 67 .989 ns
251 v 62 .991 ns
57 .958 * No wvalid solutions
1958 vV 60 .991 ns
I 72 .984 ns
=g A 75 .988 ns
83 .958 g No wvalid solutions
1960 . .
\Y% 73 .962 & No wvalid solutions
T 71 .972 ns
SR v 86 .982 ns
I 72 .948 *% .83 4%907.3 779.4 .17 6456.6 1343.2
[
1962 .86 4919.6 791.2 .14 6685.9 1278.3
Y 82 .984 ns
I 43 .961 ns
e v 70 .976 ns
I 74 .980 ns
el \Y% 67 .978 ns
37 .983 ns
1965
v 70 .950 i .56 4637.0 446.9 .44 5435.0 1034.2
+n = sample size
W' = Shapiro-Francia statistic with associated significance
P, ¥X) and 87 = the estimates of the relative proportion, mean and

standard deviation of population one, respectively

p2(=l—p1),§2 and s, = similar estimates for population two
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GENERAL CONCLUSIONS

As breeding of domestic animals is both expensive and time con-
suming, we should strive both for an efficient deployment of the
resources and for the maximum rate of genetic gain.

The Roseworthy program was initiated to test whether selecting
rams by direct measurement of the important metric character clean
fleece weight was more effective than the conventional methed of visual
assecsment. While the outcome of the trial is of considerable interest
to practical breeders, the full appreciation of it depends upon the
interpretation of a large number of statistics.

This thesis has been concerned with the clear and unambiguous
assessment of breeding data. The biometrical techniques used here
have been developed to investigate two aspects of interest. Firstly,
to measure the changes in the populations under different methods of
selection, and here Chapters I, II, III and IV are particularly approp-
riate. Secondly, to predict the changes which would occur if various
methods of selection were to be employed (Chapters II, V, VI).

Chapters I and IT dealt with the conventional methods of analysing
breeding experiments, and the detailed statistics presented demonstrate
the difficulties involved in interpreting the interrelationships between
the characters, under direct and indirect selection. Unfortunately,
these difficulties are not readily appreciated by either the breeder
or the scientist and in practice they have usually been ignored.

In comparison, Hotelling's T2, presented in Chapter III, provides
a much simpler, but comprehensive answer to the same questions. Its
application to the Roseworthy cdata hag indicated that the two populations
have diverged. In particular, staple length, clean scoured yield and
secondary follicle number are positively associated with the increase

in clean fleece weight while crimps per inch and body weight are neg-



atively associated. The +abulation of the simultaneous confidence
intervals over a number of years provides a direct and meaningful
summary of the trends in these characters which are so important to
the strategy of the breeder.

The improved algorithm for the Exact Test of R x C Contingency
Tables, developed in Chapter IV, provides a valuable method for
the analysis of discrete data such as reproductive records whi.ch
cannot be handled by Hotelling's T2. As the test is exact (i.e.
it does not rely on approximation to a sampling distribution), it
can be applied to tables irrespective of the minimum size of the
expected cell frequencies. Thus it can be used to analyse tables
where the approximate tests, such as Chi-squared, become inaccurate.
Although an upper limit remains with respect to the size of table which
can be analysed, this is seldom likely to be an important restriction.

In Chapter V, Principal Component Analysis is seen to provide a
useful means for identifying the complex interrelationships between
the observed variates. In particular, this method does not suffer
from the extreme inconsistency which is seen to occur for the other
techniques based on multiple regression analysis. The orthogonal
nature of the components enables the breeder to predict the changes
which would occur if a particular selection method is adopted. It
is further suggested that the first few components may be used to
transform the data to a reduced number of new scores which may then
be used to form a selection index. (Although little reference has
been made with respect to the value of a selection index in the pre-
ceding chapters, the author recognises its value (see Hazel and Lush,
1942 ; Young, 1961; TFinney, 1962; Henderson, 1963; Tallis, 1962 and 1968;
Harville, 1975; Van Vleck, 1976; and Sales and Hill, 1976 a & b) .)

Bs the components are orthogonal, a selection index based on them should
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provide a much more effective criterion for selection.

In Chapter VI statistical methods are developed which enable the
breeder firstly, to test for the presence of a major gene and secondly,
to estimate the parameters of interest. wWhile unimodal distributions
approaching normality occur in the presence of polygenic variation,
the segregation of a major gene can be expected to distort the frequency
distribution. If the effect of a major gene is large and its frequency
sufficient this distortion may cause the frequency distribution *o becone
distinctly bimodal. Simulation is used to investigate the relative
power of eight tests of normality to recognise such distortion. it
is concluded that the Shapiro-Francia W' Statistic provides the most
versatile test, although the "Lower-Tailed" Kurtosis Statistic may be
more powerful if the frequency of the major gene is near 0.5. However,
all tests remain virtually powerless if the effect of the major gene is
less than two standard deviations from the general population mean.

Once non-normality is established, the method of moments can be applied
to estimate the respective means and variances for the two component
populations (i.e. associated with the presence and absence of the major
gene). The frequency of the major gene is also estimated.

Application of the above procedure to the Roseworthy data fails to
establish any consistent evidence of the segregation of a major gene
for any of the four metric characters considered over the twelve years
of the trial. (This may be partly due to the small number of rams
used.)

While the fundamental theory of quantitative genetics has not changed
markedly since the work of Fisher, Wright and Haldane, this cannot be
said with respect to our general understanding of its application. For
example, herd recording, artificial insemination and more recently com-

puters have all greatly increased the effectiveness of breeding programs.
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(In the preceding chapters the role of the computer has clearly been
of central importance.) Also, investigations such as those of
Robertson (1961 and 1970) on the theory of limits in artificial sel-
ection have done much to increase our knowledge.

Although quantitative genetics has much to offer the breeder,
it should be recalled that the following six points have been recog-
nised earlier (in the General Introduction to this thesis) as the main
weaknesses in the current theory:

i) inability to predict limits to response;

ii) inability to predict changes in reproductive fitness

following selection for a desired character;

iii) insufficient information about the nature of the underlying
gene loci;

iv) inability to predict accurately the rate of response,
especially following a plateau or a period of accelerated
response;

v) inability to predict the response in correlated characters;

vi) reservations associated with the additive model.

While Ewens (1969) made the following comment on the theory of
Population Genetics it can be applied ecually well to summarize the
use of additive genetic models in Quantitative Genetics:

v__.because the biological world is infinitely more complex than

our mathematical models, it is impossible to expect that math-

ematics can play in the biological sciences the fundamental

and ubiquitous role which it plays in the physical sciences."

Although the biometrical methods developed in Chapters IIT to VI
do not overcome all the weaknesses listed, it is the author's belief
that their use will assist the breeder particularly as they rely less

heavily on the additive genetic models.
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In conclusion, the present state of quantitative genetics can
still be effectively summarized by the following statement of Falconer
(1960) ;

"The importance of this branch of genetics need hardly be

stressed; most of the characters of economic value to plant

and animal breeders are metric characters, and most of the

changes concerned in micro-evolution are changes in metric

characters. It is therefore in this branch that genetics

has its most important application to practical problems and

also its most direct bearing on evolutionary theory."
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DEEENDIX B

Generalized FORTRAN subroutines for applying Hotelling's T2.

The following two generalized FORTRAN subroutines have been written
to apply Hotelling's T2 to large data sets. To use them a simple main
program is required which reads the data for the two samples into two
data arrays, which I will call Y1 and Y2, of size N1 x P and N2 x P
respectively (where N1 and N2 are the number of observations in sample
1 and sample 2 respectively and P is the nuuber of variates measured).
Subroutine SWEEP is then called to calculate the mean vector and variance-
covariance matrix for these two samples. Thus, from the (N1 x P) data
matrix Y1 we obtain a (P x 1) mean vector X1, and a (P x P) variance-
covariance matrix Al. Similarly, X2 and A2 are calculated from Y2.
Subroutine HOTEL T2 is then called to calculate Hotelling's T2. This
subroutine prints out details of the test and also returns relevant
information via formal parameters to the main program if required.

For the data matrix Y1, subroutine SWEEP is called as follows:

CALL SWEEP (N1,P,Yl,NY,IN,K,X1,NX1,NI ,Al,NAl)

where ON INPUT

NL = the number of observations in sample 1

P = the number of variates

Y1l = (N1 x P) data matrix

NY = the column size of Y1

X = number of subclasses, labelled 1 to K in array IN

IN = the indicator array, IN(1),...,IN(N) gives the subclass

of the corresponding observations
NI = array for subclass numbers
NX1 = column size of X1

NA1l = column size of Al.



ON OUTPUT
X1 = (P x 1) vector of means
"Al = (P x P) cariance-covariance matrix.

A similar call is made for the second data matrix Y2,
i.e. CALL SWEEP (N2,P,Y2,NY,IN,K,X2,NX2,NI,A2,NA2)
subroutine HOTEL T2 is then called as follows:
CALL HOTEIL T2 (N1,X1,Al,N2,X2,A2,P,KP,TT,FT,F,SI)
where ON INPUT
N1,X1,Al1,N2,%X2,A2,P are as explained above

KP is the column size of AL and A2

ON OUTPUT
TT = the value of Hotelling's T2
PT = the associated test value of F
F = a (3 x 1) vector

where F (1) is the 95% critical value
F(2) is the 99% critical value
T(3) is the 99.9% critical value

SI = the inverse of the pooled variance-covariance matyrix.

Complete listings of subroutines SWEEP and HOTEL T2 are listed later with
an example output (from the 1954 male progeny) . This output should be
self-explanatory but it should be pointed out that, in addition to the
previously mentioned information, the linear discriminant function between
the two samples is presented. It should also be noted that subroutine
HOTEL T2 calls two subroutines from the International Mathematical and
Statistical Library (IMSL) package (1975) available through the local
system software. If this package is not available one would expect that
similar subroutines could be substituted. The two subroutines are called
LINV2F and MDFI. Subroutine LINV2F is called using

CALL LINV2F(S,P,KP,SI,IDGT,WK,IER)



R R

This subroutine calculates the inverse of the P x P matrix S, wherc S
is stored in full storage mode. On output the inverse is stored in
¢ the P x P matrix SI (S and SI must be mutually exclusive).
ON INPUT

S input matrix of dimension P x P containing the matrix

to be inverted

P = +the size or order of S
KP = the column size of S
IDGT = set to 4 and denotes the accuracy of the elements of S
WK = work area of dimension greater than or equal to P**2 + 3*N.
ON OUTPUT
SI = output matrix of dimension P x P containing the inverse of S
IER = error parameter

Subroutine MDFI is called three times to calculate the 95%, 99% and
99.9% critical values of the F distribution,

i.e. CALL MDFI (PROB,D1,D2,X,IER)

MDFI inverts the F probability distribution function. That is, an X is
found such that the probability of an F(D1,D2) distributed random variable

being not greater than X is given by the probability PROB.
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APPENDIX B

Analysis of parental age effects on mutation
published by

Mayo, O., Murdoch, J.L. and Hancock, T.W. (1976)



Mayo, O., Murdoch, J. L., & Hancock, T. W. (1976). On the estimation of
parental age effects on mutation. Annals of Human Genetics, 39(4), 427-431.

NOTE:
This publication is included in the print copy
of the thesis held in the University of Adelaide Library.

It is also available online to authorised users at:
https://doi.org/10.1111/j.1469-1809.1976.tb00147.X



https://doi.org/10.1111/j.1469-1809.1976.tb00147.x
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APPENDIX C

Remark on algorithm 434[c2]
Exact probabilities for R x C contingency tables

Hancock (1975)



Hancock, T.W. (1975). Remark on algorithm 434 [G2] exact probabilities for
RxC contingency tables. Communications of the ACM, 18(2), [n.p.].

NOTE:

This publication is included in the print copy
of the thesis held in the University of Adelaide Library.
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Algorithm

SURPCUTINE RXCPRD(MATRIX, URL, NCD, NR, HC

* PT, PS5, PC2
* THISG SULPOUTILE CORPUTES EXACT
* PRCLALILITIES FCR R ¥ C CCNTINGENCY TAELES
+INOUT Ulha FOREAL PARAMETERS

% LBD = THE RCY DIMIpSIon

w NCD = TUE CCLUN DLYEGSION
KR = THE KU # OF ROWS 11! MATRIX (R=NR-1).
e = THE R CF COLUNLIS IN LATRIX (CFRC-13.

VATRIX = SPFCIFICATION OF THE CCHTINGENCY
TABLE. THIS GATRIX 1S PAKTITIONEL AS

FOLLOVS
Yl1s13s%C)sE8)serannsnaae s ¥(1,00 XCU,HNCO)
. . e s CRCRU LR} . .

. «  sens .2 . .
KR, 1), XC(R,2)5 e cass s X(PsCH YR, NG
b CHTE BYPAS 3 -3 PRI S 1 ) NINR, WO

WHERE X(J,J) NARE THE CHLSERVED CELL
FREQUENGIES, X(1,4CY ARE THE ROW 10TALS,
®NR,JY ARE THE COLULN TOTALS, ANL N(KR,HC)
15 THE T07AL SAL.PLE SICE
NCTL THAT THE CEIGLWAL L FREQUENCIES ARE
DESTROYED BY THIS SUBRCUTINE.
QUTPUT ARGULIENTS.
®T = THE PRCBABRILITY OF OBTAIMNING THE GIVIN
TABLE.
PS = THL PROBABILITY OF OLTAIWING A TAELE AS
PROLAKLE AS, OR LESS PROEASLE THAN, THE
G1VEN TABLE.
* PC & THE PRCEABILITY G} OB1AINING ALL OF THE
TALLES PGSSIELE WITHIL THE COUSTEAINTS OF
THE HARSIEAL TCTALS. (THIS SHOULD LE ).8.
DEVIATICGNS FRCM 1.8 SEFLECT THE ACCURACY OF
THE COMPUTATION.)

FE PRz e s b=

EXTEPNALS.

* ILITCIATRINANRD,NCG,NRINCY = SUBROUTINE WHICH
L QETURNS THE +BEXTe MATRIX TO SATISEY
* THE MAPGINALS.

FACLCS(N) = FUNCTION TO RETURW THE FLOATING
POILT VALUE OF LOG BASE 13 CF N FACTORIAL.
DIMENSICN LIATRIX(MRD,NCD)
INTESER R, C
R = KR - |
cC = NC - |
C COFUTE LO5 OF CONSTANT WUMERATOR
OXLC3 = -~FACLGS (MATRIN(NR,NCY)
DO 16 1=],F
ONLOS = R¥XLOG + FACLOJ(MATRIXCILLC))D
18 CCHTINUE
e 20 J=1.,C
QXLC3 = QXLCG + TACLCG(MATRIX(MR.J))
£6 CCNTINUL
C CCLPUTE PPCBABILITY OF GIVEN TAELE
RYLCG = €.€
DO 4 I=),R
DC 38 v=1.C
RXLCS = RYLOG ¢ FACLCG(NATRIX(13J))
Kl COVTILUE
49 CONTIMUE
PT = 13.8+%(QNLOG-RXLOG)
PS = 6.0
PC = ¢.0
C+ 1. ALL CFLL VALUES INITIALLY SET TO TERO
oC €3 1=1,R
Do 22 J=1.C
MATRIX(1.J) = 8
se CONTINUE
63 COITINUE
C * 2. EACH CYCLE STARTS HERE
70 KEY =
MATRI¥ (2,2)

nnnnnOnonnonnnnoncnnnﬁnnnnnonnnnnnnnnn

C * 3. SENERATING SET OF FREQUENCIES PROGRESSIVELY IN
C = LOVER PIGHT (P-1) % (C-1) CELLSe
DO 1¢8 I1=2,R
DO 150 J=2,C

MATRIY (1, ) = MATRIXCI.J) + 1
C % 4. CHECKILG SUMIATICNS «LE. RESPECTIVE ARG INALS
C = 1.E. (SU4 OF ELTS. J TO C IN 20% I) .LE.
C = MATRIXCI,LC) AND  (SUM OF ELTS. 1 TO R IN CcoL.
C % J)«LE« MATRIX(NR,J)

Isud = &

JSUK = @

DO 80 K=J,C
TSUM = ISUH + MATRIXCILM)
89 CONTINUE
1F ¢(ISUM.GT.MATRIXC(1,NC)) GO TO 138
DO 58 K=1,R
JSUM = JSUN + MATRIX(K,J)
se CONTILUE
IF (JSUM.GT.HATRIX(NR,JI) GO TO 138
C % 5. JUMP TO STATEMENT 17¢ VKERE ALL CELLS PRIQR TO
c = HATRI¥(1,J) ARE SET TC ZERO.
IF (KEY.EQ.2) GO TO 170
1p = 1
_ JP e dJ R
¢"¢ €. CALL SUGRCUTINE INIT TO FIND THE NEXT BALANCE
cC =~ MATRIZ
CALL 1L1T(MATRIX, NRD, tiCD, NRs WNOC)
€ CCMPUTE LOG OF THE DENCMIEATCR
RXLCG = €.C
Do 116 K=1.,R
LO 10¢ t=1,C

Communications February 1975
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PYLOG £ RYLCS + FPACLGG (MATRI¥CH, L))

13¢ CCUTINUF

11 CCLTINUE
¢+ COMPUTE M. 42D TO PC AND ALSU £5 IF PX +LE. PT
C (A1L O FOR FOUNL-CFI EFRCP)

PX = 16.84m (R¥LCS-HYLOG)

PC = FC + P¥

1F ((PT/P¥).GT.0.S8666) PS5 = P5 + X
Fe 1F PCESILLE f SEOURLCGE OF EATRECES WD

"
E . CIATED THCLADILITIES PV, PC ALL PEY AHE
C* ATLE PAKITULAYING CELLS €1a13s 12820
(] (a0 CRINLATLY ALLOWING
(W] GFF EEMLM
120 MATEINGI ) 22 +LTe] R
. BATZINCE, 1) LT 1) 56 TC 14g
FATRIY (1, 1) = HATSINUIL 1) + ]
MATRIV(2,2) = LATEIM(2,2) + 1
PX = PX»}LOAT(:-:I.TR]}'.(l;2)):FLOAT(!".I\TP.1X(2:I))
. ZELCATCGIATRINCI 1)) ZFLOCAT(LATRING2,2))
PC = PC + PX
1} ((PT/PY).GT.%.€6$6S) PS = PS + PX v
BATRIX (1, 2) = LATRINCGILZ)Y =
VATRIY (2, 1) = LATRIX(2,1) - 1
G0 TC 12
132 1P = 1
JpP = J
e % 8. XEY SET TO & AS CYCLE COMFLETED
14C€ KLY = 2
150 CONTINUE -
16 COUTIUUE
PETURE
C #+ ALL CILLS CF HATRIX PRIOR TO THE €I,J)>TH. ARE
¢+ SET TO 7ERC.
)72 DO 180 H=2.,JP
BATEIYCIPLMY = @
18¢ CCNTIKUE
1P = 1P - 1 -
Lo 2CG% K=1.,1P
©C 1s¢ t=2,C
HATRIX (K ) = €
15¢ CCNTINUE
£¢% COMNTINUE -
GO TO 78
EKD
SURRQUTILIE INHIT(HATPIX, NRD, NCD, ER, KC)
¢ % TH1S SUSPOUTILE RETURNS THE *UEXT* KATRIY TO
€ & SATISFY (1) TIE MARGINALS AND (2) THE SEQUENCE
C %« OF GENERATION DEFILED 11 SUBROUTIINE FXCPRDL.

DIMENSICH MATRIX(NTD,LCD) . CHEOW (58 1COL(5@)
INTEGER R, C
P = KR -1
cC= ke -1
€ = EQUIVALENCE MROY AND hCOL TO RCV AND COLUM
C % VARGINALS RESPECITVELY.
DC 12 K=1.,R ~
HMATRIXC(K, 1) = & ) :
MPOYW(K) = HATRIX(FLKC)
1 CONTINUE
' DG ¢ Li=1,C
MECLM) = MATRIN(NR,M)D
2% CONTINUE
€ « FO% EACH 80Y., SUBTRACT ELEMENTS 2 TO C FROM MRCOW
DC 40 ¥V=2.1
DO 3@ bM=Z,C .
MRCUCK) = MROV(K) - MATRIX(K.M)
30 COITINUE
48 CONTIKUE
* FOP EACH CCLUMM, SUETPACT ELEMERTS 2 TO R FROM
* MCCL
DO €3 M=2,C
DC S K=2.R
MCOL () = MCOL(M)Y - MATRIXC(K,M)
14 CCNTINUE
€2 CONTIKUE
C & FORMING *LL¥T BALAKCED# ARRAY
De 94 1=),PF
JR = KR = 1
Dc 88 J=1.,C
HIN = MING(HMRCY (IR, MCOLC(JII)D
IF (4IN.EQ.2) GO TO 70
MATRIX(IR,J) = VATRIX(IR,J) + MIN
MRCYWCIB) = MROW(IR) - MIN
1COL(J)Y = MCCL(J) = MIK
1¢ IF (MROMCIR).EQ.C) GO TC S0
eo CONTINUE
$C CCHNTINUE
RETURN
END

a0

FUNCTICH FACLOG (M)
INPUT ARSWBMENT.
"M e Al INTESER GREATER THAN OR EQUAL TO ZERO.
FUNCTICN RESULT.
FACLCG = 7THE LOG TC THE BASE 1@ OF & FACTORIAL.
DINENSICH TAGLLECIE!)
DATA TPILCG /0.3550BGGI4E/
DATA ELCG /C.43425448167
DATA IFLAG /C/
C USE STIFLINGS APPRUXINMATION IF N GT 18¢

oQoO0

119 . ¥
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1T (NGT.0f) GO TG 22
C LCOK UP AKNSYULR IF TARLE UAS GLHERATLD
IF (JFLAS.REQ.0) GG TO 3@
I0 FACLLG = TALLEGI+))
FETUR
€ HERE FCR ETIFLIEGS ARPPROXIDATION
28 Y = FLOAT(N)
FACLOG = (M4€.5)xALCGI0(Y) ~ MAEZLCG + TPRILCG +
* EL(G/(12.0%X) - ELCG/(3CT.04¥#2aX)
RETURN
C BEPE TC GENERPATE LCG FACTORIAL TAHBLE
J¢ TABLLE(]) = C.@
DO 4C 1=2,181
X = FLCATCI-1)
TAELF(I) = TABLECI-1) + ALOGIEG(X)
A COUINUE
IFLAG = )
GC TO e
END i




APPENDIX D

Exemplary listing of SPSS program for Forward Selection



B Ta, Dot BRe
b S R A TR0 KRs 13

BEOATECP=0a" B, K=TaFE, b}
GTTHCHLSPER, SPEE
RFELCYSOO0R

SPRSCD=TAPE

v mww = ENL OGF ZECTION wevwwomm—e-
#f PES4 .2

wi FRE4

fTTalHIDaTa N
B

e e EREGF SECTION ewmemmeee—-

BUH Ralk EORUARD BELECTION FOR Pf:VlﬂY*HV SHEEPR BRTa
HeRIpRLE LIST FLK, SEX, BTH.BUT YLD CFM, STLLCRPLFER,PFR.SIN
THEOT MEDTUHM TEPE

H OF CAREES ESTINATED 500

THFUT FUORMAT FIREGCFT.Q,8M¥, F1.0,F1 . 0.208,F5.1.9X,F4.1,

Fé 1.F3.1.F2.0,F4. 1,4, F2.06,F5 .07

EDWNRUTE Bl T=BuWT«0 . 45754
COUWPUTE CRid=CFR=+0 . 45350
CORAUTE STL=6TL=2, 54

REAd IHFUT DATA

CORBENRT

#BELECT IF (SEX EQ O

LORSERT FLOCK BY BIRTH TYFE-UALES OHLY
CREOZSTABS FLE BY BTH

5TaTISTICS ALL

COMMERT

*SELECT TF (SEX Eo 1%

COMMENRT FLACK BY BIRTH TYPE-FERARLEE OHLY
CROSSTAES FLE BY BTH

STHRTISTICS ALL

COMBENT

*QELECT IF SEX ER 0 #HD FLY ER T al BTH EQ D2
COMWENT ;F? =Malk FLOCK=1=THDEN BIRTH T¥FE=0=35IHGLE

REGRESSION HEThDﬁ“FDPUHkPJ
CERTASLES=0FW, BT, YL0, STL . CRP,FED. PFHR,SFIN/
REGRESSION=CFH,C80, 4.0, 500 ) WITH BWT TO0 SFHCI
COMMENT

*SELECT IF CSEX EfR 0 aHD FLK ER 2 4D BTH EG G2
CCOMHENT SEH=0=NaLE FLOCK=2=¥1GUnL EIRTH TYPE=0=81HNGLE

REGRESSIGH HETHGQﬁFﬂQMﬁRE#
MARIABLES=CFNLEUT, YLE, STL CRP,FEDLPFHLEFNS
hEuRE‘QIOH“FFﬂ;fBﬂ;4 D, 500 WITH BBT TO SFHNCI)
CORMERT

#SELECT IF CGEXK EQ 1 AND FLE Ef 1 AHD BTH E0 00
COMHMENT . §L¢;1:P EHALE FLOCKE=1=THDEX BIRTH TY¥PE=0=%IHGLE

REGRESSION HETHOO=FORYARD
?ﬁhldtmEo-li CBUTL YLD, STL,CRE . FBLLPEFR,EFN/
REGRESSION=CF ,4(3014.01.5ﬂ0) WITH BHT TO SFHCS:
COMMENHT
REELECT IF CSEX EG § aMDh FLE EB 2 aHD BTH ER D2
COWMMENRT SE=1=FEMALE FLODK=2=¥Isual EBIRTH TYPE=0=SIHOLE
REGRESSION ﬁLTHUD FORUARE S
YARTABLES=CFU. DUT; LD;JTLJCRP,FEDJPFH;SFHH
REGRESSIBH=CFE.CE DL RDD ) WITH BRT TO SFHCID
FIRISH
------------ EWHG OF THFORKATIOR =wmmememee=-
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APPENDIX E

Generalized FORTRAN program for testing for major genes.

(The subroutines DECOM, SIGMA and COMPUT listed below were
supplied by personal communication from Hawkins (1975).
Several changes,however, were required to Hawkins's listing
to enable it to operate successfully. These were justified

algebraically and produced correct answers for the example

data set supplied.)



HEE LY THIS PROGGRAN TEETE FOR
PRLRE CTOE. HON-HORMaLITY 1
PIMEHETON TITLECID

CONMMDN BC3OD

Palan IRAY/AE & -0/
LR SET FieinT LIHIT TOH ZERD
' TREYCE b=0

CALL EYSTEHCCIIT, IRAY
oo st ook REaL TITLE CARD

RE@R 10, CTETLECT Y, I=1.82

Do sk
ok

ook

ook A CRLODLATE ELPFECTED %all
(LR B DBSERVATIOHS

Gk ok

FEOGREAM

10 FoREMAaTCSaLd 2
PRINT 11 CTITLECT ¥

FORRATOIR,BA10 X

f=1,8=
11

# READ SaHPLE SIZECH valD
ok SHEPIROD-FRAKDIA WYTEST

RE@ls, {,0H

REaAD =, Q168 Lol Al
READ K CESERYGTIONS

REGE #, CACT »,I=1,H81

PEINT 20, M. 0l alB, DRl Al

FORMBTOLOR. TI0,4F10 .3 %

PRINT 22, ROy, T=1.H3

FORPBATOIOR, 10F1e . 22

TROH . GE . S0 STOP

Catl
PRINT
FOE
g=n
0] I=1,H
QugaeBCl vaBOT M
f=SQRTCR
BCTum=BC s
PRIGT Z2.CECTY,

EVMOSOH
‘,HV(E(I I“‘i.‘
WHTlJu-iOFIM. ?

N

!
[ ]

35

a3
(S

[He]
o

=1, M

4k Calll SUBROGUTINE Wk
CaLl WROH,X.uW. 181G,
TFCW. LT . CNXGD TO 42
PRIKT 40,4, CU

40 FORBATOSK#a% NOBSERYEDR YAl

TR OVYARLUE {x,FY .
TP
42 PRINT 44,4, 00
44 FORMATCSH . »Qa% DRLERVED
+alL NYALUE ¢, F7 . 3.% 2
1 WOMERTS WILL RE
DO 45 I=1.8%
GOl =0
B 50 T=1,H
AR ST M B R
SR I - S
CLEu=002s+8
EuGud (1
ECRr=liZ e+l
Gufad( I

3% ¥

APFLIEDR

8

EIMADCIHPUT  DUTREGT .

TERTA LENI
1

TGO LaLCULATE

THERE 13

Yol UE
NOR-HORMALITY
TO LUCATE FOSEIBLE

TAPEG=0UTRUT »
THE PRESEMOE

THE DaTa»

SECEO0Y,CCL0 Y, IRAYCE ¥

CRITIDEL
Co

FRALUE

STH O GE S60*

ES 0OF NORMAL

HE OF "

OFE e

13

ar

NECER

SHaPIRO-FRAaNZIA

sh L P18
NG EVIDENCE

=4, F 13
TREICHTED

161.

A MR O GERE

FiR

STATISTICS

e

BHICH I35

SRS

G .%

L5 BHICH 1§
W, 40R

HAJOR GEHNE#)

FiR

57 CEI

CFHON-MORMGLITYS )

LT CR1

;"HETHDE



[
(2]

4}
o

frel 448

o4
g=Swd{ T
Los

i -:wrcf‘w
NR=FLOMTOH
b 55 I==1.-

Lold=CClis/
PEINT Sa.¢
FORBATC L0

Call BECON
gtop

BN

SUEBRDUTIRE
BIRCNHE TN
CORMON BCS

¢

[N

=

HH

CCTX, I=8,03

14‘1"““
CTITLE.C.A1R,0AL . AUL,HZ

URCH, Y HL1EIG
Y1)
Do

AH=FLOATON?

IHIG =0

§5= $ 9B

CaLtL RRHYf

i0 20 1=1.

§eS4Y (12
Gui/EN

po 40 I=1,

o3
!

o

K

EBY=SBY BT

ﬁ=?£1)—§
EG=D#D+58
H=SBYHERY/
IFCW. LY. 0.
RETURN

(TN

=1,
Y al
it

K
fes¥Cl o

o
8%
Begny ISii=1

i62.
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SUBROUTIRE EVHOSOH: ’
Lot ok THIS SUSBROUTIHE CRLTULATES THE EXPECTEN VALUES OF HORWARL

1ok o b GROER STHTISTICS FOR A SAMPLE OF STZE H.
ook e REFERENGE - EXPECTED WalLUES 0OF HORMAL ORDER STRTISTICS
G BY H.LEON HARTER - PIDHETRIKAC19613,48,F . 151

DIMENSTOR BRCHO0 X, FALIGCED0 S
CORMMON EYCS00:
baTa IFlacsod
COEFLIN=SRRTC2 =3, 141592605367
COEFLIO=aLBGIn(C0EFLID)
by 20 1=1.R

20 BV =0

b e CHECK DISTRIBUTION FUHCTION HAS BEEH GENERATEDR U

IFCIFLAG ER. 1> GO TO 26
B 20 1=1,160
$= 05=FLOATCID
Caltl MONORCK.DD
DHCT y=0x

20 PHLIOCT d=-, S+ 4242344819 - COEFLID + ALDGIOCK
1FlLAG=1]

£k ok HUMERTCHL THTEGRATION BEGINS HERE

36 K=H/2
o 40 §=1.K
Aa=FACLOGOK ¥
E=FACLOG R~ ¥
AC=FACLOGCd~17
§=11,
60 50 I=1,152
Al=aLOGi0Cy . ~DACT o
RE=GLOGINCRRCT )
AON=aBHFLORTCHR= )
AEN=AE*FLOATCS -1
Al=AnsFLOATCE-12
AE=AE*FLOATON-4)
fAF=AR-AE-AC+PRLIODCT )
RP=aF+ 0+ &E
GH=AFrAalH+REN

50 §=S 4 {0.#%iiP% 05 ~ 10.%4AN+.0D
ECd 3=§

40 EVCH+l~f3=~8
RETURH
EHD



Dy Mow il

FUNRCTION FRULODGON X
THRPUT ARGUHERT.

Ho= o IHTECER GREMATER THAH QR EOUsL TO ZERD.

FUHCTION RESULT.

FaCliaG = THE LOG TO THE BRSE 10 OF H FACTORIAL.

DIBERSION  TABLECIO1:
PaTa  TRILDGAN . 39908 $9342/
GaTa  ELOG N 43429 44819/
brTa  IFLAG/R/
USE STIRLIHGS GPPROXZIMATION IF M GT 100
TFCHOGT 108 G0 TO 50
LODK UF aNEMER IF TABLE Was CEHNERATED
TFCIFLAG.ER. O G2 TO 100
10 FALLOG=TABLECR+L )
RETURH
HERE FUOR STIRLIHGS APPROXIMATION
S0 H=FLOGTON

FALLUG=CH+D.5) % ALOGIOCNY - W*ELOG 4 TEILOG

i + ELOG/CE2 0%l - ELOG/CIG0 . Oxkwlai )
&ETURF
HERE T0 GCERERATE LOG FARCTORIAL TABLE

oo ThE(Ftlh'I.ﬁ

DG 12l 1=2,101
EeFL0aAT] 1*1)
z0 TABLECT d=TABLECTI~1) + aALldGiodcy s
IFLAG=1
GO TR 1A
EHD

SUBROUTINE RANKCY,H)
DIHMEMSTON ¥C12
f=H

10 H=H/2
IFCH 0,70, 20

20 K=H-t
d=1

30 1=4J

40 IW=1+1
L=IDSHOCHC T, T, %, H
TFCL . ER . DY6R., 30

30 I=T1-1i
IFCY . LT . 10,40

60 J=g+1
IFCH GT . K win, 2N

0 ORETURH
EHD

164.
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SUBROUTINRE QECOUHCAIL. O, AIB. DAt AltL . HUM

bEERUG
RREGYS
DIMERS TOK

BELCIO Y, KTC120 0, U4C12 G0 U120, aS 120, aR0Ci 20

0 LRCTEAOY, DCE L ROE Y, BUED

COMBGH/GLEZOAET,EZ,
Gial, Ui, 51,82 2.8
1 ERIE I R I IR B
IR2a0S 24824 (3.
Heat.udi.s
1 Aats( 3 +514 (2. =%
1 piiZkwd
FE2=002 0

E1=0C1 0
E3=003)

ES=C0% )

3
w3

Ed.E9

PRV
N R
LCIRE B ) Yz oadi e et sl v
REE 42 e wU2 2 UL REE D
lemé U2,852)=
Ginidiegd YUl g y+ 32403 52 R Al

Ed=004)

READR IH TDENTIFICATION. DAaTA, AHD SPECIFICATIONS
WRITE(S. 108
BRITECL, 1AL 3 plbida. d=1.87

111 FORBATOIXK, Boids

AIB IS THE ITHITIAL STHRTING POSITION

Dl IS THE THTERWVAL
RUL TS THE EXD

512K
0F THE SEARCH RANGE

Mt I8 THE HUWBER OF GESERYATIONS USED IH FIHNDIHG THE HOREHTS
2 URITELE, 2037 AlE.Tal,adt L NUNH
HEITECGL, 6010
WRITECG.HG2)

CALCUILATE A&ND

FRIMNT MA3TER HMOMERT DrTa

VARK=EEZ-EIisEd

EOV=SORTOY

Ewi=E3~12.

AR
Easb1+2 #E1#EI#E1

SKEW=EXA/IVARK#ELY Y

PC1r=E1

DCZraVEREN
PC2o=ERE
BECli=0 .1
CBCE Yl L0

~,

BCZy=8KEN
POdmbd~4

OBEIFELG OREZHEIHETI -3  OFEL#xd

BCAIsRO 40N ARRe VAR Y

BPCSI=EG~5

OAE4#ETIATO D4 EZHEI#ET 10  O4EQ9El#n34+4 0xE 1443

BCS=DC S A0 VAR Y ARK*S IV )
b 710 I=1,95
WRITECEL, 6133 T1,CCIM.BCIM, RO

710 CONTIHUE
Gl FORMAT( 9
U2 FORBATC

%

03 FORMATCIRX.T1,G14 . 7,20, 014.7,

U=

EHC=CCADL -

HL =EHNE
IFCHEG . GE
KAT=0
Kh=1
Ktt=1
KOQK=0

£ ORIG.HDW. STAN

f
G

RIEB/DRAL X401

ity sTeR "IMTERVAL SIZE (DALY TOO SHALLS

BO 3 K=1,1210

oy

[



-
ld‘

ceo

3

KT 2=
B K x=0
Udil v=0.
HETS AR
DASOR 2},
CONTIHRUE

SATISFACTION QF Ed

Bi=iig
BIG=SQARTCER-E1%E1S
DUT=0. 04xS5TG
ISTART=1

ITEW=

EIG=50Y
i=U-3 . %5DY
FHSUER=U]

=t ~fl

ITE®=0

J=0

IFCRUL-a1 280,80, 10

GO FRELIMIMARY REFINEHEHNT

ceC

t-C

ce

i0

i1
ia

14

20

Ug=CE1-@Qlsll 0/R2
Cull SIiGHatAl.@2, 01,2, SIG1EZ.51IG22)

CHECK FDR aHY HEGATIVE 0OR ZERD VaRIAHCEY

IFCU-B1avia11.11
IFCSIGlastd, 12,12
IFCEIC22)14, 20,20
Bl=l1+01dd

GO To 10
Edf=HiAal, ], 81012, a2, 02,81G28
Dad=E40-E4
IFCd»25.,25,30

J=d+i

Der=D4

EQ TO 14

IFCO4Ped » 35,35, 35

SECORDARY REFIMEMERT

35

DALP=D4F

ITTEH=1

ITEX=TTER=+1
BHOCTITEZ y=A1
TFCTTER~1337,36,37

A6 ISTRRT=HH

a7

IFCOdPwRda Y 37,5037
DAdP=0d

Uri=iu1-pud
DULI=0 . 32+DU1

40 UZ21=CE1-ai*U1i Rz

CaLll SIGMacAl @R, 0L, 02y, STIG12,816280
Ediil=Regl, 0i1.810612. 2,021, 51622
Gal=EdC1-E4

TPC41 a4 1P 355,51 ,45

45 D4iP=hd41

Uit=U11+001d
G0 TD 40

SECONGARY REFIMEMENT CONFLETE - IHTERPOLATE

AN

PEINT

1e7.
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B0 AQHEWER=W
ITEN=1
KTORN=1
B M =aNSHER
GORN»=R1
G TH e

1 ANSHER=U1!
KTOKM =1
UKW =/NSKHER
ROKEH »=a1
GG TO &0

e GHSUER=CHIL~DUT13 3¢ RBECHEIP Y/ CABSIDE1 b +ARSCREIP 2 ¥a0UTY
ROKH =l
KTORM =1
U4l HI=aHSHER

CC PRIHT AHD COHYINUE THE SEARCH OR RECYCOLE

60 CONTIKUE
IFCEL-RNEUER YZQ, 70,25
55 J=D
60 T0 14
70 IFCAaUL-A1280.80.73
79 IFC{ITEWW?,77.76
76 CUNTIHUE
GO TH 7%
77 COHTIRUE
78 KH=KH+1
U1=ANSHER
fi=at+Dnl
GO T B
0 COHTINUE
CLC  SATISFRACTION OF ES
C
TFCITER-10285,85. 90
WRITECA, 120 ITEX
GO TO 50
S0 ai=AHBIL
KE=T15TaRY
BRITECE,10%
ITEM=D
Ul=U~-3 %818
AHSHER=U1
308 ag=1.-fa1l
J =03
CC PRELIMIHARY REFINEWEHT
IFCRUL-A1 ¥360,380,210
310 Yz=tE1-a1+d1 /a2
Call STaMAcal. ARl U2, S1612.51G22s
L~C DCHECK FOR (HY HEGATIVE 0OR ZERD WaRIA
TFCU=-U12378,3181,3L1
11 IFC5I612314,312.312
712 IF(SIGREV314,220,3280
214 Ui=U1+01H
GO To 210
320 ESC=GCal . UL, 5I012, /e, V2. 5162
B5=E£5C-ES
IFQd »325.325.3730

pxr
pa)
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L5 1
L8
(243

d=d+ 1
DSP=LRE
GO TH 714
320 IFCOBP+OGSYIZS, 350,32
CL  SECONDARY REFINEWENT
I3 DBIP=DpSE
ITER=1
DEF=0%
Ull=14- bUi
DULL=D . DaxpU1
340 fith1~u1aU11>/ﬁz
CaLl SIgHntal.az. 11,021, siot
ESCL=GCal,011.8I012.02.021,51G
051=E5C1-E5S
TFCDEI DB P »25%%, 351,345
J49 pS1IP=0R51
Uii=011+011
GO T 340
CC  CSECONDARY REFIHEMERT COWFLETE ~ IHTERFOLATE &HD PRINT
350 AMIHER= Ul
KTCHR Y=RTCKM ra i
US<RW s =BHSWER
GO TO Za0
351 AHSUWER=U11
KTOREM > =KTC RN 2+ 1
USCHM y=malSHER
G0 TH 2&0
IZ0 ANGSUER=(ULI-DUILT Y CCARSIDSIP) M/ CaBS(DS1 Y +R8BSCDSIF ¥ 41 ]
KETOER y=KTORM 4+ 1
SRR »=aHSHER
CC FRIRT AHD CONTIHUE THE SEARCH OR RECYCLE
260 COMTINUE
269 J=n
GO TO 214
370 IF<AUL-A1 X380,380,375
373 IFCITEM 227,377,376
I7e COHMTIHUE
GO TO 378
377 COMTIHUE
JTG CKi=kKM+d
l=pai+0ai
Ui1=AHGNER
GO 7O Ing
380 CORTIMUE
CC CHECH FOR FAIRED DATR IH U4 ANHD US AHD CALCULATE DIFFERENCES

£

Py
(=3
[
a2
o

3

2.
L)
[

2

GO 410 KK=1,HD
IFCETCRK)~2 410,405,415
433 DASCRE F=UdC Y- USe KIS
410 COMUTIKUE
CC FPRIKT ANSHER TARLE
[0 420 Kt=1,HKC
IFCETORK Y2 429,414,420
414 KOOK=KOoK+1
IFCKDOK -1 3417, 416,417
416 HRITECG, 4173
WRITECE, 41275



$1?
420
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VRITECG, 418 AUREY, O4CHEY  UB0EK b, DS CKI Y
CONTIHUE

CC LOCAYE ESTIHATE OF wmt

PN
AN O
(L3

A N
M3 Fue ol
T P SN

426

429

427

KK =0

KLIP=1

KE=KK# 1 ‘
TECKE-HC 5 423,423,500
IFCHTCRK =2 3425, 454,422
TFCKLIP-1 426,425,426
KLIP=KLIF+Y

60 T 422

KEH=KE-1
IFCKTORKN -2 3422, 429, 472
KLIP=KLIP+1
TFCOASCHKM D4 S50KE Y 427,427,422
KGsKE

CC INTERFOLATE vALUE OF Al AND CALCULATE OTHER FARAMETERS

440

Faut

500

Bog

S04

FLS=REQR-1

KaT=1
IZ=CABSCRATCRLS Yy 0/ CABSCDESIRLE Y b ABSCUASCKGOY 30
ATF=aCRLE Bt

figF=1.~-AalF
UIF=U4CKLS X+ CUHATKG0 3~ U CKLS ¥ 3#Z2
UEF=(E1-UiF+aiF s/ aarF

CaLl eIGHAt&IF, @2F DIF,U2F, SIG123.
SIGI=CQRTCEIGI2Y
EIG2=CRETEIGa2)
Ki=p1F = iils 3

HE=g2F «HUM+ 3
BFT=HI+H2-2

HET=DFT
DTI=SRARTCCOHI~E 35516132
BTz=S@RTCT . /FLOATONTL ¥4
T=fUIF~LAF Y/ CDT14DT23
Hi=H1-1

Ha=Hz-1

F=sIGlasBItas
IECF . GE.1 .} 20 TO 700
F=1./F

HTEMP=HW1

Hl=H2

Hz=HTEHP

BREITECE, 111 CAIDBCS b, d=1.8)
WRITEL G, 113 %

dRITECE, 7013

WRITECG ;11453

WRITECE, 7023

BRITECG, 118 AlF.ULIF,SIGE
WRITECG . 7020 FoNl, 2
WRITECe, 1163 aRF,UEF.5IGR
WRITECG, 724 TAHFT

CRLL COMPUTCRIF,UIF, U2F,. 5IG12.
G T 422

IFCKAT-13502,504.,502
WRITECG,111) Callod d,d=1,8
HRITECE, 428

CONTINUE

(2]
-

1G22 %

-,

HCH2 -1 2B I022/DFT)
TO/FLOGTOHZ ) )

3]
—
(e}
o
o
e’



104
101
108
109
113
114
118
{16
130
2U5

T T
o]

FE N O S S A
<
P3G (3~

= e R R

ES
Wit
oA

£~
[os]

(-4

-4
=
Py

JLe
73
704
600

FORMATOIN FL12.5 70

FORMATCIH 2F12.%7

FORMATCLHT, /4D

FORMATCLH 40

FORRATCIHO, 330 INREX A HEAN ST DEWV )
FORMATOLE ,3SHezeres o s e s s e O S SIS SN RO R ST SRR
FORRATOLH (2, IHTL,2X, F? .5, F11 . 5.F12.52

FOEMATOIH L, 32, 1R 24, F7. S5, F11 . 53,F12.5 3

FOEMATCOLH 4R, 4IHINSUFFICIENT
FORRBATORZG . 40 :
FORMATCZFY . 5,15)

FOEMAT ® *,3F7 . 4,3X. 15

“

SOLUTIONS FOR Bl + D,

FORMAT w4, 4. #MHEAH #, G15.7)
FORMATC#+w, 40X, #5370V #, G1S5.7%

FORUATCxda, 40X, #5KEW #, G135.7

)

FORMATCx *.0% il yiod

FORMATOA &, %

FORMATOS #, 38, Fe . 4,3815.7
FORMBTCIH - 37H NO ¥abLl
ES

FORMATC A 4%, 404, % T
FORMATC 44, 40K, kezsosamasa
FORMAT %4+, 388, # F  #,05
FORMAT  #+a, 38K, T  *,G1
CORTINUE

EHD

SUBROUTINE SIGHMACAL.AZ2.F1,F&.
COMMONZELER20/EL, EZ.ES . E4.EQ
Bi=EZ - (Aal#xF1xF1 + ARZHFI*xFE
B2=CET-ALwF 1aw3-fZnfFRsed d/d.
D@l CF2-F1X
IFCABSCD Y LE. 1. E~10 GO TG 20
SIGIZ=iGiaF2-B2)/0
SIR22=CBl1-A148IG1Z)/A2

RETURN

§iG12=-1

ElRgas-~1

RETURRN

EHD

DSOLUTIOHS FOR RaN
TS %, 10K, *DF»

51G12.651G2

s
[

'y

4

171.

HUHR
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SUSROUTINE CONPUTCAT UT. UG 51,840

PIMENEION &OS),BC3Y. L0052

COMUON/BLERO/EL B2 B2, E4.ED

EROIVALENCE (E1.CCT 3

Rd=1.~al

IR ENSENDERREIR

BCZympla0ST+UIaUT et rdeild )

PCE =Rl I ZaST+UT T dr@d wlb #0208 +UJelld)

B A e ol 358 w2l Y IaS Ty aUlsnd brAd (I8 f ol 2eUIatlS+ Sl hdlffoed
QC5)=ﬁI$C5#UI*SI$(3*SI*2*UI$UI?+UI**5ﬁ+ﬁd$i5*Ud$SJ$€3*SJ+2*UJ*UJ

1+Ud k)

pe & I=1.,3

5 BCIX=GCId~RCID

4

-1 ™ P L

BRITECE .3
WRITE(G .4
FOBRMATC L8 0. :::r:::::::::::::::;:ﬁ::r:::::’;::x:::::::::r:::::::;:r.:.:=::=:::‘.:=::‘:::=:
momim )

WRITEC(R 2 ¢CCId, 1=
YRITEC®: . & CAHCTIY D=
RITECG. 7y CBUI, 1=

-

v

> WOt

P

FORMATO *0%, 174, #1a, 114020, 110, a3, T1A, #4 ¥, 11X #5% )

FORMOTC B INPUT HOM. #.F10.5.Fi2.4,F12.3,F12.2.F12.1 72
FORMATC#DCALCULATED #.F10 .S, F12 4. F12 .2, F12. 2, F12.1 )
FOEMATC#0DIFFERENCE #.F10.5,F12 . 4,F12 3. F12.2,F12.1 3

RETURK
EHE
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