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Abstract

This thesis reports the structure of turbulent, unsteady, fluidic precessing jet (FPJ) flow

within a suddenly expanding axisymmetric chamber and the mode switching phenomenon

using finite volume Computational Fluid Dynamics (CFD) method. The reliability of these

CFD methods in predicting both the velocity field and the scalar field has also been as-

sessed. Although a number of experimental studies were reported, due to the challenges

of measuring all relevant parameters in the flow-field simultaneously, the understanding of

the structure of the FPJ flow is still incomplete. Moreover, the FPJ flow is bi-stable and it

switches occasionally between the Precessing Jet (PJ) and the Axial Jet (AJ) modes, which

is undesirable. However, the mode switching phenomenon has not been investigated yet.

Computational Fluid Dynamics was chosen to address these research gaps. Since no sys-

tematic numerical study on the FPJ flow has been reported in literature, the reliability of

CFD method in predicting this flow remains unknown. Increasing the understanding of the

structure, the mode switching phenomenon and the feasibility of CFD models in predicting

the FPJ flow will contribute to the development of industrially relevant design tools, which

is the overall objective of this thesis.

The first aim of this research is to comprehensively assess the reliability of two-equation

Unsteady Reynolds Averaged Navier-Stokes (URANS) models in predicting the velocity

field of the FPJ flow. Five two-equation URANS models, namely the standard k-ε model,

the modified k-ε (1.3) model, the modified k-ε (1.6) model, the Re-Normalisation Group

(RNG) k-ε model and the Shear Stress Transport (SST) model, were employed to simulate

the complex FPJ flow. The predicted phase-averaged velocity field within and in the emer-

ging region of the nozzle, energy of total fluctuation and precession frequency of the FPJ flow

were compared against the measured data. Both the RNG k-ε model the modified k-ε (1.6)

model failed to predict the precession motion. All main features of the FPJ flow that observed

from previous visualization studies were predicted with both the standard k-ε model and the

SST model. Furthermore, reasonable quantitative agreement against the experimental result

was achieved with both the standard k-ε model and the SST model, although the spreading
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and velocity decay rate of the phase-averaged jet within the nozzle were under-predicted.

Secondly, the scalar field of the FPJ flow was simulated with both a two-equation UR-

ANS model and a Hybrid Large Eddy Simulation (LES) approach. Under the current nu-

merical configurations, the jet downstream from the nozzle exit was predicted to be mainly

distributed in the region near to the wall of the external confining cylinder with both the two

approaches, while the measured jet was preferentially concentrated near to the centreline

region. This may due to the over-predicted deflection angle of the emerging jet and the

under-predicted mixing rate. In addition, the distribution range of the Probability Distribu-

tion Function (pdf) of the centreline concentration in the far field was predicted to be nar-

rower than the measured jet. Although the results calculated with the Hybrid-LES approach

agrees better with the measured data than that calculated with the SST model, it still did not

reproduce the external scalar field of the FPJ flow well. This implies that the simulation of

the scalar field of the FPJ flow is significantly more sensitive than is the velocity field.

The third aim of this work is to provide further details of the flow structure and develop

a topological model of the FPJ flow, based on the critical point method, previous experi-

mental observations and the numerical results of the CFD model. The unsteady SST model

was chosen because it exhibited good qualitative agreement with the experimental result,

which is essential for the critical point method. The predicted flow pattern at the surface of

both the nozzle and the centre-body were compared against those deduced previously. The

flow streamlines, velocity and vorticity cross-sectional contours within the FPJ nozzle were

presented to provide further flow details for the development of the vortex skeleton. A vortex

skeleton of the FPJ flow within and in the emerging field of the nozzle with six main vortex

cores is identified for the first time. All the six vortex cores are deduced to be responsible

collectively for the continuous precession.

The fourth aim of this study is to investigate the switching phenomenon and the change

of flow structure during the mode switching process using the unsteady SST model. Three

methods were employed to trigger the flow to switch from the AJ to the PJ modes, namely

imposing a continuous axial perturbation onto part of the inflow, imposing a continuous

swirling component to the inlet flow and adopting a slightly asymmetric initial flow field.

Some asymmetry was found to be necessary to trigger the mode switching, while the switch

time is inversely proportional to the extent of asymmetry. It was also found that the direc-
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tion and frequency of the precession are both dependent on the direction and intensity of the

imposed inlet swirling, respectively, which is consistent with previous experimental observa-

tions. The change to the vortex skeleton of the FPJ flow during the mode switching process

is reported for the first time.
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Chapter 1

Introduction

1.1 Background

1.1.1 Hazard of oxides of Nitrogen (NOx) emission
Nitrogen oxide (NO2) and nitric oxide (NO) are the main components of NOx, along

with N2O, N2O2, N2O3, N2O4 and N2O5 (US EPA 1999). Oxides of nitrogen are widely

considered to be the main precursor of ozone (O3) (Jhun et al. 2015). Although ozone in the

stratosphere preserves the earth from ultraviolet radiation (Wespes et al. 2016), the “ground-

level” ozone is detrimental to both human being health (US EPA 2010, WHO 2006) and

ecological systems (UNEP & WHO 2011).

Ozone is harmful to lung function and lung tissues if breathed by a human being. The

number of emergency department visits that due to the respiratory effects was found to be

proportional to the concentration of the ozone in the “ground-level” (Lavigne et al. 2012).

It was indicated that an increase of 10 parts per billion (ppb) in the “ground-level” O3 con-

centration leads to an approximately 3% increase in the number of respiratory clinic visits

(Pride et al. 2015). In addition, long-term exposure to ozone was reported to retard the well

development children’s lungs (Frischer et al. 1999).

Ozone is a typical greenhouse gas (GHG), along with CO2, methane (CH4), nitrous oxide

(N2O), hydro-fluorocarbons (HFCs), per-fluorocarbons (PFCs) and sulfur hexafluoride (SF6)

(US EPA 2010). A large proportion of the solar energy that enters the earth is radiated back to

the outer space by the earth’s surface. A fraction of this energy is absorbed by the greenhouse

gases in the troposphere and keep the earth warm. However, an increase of greenhouse gases

in the atmosphere would increase the Earth’s temperature and lead to global warming (US

EPA 2010).

The formation of acidic species in the atmosphere is associated with NOx, together with
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sulphur dioxide (SO2). These species can be deposited to the ground of the earth in various

ways, such as acid rain. The acid deposition can damage plants, leading to a reduction

of the production of crop and changing of the soil characteristics (US EPA 2010). It was

reported that the loss due to the acid deposition could be more than one billion US dollars

every year (Townsend & Howarth 2010). The aquatic life may also be killed due to the acid

deposition. Besides, the damage of the acid deposition to the plants causes a reduction of

the carbon dioxide (CO2) absorption, which will influence the whole ecological systems (US

EPA 2010).

1.1.2 Emissions of NOx by rotary kilns
The combustion of fossil fuels is a big contributor to NOx emissions (Schultz et al. 2015).

It is reported that rotary kilns produced 1.5% of the total NOx emissions in the world in the

year 1995 (Houghton 1996). Rotary kiln is widely used in the processing industry, such as

the processing of lime, alumina, zinc, cement, etc. It provides an environment of sufficient

temperature for the required chemical reactions and achieves relatively high efficiency. Fig-

ure 1.1 presents the main components of a typical rotary cement kiln. The long kiln can

be more than 100 m long and its diameter is about 2 to 8 m, with a narrow inclined at a

small angle to the horizontal (approximately 2◦). The raw meal is supplied by the feeder

at the higher end of the kiln and gradually moves to the lower end due to both the effect of

gravity and the slow rotation of the kiln (approximately one round per minute). The calcin-

ing reaction occurs near to the middle of the kiln, where the temperature is about 800 ◦C.

The clinkering reaction takes place in the region near to the burner, with a temperature of

approximately 1400 ◦C (Nathan & Rapson 1995). The peak temperature of the flame within

the kiln can reach 2000 ◦C and the mean temperature of the air that close to the burner is

about 1400 ◦C, while the generation of thermal NOx is strong because the flame temperature

is well in excess of 1500 ◦C (Chigier 1981).

1.1.3 Gyro-Therm burner
Flame temperature, oxygen and the residence time of the gases within the high temper-

ature region are the three main and interdependent factors that influence the productivity of

NOx (Parham 2000). The total volume of a flame produced by a fluidic precessing jet (FPJ)

nozzle is relatively greater than that by a simple round jet nozzle, which leads to a higher
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Figure 1.1: Sketch of a typical cement rotary kiln. (a) Main layout (Nobes 1997) and (b)

detailed view of the reaction region (Nathan & Rapson 1995). Adapted from Lee (2009).

global residence time and a lower global mixing rate (Nathan et al. 2006). These cause an

increase in the presence of soot and thus leads to an increase in the flame radiation. Hence

the peak flame temperature will be decreased, which suppresses the generation of NOx. The

FPJ nozzle was adopted in the development of a gas-fired burner (Luxton & Nathan 1988,

Luxton et al. 1991), which was reported to reduce the emissions of NOx from rotary kilns by

about 40% compared with conventional burners (Manias & Nathan 1994). It also offers the

potential to reduce fuel consumption and improve product quality from rotary kilns (Manias
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& Nathan 1993, 1994, Videgar 1997). This burner was further developed and produced

by FCT Combustion Pty. Ltd. for industrial applications, known as “Gyro-Therm” burner,

shown in Figure 1.2.

(a)

(b)

Figure 1.2: Images of a Gyro-Therm MK II kiln burner . (a) The burner and (b) the detailed

view of the jet nozzle (FCT Combustion Pty. Ltd 2016).

In the early 1990’s, the “Gyro-Therm” burner was applied to the cement production for

Adelaide Brighton Cement Ltd. (Nathan et al. 1990). It was then gradually applied to the

alumina (Jenkins et al. 1995) and lime (Manias et al. 1996) production. Until 2009, nearly

30 “Gyro-Therm” burners are employed for the industrial applications in Australia, Europe

and North America (Lee 2009).
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1.1.4 Computational fluid dynamics
Computational fluid dynamics (CFD) is a simulation technique which is adopted to pre-

dict “the behaviour of an engineering product or physical situation under assumed or meas-

ured boundary conditions” (Löhner 2008). Computational fluid dynamics includes not only

the disciplines of fluid dynamics and heat transfer, which are the engineering skills, but also

mathematics and computer science. Besides, CFD is widely adopted in mechanical, chem-

ical, civil engineering areas as research or design tools (Tu et al. 2008). The benefits of

developing simulation techniques are:

• A validated CFD model is able to offer more insight than experiments can provide

alone, since experiments cannot provide data for as many parameters or as many grid

points as can be achieved from a simulation;

• A simulation can predict the performance of a new product or design before building

the prototype, hence the number of experiments can be reduced with the use of models

to make the money more effective (Löhner 2008).

The three main numerical techniques employed to simulate turbulent gas flows are Dir-

ect Numerical Simulations (DNS), Large Eddy Simulation (LES) and Reynolds-Averaged

Navier-Stokes (RANS) models. Direct Numerical Simulations can solve problems by full

Navier-Stokes equations directly. To directly solve the full Navier-Stokes equations, DNS

simulations must fully resolve all length and time-scales of turbulence in a flow. This makes

them very computationally intensive, which limits the range of problems to which they can

be applied (Eaton et al. 1999). This limitation is of relevance to the simulation of precess-

ing jet flows, where the time-scale of the precession is two orders of magnitude greater than

that of the large-scale eddies in a steady jet (Abbas et al. 1993), which currently makes

such a simulation impractical. Large Eddy Simulations solve a filtered form of the Navier-

Stokes equations, in which resolve the larger scales of motion, but model the sub-grid-scale

motions. On the other hand, RANS models solve only the ensemble-averaged form of the

Navier-Stokes equations. However, when solved with time-dependence, termed unsteady

RANS, or URANS, these models can compute recirculating flow fields whose scale is suf-

ficiently large relative to that of the computational mesh (Guo et al. 2001). The differences

between the three numerical approaches are shown in Figure 1.3.
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Figure 1.3: Diagram of numerical approaches. (a) Direct numerical simulations, (b) large

eddy simulation and (c) Reynolds averaged Navier-Stokes models (Ruprecht et al. 2004).

1.2 Thesis outline

1.2.1 General objectives
A lot of work on the structure of the FPJ flow has been reported by the research group

of the University of Adelaide (Kelso 2001, Lee 2009, Nathan et al. 1998, Wong et al. 2008),

however, knowledge of the ensemble-averaged structure of the FPJ flow remains incomplete

due to the challenge of measuring all relevant parameters in the flow-field simultaneously.

Moreover, while much is now known about the precessing flow itself (Nathan et al. 1998,

Wong 2004), a phenomenon within the nozzle that has received little attention to date is the

bi-stable nature of the flow. It has been observed that the flow occasionally switches between
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the dominant precessing jet (PJ) mode and the axial jet (AJ) mode (Hill et al. 1992, Nathan

& Luxton 1992a). While geometric configurations have been identified where the fractional

time spent in the AJ mode is negligible, nevertheless the phenomenon is undesirable and

also remains of fundamental interest. However, the switching between the two modes is

difficult to study by experiments because it is an intermittent and rare event that depends on

the geometry. Hence, there is a need to employ numerical models for these investigations.

Furthermore, in addition to the scientific issue, is the industrial nozzle design. Since

many industries cannot afford long and expensive computations, there is strong incentive to

develop ever lower-cost modelling approaches, and hence a need for a more comprehensive

understanding of the trade-off between computational cost and accuracy in a range of Un-

steady Reynolds-Averaged Navier-Stokes (URANS) and LES approaches. Hence there is a

need for a systematic investigation of the influence of the different modelling approaches us-

ing identical computational grids for a range of modelling approaches in an oscillating flow

for which good experimental data are available. However, to date, there is no systematic

assessment of the efficacy of both URANS models and LES approaches in modelling FPJ

flows reported in the literature. That is, no suitable approach to modelling such flows has

been identified. Hence the four main objectives of this investigation are:

1. to assess the potential of two-equation URANS models to model the unsteady, pre-

cessing flow within, and in the emerging field of the FPJ nozzle;

2. to assess the performance of both a Hybrid-LES approach and two-equation URANS

model in predicting the scalar mixing of the FPJ flow;

3. to provide more details of the ensemble-averaged structure of the FPJ flow based on

the data calculated with a validated numerical method and measured through previous

experiments;

4. to provide new understanding of the mode switching phenomenon of the flow through

the FPJ nozzle.

1.2.2 Dissertation structure
The main features of the FPJ flow is introduced in Chapter 2. It also reviews the previous

experimental works on both the velocity and scalar field of the FPJ flow and the numerical

7



1.2. Thesis outline

studies in predicting the related flows. Four knowledge gaps are identified and the detailed

aims of this investigation are presented.

In Chapter 3, the methodology for this investigation to achieve the aims is described. The

detailed geometric dimensions and generated meshes for three FPJ nozzles are presented,

together with the numerical configurations. Three two-equation URANS models, i.e. the

standard k-ε model, the Re-Normalisation Group (RNG) k-ε model and the Shear Stress

Transport (SST) model are described. Moreover, the critical point theory, which is employed

for the flow structure analysis is introduced.

In Chapter 4, the reliability of three two-equation URANS models are assessed, i.e. the

standard k-ε model, the RNG k-ε model and the SST model, in predicting the velocity field

of the FPJ flow within and in the emerging field of the nozzle. The predicted jet centreline

velocity decay, the equivalent jet diameter, the precession frequency and the energy of total

fluctuation are validated against the measured result (Wong 2004, Wong et al. 2003). The

effect of the constant C1ε on the FPJ flow simulation is assessed. It is found that good qual-

itative and reasonable quantitative agreement against the measured results can be achieved

with both the standard k-ε model and the SST model.

In Chapter 5, the feasibility of the SST model and the Hybrid-LES approach in predict-

ing the scalar mixing of the FPJ flow downstream from the nozzle exit is assessed. The

calculated nozzle centreline concentration, the probability distribution function (pdf) of the

centreline concentration in the far field, the instantaneous and mean cross-sectional con-

centration contours are compared against the measured results (Parham 2000, Parham et al.

2005). Although the SST model is proved to be useful in predicting the velocity field of

the FPJ flow, it fails to correctly predicted the concentration distribution in the external field

under the current numerical configurations. The Hybrid-LES approach achieves relatively

better agreement against the experimental data, however, it is still not able to reproduce the

scalar field of the FPJ flow well.

In Chapter 6, the flow structure of an ensemble-averaged FPJ flow is analysed, based

on the concepts of critical point theory, previous experimental data and the results predicted

with the SST model. The predicted surface flow patterns are compared with the deduced

results in previous works. A vortex skeleton of the FPJ flow within the nozzle, which is

comprised of six vortex cores, is identified.
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In Chapter 7, the phenomenon of “switching” between the two bi-stable Axial Jet (AJ)

and Precessing Jet (PJ) flow modes in the FPJ nozzle is investigated using the SST model.

Three methods to trigger the flow to switch from the AJ to the PJ modes are assessed. It is

found that some asymmetry in either the inlet flow or the initial flow field is necessary to

trigger the mode switching, with the time required to switch being dependent on the extent

of the asymmetry. The changes of the vortex skeleton within the nozzle during the mode

switching process are presented. In addition, during the switching process from the AJ to the

PJ modes, both the spreading rate and the maximum axial velocity decay rate of the jet within

the nozzle increase gradually, which is consistent with previous experimental observations.

In Chapter 8, all the findings from the chapters 4 to 7 is summarized and the conclusions

of the whole work is drawn. It also provides suggestion for the future investigations.

1.3 Publications arised from this work
1. Chen, X., Tian, Z. F., and Nathan, G. J., 2017, “Assessment of the Reliability of Two-

equation URANS Models in Predicting a Precessing Flow,” Submitted to Journal of

Fluids Engineering.

2. Chen, X., Tian, Z. F., and Nathan, G. J., 2017, “Numerical Investigation on the Scalar

Mixing of a Fluidic Precessing Jet Flow,” Submitted to Journal of Fluids Engineering.

3. Chen, X., Tian, Z. F., Kelso, R. M., and Nathan, G. J., 2017, “The Topology of a

Precessing Flow Within a Suddenly Expanding Axisymmetric Chamber,” Journal of

Fluids Engineering, 139(7), pp. 071201-071201-071210.

4. Chen, X., Tian, Z. F., Kelso, R. M., and Nathan, G. J., 2017, “New Understanding of

Mode Switching in the Fluidic Precessing Jet Flow,” Journal of Fluids Engineering,

139(7), pp. 071102-071102-071110.

5. Chen, X., Tian, Z. F., and Nathan, G. J., 2012, ”Numerical simulation of the flow

within a fluidic precessing jet nozzle,” Proc. Australasian Fluid Mechanics Conference

(18th: 2012: Launceston, Tasmania).

6. Chen, X., Tian, Z. F., and Nathan, G. J., 2017, ”Effect of turbulent Schmidt number on

the scalar field simulation of a fluidic precessing jet flow,” Proc. The 8th International
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Conference on Computational Methods (ICCM2017: Guilin, Guangxi, China).
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Chapter 2

Literature review

2.1 Fluidic precessing jet (FPJ) flow
The FPJ nozzle comprises an axisymmetric chamber with a large sudden expansion at

the inlet (Figure 2.1). A centre body (CB) and a lip can be added slightly upstream from

the nozzle exit to increase the probability of generating the precessing jet (Wong 2004). The

inlet to the chamber can be fed either from a smooth contraction, a pipe or an orifice plate.

2) Recirculation

Centre body (CB)

1) Reattachment

4) Deflected 

Lip

3) Swirl

Precession direction

Nozzle inlet

external jetChamber

Contraction
inlet

Figure 2.1: A schematic diagram of the fluidic precessing jet nozzle and flow.

The requirement of nozzle’s geometry to achieve reliable precession has been reported

previously (Nathan 1988). It was found that the precession motion of the jet within the

nozzle chamber occurs if the ratio between the diameter of the nozzle chamber (D) and the

nozzle inlet (d), namely expansion ratio, is greater than 5, while the ratio between the length

of the chamber (L) and D is generally between 2.6 and 2.8. Besides, it was found that the

Reynolds number (Re) at the FPJ nozzle inlet should be greater than 2× 105 (Nathan et al.

1998). Here Reynolds number is defined as

Re =
Uo×d

ν
, (2.1)

where Uo is the bulk velocity at the nozzle inlet orifice and ν is the kinematic viscosity. In a
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2.2. Velocity field within and in the emerging region of an FPJ nozzle

later study, it was reported that the critical expansion ratio for the precession motion to occur

is 3.75, based on a parametric experimental work (Hill et al. 1995).

Four dominant features of the FPJ flow were summarised by Nathan et al. (1998). These

features are also adopted as the qualitative criteria against whether or not a given calculated

flow-field exhibits precession in the current work. The four flow features of FPJ flow, also

shown in Figure 2.1, are:

• the reattaching jet flow is instantaneously asymmetric and the point of reattachment

moves azimuthally around the wall of the chamber;

• a recirculating flow region is found diametrically opposite to the jets location;

• a region of swirling fluid is found at the upstream end of the chamber;

• the jet emerging from the chamber is aligned instantaneously at a large angle to the

axis of the chamber (Nathan et al. 1998).

2.2 Velocity field within and in the emerging region of an

FPJ nozzle

2.2.1 Phase-averaged measurement on the internal velocity field of the

FPJ flow
Wong et al. (2003) reported the phase-averaged axial velocity contours through a series

of cross-sectional planes within the FPJ nozzle, based on the experiment using a laser Dop-

pler anemometry (LDA) system. It was found that both the spreading and the centre-line

velocity decay of the phase-averaged FPJ flow within the nozzle are faster than that of a free

turbulent jet, which was suggested to be due to the effect of the reversed flow. Moreover, the

entrainment rate of the FPJ flow was found to be about 6.8 times greater than that of a round

turbulent jet based on measurement of the phase-averaged jet in the emerging field (Wong

et al. 2003).

2.2.2 The effect of nozzle configurations
Wong et al. (2004) assessed the influence of the nozzle configurations on the FPJ flow.

Nine configurations of the FPJ nozzle were adopted, i.e. nozzles with three inlet (long pipe,
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2.2. Velocity field within and in the emerging region of an FPJ nozzle

contraction and orifice) and two outlet configurations (centre body and lip), as shown in Fig-

ure 2.2. The probability of precession was found to be influenced by the inlet conditions.

Configurations with sharp-edged orifice and long pipe inlet produce jet precession more eas-

ily than ones with smooth contraction inlet. For chamber-lip-centrebody configurations, the

flow produced with orifice inlet FPJ nozzle has the highest turbulence intensity and lowest

peak mean axial exit velocity, while the turbulence intensity is the lowest for the flow pro-

duced with pipe inlet FPJ nozzle. Besides, the flow produced with orifice inlet FPJ nozzle

has the highest Strouhal number (St) while it is the lowest for the case with pipe inlet. Here

St is defined as

St =
fp× (D−d)

2Uo
, (2.2)

where fp is the precession frequency (Nathan et al. 1998).

Pi
p
e
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on
tr
ac
ti
on

O
ri
fi
ce

Chamber

(Ch)

Chamber and lip

(Ch, L)

Chamber, lip
and Centre-body

(Ch, L, CB)

Figure 2.2: A schematic diagram of the configurations of the fluidic precessing jet nozzles.

Adapted from Wong et al. (2004).

2.2.3 Precession frequency
Wong et al. (2008) measured the precession frequencies of the FPJ flows with Reynolds

number in the range from 30,000 to 90,000 using a hot-wire probe in the emerging field.
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2.2. Velocity field within and in the emerging region of an FPJ nozzle

The value of fp varies from 3 Hz to 7.5 Hz as the increase of Re. This is consistent with

the trend between precession frequency and Reynolds number that reported by Hill et al.

(1995), who counted the precession frequency of the FPJ flow based on their visualisation

investigation. The precession frequency of the jet was found to increase as the increase of the

chamber length (Mi & Nathan 2000). Regarding the configurations of the inlet, Wong et al.

(2004) found that the precession frequency of the flow produced with an orifice inlet nozzle

is highest fp, followed by the that with a contraction inlet and a pipe inlet nozzles. This is

also consistent with the suggestion of Mi et al. (1999) that an increase of the momentum of

the internal recirculated flow causes the precession frequency to increase.

2.2.4 Numerical simulation on the velocity field of an FPJ flow
To develop numerical models of the FPJ flow is a significant challenge, not only because

of the large scale and unsteady nature of FPJ flows, but also because this flow combines

several complex features, each of which is difficult to model, namely oscillations, swirl, flow

separation and flow impingement (Nathan et al. 1998).

2.2.4.1 Two-equation URANS models

In the many two-equation URANS models, the standard k-ε model, the Re-Normalisation

Group (RNG) k-ε model and the Shear Stress Transport (SST) model are widely used in

modelling industrial flows (Versteeg & Malalasekera 2007). The general validity of the

RNG k-ε model has been a matter of some controversy. It was developed to replace the

empirical “constants” in the standard k-ε model with an analytical relationship developed

from Re-normalisation Group theory and has been found to provide better performance than

the standard k-ε model in some studies, such as in predicting three swirling flows (Escue

& Cui 2010, Gupta & Kumar 2007, Orfanoudakis et al. 2005). However, the development

of the RNG k-ε model is controversial (Nagano & Itazu 1997, Teodorovich 1994, Wang &

Wu 1993). The SST model combines the strengths of the standard k-ε model and the k-

ω model to offer some advantages over the standard k-ε model in near wall flows (Menter

1996, Menter et al. 2003, Tkatchenko et al. 2007), such as a rectangular jet in a cross flow

(Tian et al. 2011) and a separating flow in a planar asymmetric diffuser (El-Behery & Hamed

2011). Nevertheless, the limitations of two-equation URANS models are also well known,

which assumes the turbulent viscosity to be isotropic. Approaches to address these limita-
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tions span two-equation URANS through to Large Eddy Simulation (LES) (Tian et al. 2007),

which offer a trade-off between computational expense and accuracy.

2.2.4.2 Triple decomposition

For the FPJ flow in the current work, the instantaneous value of a given parameter can be

decomposed following Hussain & Reynolds (1970), as follows:

Φ(t) = Φ̄+ Φ̃(t)+Φ′ . (2.3)

Here Φ̄ is the mean value, Φ̃(t) is the periodic component and Φ′ is the stochastic turbulent

fluctuation relative to the periodic flow. The sum of the mean value and periodic compon-

ent, i.e. 〈Φ〉(t) = Φ̄ + Φ̃(t), is defined as the ensemble-averaged component (Bosch & Rodi

1998). In the simulation, the ensemble-averaged component, which is related to the pre-

cession motion, is resolved while the turbulence component, which is superimposed on this

periodic motion, is modelled using two-equation URANS models. Here, the phase-averaged

flow-field was obtained by taking the average of the converged flow-fields at the same phase

of the cycle.

2.2.4.3 Numerical approach in predicting the velocity field of similar flows

An unsteady k-ε model was adopted to simulate a related flow downstream from a long

pipe inlet into a large chamber with a similar expansion ratio to the FPJ nozzle (Guo et al.

2001). They predicted flow streamline patterns that yield qualitative agreement with the

related FPJ flow including the asymmetric reattachment of the jet, the recirculation zone and

the swirling flow in the most upstream part of the nozzle. The calculated Strouhal number

is nearly independent with the Reynolds number in the simulation, which is consistent with

previous experimental works (Hill et al. 1995, Nathan et al. 1998). It was found that the time

step is small enough to predict the oscillation frequency with reasonable accuracy if 180 time

steps are allowed in each precession (Guo et al. 2001). However, the length-diameter ratio

(L/D) of the downstream chamber is about 16, more than five times greater than that of the

FPJ nozzle, at which distance the flow approaches being fully developed. This contrasts the

exit flow from the FPJ nozzle, which spreads rapidly and generates a complex recirculation

of external fluid back into the nozzle chamber. Besides, there is no direct comparison with

measured data and only one turbulence model was employed in their work.

The reliability of both the unsteady k-ε model and the unsteady Reynolds Stress Model
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(RSM) in predicting a swirling flow with very-large-scale oscillation, i.e. a Precessing Vor-

tex Core (PVC), was assessed by Wegner et al. (2004). They found that both the two URANS

models are able to predict the PVC phenomenon and can achieve good agreement with the

measured mean axial velocities. The Strouhal number was found to be under-predicted with

both the standard k-ε model and the RSM by 5%. Consistent with the work of Wegner et al.

(2004), the unsteady k-ε model was able to capture large scale features of the time-averaged

flow and to achieve good agreement with measured mean axial velocities in simulating an-

other swirling flow with a PVC (Dunham et al. 2009).

2.2.4.4 The effect of the constant C1ε

It was reported that both the spreading rate and the centreline velocity decay rate of the

precessing jet within the nozzle are greater than that of a non-precessing unconfined jet and

are close to a jet in a weak counter-flow (Wong et al. 2003). Some studies reported that

the standard k-ε model over-predicts the spreading rate of an unconfined round jet (Morse

1977, Pope 1978). The constant C1ε in the turbulence dissipation rate (ε) equation of the

standard k-ε model was modified from 1.44 to 1.6 in previous works to overcome this issue

(Morse 1977, Pope 1978). However, how well the standard k-ε model predicts the spreading

rate of an FPJ flow is unclear. Furthermore, the extent to which the rates of spread and

decay correlate with a model predicts the occurrence of precession has not been reported

previously.

2.2.5 The first aim: Assessment of two-equation URANS models in pre-

dicting the velocity field of a precessing jet flow
Before embarking on the study of both internal flow structure and mode switching phe-

nomenon, it is necessary to assess the strengths and limitations of the two-equation URANS

models, which saves a noticeable amount of computing time compared to LES approach,

in predicting the velocity field of the FPJ flow. However, no systematic assessment of this

approach is presently available. Hence the first aim of the present study is to assess the ex-

tent to which two-equation URANS models of the phase mean flow can reproduce known

qualitative features and quantitative data of FPJ flow. The RNG k-ε model, the SST model,

together with the k-ε model with the constant C1ε of 1.3 (the modified k-ε (1.3) model),

1.44 (the standard k-ε model) and 1.6 (the modified k-ε (1.6) model), were adopted for the
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assessment.

2.3 Scalar field in the external region of an FPJ nozzle

2.3.1 The influence of the precession motion on the scalar mixing
Both the centre-line concentration decay rate and the spreading rate of the FPJ flow were

found to be nearly twice that of the round jet from the experiment of Newbold (1998).

Moreover, large-scale roller structures were found downstream from the exit of the FPJ

nozzle, the size of which is about three times that of the round jet. This is consistent with

the work of Nathan et al. (1997) that the precession motion of the jet causes a increase of

the size of the largest scale of turbulent mixing. A systematic measurement of the scalar

field of the FPJ flow downstream from the nozzle exit was reported by Parham (2000), who

found that the centreline concentration decay rate of the FPJ flow in the emerging field of the

nozzle exit is about four times greater than that of a free round jet (Becker et al. 1967), while

it reduces suddenly at an “elbow point” in the near field and the decay rate is almost constant

downstream from this point (Parham et al. 2005). In addition, the probability distribution

function (pdf) of the jet centreline concentration of the FPJ flow was found to be broader

than that of a pipe flow (Parham 2000).

2.3.2 The influence of the co-flow velocity and confinement on the scalar

mixing
The scalar mixing of the FPJ flows with five co-flow velocities ranging from 4.31×

10−3Uo to 24.5× 10−3Uo and three diameters of confinement, i.e. 7.6D, 10.3D and 12.9D,

were assessed in the experimental work of Parham (2000). It was found that an increase of

the confinement diameter leads to an increase of the jet centreline concentration. Further-

more, the jet was found to be impinged on the wall of the confinement if its diameter is not

sufficiently large, which has a significant effect on the instantaneous mixing in the region

near to the impingement. Parham (2000) also found that the velocity ratio between the co-

flow to the exit flow of the FPJ nozzle has no influence on the centreline concentration decay

rate in the far field and has slight effect on the spreading rate of the jet and the pdf of the

centreline jet concentration in the far field (Parham 2000).
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2.3.3 Numerical simulation on the scalar field of an FPJ flow

2.3.3.1 A simplified prediction of scalar mixing of the FPJ flow

The standard k-ε model was employed to simulate both the velocity and scalar field of

an FPJ flow (Smith et al. 2003). The two-dimensional fluid domain was divided into six

regions, employing adjusted values of the constant C1ε in each region to match the measured

centreline velocity within the FPJ nozzle and jet centreline concentration in the external field

(Parham 2000). However, this work adopted a two-dimensional, steady state model, which

is not able to predict the complex structure of the highly three-dimensional and unsteady FPJ

flow (Wong 2004).

2.3.3.2 Hybrid-LES approach in predicting scalar mixing

Compared with the two-equation URANS models, the LES method has been more widely

adopted in the scalar field simulations due to its superior performance. The velocity field

and the scalar mixing of the flow in a coaxial jet mixer have been studied using three LES

approaches and three URANS models.

Tkatchenko et al. (2007) found that, from their numerical study of the flow in a coaxial jet

mixer, both the velocity and scalar field that predicted with the SST model are closer to the

measured results than the standard k-ε model and the Reynolds Stress Model. The dynamic

mixed LES approach achieves the best agreement against the experimental data and captures

the most flow features (Tkatchenko et al. 2007).

LES approach was also adopted to simulate a flow in a high-swirl fuel injector (Cheng

et al. 2012). Good agreement with the measured results was achieved in predicting the

velocity at the injector exit, the concentration of the jet on a serious of cross-sectional planes

and the probability density function (pdf) at a certain point downstream from the exit. To save

the computing time, Hybrid-LES method was adopted in many researches (Abe & Ohtsuka

2010, Jakirlić et al. 2010). For Hybrid-LES approaches, the URANS model is generally

employed in modelling the flow in the near wall region, while the flow in the other regions

are solved with LES.
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2.3.4 The second aim: Assessment of both the Hybrid-LES approach

and a two-equation URANS model in predicting the scalar mixing

of a precessing jet flow
LES method showed its superiority in scalar field modelling, however, its strengths and

limitations in predicting the scalar field of the FPJ flow is still unknown, so do the two-

equation URANS models. Hence the second aim of this thesis is to assess the reliability

of both a Hybrid-LES approach and a two-equation URANS model in predicting the scalar

mixing of the FPJ flow.

2.4 Flow structure

2.4.1 Structure of the FPJ flow

2.4.1.1 Instantaneous FPJ flow structure

A visualization study was conducted to reveal the instantaneous flow pattern of the FPJ

flow (Nathan et al. 1998), shown in Figure 2.3. The swirl in the most upstream region,

reattachment of the jet and the deflected leaving jet can be observed clearly through the

reported image. Nathan et al. (1998) indicated that through their observation, the angle

between the leaving jet and the nozzle axis varies approximately from 30◦ to 70◦, showing a

significant cycle to cycle variation of the FPJ flow.

Cafiero et al. (2014) measured a broad slice through the instantaneous flow structure of

the precessing jet flow. The nozzle they adopted is similar to the work of Nathan et al. (1998),

but excludes a lip at the exit of the chamber. Two helical structures were identified embedded

within the jet near to the inlet plane, which was deduced to be caused by the swirling motion.

These helical structures were also observed in the work of Ceglia et al. (2017), who invest-

igated the structure of a precessing jet using tomographic PIV. The asymmetric entrainment

was found to play an important role in the instantaneous large-scale coherent structures and

the precession motion of the flow (Ceglia et al. 2017). However, due to the limitation of

measurement area for both the two works, the reported instantaneous flow structures are not

complete.
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(a)

(b) Recirculation

Reattachment Deflected 

Swirl

external jet

Figure 2.3: Visualization of an instantaneous FPJ flow obtained from Nathan et al. (1998) at

Re=15,000. (a) The surface visualization flow pattern and (b) the interpreted flow pathlines.

Adapted from Nathan et al. (1998).

2.4.1.2 Time-averaged FPJ flow structure

The time-averaged surface flow pattern were presented in the work of Nathan et al.

(1998), using both the china-clay and oil-droplet methods. The time-averaged surface flow

pattern on the downstream surface of the sudden expansion, shown in Figure 2.4, revealed a

strong spiralling flow and provided further evidence of the upstream swirling flow (Nathan

et al. 1998). Nathan et al. (1998) also identified three bifurcation lines in the time-smoothed

surface flow pattern within the FPJ nozzle chamber from flow visualisation, shown in Figure

2.5. A negative bifurcation line was found to be located at about one-quarter of the chamber

length from the inlet, upstream from which the flow exhibits a strong swirl. A positive bi-
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furcation line was revealed in approximately the middle of the chamber, which was deduced

to be related to the reattaching jet. In addition, a negative bifurcation line located near to the

nozzle exit was found, which is related to the lip. These time-averaged surface flow patterns

are useful for qualitative validation of a CFD model. However, the instantaneous surface

flow pattern of the FPJ flow is still unclear.

(a)

(b)

Figure 2.4: Visualization of the time-averaged flow pattern on the inlet base surface of an

FPJ nozzle (Nathan et al. 1998). (a) The surface visualization flow pattern and (b) the

interpreted flow pathlines. Adapted from Nathan et al. (1998).
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(a)

(b)

NB1

PB1

NB2

Figure 2.5: Visualization of the time-averaged flow pattern on the surface of an FPJ nozzle

(Nathan et al. 1998). (a) The surface visualization flow pattern and (b) the interpreted flow

pathlines. Note that NB is negative bifurcation and PB is positive bifurcation. Adapt from

Nathan et al. (1998).

2.4.1.3 Phase-averaged FPJ flow structure

The phase-averaged velocity field of the FPJ flow within the nozzle has been measured

by Wong et al. (2003), who adopted an FPJ nozzle (CH, L, CB) with a contraction inlet. Flow
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streamlines (Figure 2.6) were reported based on the measured phase-averaged cross-sectional

axial velocity contours of the FPJ flow within and in the emerging field of the nozzle, which

is similar to the instantaneous flow pattern in the work of Nathan et al. (1998), although the

adopted nozzles are not completely the same. Moreover, it showed that due to the squeezing

by the centre body and the chamber wall, the cross section of the FPJ flow becomes kidney-

shaped downstream from the nozzle exit. Although the phase-averaged structure of the flow

within the nozzle is not complete, it can be adopted for qualitative validation of the CFD

models in the current work.

Figure 2.6: Streamlines of the FPJ flow that deduced based on the measured phase-averaged

axial velocity. Adapted from Wong et al. (2004).

Wong et al. (2008) studied the external flow field of the FPJ flow using Particle Image

Velocimetry (PIV), adopting a nozzle (CH, L, CB) with a contraction inlet. The streamlines

on the downstream face of the centre body was deduced based on the surface flow visualiz-

ation of a steady deflected jet from the FPJ nozzle, shown in Figure 2.7. Together with the

measured vorticity field in the near field, they proposed a vortex pair that originates from

the downstream face of the centre body and extends to infinity, shown in Figure 2.8a. An

alternative structure of this vortex, which forms a loop downstream from the centre body

(Figure 2.8b), was proposed by Wong (2004). However, the deduced structure of the FPJ

flow downstream from the nozzle exit has not been validated.

Two edge vortex pairs were revealed based on the measured phase-averaged vorticity

field and the deduced flow patterns on the downstream surface of the centre body. One edge

vortex pair (Edge 1 vortex) is originated from the edge of downstream face of the centre

body and extends to infinity, while the other pair (Edge 2 vortex) is originated from the edge

of the lip surface, shown in Figure 2.9. However, due to experimental constraints, which

prevented measurements from being obtained close to the nozzle exit, they were unable to
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(a)

(b)

Figure 2.7: Visualization of the flow pattern on the downstream face of the centre body of a

steady deflected jet nozzle (Wong et al. 2008). (a) The surface visualization flow pattern

and (b) the interpreted flow pathlines. Adapted from Wong et al. (2008).

confirm all details of the flow-field in this region. Wong et al. (2008) therefore hypothesised

the presence of a feature they termed the “Edge 3 vortex” (Figure 2.9), whose structure is

yet to be confirmed. Therefore, there is a need to provide more information of the “Edge 3

vortex”.

2.4.2 Structure of similar flows
Lee (2009) derived the flow structure for a closely related flow, i.e. oscillating-triangular-
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(a)

(b)

Figure 2.8: Two proposed skeletons of the vortex originated from the downstream face of

the centre body. (a) Extending to infinity (Wong et al. 2008) and (b) forming a vortex loop

(Wong 2004).

jet (OTJ). The ensemble-averaged nozzle surface flow field of the OTJ flow were deduced

based on the visualization of the measured surface streak-lines of a stationary deflected tri-

angular jet (SDTJ) and the pressure measurement on the wall of the nozzle, shown in Figure

2.10. The streamlines of the OTJ flow on a longitudinal cross-sectional plane were pro-

posed, shown in Figure 2.11a. They also deduced the streamlines of the flow through an FPJ

nozzle (Figure 2.11b), based on the phase-averaged axial velocity measurements by Wong

et al. (2003). The vortex loop within the nozzle was found to be suppressed by the centre

body. A vortex skeleton of the OTJ flow was then proposed based on the nozzle surface

streak-lines, together with the ensemble-averaged velocity and vorticity field that measured
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Figure 2.9: The structure of the three edge vortices downstream from the centre body

(Wong et al. 2008). (a) the vortex skeleton of the three edge vortices and (b) the streamlines

in the near field of the nozzle exit. Note that the dotted lines indicate the deduced Edge 3

vortex. Adopted from Wong et al. (2008)
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using PIV. Three vortex cores were found to be embedded within the primary jet in the near

region downstream from the inlet base and were deduced to be merged at about x = 1.175D.

These three longitudinal vortex were also found in a simulation of the OTJ flow using LES

approach (Xu et al. 2011). The calculated precession frequency was reported to be over-

predicted by 14%, compared with the measured result (England et al. 2010). In addition, an

unsteady k-ε model was employed to simulate a related flow downstream from a long pipe

inlet into a large chamber with a similar expansion ratio to the FPJ nozzle (Guo et al. 2001).

The predicted flow streamline patterns yield qualitative agreement with the related FPJ flow

including the asymmetric reattachment of the jet, the recirculation zone and the swirling flow

in the most upstream region of the nozzle. However, the OTJ nozzle comprises a triangular

inlet orifice instead of a circular orifice for the FPJ nozzle, and the length-diameter ratio of

the downstream chamber in the simulation of Guo et al. (2001) is about five times greater

than that of the FPJ nozzle, the detailed flow structure of the FPJ flow is still unclear.

S

PB1

NB1

N

Fa

Fb

Inlet Plane

Nozzle Exit

Figure 2.10: The deduced surface flow pattern of the OTJ nozzle. Adapted from Lee (2009).

2.4.3 Critical point theory
Knowledge of the flow structure is useful to explain the mechanism of the flow. For

example, the structure of a round jet in cross-flow has been studied by Kelso et al. (1996).

Three mechanisms that cause the vertical vortices in the wake were derived from the flow

visualisations and measurements. Similarly, Perry & Hornung (1984) proposed a method

to identify mechanisms that are responsible for flow behaviour from vortex skeleton model.
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2.4. Flow structure

(a)

(b)

Figure 2.11: The deduced streamlines on the cross-sectional plane of (a) the OTJ nozzle and

(b) the FPJ nozzle. Adapted from Lee (2009).

The “critical point theory” concept, which has been reported by Perry & Chong (1993) to be

efficient at describing complex three dimensional flow patterns, has also been employed in

several studies on the FPJ flow structure (Kelso 2001, Lee 2009, Wong et al. 2008) and other

flows (Kelso et al. 1996, Kelso & Smits 1995, Perry & Chong 1993).

A critical point is defined as the point in the flow field where the streamline slope is

indeterminate and the velocity is zero (Perry et al. 1980). The flow patterns around the

critical point can be determined based on the asymptotical solution of the Navier-Stokes

and continuity equations, while the remaining flow field can be deduced according to the

locations and types of the critical points (Perry et al. 1980). Figure 2.12 presents the three

types of flow patterns in the vicinity of the critical point, i.e. nodes, foci and saddle points,

which have been detailed in the work of Perry & Chong (1987). The concepts of critical

point theory were employed in a number of works (Lee 2009, Lee & Lanspeary n.d., Nathan

et al. 1998, Wong et al. 2008, Wong 2004) for the flow pattern analysis and vortex skeleton

development of an FPJ flow. This work will also adopted this concepts for the analysis of

the flow structure.
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Node

Unstable Stable
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Saddle

Figure 2.12: A schematic diagram of the three types of the flow patterns in the vicinity of

the critical point, i.e. nodes, foci and saddle points.

It is noted that critical point theory requires first and foremost the complete agreement

between the model and experiment of all of the qualitative features of the ensemble-averaged

flow. It does not require perfect quantitative agreement of the velocity field, since some

quantitative differences would result only in a change in the position of the critical points,

which does not influence the structure of the vortex skeleton. Nevertheless, reasonable quant-

itative agreement between the experiments and the model is needed to ensure confidence in
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the model.

2.4.4 The third aim: develop a topological structure of the ensemble-

averaged FPJ flow
The instantaneous flow pattern in the work of Nathan et al. (1998) only revealed the gen-

eral structure of the FPJ flow. Similarly, many important details of the instantaneous flow

structure have not been assessed by Cafiero et al. (2014), such as the vortex cores and the

surface flow patterns. Nathan et al. (1998) presented the flow pattern on the nozzle surface.

However, this visualisation study revealed only the time-smoothed results, so that the in-

stantaneous surface streamlines remained unmeasured. While a lot of experimental data are

available (Wong et al. 2008, 2003), it is incomplete and the structure is too complex to allow

a complete skeleton of the ensemble-averaged flow to be deduced without access to further

information. The vortex skeleton proposed by Lee (2009) was derived from measurements

of a stationary deflected triangular jet, rather than from those of an unsteady jet, so that the

reliability of this model also remains to be confirmed. Furthermore, since the geometry ad-

opted in the work of Lee (2009) is not identical to the FPJ nozzle, this deduction may not

be representative of the FPJ flow. Hence the third aim of this investigation is to develop a

topological structure of the ensemble-averaged FPJ flow based on critical point theory, the

previous measured results of our group (Lee 2009, Lee & Lanspeary n.d., Nathan et al. 1998,

Wong et al. 2008, Wong 2004) and the flow predicted with a numerical model.

2.5 Mode switching

2.5.1 Bi-stable flows
A bi-stable flow is a flow that switches spontaneously between two relatively stable flow

modes. Two flow modes of the flow downstream from a periodically plunging airfoil, i.e.

the vortex street is deflected up and down, were revealed based on the Laser Doppler Ve-

locimetry (LDV) measurements and the underwater flow visualisation (Jones et al. 1998). It

was found that the flow switched between the two modes randomly and the relatively small

perturbations was suggested to trigger the mode switching. This bi-stable flow was also

studied by Heathcote & Gursul (2007) using both LDV and PIV measurement. It was found

that, instead of switching randomly, the mode switching is quasi-periodic and the switching
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period is relative to the stiffness of the airfoil, the plunge frequency and the plunge amp-

litude. Moreover, they reported the vorticity field during the mode switching process and the

visualisation of the flow in both the two modes.

The flow between two identical circular cylinders was found to be bi-stable if the ratio of

the distance of the cylinders to the cylinder diameter is in the range between approximately

0.1 to 1 (Bearman & Wadcock 1973, Kim 1988). It was observed from the flow visualisa-

tion that the flow downstream from the gap between the two cylinders biased towards each

cylinder intermittently (Bearman & Wadcock 1973). Kim (1988) indicated that this mode

switching is randomly and the time-scale for the mode switching is much larger than that

of the vortex shedding. The mode switching phenomenon was found to be ceased if a plate

was placed appropriately in the middle of the two cylinders, which then led to either a stable

symmetric or asymmetric flow field (Kim 1988). The flow visualization during the mode

switching process was reported in the work of Mahbub Alam et al. (2003). The wake down-

stream from the cylinder, which the flow is biased to, is narrower and the frequency of the

vortex shedding is higher than that of the other wake. An intermediate flow mode, in which

the downstream flow does not bias, was also observed during the mode switching process,

although its duration is relatively shorter than the other two modes.

2.5.2 The bi-stable FPJ flow
The bi-stability phenomenon of the jet through the FPJ nozzle was indicated by Nathan

& Luxton (1992a) and Nathan & Luxton (1992b). The two flow modes, i.e. the precessing

jet (PJ) mode and the axial jet (AJ) mode were identified by Hill et al. (1992). The main

features of the flow in the PJ mode were described in the work of Nathan et al. (1998), as

stated in Section 2.1. Instead of reattaching to the wall of the chamber, the flow in the AJ

mode is almost axisymmetric (Nathan et al. 1998), as shown in Figure 2.13. It is reported

that the FPJ flow is highly intermittent and randomly switches between the two flow modes

(Hill 1992). The precession direction of the flow was also found to change randomly through

a nozzle surface flow visualisation (Nathan & Luxton 1992a). The PJ mode is dominant and

the probability that the flow is in this mode was found to be of approximately 95%, while

this probability is relative to the ratio of the nozzle length to nozzle diameter (L/D) (Nathan

et al. 1998). It was also found that an increase in the Reynolds number of the flow through
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the nozzle inlet leads to an increase in the probability of precession (Hill 1992).

(a)

(b)

Figure 2.13: Visualization of the flow (in the AJ mode) through an FPJ nozzle that obtained

from Nathan et al. (1998). (a) The surface visualization flow pattern and (b) the interpreted

flow pathlines. Adapted from Nathan et al. (1998).

Swirl vanes were installed upstream from the nozzle inlet to avoid the change of the

precession direction (Nathan 1988). The direction of the precession was found to be always

opposite to the direction of the swirl vanes. Nathan (1988) also employ the swirl vanes to

control the direction of the precession. It was found that the swirl vanes can alter the direction

of the precession in a short time, which is equivalent to approximately five precession cycles

(Nathan 1988).
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2.5.3 The mechanism of the mode switching phenomenon of the FPJ

flow
Kelso (2001) proposed that the strong stream-wise vortex embedded within the primary

jet, which is caused by the imbalanced vorticity in the reattachment area, trigger the jet to

switch from the AJ to the PJ modes. The nozzle surface flow pattern and the vortex skeleton

of the FPJ flow have also been proposed. The main difference between the nozzle surface

flow pattern of Kelso (2001) and Lee (2009) is that there are two foci in either side of the

reattachment point in Lee’s model, while there is no foci in Kelso’s representation. However,

this work did not consider the role of the centre body nor the reverse flow interacting with

the back wall and generating an asymmetric swirl, which has strong angular momentum. In

addition, no data are available with which to assess the validity or completeness of Kelso’s

proposition. The mechanism of the mode switching phenomenon was also deduced from

a visualisation study of FPJ flow (Nathan et al. 1998), based on the time-averaged nozzle

surface flow patterns and the images of the instantaneous flows in both the AJ and the PJ

modes. The instantaneous asymmetries at the scale of the local jet entering the chamber

were suggested to be responsible for inducing the flow to switch from a symmetrical initial

flow to the asymmetrical precessing flow mode. Consistent with Nathan et al. (1998), the

asymmetric entrainment of the jet within the nozzle chamber is deduced to be a driving

force of the precession motion in an experimental work of Cafiero et al. (2014). They also

indicated that the behaviour of the FPJ flow is closer to that of a swirling jet than to a steady

round jet in the near field. However, to date no validation for these proposed mechanisms is

available.

2.5.4 The fourth aim: provide increased understanding of the mechan-

ism by which the flow switches from the AJ to the PJ modes
All the proposed models have not been confirmed, therefore there is a need for further

investigation of the mechanisms of the mode switching. Moreover, although the structure

of the FPJ flow in the PJ mode has been assessed in a few of studies (Cafiero et al. 2014,

Nathan et al. 1998, Wong et al. 2008), no previous report is available of the change of the

flow structure during the mode switching process. Hence the fourth aim of this work is to

develop a topological model of the flow structures during the mode switching process to
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provide increased understanding of the mechanism by which the flow switches from the AJ

to the PJ modes. It also aims to identify the flow features that are responsible for the mode

switching in the FPJ nozzle.
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Chapter 3

Numerical Methodology

3.1 Geometric configuration of the FPJ nozzles
The geometric configuration of the present nozzle models were chosen to match exactly

the configuration adopted in previous experiments (Parham 2000, Wong 2004), which report

detailed phase-averaged data of the flow field within the FPJ nozzle and time-averaged scalar

data in the external flow field. These measurements were undertaken using LDA, PIV and

PLIF techniques.

The software CREO 2.0 and ANSYS/Design Modeler 16.5 were used to generate the

geometrical configuration of the FPJ nozzles. Figure 3.1 presents the dimensions of the

FPJ nozzles with three inlet conditions, i.e. contraction, pipe and orifice inlets, which are

employed for the assessment of the URANS models in predicting the velocity field of the FPJ

flow (Chapter 4), investigation of the FPJ flow structure (Chapter 6) and the mode switching

phenomenon (Chapter 7). The profile of the smooth contraction (Figure 3.1a) at the inlet to

the device is described by a 5th order polynomial, based on Morel’s criterion (Morel 1975),

with an area-based contraction ratio of 10.03:1 also following the experimental device (Wong

2004). The distance between the inlet to the contraction and the inlet to the chamber is 2.05D,

here D is the diameter of the nozzle chamber, i.e. 80 mm. The geometries of the FPJ nozzles

with pipe and orifice inlet are similar to that with contraction inlet, shown in Figure 3.1b and

c, respectively. The dimensions of the computational domains downstream from the nozzles

(Figure 3.1d) are identical for these three configurations, which are an order of magnitude

larger than the nozzles themselves in both the axial and radial directions, with a diameter of

1032 mm and length of 1000 mm. These three geometries are referred to as “Geometry V”.

Figure 3.2 presents the dimensions of the FPJ nozzle for the reliability assessment of both

the two-equation URANS model and a Hybrid-LES approach in predicting the scalar mixing
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Figure 3.1: The geometries and dimensions of the fluidic precessing jet nozzles (Geometry

V) adopted for the reliability assessment of the two-equation URANS models in predicting

the internal velocity field, the investigation of the FPJ flow structure and the mode

switching phenomenon.
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of the FPJ flow (Chapter 5), which is identical to the that adopted in the work of Parham

(2000). This geometry is referred to as “Geometry S”. Different from the Geometry V with

a contraction inlet, the diameter of the contraction is identical to that of the FPJ nozzle for the

Geometry S. Moreover, the ratio of the length of the computational fluid domain outside the

nozzle to the nozzle diameter for the Geometry S is much larger than that of the Geometry

V.

38 mm
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115 mm 100 mm

8 mm
5 mm

27 mm 30 mm
(De)
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Uo

4 mm
(a)

LESSST(b)

1100 mm

390 mm

Ua
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Figure 3.2: The geometries and dimensions of the fluidic precessing jet nozzles (Geometry

S) adopted for the reliability assessment of a Hybrid-LES approach and the SST model in

predicting the external scalar field.

3.2 Mesh generation
The software ANSYS/ICEM CFD 16.5 was employed for mesh generation. Figure 3.3

shows the structured mesh with 5.5 million nodes employed for Geometry V, here shows

only the mesh for the case adopting FPJ nozzle with a contraction inlet as an example. Mesh

quality near to the wall of the nozzle chamber was ensured by using the O-girds method,

shown in Figure 3.3c. The maximum y+ value for the nozzle chamber is less than 2, while

the mean value of y+ is less than 1.
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(b)

(c)

(a)

(d)

Opening
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Figure 3.3: Mesh and boundary type for the FPJ nozzle (Geometry V) with a contraction

inlet.

Figure 3.4 presents the details of the mesh with 8.6 million nodes for Geometry S. Similar

to the mesh of Geometry V, both the structured mesh and O-grid method were adopted to

ensure the mesh quality, especially in the near wall region, which makes the y+ value to
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be less than 1 (Figure 3.4b). The sensitivity of the meshes was assessed and is reported in

Chapter 4 and 5.

(c)

(b)

(a)

Main-flow
    inlet

Co-flow
  inlet

Wall Opening

Figure 3.4: Mesh and boundary type for the FPJ nozzle (Geometry S).
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3.3 Numerical configurations
Table 3.1 presents the numerical configurations of the simulations for the assessment of

the two-equation URANS models in predicting the velocity field of the FPJ flow (Chapter

4), the structure of the FPJ flow (Chapter 6) and the mode switching phenomenon (Chapter

7). As both the standard k-ε model and the SST model were found to reasonably reproduce

the velocity field of the FPJ flow (reported in Chapter 4), the SST model was chosen for

the investigations of the flow structure and the flow mode switching phenomenon due to its

superior performance in predicting wall bounded flows than the standard k-ε model (Versteeg

& Malalasekera 2007). The bulk velocity at the inlet orifice of the FPJ nozzle (Uo) is 78.7 m/s

for all the three configurations. Hence the velocities at the contraction, pipe and contraction

inlet (Uinlet) are 7.81 m/s, 78.7 m/s and 6.7 m/s, respectively. The working fluid is air at 25
◦C and 1 atm. A free-pressure boundary condition was chosen for the boundaries of the large

computational domain downstream from the FPJ nozzle (shown in red in Figure 3.3d) with

a relative pressure to ambient of 0 Pa, consistent with the experiments being performed in an

unconfined environment. The adopted convective scheme is high resolution. For all the three

cases reported herein, the root mean square (r.m.s) of the residuals was all less than 5×10−5.

The time-step in these simulations was taken to be 1/667th of the measured mean period of

each precession cycle (0.13 seconds), corresponding to 0.0002 seconds. This provides about

18 time-steps in each 10◦ of precession. The model was allowed to run for some 27 seconds

of flow time to converge to a solution that is independent of the initial condition and the data

was then recorded from the subsequent 5 precession cycles. All the three simulations were

conducted using a Dell PowerEdge R 815 Rack Mount Server. The wall clock time of a

typical simulation is about 7 days using 16 cores.

Table 3.2 presents the numerical configurations of the simulations for the assessment of

the both the SST model and the Hybrid-LES approach in predicting the external scalar field

of the FPJ flow (Chapter 5). Here the SST model was chosen to keep consistent with the in-

vestigations of the internal flow structure (Chapter 6) and the mode switching phenomenon

of the FPJ flow (Chapter 7). Water at 25 ◦C was employed as the material of the main-flow

that ejected into the FPJ nozzle. A new material was defined for the co-flow, although its

properties are identical to that of the main-flow. The velocity of the main-flow is 0.35 m/s
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Table 3.1: Numerical configurations for the simulations adopting Geometry V.

Parameters Details

Inlet velocity (Uinlet)

Contraction inlet 7.81 m/s

Pipe inlet 78.7 m/s

Orifice inlet 6.7 m/s

Working fluid Air at 25 ◦C and 1 atm

Time step 2×10−4 s

Convective scheme High resolution

Transient Scheme Second order backward Euler

Residual target (r.m.s) 5×10−5

Total data 5 precession cycles

Wall clock time of each simulation 7 days

at the contraction inlet (Ui) and is 8.8 m/s at the nozzle inlet (Uo). The co-flow velocities at

the confinement inlet (Ua) are 0.038 m/s, 0.06 m/s and 0.11 m/s for the assessments using

the SST model, while it is 0.06 m/s for the Hybrid-LES approach. The minimum root mean

square of the residuals for the convergence was set to 5× 10−5. The time-step was 0.001 s

for the simulation using the SST model and 0.0001 s for the Hybrid-LES approach, corres-

ponding to approximately 1/170th and 1/1700th of the period of each precession cycle. For

the Hybrid-LES approach, LES was adopted to solve the flow downstream from the nozzle

exit, while the SST model was employed for the other region, shown in Figure 3.2.
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Table 3.2: Numerical configurations for the simulations adopting Geometry S.

Parameters
Details

SST Hybrid-LES

Main flow inlet velocity (m/s) 0.35

Co-flow inlet velocity (m/s) 0.038, 0.06, 0.11 0.06

Working fluid Water at 25 ◦C

Time step (s) 1×10−3 1×10−4

Convective scheme High resolution

Transient scheme Second order backward Euler

Residual target (r.m.s) 5×10−5

Total data 10 precession cycles

Wall clock time of each simulation (days) 7 120

3.4 Mathematical approach

3.4.1 General conservation equations
The CFD calculation in the current work is based on two conservation laws of physics,

namely mass and momentum conservation. The governing equations, also called Navier-

Stokes equations, for an instantaneous flow are as follow:

1. The continuity equation

∂ρ
∂ t

+∇ · (ρU) = 0 ; (3.1)

2. The momentum equation

∂ (ρU)

∂ t
+∇ · (ρU⊗U) =−∇p+∇ · τ +SM , (3.2)

where SM is the momentum source and the stress tensor τ is

τ = µ
[

∇U +(∇U)T − 2
3

δ∇ ·U
]

; (3.3)

3.4.2 Two-equation URANS turbulence models
An averaging approach is introduced to simplify the original governing equations, which

divides a quantity into an average component and a fluctuating component. Thus the Un-
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steady Reynolds-Averaged Navier-Stokes equations are:

∂ρ
∂ t

+
∂

∂x j

(
ρU j

)
= 0 , (3.4)

and

∂ρUi

∂ t
+

∂
∂x j

(
ρUiU j

)
=− ∂ p

∂x j
+

∂
∂x j

(
τi j−ρuiu j

)
+SM (3.5)

The Reynolds stresses ρuiu j here are unknown and can be assumed to be related to mean

velocity gradients by using Boussinesq hypothesis:

−ρµiµ j = µt

(
∂Ui

∂x j
+

∂U j

∂xi

)
− 2

3
δi j

(
ρk+µt

∂Uk

∂xk

)
, (3.6)

where µt is the eddy viscosity. Hence the momentum equation for the two-euqation URANS

models can be obtained by substituting the above equation into equation 3.5:

∂ρUi

∂ t
+

∂
∂x j

(
ρUiU j

)
=− ∂ p

∂xi
+

∂
x j

[
µe f f

(
∂Ui

∂x j
+

∂U j

∂xi

)]
+SM , (3.7)

where µe f f is the effective viscosity, defined as the sum of the molecular viscosity µ and the

turbulent viscosity (µt):

µe f f = µ +µt . (3.8)

To model the turbulent viscosity, three types of two-equation URANS turbulence models

were adopted and compared in their capacity to predict the unsteady FPJ flow.

3.4.2.1 The standard k-ε and modified k-ε models

For the standard k-ε model, the transport equations for the turbulent kinetic energy k and

the rate of turbulence dissipation ε are:

∂ (ρk)
∂ t

+
∂

∂x j
(ρU jk) =

∂
∂x j

[(
µ +

µt

σk

)
∂k
∂x j

]
+Pk−ρε (3.9)

and

∂ (ρε)
∂ t

+
∂

∂x j
(ρU jε) =

∂
∂x j

[(
µ +

µt

σε

)
∂ε
∂x j

]
+C1ε

ε
k

Pk−C2ερ
ε2

k
, (3.10)

where ρ is the density of the fluid, µ is the air dynamic viscosity and the turbulence viscosity

(µt) is calculated as:

µt = ρCµ
k2

ε
. (3.11)

The turbulence production due to viscous forces Pk is modelled using:

Pk = µt

(
∂Ui

∂x j
+

∂U j

∂xi

)
∂Ui

∂x j
− 2

3
∂Uk

∂xk

(
3µt

∂Uk

∂xk
+ρk

)
. (3.12)
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The value of the five empirical constants: Cµ ,σk,σε ,C1ε and C2ε in the standard k-ε model

are listed in Table 3.3.

Table 3.3: Values of empirical constants in the standard k-ε model (Versteeg &

Malalasekera 2007).

Constants Cµ σk σε C1ε C2ε

Standard k-ε model 0.09 1.00 1.30 1.44 1.92

Modified k-ε model (1.3) 0.09 1.00 1.30 1.30 1.92

Modified k-ε model (1.6) 0.09 1.00 1.30 1.60 1.92

3.4.2.2 The RNG k-ε model

The transport equations for k and ε in the RNG k-ε model are given as follows:

∂ (ρk)
∂ t

+
∂

∂x j
(ρU jk) =

∂
∂x j

[(
µ +

µt

σkRNG

)
∂k
∂x j

]
+Pk−ρε (3.13)

and

∂ (ρε)
∂ t

+
∂

∂x j
(ρU jε) =

∂
∂x j

[(
µ +

µt

σεRNG

)
∂ε
∂x j

]
+C1εRNG

ε
k

Pk−C2εRNGρ
ε2

k
. (3.14)

Different from the standard k-ε model, the constant C1ε is replaced by C1εRNG:

C1εRNG = 1.42− fη , (3.15)

where

fη =
η
(
1− η

4.38

)

1+βRNGη3 , (3.16)

η =

√
Pk

ρεCµRNG
(3.17)

and where βRNG is 0.012.

The values of the other constants are listed in Table 3.4 (Versteeg & Malalasekera 2007).

Table 3.4: Values of empirical constants in the RNG k-ε model (Versteeg & Malalasekera

2007).

Constants CµRNG σkRNG σεRNG C2εRNG

RNG k-ε model 0.0845 0.7179 0.7179 1.68
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3.4.2.3 The SST model

The SST model, developed by Menter (1992), is a hybrid between the standard k-ε

model, which it employs in the flow region faraway from wall, and the k-ω model, which

is employed in the near-wall region. This is because the standard k-ε model is more robust

in the regions away from the near wall, although its performance in the near-wall region is

not satisfactory, while the k-ω model, performs well in the near-wall region, but requires an

assumed free stream value of turbulent frequency, ω , that influences the simulation result

(Menter 1992, Versteeg & Malalasekera 2007). The transport equations of k and ω in the

k-ω model are shown in Equation 3.18 and 3.19, while ω = ε/k. The values of the empirical

constants in the k-ω model are listed in Table 3.5.

∂ (ρk)
∂ t

+
∂

∂x j
(ρU jk) =

∂
∂x j

[(
µ +

µt

σk1

)
∂k
∂x j

]
+Pk−β ′ρkω (3.18)

and

∂ (ρω)

∂ t
+

∂
∂x j

(ρU jω) =
∂

∂x j

[(
µ +

µt

σω

)
∂ω
∂x j

]
+α

ω
k

Pk−βρω2 (3.19)

Table 3.5: Values of empirical constants in the present k-ω model (Versteeg & Malalasekera

2007).

Constants β ′ α β σk1 σω

k-ω model 0.09 5/9 0.075 2 2

In the SST model, the k-equation (Equation 3.20) is the same as in k-ω model, while the

ε-equation is similar to the ω-equation in the k-ω model, with the substitution ε = kω . The

transformed equations of k and ω are shown below:

∂ (ρk)
∂ t

+
∂

∂x j
(ρU jk) =

∂
∂x j

[(
µ +

µt

σk2

)
∂k
∂x j

]
+Pk−β ′ρkω (3.20)

and
∂ (ρω)

∂ t
+

∂
∂x j

(ρU jω) =
∂

∂x j

[(
µ +

µt

σω1

)
∂ω
∂x j

]
+2ρ

1
σω1ω

∂k
∂x j

∂ω
∂x j

+α1
ω
k

Pk−β1ρω2

(3.21)

The k and ω equations in the SST model are obtained by adding the transformed k-ε

equations (Equation 3.20 and 3.21) multiplied by a function 1-F1 to the k-ω model equations

(Equation 3.18 and 3.19) multiplied by a function F1:

∂ (ρk)
∂ t

+
∂

∂x j
(ρU jk) =

∂
∂x j

[(
µ +

µt

σk2

)
∂k
∂x j

]
+Pk−β ′ρkω (3.22)
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and
∂ (ρω)

∂ t
+

∂
∂x j

(ρU jω) =
∂

∂x j

[(
µ +

µt

σω1

)
∂ω
∂x j

]

+(1−F1)2ρ
1

σω1ω
∂k
∂x j

∂ω
∂x j

+α1
ω
k

Pk−β1ρω2 ,
(3.23)

where

F1 = tanh
(
arg4

1
)

(3.24)

and where

arg1 = min

(
max

( √
k

β ′ωy
,
500ν
y2ω

)
,

4ρk
CDkωσω1y2

)
(3.25)

and

CDkω = max
(

2ρ
1

σω1ω
∂k
∂x j

∂ω
∂x j

,1.0×10−10
)

(3.26)

Different from the standard k-ε and k-ω model, the turbulent viscosity is given as:

µt =
αρk

max(αω,SF2)
, (3.27)

where S=
√

2Si jSi j and

F2 = tanh(arg3
2) (3.28)

with

arg2 = max

(
2
√

k
β ′ωy

,
500ν
y2ω

)
. (3.29)

The value of the constants employed in the SST model are listed in Table 3.6 (Versteeg &

Malalasekera 2007).

Table 3.6: Values of empirical constants in the SST model (Versteeg & Malalasekera 2007).

Constants β ′ α α1 β1 σk2 σω1

SST model 0.09 5/9 0.44 0.0828 1 1/0.856

To address the limitation of the eddy-viscosity models in poor prediction of the influence

of streamline curvature and system rotation (Smirnov & Menter 2009), the correction to on

the production term Pk of Shur et al. (2000) was adopted. The new Pk-c is defined as:

Pk-c = Pk · fr , (3.30)
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where

fr = max(0,1+Cscale( f̃r−1)) (3.31)

and

f̃r = max(min( frotation,1.25),0) . (3.32)

The function frotation is given as:

frotation = (1+ cr1)
2r∗

1+ r∗
[
1− cr3tan−1(cr2r̃)

]
− cr1 , (3.33)

where

r∗ =
s
Ω

(3.34)

and

r̃ = 2Ω jkS jk

[
DSi j

Dt
+(εimnS jn + ε jmnSin)Ωrot

m

]
1

ΩD3 . (3.35)

Here

Si j =
1
2

(
∂ui

∂x j
+

∂u j

∂xi

)
, (3.36)

Ωi j =
1
2

[(
∂ui

∂x j
− ∂u j

∂xi

)
+2εm jiΩrot

m

]
, (3.37)

S2 = 2Si jSi j , (3.38)

Ω2 = 2Ωi jΩi j , (3.39)

and

D2 = max
(
S2,0.09ω2) . (3.40)

Here DSi j
Dt are the components of the Lagrangian derivative of the strain rate tensor, while the

constant Cr1, Cr2, Cr3 are equal to 1, 2 and 1, respectively. The scale coefficient Cscale is set

to 1 in this study.
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3.4.3 Large Eddy Simulation
Different from the URANS models, the time-dependent Navier-Stokes equations are

filtered spatially based on the grid spacing for an LES approach. The relatively larger eddies

are computed, while the smaller eddies are filtered out and their effects on the resolved flow

are captured by a subgrid-scale (SGS) model (Versteeg & Malalasekera 2007).

According to ANSYS Academic Research (2015), a quantity φ can be expressed as the

sum of the filtered variable (φ̄(x)) and the unresolved part (φ ′):

φ = φ̄(x)+φ ′ . (3.41)

The filtered variable is defined as:

φ̄(x) =
∫

FD
φ(x′)G(x;x′)dx′ , (3.42)

here FD is the fluid domain and G is the filter function, defined as:

G(x;x′) =





1/V , if x′ ∈V

0, otherwise ,
(3.43)

where V is the control volume. Hence the following equation can be obtained by discretizing

the fluid domain into finite volumes implicitly:

φ (x) =
1
V

∫

V
φ
(
x′
)

dx′,x′ ∈V . (3.44)

Thus the filtered continuity equation is identical to Equation :

∂ρ
∂ t

+∇ · (ρU) = 0 , (3.45)

while the filtered momentum equation is:

∂
∂ t

(
ρU i

)
+

∂
∂x j

(
ρU iU j

)
=−∂ p

xi
+

∂
∂x j

[
µ
(

∂U i

∂x j
+

∂U j

∂xi

)]
+

∂τi j

∂x j
, (3.46)

where τi j is the subgrid-scale stress and is defined as:

τi j =−ρUiU j +ρU iU j . (3.47)

Here the subgrid-scale stress can be associated with the large scale strain rate tensor (Si j)

using an eddy viscosity approach:

τi j−
1
3

δi jτkk = 2µsgsSi j , (3.48)
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where

Si j =
1
2

(
∂U i

∂x j
+

∂U j

∂xi

)
. (3.49)

The Smagorinsky model (Smagorinsky 1963) is employed to estimate the SGS viscosity

(µsgs), which can be related to the length scale of the unresolved eddies (l), density of the

fluid (ρ) and the velocity of the unresolved eddies (qsgs):

µsgs ∝ ρlqsgs . (3.50)

The velocity of the unresolved eddies can be related to filtered velocity by using the Prandtl

mixing length model:

qsgs = ∆
∣∣S
∣∣ , (3.51)

where
∣∣S
∣∣ is:

∣∣S
∣∣=
(
2Si jSi j

) 1
2 , (3.52)

and ∆ is the grid size. Hence the SGS viscosity can be expressed as:

µsgs = ρ (CS∆)2 ∣∣S
∣∣ , (3.53)

where CS is the Smagorinsky constant and adopts a value of 0.1 for the current work.

In the near wall region, the wall damping for the SGS viscosity can be calculated as:

µsgs = ρmin
(
lmix, fµCS∆

)2 ∣∣S
∣∣ . (3.54)

The damping function fµ is 1 and the mixing length function lmix is:

lmix = κ · ywall , (3.55)

where the value of the constant κ is 0.4 and ywall is the wall distance.

3.5 Phase averaging method
Following the experimental investigation (Wong 2004), a monitor point (MP1 in Figure

3.5) in the flow was chosen to assess the time-varying oscillations of the flow at r=30 mm

and xo=209.2 mm. The phase-averaged flow field was calculated using Matlab in phase-bins

of 36 time-space steps in each precession cycle, corresponding to 10◦ of spatial domain to

match exactly the criteria reported from the experiments (Wong 2004). The detailed pro-

cessing procedures used in this study are as follow:
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3.5. Phase averaging method

1. Plot the axial velocity (u) at point MP1 (shown in Figure 3.5) as a function of time and

determine the start and end time of each precession cycle based on the peak value of

u;

2. Export the axial velocity (u) on a series of cross-sectional planes within and in the near

field of the FPJ nozzle from the start time of the first cycle to the end time of the last

cycle;

3. Divide the phase of each cycle into 36 time-intervals, each corresponding to a ten-

degree span of phase angles, to total 360 for the whole cycle;

4. Take the average of the velocity data binned with each ten-degree arc of the precession

cycle, which results in 36 velocity values corresponding to the 36 ten-degree-range;

5. “Rotate” the coordinate of the nodes in the other phase-bins to match the nodes in

phase-bin 1. Employ the interpolation method to estimate the axial velocity if the

location of the “rotated” nodes does not match that in phase-bin 1;

6. Take the average of u to obtain the phase-averaged flow field.
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Figure 3.5: A schematic diagram of the phase-averaging method.

3.6 Methods to trigger mode switching
Three methods to trigger the flow to switch from the AJ to the PJ modes were assessed to

study the mode switching phenomenon of the FPJ flow (Chapter 7) and are described below.
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Note that, to simulate the FPJ flow (Chapter 4, 5 and 6), the next step after triggering the

mode switching would then be employed for any of the three methods below of reverting to

a symmetrical inlet flow with the FPJ flow-field for the initial flow.

3.6.1 Approach A: continuous axial perturbation
The first method (Approach A) chosen to switch the flow from the AJ to the PJ modes was

to impose a random axial perturbation to part of the inlet flow. The FPJ nozzle with a pipe

inlet was adopted in this section (Figure 3.1b). The first step in this process is to establish

the axisymmetric AJ mode by employing an axisymmetric inflow. This AJ flow was then

employed as the initial flow field for the second step. Continuous random perturbations with

intensity in the ranges from 0% to 5%, 0% to 15%, 0% to 25%, 0% to 50%, 0% to 100%

and 0% to 200% were then imposed on one part of the inflow at the pipe inlet (xinlet) until

such time as flow switched modes to the FPJ flow. Here the perturbation intensity is defined

as the ratio between the maximum imposed perturbation and the bulk velocity at xinlet . As

shown in Figure 3.6, the area of the adopted perturbation zone (Apz) was Apipe/8, Apipe/4,

Apipe/2 and Apipe, where Apipe is the cross-sectional area of the inflow at xinlet .

3.6.2 Approach B: continuous tangential velocity component
The second method (Approach B) employed to switch the flow from the AJ to the PJ

modes was that of imposing a continuous tangential velocity component to the inflow until

such time as flow has switched modes to the FPJ flow. The FPJ nozzle with a contraction

inlet was adopted for this assessment (Figure 3.1a) together with the same AJ flow initial

flow field as in Approach A. A cylindrical coordinate system was employed and the radial

component (vr) at the contraction inlet was set to zero, while the tangential component (vθ )

was systematically varied to be a constant fraction (0%, 20%, 30% or 40%) of the axial

component, shown in Figure 3.7.

3.6.3 Approach C: slightly asymmetric initial flow field
The third method (Approach C) employed to trigger the mode switching was to adopt a

slightly asymmetric initial flow field. The FPJ nozzle with a contraction inlet was employed

here. Unlike the first two methods, the flow at the contraction inlet (xinlet) is axisymmetric,

so that it is only the initial flow-field that is asymmetric. Three slightly asymmetric flows
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xinlet

(a) (b)

(c)

Perturbation
Zone

Perturbation
Zone

Perturbation
Zone

(d)

Perturbation
Zone

Figure 3.6: Sketch of the alternative perturbation zones within the inflows at the pipe inlet

(xi) that were used to initiate precession, i.e. Apz/Apipe= (a) 1/8, (b) 1/4, (c) 1/2 and (d) 1.

Note that Apz is the area of the perturbation zone and Apipe is the area of the pipe inlet.

from the result of one case in Approach B were adopted here as the initial flow field and

one case in this approach was adopted as an example to present the flow structure during the

mode switching process.
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Vr=0

Vθ=30% Uinlet

Uinlet

Figure 3.7: The streamlines on the contraction inlet with an imposed tangential velocity of

30% of the Uinlet .
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Abstract

A systematic numerical study and comprehensive validation against ex-

perimental data of the complex flow through a suddenly expanding axisym-

metric chamber is reported. To assess the strengths and limitations of un-

steady Reynolds-Averaged Navier-Stokes (URANS) models in predicting

the velocity field of this flow, five types of URANS models, namely the stan-

dard k-ε model, the modified k-ε (1.6) model, the modified k-ε (1.3) model,

the Re-Normalisation Group (RNG) k-ε model and the Shear Stress Trans-

port (SST) model were adopted. Good agreement with the flow features and

reasonable agreement with the measured phase-averaged velocity field, en-

ergy of total fluctuation and precession frequency can be achieved with both

the standard k-ε and the Shear Stress Transport (SST) models. The degree

of accuracy in predicting the rate of both spreading and velocity decay of the

jet was found to greatly influence the prediction of the precession motion.

1 Introduction

The fluidic precessing jet (FPJ) nozzle, which was first proposed by Nathan and

Luxton [1], has been widely investigated [2] because it offers the potential to re-

duce NOx emissions, reduce fuel consumption and improve product quality from

rotary kilns [3, 4, 5]. These data and understanding form the basis on which cur-

rent FPJ nozzle designs are based. However, because each rotary kiln is typically

different, it is desirable to employ numerical models such as Computational Fluid

Dynamics (CFD) models to optimise the design of the flow and mixing field for

each and every application. For industrial design tools, it is desirable for such

designs to be performed with two-equation URANS turbulence models, owing to
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the very large computation cost associated with modelling firstly the very large

physical scale of these devices, which are typically of the order 100 m in length

[2], and, secondly, with the unsteady nature of the FPJ flows that requires transient

modelling. The overall aim of the present investigation is therefore to assess the

potential of two-equation URANS models to model the unsteady, precessing flow

in, and from, the FPJ nozzle.

The FPJ nozzle comprises an axisymmetric chamber with a large sudden ex-

pansion at the inlet and a lip at the exit, together with a centre body (CB), to

increase the probability of generating the precession motion. The inlet to the

chamber can be fed either from a smooth contraction, a pipe or an orifice plate.

Nathan et al. [6] have summarised four dominant features of the FPJ flow, as

described below. These flow features are also adopted as the qualitative criteria

against which we assess whether or not the precession motion has been predicted

in the current work. These features of FPJ flow, also shown in Figure 1, are [6]:

1. an unsteady and asymmetrical reattachment of the flow onto the wall after

entering into the chamber;

2. a recirculating flow region diametrically opposite to the reattaching jet;

3. a swirling flow in the most upstream part of the nozzle chamber;

4. a deflected external jet emerging from the exit of the nozzle.

To develop reliable models of this flow is a significant challenge, not only

because of the large scale and unsteady nature of FPJ flows, but also because

this flow combines several complex features, each of which is difficult to model,

namely oscillations, swirl, flow separation and flow impingement [6]. In the many

2



two-equation RANS models, the standard k-ε model, the Re-Normalisation Group

(RNG) k-ε model and the Shear Stress Transport (SST) model are widely used in

modelling industrial flows. The general validity of the RNG k-ε model has been

a matter of some controversy. It was developed to replace the empirical con-

stants in the standard k-ε model with an analytical relationship developed from

Re-normalisation Group theory and has been found to provide better performance

than the standard k-ε model in some studies, such as in simulating three swirling

flows [7, 8, 9]. However, the development of the RNG k-ε model is still con-

troversial [10, 11, 12]. The SST model combines the strengths of the standard

k-ε model and the k-ω model and to offer some advantages over the standard k-

ε model in near wall flows [13, 14, 15], such as a rectangular jet in cross flow

[16] and a separating flow in a planar asymmetric diffuser [17]. Nevertheless, the

limitations of RANS models are also well known, especially in conditions where

departures of the instantaneous flow from the mean flow becomes significant [10].

Approaches to address these limitations span URANS through to Large Eddy Sim-

ulation (LES) [18], which offer a trade-off between computational expense and

accuracy. Before embarking on the more expensive LES approach, it is desirable

to assess the strengths and limitations of the two-equation URANS approaches.

However, no systematic assessment of this approach is presently available.

Guo et al. [19] used an unsteady formulation of the standard k-ε model, which

predicts the ensemble-averaged flow and assumes that the turbulent viscosity is

isotropic, to simulate the related flow downstream from a long pipe inlet into a

large chamber with a similar expansion ratio to the FPJ nozzle. They predicted

flow streamline patterns that yield qualitative agreement with the related FPJ flow

including the asymmetric reattachment of the jet, the recirculation zone and the
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swirling flow in the most upstream part of the nozzle. The effects of both the

Reynolds number and the expansion ratio on the Strouhal number have been com-

pared with experimental results of the FPJ nozzle [19, 20, 6]. However, the length-

diameter ratio (L/D) of the downstream chamber is about 16, more than five times

greater than that of the FPJ nozzle, at which distance the flow approaches being

fully developed. This contrasts the exit flow from the FPJ nozzle, which spreads

rapidly and generates a complex recirculation of external fluid back into the nozzle

chamber.

The structure of the ensemble-averaged FPJ flow was studied by Chen et al.

[21] using the unsteady SST model. Six vortex cores were identified and the

vortex skeleton of the flow was reported based on both the previous experimen-

tal observations [6, 22, 23] and the simulation. Chen et al. [24] investigated

the mode switching phenomenon of the FPJ flow using the unsteady SST model.

They found that a certain extent of asymmetries, either in the inflow or the initial

flow field, were necessary to trigger the flow to switch from the Axial Jet mode

to the Precessing Jet mode and the switch time was inversely proportional to the

intensity of the asymmetry. Some preliminary validation against previous exper-

imental results were reported [21, 24] The predicted the precession frequency,

the axial centreline velocity and the equivalent diameter of the phase-averaged

jet were compared against the measured data [21]. Both the rates of spread and

centreline velocity decay of the phase-averaged precessing jet were found to be

under-predicted with the SST model. However, the validation of the SST ap-

proach is not complete and the reliability of other two-equation URANS models

in predicting the FPJ flow is still unknown.

According to Wong et al. [25], both the spreading rate and the centreline ve-
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locity decay rate of the precessing jet within the nozzle are greater than that of

a non-precessing unconfined jet and more closely match that of a jet in a weak

counter-flow. However, the extent to which these rates of spread and decay cor-

relate with whether or not a model predicts the occurrence of precession has not

been reported previously. Many studies reported that the standard k-ε model over-

predicts the spreading rate of an unconfined round jet. According to the studies of

Morse [26] and Pope [27], the constant C1ε in the turbulence dissipation rate (ε)

equation of the standard k-ε model can be modified from 1.44 to 1.6 in the current

work to overcome this issue in predicting a free jet. This revised model is termed

the modified k-ε (1.6) model. To investigate on the effect of internal jet’s spread-

ing rate and centreline velocity decay in predicting the FPJ flow, three values of

C1ε , i.e. 1.3 (the modified k-ε (1.3) model), 1.44 (the standard k-ε model) and 1.6

(the modified k-ε (1.6) model) were adopted in this study to generate three jets

with different spreading rate and centreline decay rate within the chamber.

In light of the above gaps in previous work, the aim of the present study is to

assess the extent to which two-equation URANS models of the phase mean flow

can reproduce known qualitative features and quantitative data of FPJ flow. In

addition, it aims to provide new insight into the nature of this complex flow.

2 Numerical approach

The geometric configuration of the present nozzle was chosen to match exactly the

configuration used in previous experiment [28, 25], which report detailed phase-

averaged data of the flow-field within the FPJ nozzle and in the near-field of the

emerging jet. These measurements were undertaken using both laser Doppler
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anemometry (LDA) and particle image velocimetry (PIV) techniques.

2.1 Geometry and simulation conditions

The software CREO 2.0 and ANSYS/Design Modeler 16.5 was used to generate

the geometrical configuration of the FPJ nozzle, shown in Figure 2. The profile of

the smooth contraction at the inlet to the device is described by a 5th order poly-

nomial, based on Morel’s criterion [29], with an area-based contraction ratio of

10.03:1 also following the experimental device [28]. The computational domain

outside of the nozzle is an order of magnitude larger than the nozzle itself in both

the axial and radial directions, with a diameter of 1032 mm and length of 1000

mm. The distance between the contraction’s inlet and the inlet to the chamber is

2.05D, here D is the diameter of the nozzle chamber, i.e. 80 mm.

The software ANSYS/ICEM CFD 16.5 was employed to generate the mesh.

Mesh quality near to the wall of the chamber was ensured by using the “O-girds”

method. Figure 3 shows the structured mesh with the 5.5 million nodes employed

for all cases reported here, which was developed based on a grid independent test

[24].

The bulk mean velocity of the flow at the inlet of the FPJ nozzle (ui) is 78.7

m/s and the working fluid is air at 25 ◦C and 1 atm. A free-pressure boundary con-

dition was chosen for the other boundaries of the computational domain (shown

in red in Figure 3a) with a relative pressure to ambient of 0 Pa, consistent with the

experiments being performed in an unconfined environment. The adopted convec-

tive scheme is high resolution. A monitor point (MP1), at r=30 mm and x=207.2

mm, was chosen to determine the precession frequency, which was identical to the
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measurement [25]. Another monitor point (MP2) located near to the exit of the

FPJ nozzle was chosen to identify the start and end time of each precession cycle,

which follows the measurement of Wong [25]. The phase of each cycle was then

divided into 36 time-intervals, each corresponding to a ten-degree span of phase

angles, to total 360° for the whole cycle. Taking the average of the velocity data

binned with each ten-degree arc of the precession cycle results in 36 velocity val-

ues corresponding to the 36 ten-degree-range, which present the phase-averaged

velocity field.

For all cases reported herein, the root mean square (r.m.s) of the residuals

was all less than 5× 10−5. The time-step in these simulations was taken to be

1/667th of the measured mean period of each precession cycle, i.e. 0.13 seconds,

corresponding to 0.0002 seconds. This provides about 18 time-steps in each 10°

of precession. The model was allowed to run for some 27 seconds of flow time

to converge to a solution that is independent of the initial condition and the data

was then recorded from the subsequent 5 precession cycles. All simulations were

conducted using a Dell PowerEdge R 815 Rack Mount Server. The wall clock

time of a typical simulation is about 7 days using 16 cores.

2.2 URANS Turbulence Models

Three types of two-equation URANS turbulence models were compared in their

capacity to predict the unsteady FPJ flow.
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2.2.1 The standard k-ε and modified k-ε models

For the standard k-ε model, the transport equations for the turbulent kinetic energy

k and the rate of turbulence dissipation ε are:

∂ (ρk)
∂ t

+
∂

∂x j
(ρU jk) =

∂
∂x j

[(
µ +

µt

σk

)
∂k
∂x j

]
+Pk−ρε (1)

and

∂ (ρε)
∂ t

+
∂

∂x j
(ρU jε) =

∂
∂x j

[(
µ +

µt

σε

)
∂ε
∂x j

]
+C1ε

ε
k

Pk−C2ερ
ε2

k
, (2)

where ρ is the density of the fluid, µ is the air dynamic viscosity and µt is the

turbulence viscosity, defined as:

µt = ρCµ
k2

ε
. (3)

The turbulence production due to viscous forces Pk was modelled using:

Pk = µt

(
∂Ui

∂x j
+

∂U j

∂xi

)
∂Ui

∂x j
− 2

3
∂Uk

∂xk

(
3µt

∂Uk

∂xk
+ρk

)
. (4)

The value of the five empirical constants: Cµ ,σk,σε ,C1ε and C2ε in the standard

k-ε model are listed in Table 1.
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2.2.2 The RNG k-ε model

The transport equations for k and ε in the RNG k-ε model are given as follows:

∂ (ρk)
∂ t

+
∂

∂x j
(ρU jk) =

∂
∂x j

[(
µ +

µt

σkRNG

)
∂k
∂x j

]
+Pk−ρε (5)

and

∂ (ρε)
∂ t

+
∂

∂x j
(ρU jε) =

∂
∂x j

[(
µ +

µt

σεRNG

)
∂ε
∂x j

]

+C1εRNG
ε
k

Pk−C2εRNGρ
ε2

k
.

(6)

Different from the standard k-ε model, the constant C1ε is replaced by C1εRNG:

C1εRNG = 1.42− fη , (7)

where

fη =
η
(
1− η

4.38

)

1+βRNGη3 , (8)

η =

√
Pk

ρCµRNGε
(9)

and where βRNG is 0.012. The values of the other constants are listed in Table 2

[30].
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2.2.3 The SST model

The SST model, developed by Menter [31], is a hybrid between the standard k-ε

model, which it employs in the flow region faraway from wall, and the k-ω model,

which is employed in the near-wall region. This is because the standard k-ε model

is more robust in the regions away from the near wall, although its performance in

the near-wall region is not satisfactory, while the k-ω model, performs well in the

near-wall region, but requires an assumed free stream value of turbulent frequency,

ω , that influences the simulation result [30, 31]. The transport equations of k and

ω in the k-ω model are shown in Equation 10 and 11, while ω = ε/k. The values

of the empirical constants in the k-ω model are listed in Table 3.

∂ (ρk)
∂ t

+
∂

∂x j
(ρU jk) =

∂
∂x j

[(
µ +

µt

σk1

)
∂k
∂x j

]
+Pk−β ′ρkω (10)

and

∂ (ρω)

∂ t
+

∂
∂x j

(ρU jω) =
∂

∂x j

[(
µ +

µt

σω

)
∂ω
∂x j

]
+α

ω
k

Pk−βρω2 . (11)

In the SST model, the k-equation (Equation 12) is the same as in k-ω model, while

the ε-equation is similar to the ω-equation in the k-ω model, with the substitution

ε = kω . The transformed equations of k and ω are shown below:

∂ (ρk)
∂ t

+
∂

∂x j
(ρU jk) =

∂
∂x j

[(
µ +

µt

σk2

)
∂k
∂x j

]
+Pk−β ′ρkω (12)
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and

∂ (ρω)

∂ t
+

∂
∂x j

(ρU jω) =
∂

∂x j

[(
µ +

µt

σω1

)
∂ω
∂x j

]
+2ρ

1
σω1ω

∂k
∂x j

∂ω
∂x j

+α1
ω
k

Pk−β1ρω2 .
(13)

The k and ω equations in the SST model are obtained by adding the transformed

k-ε equations (Equation 12 and 13) multiplied by a function 1-F1 to the k-ω model

equations (Equation 10 and 11) multiplied by a function F1:

∂ (ρk)
∂ t

+
∂

∂x j
(ρU jk) =

∂
∂x j

[(
µ +

µt

σk2

)
∂k
∂x j

]
+Pk−β ′ρkω (14)

and

∂ (ρω)

∂ t
+

∂
∂x j

(ρU jω) =
∂

∂x j

[(
µ +

µt

σω1

)
∂ω
∂x j

]

+(1−F1)2ρ
1

σω1ω
∂k
∂x j

∂ω
∂x j

+α1
ω
k

Pk−β1ρω2 ,

(15)

where

F1 = tanh
(
arg4

1
)

(16)

and where

arg1 = min

(
max

( √
k

β ′ωy
,
500ν
y2ω

)
,

4ρk
CDkωσω1y2

)
(17)
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and

CDkω = max
(

2ρ
1

σω1ω
∂k
∂x j

∂ω
∂x j

,1.0×10−10
)

. (18)

Different from the standard k-ε and k-ω model, the turbulent viscosity is given

as:

µt =
αρk

max(αω,SF2)
, (19)

where S=
√

2Si jSi j and

F2 = tanh(arg3
2) (20)

with

arg2 = max

(
2
√

k
β ′ωy

,
500ν
y2ω

)
. (21)

The value of the constants employed in the SST model are listed in Table 4 [30].

To address address the limitation of the eddy-viscosity models in poor predic-

tion of the influence of streamline curvature and system rotation [32], the correc-

tion to on the production term Pk of Shur et al. [33] was adopted. The new Pk-c is

defined as:

Pk-c = Pk · fr , (22)
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where

fr = max(0,1+Cscale( f̃r−1)) (23)

and

f̃r = max(min( frotation,1.25),0) (24)

The function frotation is given as:

frotation = (1+ cr1)
2r∗

1+ r∗
[
1− cr3tan−1(cr2r̃)

]
− cr1 , (25)

where

r∗ =
s
Ω

(26)

and

r̃ = 2Ω jkS jk

[
DSi j

Dt
+(εimnS jn + ε jmnSin)Ωrot

m

]
1

ΩD3 . (27)

Here

Si j =
1
2

(
∂ui

∂x j
+

∂u j

∂xi

)
, (28)

Ωi j =
1
2

[(
∂ui

∂x j
− ∂u j

∂xi

)
+2εm jiΩrot

m

]
, (29)
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S2 = 2Si jSi j , (30)

Ω2 = 2Ωi jΩi j , (31)

and

D2 = max
(
S2,0.09ω2) . (32)

Here DSi j/Dt are the components of the Lagrangian derivative of the strain rate

tensor, while the constant Cr1, Cr2, Cr3 are equal to 1, 2 and 1, respectively. The

scale coefficient Cscale is set to 1 in this study.

2.3 Triple decomposition

For this FPJ flow, the instantaneous value of a given parameter can be decomposed

following Hussain and Reynolds [34], as follows:

Φ(t) = Φ̄+ Φ̃(t)+Φ′ . (33)

Here Φ̄ is the mean value, Φ̃(t) is the periodic component and Φ′ is the

stochastic turbulent fluctuation relative to the periodic flow. The sum of the mean

value and periodic part, i.e. 〈Φ〉(t) = Φ̄ + Φ̃(t), is defined as the ensemble-

averaged component [35]. In the simulation, the ensemble-averaged component,

which is related to the precession motion, is resolved while the turbulence com-

ponent, which is superimposed on this periodic motion, is modelled using two-

equation URANS models. Here, the phase-averaged flow-field was obtained by

taking the average of the converged flow-fields at the same phase of the cycle.
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3 Results and discussion

3.1 Cycle-independence study

Figure 4 shows how changes to the number of cycles of precession over which

the data are calculated influences the axial evolution of the calculated normalized

phase-averaged equivalent diameter (deq) of the precessing for 5, 10 and 15 pre-

cession cycles. Following the work of Wong [25], the cross-sectional area of the

jet is defined by enclosed area of the half-maximum velocity contour. The data

were calculated using the standard k-ε model and 5.5 million grids. It can be seen

that the results have converged after 5 cycles of precession. This is consistent with

the previous observation that the cycle-to-cycle variations tend to become vanish-

ingly small in the simulation using two-equation URANS model [36]. Further

evidence for this can be found in the observation that the direction of precession

was never observed to change during a simulation, which differs from experimen-

tal result [6]. This result in Figure 4 justifies the choice adopted for all subsequent

two-equation URANS calculations to limit the analysis to averaging over just 5

precession cycles, which moderates the computing load.

3.2 Simulation of the FPJ flow using two-equation URANS mod-

els

Figure 5 (a-c) presents volumetric visualisations of the streamlines of the FPJ flow

within the chamber, as calculated with the three types of two-equation URANS

models, i.e. the standard k-ε model, the RNG k-ε model and the SST model.

It can be seen that all four key qualitative features of the FPJ flow have been
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successfully predicted with both the standard k-ε model (Figure 5a) and the SST

model (Figure 5b). However, as shown in Figure 5c, the RNG k-ε model does

not reproduce either the asymmetric reattachment (Feature 1), or the deflected

emerging jet flow (Feature 4). In contrast to the experimental measurements, the

jet within the chamber is predicted with RNG k-ε model to impinge onto the centre

body, rather than to reattach to the internal wall of the chamber. In addition,

the flow emerging from the exit from the nozzle chamber is predicted to leave

at a much shallower angle than measured experimentally. This relatively poor

performance of the RNG k-ε model for the FPJ flow contrasts its relatively good

performance in simulating some swirling flows [37].

An explanation for the relative success and failure of the above models in

predicting the qualitative features of the flow identified in Figure 5 can be found

in Figure 6, which presents the corresponding axial evolutions of the deq of the

phase-averaged jet with axial distance. It can be seen that the RNG k-ε model

under-predicts the rate at which the diameter of the jet within the chamber grows

in the region upstream from the centre body, i.e. in the region x/d<11.5. How-

ever, for the case in which the modelled length of the nozzle chamber is extended

to the non-physical value Lc=240 mm, shown in Figure 5d, the increased length

allows the jet to spread to a sufficient width within the chamber for precession to

be calculated to occur. For this case, the jet is also calculated to precess. Taken

together, these results show that the success or failure of the adopted two-equation

URANS models to reproduce the key qualitative features of the flow-field is de-

pendent primarily on the accuracy with which they reproduce the spreading rate

of the jet within the chamber. We also note that, because of the failure of the RNG

k-ε model to reproduce the precession motion reliably, the results from it have
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also been excluded from the subsequent figures and discussions.

Figure 6 also reveals a complex trend in the relative accuracies predicted for

the axial evolution of normalized deq of the phase-averaged jet through the cham-

ber. The standard k-ε under-predicts deq in the region upstream from the centre

body, 5<x/d<11.5, which is consistent with the simulation with the SST model

[21]. The under-prediction of the standard k-ε model here is in contrast to its over-

prediction of spreading rate in an unconfined, round jet [27, 38]. The standard k-ε

model also stands out from the two models in greatly over-predicting the spread-

ing rate of the phase-averaged jet between the centre body and the nozzle exit

plane, 11.5<x/d<13.8, while the SST model showed a greatly reduced spreading

rate in these locations, like the experiments [21, 25]. For both of the two turbu-

lence models, the largest difference between the measured and calculated values

of the normalized deq within the nozzle chamber occurs at x/d=7.03, where the

difference is 16.7% and 24.3% for the SST [21] and the standard k-ε models, re-

spectively. In the internal field, the average difference between the normalized

measured and predicted value of deq for the SST [21] and standard k-ε models

are 12.4% and 14.6%, while they are 16.0% and 38.7% in the emerging field, i.e.

x/d>13.8.

Figure 7 presents the phase-averaged axial velocity contours of the cross-

sectional plane at x/d=8.93 obtained both experimentally [28] and numerically

using the SST model and the standard k-ε model. It can be seen that the cross-

sectional area of the jet as predicted with both the SST model and the standard

k-ε model, shown in red, is less than the experimental results. The experimental

results reveal that the jet fully attaches to the chamber wall, while the simulations

of both the SST model and standard k-ε model predict the jet to be only interact-
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ing weakly with the wall. Compared with the flow predicted with the standard

k-ε model, the jet calculated with the SST model is slightly closer to the chamber

wall. This is consistent with the trend that the spreading rate calculated with the

SST model is greater than that calculated with the standard k-ε model (Figure 6).

Figure 8 presents the measured and calculated phase-averaged axial velocity

contours of the transverse plane at x′/De=16. The jet’s half-width contour is de-

picted by the red line in these figures. The contours predicted with the standard

k-ε and SST models have a similar shape and size to the measured values.

Figure 9 presents the measured [25] and predicted inverse velocity decay along

the centreline of the local, phase-averaged jet on its trajectory through the nozzle

chamber for the standard k-ε model and the SST model [21]. It can be seen that

both the SST and the standard k-ε models predict a longer potential core than

the measured value. More specifically, the length of the potential core predicted

with these two turbulence models is about x/d ≈ 5, which is the same as that of

a steady jet, while the measured jet velocity begins to decay at approximately

x/d ≈ 3. These trends are consistent with those of the predicted spreading rates,

described above. However, these trends contrast those for a round free jet, where

the standard k-ε model is reported to over-predict the velocity decay rate. In

contrast, the decay rate has been under-predicted with the standard k-ε model for

the precessing jet flow within the nozzle chamber. That is, as discussed above, the

constants of the standard k-ε model do not adequately account for the influence of

either the chamber or the surrounding swirling flow in the upstream region of the

chamber.

Figure 9 also shows that, in the external field, the centreline velocity of the jet

is perhaps predicted better with the standard k-ε model than the SST model [21],
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although a definitive comparison is difficult owing to the scatter in the measured

data. The calculated trends are consistent with those of the spreading rate (Figure

6) although the agreement with the measured data differs somewhat. This can be

explained by the shape of the cross section of the jet being far from round, which

makes it difficult to characterise with these two simplified measures.

Figure 10a presents the normalized time mean axial velocity profile at x’/De=0.16

that measured [28] and predicted with the standard k-ε model and the SST model

[24]. Similar to the SST model, correct trend of the mean axial velocity was pre-

dicted with the standard k-ε model. It can be seen that the calculated average

deflected angle of the exit jet to the axis of the chamber is close to the experimen-

tal result according to the Figure 10a.

Figure 10b presents a comparison between the calculated and measured total

fluctuation energy (E f ) at x’/De=0.16, which is the sum of the periodic (Ẽ) and

the turbulent fluctuation (E ′) [25, 21]. The periodic fluctuation, which was calcu-

lated based on the predicted root mean square (RMS) velocities in each direction,

represents the effect of the precession motion. Similar to the SST model, the total

fluctuation energy was over-predicted with the standard k-ε model.

Figure 11 presents the distribution of F1 (in Equation 16), which determines

whether the k-ε or k-ω model dominates in the results of the SST model at a

particular location, in five cross-sectional planes within the nozzle. The function

F1 yields low values in the central region of the chamber and values close to unity

near to the wall. This implies that the k-ε model dominates in the central region.

Hence, similar to the standard k-ε model, the under-prediction of the spreading

rate in the FPJ model can be attributed to the non-universal nature of the constants

in the SST model.
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Figure 12 presents the energy spectrum at monitor point MP2, which is ob-

tained by fast Fourier transform (FFT). The precession frequency ( fp) is then cal-

culated from the peak frequency of this spectrum. The calculated value of fp,

shown in Table 5, as predicted with the standard k-ε is 8.5 Hz, which is higher

than both the measured value and that predicted with the SST model [21]. Table

5 also presents the diameter of the phase-averaged jet at x/d=8.93. It can be seen

that there is no correlation between the predicted diameter of the jet within the

chamber and the frequency. This is unlike the case found in experiments by [39],

in which the pipe jet inlet, which also has the lowest initial spreading rate within

the chamber, has the lowest Strouhal number, while the orifice jet, which has the

largest internal spreading rate, also has the highest Strouhal number. This is due

to other differences between the two modelling approaches.

3.3 Further investigation on the effect of the spreading and

centreline decay rate of the predicted jet on calculated FPJ

flow

Figure 13 presents the iso-surface of the predicted instantaneous turbulence ki-

netic energy, k, at 200 m2/s2 within the nozzle chamber as predicted with three

different values of the constant C1ε , i.e. C1ε=1.3, C1ε=1.44 and C1ε=1.6, corre-

sponding to the modified k-ε (1.3), the standard k-ε and the modified k-ε (1.6)

models, respectively. Since C1ε is in the production term in ε equation (Equation

2), the magnitude of ε is expected to increase with an increase in C1ε . Similarly,

an increase in ε is expected to decrease the magnitude of k because the ‘−ρε’

term in Equation 1 reduces k. This trend is confirmed in Figure 13, which shows
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that the largest areas of the iso-surface of k is predicted to occur with the modified

k-ε (1.3) model, while the smallest is predicted to occur with the modified k-ε

(1.6) model. This shows that the calculated spreading rate of the jet within the

chamber is influenced by the constant C1ε .

Figure 14 compares the axial evolution of the normalized value of deq of the

phase-averaged jet as predicted with the three k-ε models. As expected, the mod-

ified k-ε (1.3) model generates the greatest spreading rate, while the modified k-ε

(1.6) generates the lowest. The average differences between the measured and pre-

dicted values of the normalized value of deq within the nozzle chamber are 10.6%,

14.6% and 22.8% for the modified k-ε (1.3), the standard k-ε and the modified

k-ε (1.6) models, respectively. The greatest difference between the measurements

and predictions for both the modified k-ε (1.3) and the standard k-ε models oc-

cur at x/d=7.03, which are 24.3% and 20.4%, while it occurs at x/d=8.93 for the

modified k-ε (1.6) model, which is 51.0%. In the emerging field, all three models

over-predict deq by a factor that is greatest for the modified k-ε (1.3) model, where

the average difference from the measured value of 46.9%.

Figure 15 presents the inverse centreline velocity decay of the phase-averaged

jet predicted with the modified k-ε (1.3), the standard k-ε and the modified k-ε

(1.6) models, respectively. This shows that the modified k-ε (1.3) model gives the

best prediction of the initial decay of the centreline velocity of the local jet within

the chamber, but then over-predicts the decay rate in the region 8.93<x/d<17.

Because of the decrease in the predicted turbulent kinetic energy, the modified

k-ε (1.6) model under-predicts the centreline velocity decay of the phase averaged

jet within the nozzle chamber. The constants shown in Table 1 were derived for

canonical flows in a uniform pressure field and cease to be constant in regions
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where the pressure gradient varies through the flow field. The complex geometry

of the chamber generates an adverse pressure gradient around the entering jet to

increase its initial spreading rate, while the presence of centre body introduces

a radial contraction and a circumferential spreading as the jet passes around it,

together with strong pressure gradients downstream from it. No single set of con-

stants for any of the URANS models is applicable in the presence of such strong

and complex pressure gradients.

Figure 16 shows the instantaneous streamlines predicted with the three k-ε

models. The four key flow features of the precession motion have been reproduced

with both the standard k-ε model and the modified k-ε (1.3) model. However, with

the modified k-ε (1.6) model, as with the RNG k-ε model, the jet is calculated to

impinge directly onto the centre body instead of reattaching to the internal wall of

the nozzle chamber. Hence, the key qualitative features of the precession motion

are reproduced with the two-equation URANS models where the constants in the

model are chosen to yield sufficiently good agreement with the measured values of

the mean rates of spread and decay of the phase-averaged jet within the chamber.

4 Conculsion

The key findings of the paper are as follows:

The four key qualitative features of the FPJ flow can be reproduced with the

adopted two-equation URANS models, provided that the constants are chosen so

that the typical rates of spread and decay of the phase-averaged jet within the

chamber match the actual values sufficiently closely. This shows that the two-

equation URANS models yield good qualitative agreement with both the phase-
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averaged flows measured experimentally and the key instantaneous features ob-

served from flow visualisation.

The rates of spread and decay of the phase-averaged jet within the upstream

part of the chamber are predicted most accurately with the modified k-ε (1.3)

model, while the rates of spread and decay of the emerging jet are better predicted

with the standard k-ε model. Both the standard k-ε model and the SST model

also have the best overall performance in predicting the FPJ flow among the five

two-equation URANS models assessed in the current work. This implies that the

pressure gradients within the chamber are too strong and complex for a single set

of constants to reliably reproduce all regions of the flow through it.

There is a strong correlation between the extent to which any of the adopted

two-equation URANS models reproduce the four qualitative features associated

with the FPJ flow and the extent to which they reproduce the phase-averaged rate

of spread and decay of the local jet within the chamber. This highlights the im-

portance of reproducing these features as a requisite to reasonable modelling of

the FPJ flow.

No obvious advantage is found in the use of the SST model over the k-ε type

models. This implies that the flow-field within the FPJ chamber is dominated by

the effects of confinement and inertia, while the role of the boundary-layer is less

significant.

Similar to the SST model, the standard k-ε model demonstrates the capability

to reproduce the mean value and periodic components of the FPJ flow, which is

important to both the industrial design of kiln burners and the investigation of the

external scalar field of the FPJ flow.
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Tables and figures

Table 1: Values of empirical constants in the standard k-ε model [30].

Constants Cµ σk σε C1ε C2ε
Standard k-ε model 0.09 1.00 1.30 1.44 1.92
Modified k-ε model (1.3) 0.09 1.00 1.30 1.30 1.92
Modified k-ε model (1.6) 0.09 1.00 1.30 1.60 1.92

Table 2: Values of empirical constants in the RNG k-ε model [30].

Constants CµRNG σkRNG σεRNG C2εRNG
RNG k-ε model 0.0845 0.7179 0.7179 1.68

Table 3: Values of empirical constants in the present k-ω model [30].

Constants β ′ α β σk1 σω
k-ω model 0.09 5/9 0.075 2 2

Table 4: Values of empirical constants in the SST model [30].

Constants β ′ α α1 β1 σk2 σω1
SST model 0.09 5/9 0.44 0.0828 1 1/0.856

Table 5: The measured [28] and predicted values of the precession frequency and
equivalent diameter of the phase-averaged jet at x/d=8.93.

fp (Hz) deq at x/d=8.93
Measured 7.5 0.044
k-ε model 8.5 0.036
SST model 6.3 [21] 0.038
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Figure 1: A schematic diagram of the fluidic precessing jet nozzle and flow.
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Figure 2: The dimensions of the fluidic precessing jet nozzle modelled here,
based on the configuration investigated experimentally by [25], where d, D and

De are the diameters of the nozzle’s inlet, nozzle chamber and nozzle’s exit,
respectively, L is the length of the FPJ nozzle.
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Figure 3: Mesh of the current model. (a) the whole domain, (b) detailed view of
the FPJ nozzle, (c) the longitudinal plane through the nozzle and (d) the

cross-sectional plane through the nozzle.
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Figure 4: Axial evolution of the normalized predicted equivalent diameters of the
precessing jetthrough the domain, as calculated from the average of 5, 10 and 15
cycles of precession. Refer to Figure 2 for symbols and coordinates. The vertical

dashed line indicates the location of the upstream surface of the centre body.

Figure 5: Three-dimensional visualisations of the predicted streamline through
the FPJ nozzle with the (a) k-ε model, (b) SST model, (c) RNG k-ε model and
(d) is the streamline through a longer FPJ nozzle (Lc=240 mm) predicted with

RNG k-ε model.
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Figure 6: Axial evolution of the normalized measured and predicted equivalent
diameters of the phase-averaged jet [25]. The vertical dotted and dashed lines
indicate the location of the centre body’s upstream surface in the conventional
geometry and extended geometry (Lc=240 mm) respectively. Refer to Figure 2

for symbols and coordinates.
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Figure 7: Cross-sectional images of the phase-averaged axial velocity contours at
the transverse plane x/d=8.93 within the FPJ nozzle as obtained with: (a) the
experiment [28], (b) the standard k-ε model and (c) the SST model. Data are

normalized by the local centreline velocity in this plane. The red line indicates
the half-width contour of the jet. Refer to Figure 2 for symbols and coordinates.

35



(b) k- model(a) Measured

(c) SST model

y/De

z
/D
e

0

0.5

1

-0.5

-1
0 0.5-0.5

y/De

z
/D
e

0

0.5

1

-0.5

-1
0 0.5-0.5 1

y/De

z
/D
e

0

0.5

1

-0.5

-1
0 0.5-0.5 1

Figure 8: Phase-averaged axial velocity contours in the near external field of the
FPJ nozzle, x/De=0.16, obtained by: (a) experiment [28], (b) the standard k-ε

model and (c) the SST model. Data are normalized by the local centreline
velocity in this plane. The regions enclosed by the red line indicate the area of

the jet. Refer to Figure 2 for symbols and coordinates.
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Figure 9: Measured [25] and predicted results of inverse centreline velocity
decay of the phase-averaged jet. The parameter U jet,cl is the maximum velocity
in the local plane and Ui is the bulk inlet velocity. The vertical line indicates the

location of the centre body’s upstream surface.
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Figure 10: Measured [28] and calculated time average (a) axial velocity and (b)
total fluctuation energy (E f ) profile at x’/De=0.16. The velocity values are

normalised with the inlet velocity ui, E f are normalised with u2
i and the abscissa

is normalised with the diameter of the nozzle’s exit De.
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Figure 11: Contours of the value F1 in the SST model (see Equation 16) at the
five cross-section planes of x/d=1.52, 3.67, 5.32, 7.03 and 8.93, within the FPJ

nozzle.
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Figure 12: Predicted frequency spectrum.
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Figure 13: Iso-surface of the 200 m2/s2 instantaneous turbulence kinetic energy
(k) predicted with (a) the modified k-ε (1.3), (b) the standard k-ε model, and (c)

the modified k-ε (1.6) model.
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Figure 14: Axial evolution of the measured [25] and predicted equivalent
diameters of the phase-averaged jet. The vertical line indicates the location of the
centre body’s upstream surface. Refer to Figure 2 for symbols and coordinates.
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Figure 15: Measured [25] and predicted results of inverse centreline velocity
decay of the phase-averaged jet. Refer to Figure 9 for symbols and coordinates.

(c) Modified k-ε (1.6) model

Velocity (m/s)

90

68

45

23

0

(b) k-ε model

Reattachment
Swirl

Recirculation

Deflected external jet

(a) Modified k-ε (1.3) model

Reattachment
Swirl

Recirculation

Deflected external jet

Figure 16: Three-dimensional visualisations of the predicted instantaneous
streamlines through the FPJ nozzle with (a) the modified k-ε (1.3) model, (b) the

standard k-ε model and (c) the modified k-ε (1.6) model.
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Abstract

The first systematic numerical study of the scalar field in the external

flow from a fluidic precessing jet (FPJ) nozzle, in comparison with experi-

mental data, is reported. The simulations adopted a Hybrid-LES approach

and an unsteady Shear Stress Transport (SST) model, which was previously

found to give good agreement with the experimental velocity field. How-

ever, with the current numerical configuration, the SST model was found to

over-predict the deflection angle of the emerging jet and to under-predict the

centre-line mixing rate. The simulation with the SST model also predicts a

much narrower distribution range of the pdf of the centreline concentration

in the far field than the measured jet. The simulation with the Hybrid-LES

approach achieves better agreement with the measured result than that with

the SST model, although it is still not able to reproduce the scalar mixing of

the FPJ flow well. This indicates that the simulation of the scalar field of the

FPJ flow is significantly more sensitive than is the velocity field.

1 Introduction

Investigation of the scalar mixing of turbulent flows is important for applica-

tions including non-premixed combustion. Increasing the turbulent mixing will

increase the molecular mixing indirectly, which causes the combustion intensity

to be increased in a combustion process [1, 2]. However, predicting heat release

is more complex owing to the importance of soot, whose evolution is highly non-

linear. For example, lower mixing rates may sometimes be desirable since they

can cause increased radiant heat transfer [3]. The fluidic precessing jet (FPJ) noz-

zle was invented [4] to improve heat transfer and, in turn, reduce the emissions of
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NOx through changes to the turbulent mixing for applications such as rotary kilns.

These changes have been found to also increase the fuel efficiency and the quality

of the product [5, 6, 7]. Some experimental measurements of the scalar field of

the FPJ flow have been reported [8, 9, 10]. However, to the authors’ knowledge,

no numerical investigation of this flow has been reported previously. Hence the

main objective of the current work is to assess the sensitivity and reliability of

Computational Fluid Dynamics (CFD) methods in predicting the scalar mixing of

the FPJ flow.

The modelling of the precessing jet flow is extremely challenging, owing to

the highly unsteady and oscillatory nature of the precession, which increases the

computational requirements over conventional jet flows. The reliability of the SST

model in predicting the velocity field of the FPJ flow within and in the emerging

field of the FPJ nozzle was assessed by [11]. They found the differences between

their predictions and the measurements of [12] for the phase-averaged centreline

velocity decay and the spreading rate to be 35.1% and 13.75%, respectively. The

detailed structure of the predicted FPJ flow within the nozzle was proposed based

on the critical point theory [11]. Six main vortex cores within the FPJ nozzle were

identified and the vortex skeleton was developed based on the CFD simulation

and previous experiments conducted by the authors’ group. Their predictions

of a bi-stable flow through the FPJ nozzle was also found to be consistent with

experiments [13], with the solution found to converge onto one of two modes,

the axial jet (AJ) and the dominant precessing jet (PJ) modes. The change of the

flow structure during the mode switching process was studied numerically using

an unsteady SST model [14]. This found that sufficient asymmetry within either

the inflow or the initial flow field could trigger the mode switching, while the time
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required for the mode switching decreases with an increase in the extent of the

asymmetry [14]. However, all the above numerical investigations have reported

only the velocity field within the FPJ nozzle, so that the effectiveness of the two-

equation URANS models in predicting the external scalar field from this flow is

still unknown.

With the rapid increase of computing power, LES methods are becoming more

widely adopted to simulate scalar fields in turbulent flows. Both the velocity and

scalar field of the flow in a coaxial jet mixer have been numerically studied using

three LES approaches and three URANS models [15]. It was found that both the

velocity and scalar field are predicted more reliably with the SST model than with

the standard k−ε and the Reynolds stress models. Nevertheless, a dynamic mixed

LES approach was found to achieve even better agreement with the experimental

data and to capture most of the flow features for this case. Similarly, an LES

approach was found to give good agreement for a high-swirl number fuel injector

by [16]. Good agreement with the measured results was achieved in predicting

the velocity of the flow at the injector exit, the concentration of the jet in a serious

of cross-sectional planes and the probability density function (pdf) at a certain

position downstream from the exit. Nevertheless, full LES approaches are still too

computationally intensive for many industrial scale applications. Hence Hybrid-

LES methods have been adopted for some investigations [17, 18]. In Hybrid-LES

approaches, an URANS model is generally employed for the near wall region,

while the regions far away from wall are solved with LES. However, the reliability

of Hybrid-LES approaches in predicting the scalar mixing in the FPJ flow is also

unknown.

Experimental data are available to evaluate the performance of numerical mod-
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els for this flow using the systematic measurements of the scalar field of the FPJ

flow downstream from the nozzle exit reported by [8]. These investigations report

the centreline concentration, the concentration half-width and the probability dis-

tribution function (pdf) of the centreline concentration in the far field of an FPJ

flow in a confined co-flowing arrangement. It was found that the concentration de-

cay rate of the FPJ flow in the emerging field of the nozzle exit is about four times

greater than that of a free round jet [19], while it reduces suddenly at an “elbow

point” (approximately at x = 1.4 dPJ) and the decay rate is almost constant in the

region downstream from this point [10]. The effect of the co-flow velocity on the

scalar field of the FPJ flow was also assessed. The ratio between the co-flow and

exit velocities was found not to influence the concentration decay rate in the far

field and to have only a slight effect on the spreading rate of the jet [8]. They also

found that the pdf of the jet centreline concentration of the FPJ flow is broader

than that for a pipe jet flow, which indicates that the range of the concentration

distribution of the FPJ flow is wider.

Based on the above, given that an URANS model is sufficient to achieve rea-

sonable agreement with the measured data in predicting the phase-averaged ve-

locity field of the complex FPJ flow within the nozzle, the main aim of the current

work is to comprehensively assess the effectiveness of two numerical simulation

methods, i.e. the SST and the Hybrid-LES approaches, in predicting the resulting

scalar field for a non-reacting, confined FPJ flow in a co-flow.
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2 Methodology

The software CREO 2.0 and ANSYS/Design Modeler 16.5 was employed to gen-

erate a geometrically identical model of the experimental investigation of the

scalar mixing of the FPJ flow reported by [8], [9] and [10].

Figure 1 presents the dimensions of the system, which comprises an FPJ noz-

zle confined by a parallel wall. The FPJ nozzle comprises a contraction inlet, a

sudden expansion at the inlet orifice, a centre-body and a lip near to the nozzle

exit. In the experiment of [10], water was adopted as the working fluid for both

the co-flow and FPJ flow, while dye was injected into the FPJ flow as a marker

of the scalar field. In both the experiment and the CFD model, water at 25 ◦C

was chosen for the working fluid that was injected through the FPJ nozzle. A

second fluid (called water 2) is defined for the co-flow, although its properties are

identical to those of the water injected as the main FPJ flow, also to match the ex-

periment for which the jet fluid was marked with a fluorescent dye. The velocity

of the main-flow at the inlet orifice (Uor) was 8.8 m/s, to match the experiment,

the reference co-flow velocity at the inlet plane (Ua) was 0.06 m/s, while two

more co-flow velocities of 0.038 m/s and 0.11 m/s were also assessed to match

the experiments. The minimum root mean square of the residuals for the conver-

gence was set to 5× 10−5. A numerical study of a closely related flow showed

that a time-step of 1/180th of one precession cycle is small enough to reasonably

reproduce the oscillation with a two-equation URANS model [20]. Here the time-

step was 0.001 s for the simulation using the SST model and 0.0001 s for the

Hybrid-LES approach, corresponding to approximately 1/180th and 1/1800th of

the period of each precession cycle. For the Hybrid-LES approach, the SST model
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was employed for the region upstream from the exit of the FPJ nozzle, where the

predicted velocity field has been validated [11], and the flow in the other region

was calculated with the LES method.

Figure 2 presents the details of the present mesh, which was generated with

the software ANSYS/ICEM CFD 16.5. The O-grid method was adopted, which

ensures the y+ value are less than 1 for all simulations. This structured mesh

employed 8.6 million nodes.

3 Results and discussion

3.1 Cycle independence

Figure 3 presents themean centreline concentration of the FPJ flow that was cal-

culated from 5, 10 and 15 precession cycles with mesh with 2.15 million nodes.

It can be seen that the predicted centreline concentration differs little for these

cases. For this reason it was deemed to have converged after 10 cycles of pre-

cession, consistent with the observation from our previous work that the cycle-to-

cycle variation of the FPJ flow is small with an URANS simulation [21]. Hence

all the following mean results are calculated based on the average of 10 precession

cycles.

3.2 Mesh independent test

Figure 4 presents the mean centreline concentration downstream from the FPJ

nozzle as predicted with three different meshes, i.e. 2.15 million, 4.3 million and

8.6 million nodes. It can be seen that the centreline concentration predicted with
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2.15 million nodes is lower than that with the other two meshes at the range from

x/dPJ = 1.5 to 2, while the results that calculated with the 4.3 million nodes and

8.6 million nodes meshes are nearly converged. The 8.6 million nodes mesh was

therefore adopted for all the simulations in the following sections.

3.3 Assessment of the SST model in predicting the scalar field

of the FPJ flow

Figure 5 presents the mean centreline concentrations of the measured [8] and pre-

dicted FPJ flows with the co-flow velocities of 4.31×10−3Uor, 6.8×10−3Uor and

12.3× 10−3Uor, using the SST model. The co-flow is entrained into the jet-core

region, causing the measured centreline concentration of the jet to decay strongly

[10]. While this trend has been reproduced with the SST model, the magnitudes

differ greatly. The decay rate of the measured centreline concentration (ξ̄ ja) re-

duces suddenly at an “elbow point” and ξ̄ ja decays nearly in a linear manner in

the downstream region. However, for all the three flow conditions, the centreline

concentrations at the “elbow points” are greatly under-predicted, although the po-

sitions of the predicted “elbow points” are close to that of the measured flows. In

addition, in the region downstream from the “elbow point”, the centreline con-

centrations of all the three simulated flows increase slightly, which is contrary

to the experimental results. The differences between the measured [8] and the

predicted (SST) mean centreline concentration of the three FPJ flows are 61.2%,

66.4% and 76.3%, while the positions that the maximum differences occur are all

near to the “elbow points”, i.e. at x=1.90 dPJ , 1.97 dPJ and 2.13 dPJ for the flows

with the co-flow velocities of 4.31×10−3Uor, 6.8×10−3Uor and 12.3×10−3Uor,
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respectively.

3.4 Assessment of the Hybrid-LES approach in predicting the

scalar field of the FPJ flow

Figure 6 presents the instantaneous streamlines of both the main FPJ flow and the

co-flow as predicted with the SST and the Hybrid-LES approaches. The co-flow

velocity for both these two cases is 0.06 m/s. The instantaneous flow enters the

FPJ nozzle through the contraction inlet and reattaches to the wall of the chamber,

while it precesses. A fraction of the instantaneous flow is deflected and reversed

towards the inlet of the chamber from the upstream surface of the centre-body to

form a swirling flow in the upstream region, while the other part of the flow leaves

the chamber with a deflected angle to the nozzle axis of approximately 30 to 60◦.

More detailed structure of the internal FPJ flow is reported by [11]. Different from

a conventional round jet, the instantaneous FPJ flow is directed at any instant

toward one side of the nozzle in the region immediately downstream from the

nozzle exit. The precession of this deflected jet enhances the bulk mixing between

the FPJ flow and the co-flow, especially in the near field [10]. Figure 6 shows that

the velocity fluctuation predicted with the Hybrid-LES approach is larger than that

with the SST model. This is because LES solves a filtered form of the Navier-

Stokes equations, which resolves the larger scales of motion directly and models

the sub-grid-scale motions. However the URANS model solves only the averaged

form of the Navier-Stokes equations. In addition, although the predicted deflected

angles of the emerging jets for the two approaches are similar, it is obvious that

the FPJ flow predicted with the LES method mixes more strongly with the co-flow
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along the axis than is predicted with the SST model.

Figure 7 presents the iso-surface of the Q-criterion at Q = 200 s−2 for the in-

stantaneous FPJ flows that predicted with the SST and the Hybrid-LES approaches

downstream from the nozzle exit. Here Q is defined as:

Q =
1
2
(Ω2 −S2) , (1)

where Ω is the vorticity and S is the strain rate [22]. The visualized turbulent struc-

tures in the two predicted FPJ flows provide further evidence that much greater

range of turbulent scales were predicted with the Hybrid-LES than with the SST

model, which averages the precession motion.

Figure 8 presents the cross-sectional contours of the instantaneous and mean

concentration in the jets as predicted with the SST and the Hybrid-LES approaches,

in comparison with the measured data [8]. It can be seen that the predicted de-

flection angle between the instantaneous jet and the nozzle axis is larger than that

of the measured flow for both cases. This results in the mean flow having being

predicted to have both a greater mean spreading and a scalar field in which the

jet fluid being preferentially concentrated away from the axis. This contrasts the

experimental mean image, in which the jet fluid is always most concentrated on

the nozzle axis. This is particularly evident in the flow predicted with the SST

model, which is much better converged than the flow predicted with the Hybrid-

LES approach. The SST model predicts the jet fluid to spread in a cone toward the

walls of the confining cylinder and to be preferentially concentrated close to these

walls in the region downstream from x = 4dPJ . That is, in this region, the jet con-

centration is greater than that near to the axis, so that it does not converge back to

9



the axis or mix effectively with the co-flow. The region with the lowest centreline

jet concentration is found at x=2 dPJ , while the concentration increases gradually

along the centreline, which is consistent with the result presented in Figure 5. The

Hybrid-LES approach achieves better agreement with the measured results than

does the SST model. This is consistent with the Hybrid-LES method predicting

more accurately the return of the precessing jet to the nozzle axis, and with greater

variability in the cycle-to-cycle oscillations of the jet. The greater cycle-to-cycle

variability predicted with the Hybrid-LES approach is also evident from the lower

degree of convergence evident from the mean field of this flow relative to that cal-

culated with the SST model. However, the ξ̄ ja was still under-predicted with the

Hybrid-LES approach. This may due to the less cycle-to-cycle variation of the jet

at the nozzle exit that predicted with the SST model.

Figure 9 presents a comparison of the measured [8] and predicted mean cen-

treline concentration for both the SST and the Hybrid-LES approaches. It can

be seen that, both the SST and the Hybrid-LES approaches over-predict the cen-

treline concentration upstream from x=0.4 dPJ , while under-predicting it in the

downstream region. This is consistent with the observation from the cross sec-

tional images (Figure 8) that the numerical approaches both over-predict the de-

flection angle of the emerging instantaneous jet and also under-predict the rate at

which the local jet returns back to the nozzle axis. Similarly, the position of the

intersection point between the emerging jet and the nozzle axis is predicted to be

further upstream than that of the measured jet. The rapid centreline concentra-

tion decay upstream from x=1.8 dPJ is over-predicted with both the SST and the

Hybrid-LES approaches, while the centreline concentration converges back closer

to the experimental values toward the downstream end of the domain. The differ-
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ence between the measured [8] and calculated mean centreline concentration is

52.6% for the Hybrid-LES approach, while the maximum error occurs near to the

“elbow” point, i.e. at x=2.76 dPJ .

Figure 10 presents the measured [8] and predicted normalized probability dis-

tribution function (pdf) of the centreline concentration of the FPJ flow at x=12 dPJ ,

using both the Hybrid-LES and the SST model. It can be seen that the pdf of the

measured ξ/ξ̄ is widely distributed, especially in the range from 0.5 to 1.5, which

indicates the wide range of mixing length scales in the FPJ flow. For the flow pre-

dicted with the SST model, the distribution of ξ/ξ̄ is preferentially biased near to

two peaks at ξ/ξ̄ = 0.85 and 1.2. This is consistent with the finding of [21] that

the cycle-to-cycle variation of the FPJ flow that predicted with an URANS model

is small, since this will distribute the scalar in the same way each cycle. That is, it

suggests that the large cycle-to-cycle variability in the FPJ flow that has been ob-

served experimentally [8] may be important in generating the measured flow-field.

The Hybrid-LES approach generates a more uniform distribution in the values of

ξ/ξ̄ over the range 0.75 to 1.25, although it is still significantly narrower than the

experimental distribution. This is also consistent with the greater cycle-to-cycle

variability of the flow predicted with the Hybrid-LES approach than that with the

SST model.

4 Conclusions

Both the SST and the Hybrid-LES approaches over-predict the angle at which the

instantaneous jet is deflected from the nozzle axis as it emerges from the nozzle.

This results in the jet fluid being predicted to be preferentially distributed away
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from the axis throughout the measurement region experimentally, in contrast to

the measured data where the highest concentration is always on the axis. The

discrepancy is greater with the SST model than with the Hybrid-LES approach.

An “elbow point” in the mean centreline concentration decay is predicted with

both of the approaches, consistent with the experiments, although the quantitative

values differ significantly. For the case with co-flow velocity of 6.8×10−3Uor, the

differences between the predicted and measured mean centreline concentration

are 52.6% and 66.4% for the Hybrid-LES and the SST approaches. For the cases

with two other co-flow velocities of 4.31× 10−3Uor and 12.3× 10−3Uor, these

differences are 61.2% and 76.3% for the SST approach.

The Hybrid-LES approach predicts a wider range of the ξ/ξ̄ distribution at

x=12 dPJ than does the SST model, although it is still narrower than the experi-

mental distribution. This is attributed to the Hybrid-LES predicting a significantly

greater range of turbulent scales, so that the predicted precessing jet mixes more

strongly with the co-flow and the cycle-to-cycle variability is predicted to be much

greater than that with the SST model.

Although the Hybrid-LES approach gives better agreement with the measured

data than does the SST model in predicting the jet concentration distribution

downstream from the nozzle exit, especially the return of the precessing jet to

the nozzle axis, both the two approaches did not reproduce the external scalar

field of the FPJ flow well with the current numerical configuration. A possible

reason is that the cycle-to-cycle variation of the leaving jet at the nozzle exit is

predicted to be small with the SST model. Work is in progress to optimize the nu-

merical model by increasing the variability of the deflection angle of the emerging

jet, which is consistent with previous experimental observation.
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Figure 1: The dimensions of (a) the FPJ nozzle and (b) the external confinement
adopted in the current simulation, where dPJ , dor, Uor and Ua are the diameters of

the nozzle chamber, diameter of the nozzle’s inlet, nozzle’s inlet velocity and
co-flow velocity, respectively.
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Figure 2: Mesh of the model. (a) The FPJ nozzle, (b) the whole fluid domain, (C)
the cross-sectional plane and (d) the longitudinal plane through the whole

domain.
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Figure 3: Mean centreline concentration of the predicted precessing jet for the
assessment of convergence for the cases of 5, 10 and 15 precession cycles, where

the ξ ja is the centreline concentration. Refer to Figure 1 for other symbols and
coordinates.
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Figure 4: Mean centreline concentrations of the precessing jet flow for the
assessment of convergence for the cases predicted with 2.15, 4.3 and 8.6 million

nodes. Refer to Figure 1 for other symbols and coordinates
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(a)

(c)

(b)

Figure 5: Measured [8] and predicted mean centreline concentration of the FPJ
flow with co-flow velocities of (a) 4.31×10−3Uor, (b) 6.8×10−3Uor and (c)

12.3×10−3Uor. Refer to Figure 1 for other symbols and coordinates.
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Figure 6: Visualisations of the instantaneous streamlines through the FPJ nozzle
and the external co-flow as predicted with (a) the SST and (b) the Hybrid-LES

approaches.
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(a)

(b)

Figure 7: Iso-surface of the Q-criterion at Q = 200 s−2 in the region downstream
from the nozzle exit for the instantaneous FPJ flows as predicted with (a) the SST
and (b) the Hybrid-LES approaches. Refer to Equation 1 for the definition of Q.
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Figure 8: Cross-sectional instantaneous and mean concentration contours of the
FPJ flows that were (a) measured [8] and predicted with (b) the Hybrid-LES and

(c) the SST approaches.

0 2 4 6 8 10 12
0

0.2

0.4

0.6

0.8

1

x / d
PJ

ξ̄ j
a

 

 

Measured (Parham, 2000)
Hybrid−LES
SST

Figure 9: Measured [8] and predicted mean centreline concentrations. Refer to
Figure 1 for symbols and coordinates.
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Figure 10: Measured [8] and predicted probability distribution function (pdf) of
the concentration on the jet axis (ξ ) that is normalized by the local mean

concentration (ξ̄ ) at x = 12 dPJ . Here the predicted pdf data was based on the
result of 10 precession cycles. Refer to Figure 1 for symbols and coordinates.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions
The precessing flow generated by a suddenly expanding axisymmetric nozzle has been

investigated. The overall objective of this work is to better understand the strengths and

limitations of the best established two-equation URANS methods in modelling the complex

and unsteady FPJ flow and to further understand the flow mechanism. Therefore, this thesis

mainly contains two part of compositions. Firstly, the reliability of the adopted CFD ap-

proaches in predicting both the velocity and the scalar field of the FPJ flow was assessed

systematically (Chapter 4 and Chapter 5). The unsteady SST model, which achieved good

qualitative and reasonable quantitative agreement with measured internal velocity field, was

then chosen for the development of the topology model of the flow structure (Chapter 6) and

the investigation of the mode switching phenomenon of the FPJ flow (Chapter 7).

8.1.1 Reliability of numerical approaches in predicting the FPJ flow
The velocity field of the FPJ flow within and in the emerging field of the nozzle was

simulated with five two-equation URANS models, namely the SST model, the standard k-ε

model, the RNG k-ε model, the modified k-ε (1.3) model and the modified k-ε (1.6) model.

A strong correlation was found between the extent to which any of the adopted two-

equation URANS models reproduce the four qualitative features associated with the FPJ

flow and the extent to which they reproduce the phase-averaged rate of spread and decay

of the local jet within the chamber. This highlights the importance of reproducing these

features as a requisite to reasonable modelling of the FPJ flow. The SST model, the standard

k-ε model and the modified k-ε (1.3) model yield good qualitative agreement with both the

phase-averaged flows measured experimentally and the key instantaneous features observed

from flow visualisation. Among these three models, the spreading and decay rate of the
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phase-averaged jet are simulated most accurately with the modified k-ε (1.3) model, while

it failed to reproduce well the jet in the emerging field. Both the standard k-ε model and

the SST model achieved the best overall performance in predicting the FPJ flow among

the five two-equation URANS models assessed in the current work, although they did not

reproduce the flow perfectly, especially in the emerging field. This may because that the

pressure gradients within and near to the exit of the chamber are too complex for a single set

of constants in the URANS models to reliably reproduce all regions of the flow through it.

The SST model and the Hybrid-LES approaches were chosen to simulate the external

scalar field of the FPJ flow. For the Hybrid-LES approach, the SST model was adopted for

the simulation of the flow upstream from the nozzle exit, while LES method was employed

for the other region. The predicted results were compared directly against the measured data

from the work of Parham (2000).

It was found that the predicted jet fluid is preferentially distributed away from the axis

throughout the measurement region, in contrast to the measured data where the highest con-

centration is always on the axis. This is because that the angle at which the instantaneous

jet is deflected from the nozzle axis as it emerges from the nozzle is over-predicted with

both the two approaches, while the discrepancy is greater with the SST model than with the

Hybrid-LES approach. This is consistent with the result of velocity field simulation that the

emerging jet has not been reproduced well with the SST model, while this discrepancy was

further amplified in the simulation of external scalar field. Nevertheless, the “elbow point” in

the mean centreline concentration decay was predicted with both the two approaches, which

is consistent with the measurement. The overall differences between the measured mean

centreline concentration and that predicted with the SST model are 61.2%, 66.4% and 76.3%

for the cases with co-flow velocities of 4.31×10−3Uor, 6.8×10−3Uor and 12.3×10−3Uor,

respectively. Better agreement in predicting the mean centreline concentration for the case

with co-flow velocity of 6.8×10−3Uor was achieved with the Hybrid-LES approach, with a

difference of 52.6%.

The Hybrid-LES approach predicts a wider range of the ξ/ξ̄ distribution at x=12 dPJ

than does the SST model, although it is still narrower than the experimental distribution.

This is attributed to that the Hybrid-LES predicted a greater range of turbulent scales of the

jet, which leads to a stronger mixing with the co-flow and a relatively greater cycle-to-cycle
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variability than that predicted with the SST model.

Neither of the SST and the Hybrid-LES approaches reproduced the external scalar field

of the FPJ flow well under the current numerical configuration. This may due to the under-

predicted cycle-to-cycle variation of the emerging jet for both the two approaches. However,

both the SST model and the standard k-ε model demonstrated the capability to reproduce the

mean value and periodic components of the internal velocity field of the precessing jet, which

is important to the further investigations of the flow structure within the nozzle chamber and

the mode switching phenomenon of the FPJ flow.

8.1.2 Topological model of the structure of the FPJ flow
The unsteady SST model, which showed good qualitative and reasonable quantitative

agreement against measured data in predicting the internal velocity field of the FPJ flow, was

chosen for the study of the internal flow structure. Based on the results of both the previ-

ous experiments and the CFD model, the first complete topological model of the ensemble-

averaged structure of the FPJ flow within the nozzle chamber has been derived using the

critical point method.

Six main vortex cores were identified (refer to Figure 18 in Chapter 6 for vortex cores

mentioned in this section). The dominant vortex within the chamber is a loop vortex (Vor-

tex Core A) that originates at the inlet orifice as a dominant stream-wise vortex positioned

asymmetrically within the shear layer of the reattaching jet, undergoes a loop upstream from

the centre-body and terminates at a focus on the wall of the chamber. The presence of one

dominant vortex within the jet, instead of a pair of symmetrical, counter-rotating steam-wise

vortices, is consistent with the azimuthal pressure field and the jet precession. The presence

of the “loop” upstream from the centre-body is consistent with the generation of a reverse

flow by the presence of the centre-body.

Two vortex cores are connected to the dominant vortex, termed Vortex Cores B and C.

Vortex Core B is deduced to be driven by the interaction of the dominant flow with the

entrained ambient flow that is induced upstream into the chamber around the centre body.

Vortex Core C is driven by interaction of the dominant flow with the well-known upstream

swirling flow that has been observed consistently in experimental investigations. The final

vortex core within the chamber, Vortex Core D, is an annular vortex. Vortex Core D is similar
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to that which surrounds any reattaching jet within a cylinder, but is asymmetrical due to the

asymmetry of the instantaneous flow-field.

Two other vortex cores are found in the region downstream from the centre-body, al-

though one also extends into the upstream region. The vortex loop that is found within the

induced jet that extends into the external field at one end (vortex F), also extends into the

chamber and forms a loop upstream from the centre-body. Each end of the loop of the final

vortex (Vortex Core E) terminates as a focus on the downstream face of the centre body,

consistent with the gradients in the emerging jet, which turn the jet across the face of the

centre-body.

It is also found that all the vortex cores are associated with the asymmetry of the FPJ

flow. Hence, the flow has a series of inter-locking features that are all mutually independent.

Their collective features are responsible for driving the FPJ flow to precess.

8.1.3 Investigation of the mode switching phenomenon of the FPJ flow
The mode switching phenomenon of the bi-stable FPJ flow was studied systematically for

the first time using the unsteady SST model. Three methods to trigger the mode switch were

used, namely imposing a continuous axial perturbation onto part of the inlet flow, imposing

a continuous swirling component to the inlet flow and adopting a slightly asymmetric initial

flow field. The change of the flow structure during the mode switching process was also

reported.

It was found that sufficient asymmetry within either the inflow or the initial flow field is

necessary to trigger the flow to switch from the AJ to the PJ modes in an URANS simulation.

Furthermore, the time required to trigger the mode switching decreases with an increase in

the extent of the imposed asymmetry. This, together with the experimental observation that

the mode switching is a rare event, implies that sufficient asymmetry is also needed within

the instantaneous flow to generate mode switching for a real flow. It also suggests that the

converse is also likely to apply, that is, that the natural FPJ flow will occasionally generate

an axisymmetric flow as an alternative rare event, causing the flow to switch back to the AJ

mode again, although direct tests are required to verify this.

The changes to the flow structure during the transition process from the AJ to the PJ

modes can be divided into four stages (refer to Figures 12-15 in Chapter 7 for vortex cores
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mentioned in this section):

• A dominant, and asymmetric Vortex Core A is generated within the jet in the first stage,

which originates at the nozzle inlet and terminates as a focus on the upstream surface of

the centre-body. Three approximately symmetrical ring-shaped vortex cores are also

generated at successive axial distances between the inlet and the exit plane (Vortex

Cores D, C and E).

• In the second stage, Vortex Core C, which is found upstream from the centre-body,

is stretched and distorted by the bias of the primary jet, while the embedded Vortex

Core A connects to Vortex Core C. Due to the reversed flow, two new vortex cores

(A1 and B) are then generated in the region opposite to the bias of the primary jet.

Both of these two vortex cores originate from the chamber wall and connect to Vortex

Core C. In addition, the ring-shaped Vortex Core E downstream from the centre-body

is distorted and broken into two vortex cores (E1 and E2) due to the asymmetry in the

emerging jet. One ends of these two vortex cores originate at the downstream surface

of the centre-body, while the other ends extend to infinity.

• The primary jet reattaches to the wall of the chamber in the third stage, which causes

Vortex Core C (upstream from the centre-body) to break. Part of the original Vortex

Core C merges with the embedded Vortex Core A, while the other part moves to the

most upstream region to terminate as a focus on the chamber wall.

• Finally, the loop Vortex Core F is generated with the flow that is induced from the

downstream region of the centre-body. The two ends of this vortex are deduced to

terminate as two foci at the exit of the chamber.

It is found that the rates of spreading and maximum axial velocity of the jet in cross-

sectional planes within the nozzle increase gradually during the mode switching process.

This is consistent with expectation, because increased streamline curvature is typically asso-

ciated with increased velocity decay.

Consistent with a similar swirling flow (Guo et al. 2002), the predicted precession direc-

tion is found to be opposite to that of the imposed swirl at the contraction inlet. Moreover,

an increase in the swirl number at the nozzle inlet leads to a decrease of the precession
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frequency. This understanding, together with that of the method used to trigger the mode

switching can be used to design improved nozzles for industrial applications and to guide

future numerical investigations on reacting and non-reacting FPJ flows.

8.2 Future Work
Further understanding on the mechanism of the precessing jet flow is provided in this

thesis. Some potential researching topics of the FPJ flow are then raised based on the findings

of this work.

8.2.1 Simulating the FPJ flow with an LES approach
Five two-equation URANS models were chosen to simulate the velocity field of the FPJ

flow. Good qualitative and reasonable quantitative agreement against the measured result jet

was achieved by using both the SST and the k-ε models in the current work. An LES method,

which is able to resolve large scale eddies, can be adopted to further improve the numerical

model in the future work. Moreover, simulation using an LES method will provide more

details on the instantaneous FPJ flow.

8.2.2 Effect of fluctuation in the flow on the scalar field simulation
The scalar concentration distribution downstream the nozzle exit has not been reproduced

well with both the SST and the Hybrid-LES approaches in the current work. This may be due

to the small cycle-to-cycle variation of the predicted flow within the FPJ nozzle. Hence the

effect of the flow fluctuation on the accuracy of the scalar field simulation can be assessed in

a further investigation. It is expected that imposing random perturbations to the inflow will

increase the variability of the deflection angle of the emerging jet, which is consistent with

previous experimental observation.

8.2.3 Sensitivity of geometric configurations on the structure of the FPJ

flow
To match the previous experiments, the structure of the flow generated with only one

typical FPJ nozzle was assessed in the current work. Hence the sensitivity of the geometric

parameters, such as the position of the centre-body and the ratio between the length and the

diameter of the nozzle chamber (L/D), on the flow structure is worth further investigation.
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In addition, the structure of the flow through the FPJ nozzles with a pipe inlet and an orifice

inlet could be assessed in future studies to reveal the effect of the inlet geometry on the flow

structure.

8.2.4 Effect of the asymmetries on the mode switching time
It was found in this study that an increase in the extent of asymmetry in either the inflow

or the initial flow field leads to a faster mode switching of the predicted FPJ flow. Further

experimental works can be conducted to quantitatively study the relationship between the

extent of asymmetry and the time required for mode switching of the FPJ flow, which con-

tributes to the design of the nozzle. A parameter that describes the extent of asymmetry of

the FPJ flow will need to be introduced. Other than the imposed asymmetry, the geometric

parameters of the FPJ nozzle and the Reynolds number of the inflow are also expected to

influence the mode switching time of the FPJ flow.

8.2.5 Study of the mode switching process (from the PJ to the AJ modes)
Three methods to trigger the FPJ flow to switch from the AJ to the PJ modes were as-

sessed in Chapter 7, namely imposing random perturbations to the inflow, imposing tangen-

tial velocity component to the inflow and adopting an asymmetric initial flow field. It was

indicated in the work of Nathan et al. (1998) that the mode switching is intermittent, how-

ever the switching process of the flow from the PJ to the AJ modes has not been investigated

in the current work, which is of fundamental significance to the mechanism of the bi-stable

FPJ flow. Hence a possible future work can be conducted on the assessment of the methods

to trigger the FPJ flow to switch from the PJ to the AJ modes and the change of the flow

structure during this process.

8.2.6 Modelling a reacting FPJ flow
While a number of experimental data, in both the non-reacting and reacting condition,

is available from the author’s group, the current study considers only simulations of non-

reacting FPJ flow. Further research can be conducted on the simulation of a reacting FPJ flow,

provided that reasonable agreement against the measured results is achieved in predicting the

scalar field of the jet.
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Abstract 

A preliminary numerical study of the external scalar field of a fluidic precessing jet (FPJ) 

flow is reported. The unsteady Shear Stress Transport (SST) model, which showed generally 

good agreement with the measured velocity field of flows within a FPJ nozzle, despite some 

discrepancies, was adopted to assess the effect of the turbulent Schmidt number, Sct, on the 

simulated scalar field. The simulated jet axis concentrations with three turbulent Schmidt 

number values, Sct =0.5, 0.9 and 1.3 have been compared with the measured results in the 

literature. It is found that the SST model over-predicts the centreline concentration of the jet 

in the near field downstream from the exit of the FPJ nozzle, while under-predicts it in the far 

field. An increase in Sct number causes the simulated jet to be more distributed away from the 

axis of the confinement, which is in contrast to the measured data. The best agreement with 

the measured result was achieved by adopting a Sct number of 0.5. However, due to the 

complexity of the FPJ flow, it is not feasible for a two-equation URANS model to reliably 

reproduce the scalar field by simply adjusting the turbulent Schmidt number. 

Keywords: scalar mixing, turbulent Schmidt number, CFD, URANS 

Introduction 

A fluidic precessing jet (FPJ) nozzle, which has been employed in industrial rotary kilns was 

proposed by Nathan [1] to generate the FPJ flow. Numerous previous investigations of the 

flows within the FPJ nozzle have conducted by experimental measurements [2, 3], analytical 

method [4] and recently computational fluid dynamics (CFD) [5, 6]. Compared with the many 

studies of flows within the FPJ nozzle, the study of scalar mixing downstream the FPJ nozzle 

is much less. Parham [7] and Parham et al. [8] measured the scalar field downstream the FPJ 

nozzle using a two colour planar laser-induced fluorescence technique. In these studies, the 

effects of co-flow, confinement and a shaping jet on the mixing characteristics are 

investigated. Nevertheless, a reliable CFD model of the scalar field downstream the FPJ 

nozzle is still lacking. Hence the main objective of this paper is to preliminarily assess the 

feasibility of the unsteady Reynolds-Averaged Navier-Stokes (URANS) turbulence model in 

predicting the scalar field of the FPJ flow. 

 



In the previous CFD studies of the flows within the FPJ nozzle [5, 6] conducted in the 

authors’ group, the authors have assessed the performance of the Shear Stress Transport 

(SST) model in modeling the turbulent flows within the FPJ nozzle. The SST model achieves 

reasonable agreement with the measured mean axial velocity profiles for pipe and contraction 

inlets [6], and the measured centerline velocity decay and equivalent diameters of the phase-

averaged precessing jet for the contraction inlet case despite some discrepancies [5]. 

Therefore the current CFD model of the scalar field downstream the FPJ nozzle is based on 

the SST model.  

 

When applying the URANS models for the scalar field simulation, the turbulent Schmidt 

number (Sct), which is defined as the ratio of the turbulent eddy viscosity ( t ) and the 

turbulent diffusivity ( t ), was found to have great influence on the simulated turbulent mixing 

[9].  In a numerical simulation of a jet in a cross-flow simulated with the standard k-ε model 

[10], the range of the turbulent Schmidt number, from 0.5 to 0.9, was found to have slight 

influence on the simulated temperature field. In another study of temperature field in a cross-

flow [11], it was also found that the simulated temperature distribution is not sensitive to the 

turbulent Schmidt number. However, it is found that the turbulent Schmidt number has a 

significant influence on the simulated scalar mixing and Sct =0.2 is recommended for the 

simulation of a jet in a cross-flow [11]. Nevertheless, how the turbulent Schmidt number will 

influence the simulated scalar mixing of a FPJ flow is unclear.  

 

The main aim of the current paper is to assess the effect of turbulent Schmidt number on the 

simulated scalar field in a flow downstream a FPJ nozzle. The FPJ flow investigated in [7, 8] 

are simulated using the SST model. The simulated jet concentration based on the turbulent 

Schmidt number, Sct =0.9, is compared with measured values reported in [7]. The default 

value of the turbulent Schmidt number is normally set as 0.9 (e.g. in ANSYS/CFX and 

ANSYS/FLUENT). A lower Sct number of 0.5 is tested in the current study following the 

work [10], and a larger Sct number of 1.3 is also tested.  

Numerical Model 

ANSYS/Designmodeler 16.5 was used to generate the 3-dimensional CFD geometry.  Figure 

1 illustrates geometric configuration of the CFD domain that includes an FPJ nozzle with a 

contraction inlet and a confinement. This geometry is identical to the configuration in the 

experimental studies [7]. The confinement is a cylindrical domain which has a diameter of 

390 mm and a length of 1100 mm. The FPJ nozzle has a length of 115 mm from the main 

flow inlet to the exit of the contraction and 110 mm from the contraction exit to the nozzle 

exit. The inner diameter of the FPJ nozzle is 38 mm and the diameter of the center body is 27 

mm. More details of the FPD nozzle can be found in the literature [7].  

 

Figure 2 presents the details of the CFD mesh that was generated with the software 

ANSYS/ICEM CFD 16.5. The O-grid method was adopted to generate the structured mesh to 



ensure the mesh quality, especially in the near wall region, which makes the y+ values to be 

less than 1. A mesh independent test has been conducted and a final mesh of 8.6 million 

nodes is used for the study. 

 

The CFD software ANSYS/CFX 16.5 was adopted for the simulations. The flow of the CFD 

model is a multiple component fluid that includes two fluids. Water at 25 °C was employed as 

the first fluid (fluid1). A second fluid (termed as fluid2 in the model) is used for the co-flow, 

while its properties are exactly the same as those of the fluid1 at the main inlet. This 

numerical approach matches the experiment [7,8] in which the jet fluid was water marked 

with a fluorescent dye. The dye in the experiment is with very low concentration and its 

effects on the water dynamic properties can be neglected. At the main flow inlet (see Figure 

1b), mass fraction of fluid1 is 1, i.e. the mass fraction of fluid2 is 0. At the co-flow inlet, mass 

fraction of fluid1 is 0 and the mass fraction of fluid2 is 1.  

 
Figure 1: The geometric configurations of (a) the FPJ nozzle and (b) the whole fluid domain. Here dPJ, dor, 

Uor and Ua are the diameter of the nozzle, diameter of the inlet orifice, the inlet velocity at the orifice and 

the co-flow velocity, respectively. 

 

For multi-component gases, the continuity equation and momentum equation after Reynolds 

averaging [12] are given as below:  
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here U is the mean velocity vector, P the mean pressure, SM the external momentum source, 

and ρ the mixture density that is calculated as: 
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where ρI is the density of the component I. Nc is the number of modelled species in the 

mixture, and YI is the mass fraction of the species I that is solved by the following equation: 
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here SI is the source term of the species. The effective diffusion coefficient of species I, effI . , 

in Equation 4 is calculated as [12]: 
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Where I  is the molecular diffusion coefficient of species, III D , ID  the kinematic 

diffusivity of the species I, t the turbulent viscosity.  

The root mean square (r.m.s) residuals are all under 5 x 10-5. The high resolution scheme and 

the second order backward Euler scheme were adopted for the advective and transient terms, 

respectively. 

 

 
Figure 2: Mesh of the CFD model. 

Preliminary Results and Discussion 

Figure 3 compares the measured [7] and simulated  instantaneous concentration of the jet on a 

cross-sectional plane downstream the nozzle exit with the Sct value of 0.5, 0.9 and 1.3, 

respectively. It can be seen that the small eddies and scalar concentration fluctuation in the 

measured instantaneous flow have not been reproduced with any of the three URANS 

approaches. The three simulated deflected angles between the instantaneous jets and the 

nozzle axis (indicated as the dashed lines) are similar, although they all appear to be larger 

than the measured data. It is observed that the value of Sct does not have a significant 

influence on the simulated flows within the FPJ nozzle. This observation can be explained by 

reviewing equations 1-4 and the inlet conditions in the flow. The turbulent Schmidt number is 



only incorporated in Equations 4, which describes the transport of mass fraction of species. 

That is, it influences only the mixture density (Equation 3) and then the mixture flow field 

(Equations 1 and 2). If there is no mixing process, i.e. the mass fraction of a species is 1, the 

change of Sct will effect neither the mixture density nor the mixture species field.  In the 

current case, the mass fraction of fluid1 is 1 at the main flow inlet and is nearly 1 anywhere 

inside the FPJ nozzle, except in a small region near to the nozzle exit where the mixture in the 

emerging field can be entrained into the FPJ nozzle. Nevertheless, as shown in Figure 4, the 

mass fraction of the mixture entrained into the FPJ nozzle exit region is very small and can be 

neglected.  

 

 
Figure 3: Instantaneous concentration cross-sectional contours of the FPJ flows that were (a) measured 

[7] and simulated using the SST model with the Sct value of (b) 0.5, (c) 0.9 and (d) 1.3.  

 

The effect of the turbulent Sct number on the mixing process within the external flow is more 

pronounced than within the chamber, as is shown in Figure 3b-d. It can be seen that when the 

turbulent Sct number increases from 0.5 to 1.3, the diffusion of the fluid1 in the external flow 

decreases, leading to higher conentration of fluid1 in some flow vortexes. This can be 

explained by looking at Equation 5, when the turbulent Sct number increases, the effective 

diffusion coefficient of species I decreases, leading to lower diffusion of fluid1 as shown in 

Equation 4.  

 

Figure 5 compares the measured [7] and simulated centreline concentration with three 

turbulent Schmidt numbers, namely, Sct = 0.5, 0.9 and 1.3. The measured centerline 

concentration of the jet exhibits a fast decay in the region from the FPJ exit (x/dPJ=0) to an 



“elbow point” (x/dPJ≈1.4). At the “elbow point”, the decay rate suddenly decreases and is 

nearly constant downstream from that point. This trend has been simulated with all the three 

models, however, the distance between the “elbow point” and the nozzle exit is over-

predicted. For all CFD cases, the centreline jet concentration is over-predicted in the emerging 

field (say x/dPJ<0.5) and is under-predicted in the region downstream from about x/dPJ=1, 

especially in the region near to the “elbow point”.  

 

 
Figure 4: Instantaneous concentration contours of the Fluid1 on the nozzle exit (x=0) that were simulated 

using the SST model with the Sct value of 0.5, 0.9 and 1.3. 

 

Figure 5 also shows that a decrease in Sct number leads to a decrease in centreline 

concentration, indicating a higher simulated mixing in the near field (x/dPJ<0.5). This is 

consistent with Equations 4 and 2 that a decrease in Sct number causes the effective 

diffusivity to increase, hence improves the simulated scalar mixing. However in the far field 

(x/dPJ>1), model with the lowest Sct number (Sct=0.5) simulated the highest centreline jet 

concentration. One possible reason is that, based on the observation of the simulated 

instantaneous jet concentration, the jet flow was simulated to be distributed preferentially in 

the near wall region as the increase of Sct number. Although the best agreement against the 

measured data was achieved by adopting a turbulent Schmidt number of 0.5, this model 

greatly under-predicts the centreline concentration of the jet in the region near to the “elbow 

point” (x/dPJ≈1.4). This implies that the mechanism is not one of “turbulent” diffusion, but is 

rather controlled by the exit angle of the emerging jet, which is a function of large scale 

turbulent flow features. 



 
Figure 5: Measured [7] and simulated mean centerline concentration of the jet. 

 

Summary  

A decrease in Sct number causes the centreline concentration of the FPJ flow to decrease in 

the emerging field and increase in the far field. However, all the three approaches are found to 

over-predict the centreline concentration of the jet in the emerging field downstream the exit 

of the FPJ nozzle while under-predict it in the far field. This is due to large-scale features of 

the turbulent flow rather than to small scale “diffusion” processes, which are modelled by the 

turbulent Schmidt number. For this reason, the level of disagreement between the measured 

and predicted values of the scale field is not improved by changes to the turbulent Schmidt 

number. Indeed, the trends are opposite to what would be expected. 

 

The flow in the far field of the confined, co-flowing turbulent FPJ flow is simulated to be 

distributed mostly in the region near to the wall of the confining cylinder, while the measured 

jet is preferentially distributed near to the axis. This discrepancy between the simulated and 

measured scalar field may be attributed to the over-predicted angle of the jet emerging from 

the FPJ nozzle. 
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Appendix B

Confirmation of the hypothesised vortex

region

Figure B.1: Comparison of the streamline in the emerging field of the FPJ flow. (a)

Hypothesised streamline based on the experimental result (Wong 2004), (b) predicted with

the SST model.
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