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Abstract

Converting solar energy into electricity using photovoltaic (PV) cells is a renewable
and environmentally friendly way to meet the world’s energy requirements. One of the
major shortcomings of conventional solar cells is their 34% theoretical efficiency limit.
Singlet fission (SF) may be exploited to increase this limit to 46%. SF can split the
energy of a high-energy photon by producing two triplet excited states (excitons) from
one singlet exciton. This process enables the excess energy above the band gap of the
PV material to be harvested rather than being lost through thermal relaxation. How-
ever, many aspects of the SF process are still heavily debated and further research is
required to exploit its full potential. Molecular arrangement, or morphology, affects the
electronic coupling between molecules and is known to be critical in obtaining a high
SF yield. Morphology also influences exciton migration, which is important because
singlet migration can limit SF, and triplet migration to a donor-acceptor interface is
essential for harvesting triplets. Therefore, the morphology of a SF layer must be opti-
mised for favourable coupling between chromophores to allow for complete SF as well
as efficient exciton migration. Previous research has focused on exploring the effect of
average interchromophore separation on the SF rate and yield by studying amorphous
6,13-bis(triisopropylsilylethynyl) pentacene (TIPS-Pn) nanoparticles (NPs). By em-
bedding TIPS-Pn in an amorphous polymer matrix, the mass ratio of TIPS-Pn to the
host polymer can be varied to change the average intermolecular TIPS-Pn separation.
Here, we present ultrafast time-resolved fluorescence and transient absorption (TA) po-
larisation anisotropy to investigate exciton migration in this system. We also developed
a Monte Carlo (MC) simulation to offer insight into singlet migration and SF in these
NPs. Our analyses show that diffusion-limited SF acts to increase (or suppress the
decay of) the fluorescence anisotropy in an amorphous system. Furthermore, we find
that with the SF model employed in our MC simulation, the experimental fluorescence
and anisotropy data can only be reproduced by assuming that the TIPS-Pn molecules
form amorphous clusters within the NP systems. The data presented in this thesis
highlight the applications of time-resolved polarisation anisotropy which, along with a
MC simulation, provides a means to model and analyse the dependence of morphology
on SF and exciton migration in amorphous systems.
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CHAPTER 1
Introduction

1.1 Photovoltaics
The world’s demand for energy supply is continuously increasing, with the world total
primary energy supply (TPES) having more than doubled in the last 40 years.1 Fossil
fuels (oil, coal and natural gas) are still the dominant source of energy generation,
accounting for 81% of the world TPES in 2016.1

Fossil fuels have until now been cheap and supported the world’s growing energy
needs. However, fossil fuels are non-renewable, meaning their supply is limited. It has
been predicted that the economically viable reserves of oil and gas will become depleted
in the next 25 years, and coal within the next 100 years.2 At the same time, the world’s
energy needs have been predicted to double within the next 50 years.3 Additionally, the
combustion of fossil fuels results in release of carbon dioxide (CO2) into the atmosphere,
which has been widely regarded as a leading cause of climate change.4,5 Consequently,
due to the environmental concerns of climate change and depleting fossil fuel supply,
clean and renewable energy sources have begun to emerge.

Solar energy is the world’s most abundant energy resource, dwarfing all fossil fuel
and renewable energy resources combined.6 In fact, more energy from sunlight hits
the Earth’s surface in a single hour than is consumed by humans in an entire year.6
Effectively and economically harvesting even a fraction of this solar energy would meet
the world’s growing energy consumption needs.

Sunlight can be harvested and converted into electricity by means of photovoltaics
(PVs), also known as solar cells. Single-junction solar cells contain only one absorbing
material, known as the “active material”. Upon absorption of a photon of equal or
greater energy than the band gap of the active material, an excited electron is produced.
By separating it from the positively charged vacancy, or “hole”, current is generated.
The most widespread single-junction solar cells contain silicon as the active material.7
However, solar cells currently only account for ∼1.3% of the world’s domestic electricity
generation.1 Solar cells must be economically competitive with fossil fuels to become a
viable option to sustain the world’s energy requirements. Achieving this would require
reduction in manufacturing, installation and operational costs, as well as advances in
material research and cell design to increase device efficiency and stability.8

1.2 The Shockley-Queisser Limit

One of the major shortcomings of single-junction solar cells is their 34% theoretical
efficiency limit, known as the Shockley-Queisser (SQ) limit.9 The maximum theoretical
efficiency of a single-junction solar cells with varying band gaps was first calculated
and presented by Shockley and Queisser in 1961.9 In this original paper the maximum
theoretical efficiency of 30% was calculated for a band gap of 1.1 eV using a 6000 K
black-body spectrum. Later, recalculations with the air-mass 1.5 global spectrum led
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Figure 1.1: The maximum theoretical power conversion efficiency for varying band gap
single-junction solar cells according to the SQ limit.12

to a maximum theoretical efficiency of 33.7% for an optimum band gap of 1.34 eV, as
shown in Figure 1.1.10,11

The SQ limit arises because photons with energy less than the band gap of the
absorber material remain unabsorbed, and those with energy greater than the band
gap have excess energy which is lost as heat through thermalisation, or non-radiative
decay.13,14 This is illustrated in Figure 1.2.

To date, the highest efficiency single-junction solar cell is a thin-film gallium-arsenic
solar cell with an efficiency of 28.9%.16 In an effort to surpass the SQ limit, new tech-
nologies have emerged. Multi-junction solar cells consist of multiple active layers with
different band gaps, thereby allowing absorption of different sections of the solar spec-
trum.14 Although they are the best developed so far, their manufacturing complexity
results in increased costs.17 Hot carrier solar cells aim to collect “hot carriers” before
thermalisation, to address the issue of excess energy of higher energy photons being lost
as heat. However, slowing the thermalisation process to allow for enough time to collect
the hot carriers is very difficult.14 Photon down-conversion is the process of converting
high energy photons (of at least twice the band gap) to two lower energy photons,

B
a
n
d
 g

a
p

Excess energy 
lost as heat

Not absorbed

Valence band

Conduction band

E
n
e
rg

y

Figure 1.2: The SQ limit arises from two major efficiency losses: lower energy photons not
being absorbed (30.6%) and excess energy from higher energy photons being lost through
thermal relaxation (22.9%).15
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while photon up-conversion is the process of absorbing at least two below-band-gap
photons and emitting one above-band-gap photon. By pairing a down/up-converting
material with a single-junction solar cell, a higher proportion of photons with energy
equal to the band gap can be absorbed, effectively increasing the solar cell efficiency.
In a similar sense, singlet fission (SF) is a type of multiple exciton generation (MEG)
process in organic semiconductors18 in which a high energy absorbed photon is split
into two lower energy excitons capable of charge separation. This process has received
much attention in the last decade, as highlighted in various reviews.13,19–25

1.3 Singlet Fission
SF is the process in which a molecule in the singlet excited state, S1, combines with
a neighbouring ground-state molecule, S0, to produce two triplets, T1. The S0 and S1
states are first converted into 1(TT), a pair of triplet states coherently coupled into an
overall singlet state, in a spin-allowed process. The correlated triplet-pair, 1(TT), then
diffuses apart to produce two first excited triplet states, T1, which have lost electronic
coherence but remain spin-coherent for longer times. This process can be represented
by the two-molecule picture as26

S0 + S1 

1(TT)
 T1 + T1 (1.1)

and is illustrated schematically in Figure 1.3.
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molecule 1 molecule 2 molecule 1 molecule 2

Figure 1.3: A schematic of SF in which a singlet exciton, S1, and ground-state molecule, S0,
are converted into a pair of triplet excitons, T1. The reverse process is triplet fusion. Note
that the energy axis denotes molecular orbital energies, and not energies of the molecular
spin states. Typically, an efficient SF molecule will have E(S1) ≥ 2E(T1), as discussed in
Section 1.3.1.

The first identification of SF was in 1965 in crystalline anthracene.27 Research
spiked with Hanna and Nozik suggesting its potential use to increase the efficiency of
solar cells past the SQ limit.20,25,28

SF is an effective way to reduce energy loss through thermal relaxation of high
energy photons as it provides an alternative pathway to use the excess energy above
the band gap of the PV material. This is illustrated in Figure 1.4. The basic idea
is to combine a SF layer with a PV layer (such as silicon). A high energy photon
passes through the PV layer and upon absorption by the SF layer generates a singlet
exciton, S1. SF then occurs, producing two triplet excitons, T1. These triplets can be
transferred into the PV layer, whose conduction band must be lower than the energy
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Figure 1.4: Application of SF in solar cells. (1) The higher energy photons pass through
the PV layer and are absorbed by the SF layer. (2) SF occurs, producing two triplet excitons.
(3) The triplets are transferred to the PV layer. (4) The low band gap PV layer absorbs the
lower energy photons.

of the T1. The lower energy photons are absorbed by the PV layer as usual. In this
way, the current is increased without compensation of the voltage.13,29 SF thereby has
the potential to increase the theoretical efficiency limit of solar cells to ∼46%.11,28 as
shown by Figure 1.5. Despite this potential, SF solar cells have yet to achieve an
efficiency of 5%.30,31 There are several reasons for this, including the lack of a concrete
understanding of the SF mechanism limiting the efficiency of SF process, as well as
efficient migration of excitons through the SF layer and the harvesting of triplets by
the PV layer.

To effectively implement SF into photovoltaic devices and exploit its full potential,
the SF process itself must be efficient. The SF efficiency is determined by the SF
quantum yield, defined by the number of triplets produced per singlet,

φSF = max[T1]
max[S1] , (1.2)

where [S1] and [T1] are the concentrations of singlet and triplet excitons, respectively.
A SF yield of 2 (i.e. two triplets produced for every singlet) represents completely
efficient SF.

The number of known molecules which are able to undergo SF, and produce a
reasonable SF yield, are limited due to the strict requirements of SF.
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Figure 1.5: The modified maximum theoretical power conversion efficiency for varying band
gap single-junction solar cells when SF is used.12
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1.3.1 Requirements for Effective Singlet Fission
Several requirements are imposed on molecules for them to be able to undergo SF.
Firstly, for SF to be faster than competing processes, it is best for SF to be slightly
exoergic, which is achieved when the energy of the singlet exciton is greater than or
equal to the energy of two triplet excitons, E(S1) ≥ 2E(T1). In addition, for long lived
triplets, triplet annihilation should be slow, which is achieved by the above condition
as well as ensuring that the energy of the next highest molecular triplet state is greater
than two times the energy of the lowest triplet state, E(T2) ≥ 2E(T1).20

Energy requirements are not the only criterion for efficient SF. For intermolecular
SF, the SF rate and yield depend on molecular arrangement and the coupling between
molecules,24,32,33 as will be discussed in Section 1.3.3. For SF to be favourable and
out-compete other events including fluorescence, coupling between chromophores must
be strong enough to allow for fast enough formation of 1(TT). However, coupling that
is too strong results in a bound 1(TT) state and so triplets cannot separate on the
available timescale.20

SF sensitisers must meet these thermodynamic and coupling requirements, but
they should also have strong visible absorption, redox potentials for effective charge
separation, long-term stability in light and long triplet lifetimes.20 Meeting all these
requirements is difficult and highly efficient SF has been demonstrated in only a limited
amount of molecules.22 Among the most studied SF sensitisers are tetracene,34–38 tri-
isopropylsilylethnyl (TIPS) tetracene,39–41 pentacene18,30,35,42–49 and pentacene deriva-
tives50 including 6,13-bis(triisopropylsilylethynyl) pentacene (TIPS-Pn).31,33,51–64 In-
tramolecular SF has also been studied in tetracene dimers65–67 and pentacene dimers.68–76

1.3.2 Mechanism of Singlet Fission
Some aspects of the SF mechanism are still not fully understood, including the exact
nature of the intermediate triplet-pair, how it forms and how it dissociates.

A study by Korovina et al. showed the triplet-pair in dimers decays to the ground
state without forming separated triplets, suggesting that triplet energy transfer from
1(TT) to a nearby molecule is crucial for producing free triplets.65 Triplet-pair sep-
aration was also found to be frustrated in amorphous nanoparticles (NPs),60 with
its separation found to strongly depend on intermolecular coupling.64 Ultimately, the
triplet-pair must dissociate into free triplets which can be harvested individually, in
order to increase solar cell efficiencies.

Although strong coupling might facilitate the first part of Equation 1.1 (triplet-pair
formation), the second step (dissociation of 1(TT) into free triplets) could be hindered
by coupling that is too strong.19 Consequently, there may exist some ideal coupling
strength between chromophores for an overall efficient SF process.

1.3.3 Effect of Morphology on Singlet Fission
Morphology has a profound effect on the coupling of chromophores and thus can sig-
nificantly impact the SF efficiency.41,54,55,60,61,64,67,68,77–85 In particular, tuning the in-
termolecular packing arrangement of chromophores has shown to increase the SF rate
by more than an order of magnitude.68 There has been some debate over whether
SF occurs better in crystalline or amorphous systems.60,83 A study by Pensack et al.
demonstrated that SF occurs most rapidly in highly ordered NPs.54 A later study also



6 Chapter 1. Introduction

revealed SF to occur rapidly in crystalline NPs, with frustrated triplet-pair separation
in amorphous NPs hindering effective SF.60

Cofacial slip-stacked chromophores with strong π-π interactions is generally con-
sidered optimum for highly efficient SF.20,25,68,86 Thus, crystalline systems could be
advantageous if chromophores are packed in a favourable arrangement. However, as
amorphous systems have a higher number of different configurations between neigh-
bouring chromophores, there may be a higher probability of sites which are favourable
for SF. Furthermore, inexpensive solution processing (e.g. roll-to-roll printing) has lim-
ited control over crystallinity. If effective SF can be obtained with disordered molecular
systems, high-efficiency solar cells could be fabricated at a low cost.87 It is evident that
making an informed decision on the morphology of SF materials can help increase the
SF yield.

Morphology does not only affect the rate of SF, but also the rate of exciton mi-
gration.88 The rate of exciton migration is important as excitons must migrate to a
donor-acceptor interface in order for triplets to be harvested and used to generate
photocurrent.24

1.4 Exciton Migration Mechanism
Exciton migration occurs through a process called excitonic energy transfer (EET).
This can occur through a dipolar coupling mechanism governed by Förster resonance
energy transfer (FRET) or an exchange mechanism known as Dexter excitation transfer
(DET). These two processes are illustrated in Figures 1.6 and 1.7.

Exciton migration via the FRET process occurs as discrete “hops” between chro-
mophores. Donor and acceptor molecules must be close in space (within ∼10 nm), but
do not have to be in intimate contact, as no exchange takes place in the resonance
energy transfer process. FRET generally occurs for singlets only, because electronic
transitions must be spin allowed. Exciton migration via the DET process occurs when
donor and acceptor molecules have sufficient orbital overlap, so the molecules must
be in very close proximity (<10Å). Because an electron exchange occurs, there are
no restrictions on individual molecules, but the combined total spin of the donor and
acceptor must be constant. For example, the donor changes from the triplet to singlet
state while the acceptor changes from the singlet to triplet state (refer to Figure 1.7).
Accordingly, DET is the dominant process for triplet migration.

These two different exciton migration mechanisms can have distinct dependencies
on interchromophore separation,84,89 so morphology is critical in maximising exciton
migration.54,90
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Figure 1.6: A schematic of FRET between a donor and acceptor molecule via a non-radiative
dipole coupling mechanism. FRET usually occurs for singlet states as transitions between
individual donor and acceptors must be spin-allowed. Note that the energy axis denotes
molecular orbital energies, and not energies of the molecular spin states.
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Figure 1.7: A schematic of DET between a donor and acceptor molecule via an electron
exchange mechanism. Therefore, the donor and acceptor must be within ∼10Å to allow
for sufficient orbital overlap. DET usually occurs for triplet states as the total spin of the
donor-acceptor pair must be conserved. Note that the energy axis denotes molecular orbital
energies, and not energies of the molecular spin states.

1.4.1 Rate of Singlet and Triplet Migration
The non-radiative singlet energy migration rate between a donor and acceptor, kDA,
can be calculated using Fermi’s Golden Rule,

kDA = 2π
~
J2

DAXDA (1.3)

whereXDA is the spectral overlap between the donor and acceptor and can be calculated
by integrating over the product of the emission spectrum of the donor and absorption
spectrum of the acceptor. JDA is the transition dipole coupling term given by

JDA = µ2
0

4πεrε0

r̂D · r̂A − 3(R̂DA · r̂D)(R̂DA · r̂A)
|RD −RA|3

, (1.4)

where µ0 is the transition dipole moment magnitude, εr is the relative permittivity
of the material, ε0 is the vacuum permittivity, and r̂D and r̂A are the unit transition
dipole moment vectors of the donor and acceptor molecules, respectively. R̂DA is the
unit vector between the pair of molecules and |RD − RA| is the distance between the
molecules. Therefore, the rate of singlet migration depends on the distance between
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the donor and acceptor molecules, the alignment of their transition dipoles, and their
spectral overlap.

The rate of Dexter energy migration, kDexter, is given by

kDexter = |J
2
DA|
~

√
π

λkBT
exp

− λ

4kBT

(
1 + ∆G

λ

)2
, (1.5)

where JDA is the electronic coupling between the donor and acceptor, λ is the reor-
ganisation energy, T is temperature, kB is the Boltzmann constant, and ∆G is the
difference in Gibbs free energy between the donor and acceptor.

1.5 Polarisation Anisotropy
Time-resolved polarisation anisotropy is a technique which can be used to measure
exciton migration. In this section, we define anisotropy and describe the causes leading
to depolarisation in a homogeneous sample.

1.5.1 Definition of Anisotropy
Consider a partially polarised light travelling in the x direction. The polarised compo-
nent is defined as Iz − Iy. Anisotropy, r, of a light source is defined as the ratio of the
polarised component to the total intensity IT,

r = Iz − Iy
IT

= Iz − Iy
Ix + Iy + Iz

. (1.6)

When the light is polarised along the z-axis, the emission is symmetric around the
z-axis, hence Ix = Iy. If we define Iz = I‖ and Iy = I⊥, we arrive at

r = I‖ − I⊥
I‖ + 2I⊥

. (1.7)

A more detailed derivation of the anisotropy is given by Lakowicz.91

1.5.2 Excitation by Polarised Light
We now consider a sample containing randomly oriented chromophores. Upon illumi-
nation of a sample with polarised light, chromophores with absorption transition dipole
moments aligned along the electric field vector of the excitation light have the highest
probability of excitation. The transition dipole moment of a chromophore does not
need to be precisely aligned with the electric field vector to be excited. The probabil-
ity of excitation is proportional to cos2θ, where θ is the angle between the transition
dipole moment and the electric field vector of the excitation. This means excitation
with polarised light results in photoexcited chromophores with absorption transition
moments partially oriented along, and symmetric around, the electric field vector (refer
to Figure 1.8). This phenomenon is termed “photoselection”.
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Figure 1.8: Initial excited-state distribution for a system with randomly orientated chro-
mophores, upon excitation with polarised light.

1.5.3 Anisotropy from a Homogeneous Sample
Upon excitation with polarised light, the emission from many samples is also polarised.
The extent of the polarisation of the emission relative to the excitation is described in
terms of anisotropy, r. A single chromophore, with collinear absorption and emission
transition dipoles, that is orientated along the electric field vector of the excitation has
an anisotropy of 1. However, the anisotropies are always less than 1 in a homogeneous
solution as it is not possible to obtain a perfectly oriented excited-state population
(as discussed in Section 1.5.2). The observed anisotropy of the emission of randomly
oriented chromophores is therefore calculated using appropriate averaged intensities
based on the excitation photoselection (2

5) and the measured intensity of the selected
chromophores. The anisotropy of selected chromophores depends on the angle between
the absorption and emission polarisation. The fundamental anisotropy, r0, is the an-
isotropy observed in absence of any depolarisation processes (e.g. rotational diffusion
or energy migration). For a sample with randomly oriented chromophores and an an-
gle of β between absorbing and emitting dipole moment directions, the fundamental
anisotropy is given by

r0 = 2
5

(3cos2β − 1
2

)
. (1.8)

A maximum anisotropy value of 0.4 occurs for fully correlated absorption and emission
(β = 0). The anisotropy takes a negative value of -0.2 if the emission polarisation is
rotated 90◦ relative to the excitation polarisation (β = 90). An anisotropy value of zero
represents emission from completely randomly polarised chromophores, corresponding
to an average β of 54.7◦, known as the “magic angle”.
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1.5.4 Causes of Depolarisation
By observing anisotropy over time, one can monitor the depolarisation of the exci-
tons. As excitons become depolarised, their emission also becomes depolarised. This
depolarisation from the initial excitation polarisation can occur in various ways.

A common cause of depolarisation is rotational diffusion. Consider a chromophore
with collinear absorption and emission dipoles. If the chromophore rotates by some
angle β before it emits, the emission from that exciton has become depolarised with
respect to the initial excitation polarisation. The anisotropy is given by Equation 1.8.
Time-resolved polarisation anisotropy measurements can thus reveal the average an-
gular displacement of chromophores between absorption and emission. The rotational
correlation time, θ, of a sphere is the average time for it to rotate one radian, and is
given by

θ = ηV

RT
, (1.9)

where η is the viscosity, T is temperature in ◦K, R is the gas constant, and V is the
volume of the rotating unit. The angular displacement, θ, is related to the anisotropy
by

r(t) = r0e
− t
θ = r0e

−6Dt, (1.10)
where r0 is the anisotropy at t = 0 andD is the rotational diffusion coefficient (D = 1

6θ ).
It is only spherical molecules which display single exponential anisotropy decay.91

Therefore, by measuring the anisotropy of a sample in which only rotational dif-
fusion occurs (i.e. no exciton migration), and in which the spherical chromophores
have collinear absorption and emission dipoles, the rotational correlation time can be
extracted using Equation 1.10. If the correlation time is much larger than the life-
time (θ � τ), then the effect of rotational diffusion is negligible, and the measured
anisotropy, r, at any time, t, is equal to r0.

Another cause of depolarisation is exciton migration, such as FRET or DET. Ex-
citons are initially correlated with the polarised excitation light. As excitons “hop”
between chromophores in a disordered system, the excitons become less correlated
with the excitation light (refer to the illustration in Figure 1.9). Measuring the exciton
polarisation over time can therefore be a direct observation of the migration of excitons.
The presence of energy migration can usually be predicted from the concentration of
the sample, and if it is the only cause of depolarisation, time-resolved polarisation
anisotropy can reveal the average rate of exciton migration.

The two processes above, rotational diffusion and exciton migration, are two com-
mon causes of exciton depolarisation. There is another, more subtle way in which
anisotropy can change, namely by preferentially eliminating excitons that are more
(less) correlated with the initial exciton polarisation. This selective elimination leaves
a population of excitons with less (more) correlation, thus acting to decrease (increase)
the overall anisotropy. An example of selective elimination of less polarised excitons
can occur through diffusion-limited SF in an amorphous system. This will be explained
in more detail in Section 5.1.
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Figure 1.9: The schematic shows excitation of a single TIPS-Pn molecule and migration of
the exciton through the system.

1.6 Aims and Research Questions

1.6.1 Previous Research in Our Group

It has been demonstrated that enhanced electronic coupling, gained from short inter-
chromophore separations, results in a higher triplet yield,33 suggesting that modifying
interchromophore separation can be used to adjust the SF efficiency.

Our research group has developed a NP system allowing fine control over the aver-
age separation between TIPS-Pn molecules within the NPs. Changing the interchro-
mophore separation has allowed us to explore the effect of electronic coupling on SF
rates. TIPS-Pn (shown in Figure 1.10a is an ideal molecule to study, as fast SF has
already been identified in solution,52 film63 and NPs.62 Additionally, the TIPS groups
make TIPS-Pn soluble in tetrahydrofuran (THF), but not water, allowing formation
of aqueous NP suspensions by the reprecipitation method. Poly(methyl methacry-
late) (PMMA) (shown in Figure 1.10b was chosen as the host polymer matrix as it
has no absorption or emission in the visible spectrum. By embedding TIPS-Pn in an
amorphous polymer matrix and varying the mass ratio of TIPS-Pn to polymer, the
TIPS-Pn concentration within a NP, and thereby the average intermolecular TIPS-Pn
separation, can be controlled. Furthermore, an aqueous suspension of NPs allows con-
tinuous sampling of new material, avoiding problems such as photodegradation and
inhomogeneity of the sample which are often difficulties encountered when studying
films.

Stuart et al. showed that increasing the proportion of polymer, corresponding to a
larger average intermolecular TIPS-Pn separation, resulted in a decrease in SF yield.57
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This decrease in SF efficiency was attributed to a larger amount of singlets requiring
to diffuse to a specific site where they can undergo SF, termed “SF site”, and an
increase in singlet trap sites. Diffusion-limited SF has also been identified in several
other studies,39,87,92 suggesting efficient SF requires specific geometries between the S0
and S1 molecules. Stuart et al. further found a significant proportion of the triplet-
pair population to decay radiatively, rather than dissociating to separate triplets.57
This process increased with decreasing average intermolecular TIPS-Pn separation,
suggesting that the triplet-pair separation requires molecules close by for triplet to
migrate to.65

(a) (b)

Figure 1.10: Structure of (a) triisopropylsilylethnyl pentacene (TIPS-Pn) and (b)
poly(methyl methacrylate) (PMMA).

1.6.2 Specific Aims
Even though SF is a growing field in research, there are some basic aspects of SF that
remain unresolved. Effective implementation of SF in solar cells requires optimising
each step in the operation of SF devices. This requires an increased knowledge of the
SF mechanism, exciton migration and energy collection. Research has focused heavily
on achieving efficient SF. Yet, understanding exciton migration in SF layers is critical
for engineering a high-performance SF-based solar cell. This is because singlet migra-
tion can limit the rate of SF,39,57,87,92 and excitons must migrate to a donor-acceptor
interface in order for triplets to be harvested and used to generate photocurrent.24 Con-
sequently, the morphology of the SF layer must be optimised for favourable coupling
between chromophores to allow for complete SF as well as efficient exciton migration.
To develop new and effective SF materials with an optimal morphology, powerful tools
to analyse and understand both the ultrafast SF and exciton migration processes are
necessary.

Time-resolved fluorescence and transient absorption (TA) spectroscopy are com-
mon techniques for identifying SF, which is characterised by a triplet yield greater
than 100%, ultrafast triplet formation, and ground-state bleaching concurrent with
a decrease in excited-state singlets and formation of triplets. Specifically, they allow
identification of the species involved (S0, S1 and T1) as well as their evolution over
time, which can provide valuable insight into the SF mechanism.

Time-resolved polarisation anisotropy measurements are a useful tool in measuring
the depolarisation of a sample and can be used to investigate the rate of migration
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of excited-state species.91 There have been some previous SF studies utilising time-
resolved polarisation anisotropy measurements.47,54,55 Tayebjee et al. demonstrated the
use of time-resolved fluorescence anisotropy to distinguish between two different mor-
phologies in TIPS-Pn NPs, due to the different rates of singlet migration in amorphous
and crystalline-like NPs. Moreover, the long-lived anisotropy component could reveal
the presence of exciton trap sites.55 Similarly, Pensack et al. obtained TA anisotropy
decay measurements of the ground-state bleach (GSB) feature of TIPS-Pn NPs and
other NPs of pentacene derivatives, to differentiate between the morphology of their
NPs. NPs displaying a rapid anisotropy decay were explained to have little long-range
order, while those with a slower anisotropy decay were explained to have extensive
long-range solid-state order.54 McDonough et al. presented the first TA anisotropy of
pentacene. But, the poor quality anisotropy data did not allow for any other analysis
apart from a comment on the magnitude of the anisotropy.47

In this thesis, we aim to present a completer picture, obtaining both time-resolved
fluorescence and TA magic-angle and anisotropy data of various TIPS-Pn/PMMA NPs
with different average intermolecular TIPS-Pn separations. The presented data high-
light the usefulness of time-resolved polarisation anisotropy in identifying exciton mi-
gration. Additionally, a Monte Carlo (MC) simulation provides a means to model and
analyse SF and exciton migration in these amorphous TIPS-Pn/PMMA NPs.

Details of experimental and computational methods are given in Chapter 2. Charac-
teristics of the NPs, as well as evidence that TIPS-Pn does not form crystalline domains
within the NPs, are presented in Chapter 3. In Chapter 4, time-resolved fluorescence
and TA spectra provide confirmation of the increased SF rate with decreasing average
intermolecular TIPS-Pn separation. With the aim of acquiring a better understanding
of the system and the exciton migration within the NPs, time-resolved fluorescence
and TA polarisation anisotropy measurements were obtained, as presented in Chap-
ter 5. Finally, a MC simulation of the NP systems is presented in Chapter 6, explaining
observed trends in the fluorescence anisotropy.

This project will hopefully inspire further utilisation of time-resolved polarisation
anisotropy techniques to develop new morphology optimisation strategies for efficient
SF and energy migration processes. Controlling and optimising the SF yield and en-
ergy migration is a crucial step towards the implementation of SF to construct highly
efficient, commercially viable solar cells.
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CHAPTER 2
Methods

2.1 Preparation of Aqueous Nanoparticle Suspen-
sions

2.1.1 Materials
6,13-bis(triisopropylsilylethynyl) pentacene (TIPS-Pn) (99.9%) was purchased from Os-
sila and used as supplied. Poly(methyl methacrylate) (PMMA) (average MW: 120000)
and the surfactant poly(oxyethylene)nonylphenylether (CO-520) (average Mn: 441)
were purchased from Sigma-Aldrich and also used as supplied. High-performance liq-
uid chromotography (HPLC) grade tetrahydrofuran (THF) was purchased from RCI
Labscan and freshly distilled prior to use. Water used in the nanoparticle (NP) prepa-
ration was purified with a 18 MΩ Millipore Milli-Q Reagent Water System fitted with
a 0.45 µm filter.

2.1.2 Nanoparticle Preparation
An aqueous dispersion of TIPS-Pn/PMMA NPs was prepared by the reprecipitation
method, first described by Kasai et al.,93 and since used for preparation of TIPS-Pn
NPs.50,55,60,64 Briefly, this method involves rapidly injecting a mixture of TIPS-Pn and
PMMA in a “good” solvent (THF) into a larger volume of “poor” solvent (water).
Because of the miscibility of THF and water, the polymer chains disperse, collapse and
fold into roughly spherical particles to minimise unfavourable interactions between the
polymer chains and the poor solvent.94 This process is illustrated in Figure 2.1.

Temperature, solvent and polymer concentration are all determining factors when
it comes to the size of NPs prepared by the reprecipitation method. Generally, they
are within 10 to a few hundred nanometres.93,95,96 TIPS-Pn NPs have been reported
to be ∼80 nm by Pensack et al. and ∼160 nm by Tayebjee et al. 55,60

At low concentrations, negative surface charge of NP can provide enough repulsive
forces to keep the NP from aggregating and thus keeps them in suspension.97 As the
concentration of the NPs is increased, the repulsive forces become less dominant and
so the likelihood of the NPs aggregating and precipitating out of solution increases. To
avoid this, surfactants can be used to extend the range of possible NP concentrations
and keep them stable.

To achieve the necessary range of TIPS-Pn:PMMA mass ratios while keeping the
TIPS-Pn concentration constant, higher mass ratios required surfactant for stabilisa-
tion.57 For consistency, the surfactant (CO-520) used for each NP sample was equal to
the total NP concentration (i.e. concentration of TIPS-Pn + PMMA).

The TIPS-Pn/PMMA NPs were prepared as follows. Stock solutions of 400 ppm
TIPS-Pn, 400 ppm PMMA and 750 ppm CO-520 in freshly distilled THF were prepared
(Note: different concentrations of stock solutions were used for the 1:100 sample, they
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Figure 2.1: Preparation of conjugated polymer NPs by the reprecipitation method.
TIPS-Pn/PMMA in a good solvent (THF) is rapidly injected into a poor solvent (water)
to form an aqueous NP suspension.

are given in Table 2.1). A volume of each stock solution (given in Table 2.1) was
combined to make a 15 mL mixture stock solution of the desired TIPS-Pn:PMMA
mass ratio. This was then rapidly injected in 75 mL of vigorously stirred water and left
stirring for ∼5 minutes. THF was removed under reduced pressure and the remaining
NP suspension concentrated down to a TIPS-Pn concentration of ∼100 ppm. Lastly,
the samples were filtered through a 0.2 µm hydrophilic syringe filter (Sartorius Minisart
NML). The approximate final concentration of each component in the NPs is given in
Table 2.1.

Various properties of these NPs are presented in Appendix 2.5, including a calcula-
tion of the “average intermolecular TIPS-Pn separation” within the NPs. The average
intermolecular TIPS-Pn separation increases with increasing proportion of PMMA (re-
fer to Table 2.8). This separation ranges from 0.99 nm for the 1:0 TIPS-Pn:PMMA NP
sample, to 2.15 nm for the 1:10 sample.
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Table 2.1: Quantities used to prepare different TIPS-Pn:PMMA mass ratio NPs.

Sample
(TIPS-Pn:PMMA
mass ratio)

Component Volume
used (mL)

Concentration in
mixed stock
(ppm)

Concentration
of NPs
(ppm)

1:0

TIPS-Pn 0.75 20 100
PMMA - - -
CO-520 0.40 20 100
THF 13.85 - -

1:1

TIPS-Pn 0.75 20 100
PMMA 0.75 20 100
CO-520 0.80 40 200
THF 12.70 - -

1:3

TIPS-Pn 0.75 20 100
PMMA 2.25 60 300
CO-520 1.60 80 400
THF 10.40 - -

1:5

TIPS-Pn 0.75 20 100
PMMA 3.75 100 500
CO-520 2.40 120 600
THF 8.10 - -

1:7

TIPS-Pn 0.75 20 100
PMMA 5.25 140 700
CO-520 3.20 160 800
THF 5.80 - -

1:10

TIPS-Pn 0.75 20 100
PMMA 7.50 200 1000
CO-520 4.40 220 1100
THF 2.35 - -

1:100

150 ppm TIPS-Pn 0.60 6 30
1500 ppm PMMA 6.00 600 3000
1500 ppm CO-520 6.00 600 3000

THF 2.40 - -

2.2 Steady-state Optical Measurements
Steady-state absorption spectra of our samples in a 2 mm path length quartz cuvette
(Starna Cells 21-Q) were obtained using a Cary Varian 1E ultraviolet-visible (UV-Vis)
spectrometer. Steady-state fluorescence spectra of our samples (with absorbances of
less than 0.1) in a 1 cm path length cuvette (Starna Cells 3-Q) were obtained after
excitation of 590 nm by a Perkin Elmer LS 55 fluorescence spectrophotometer, with
excitation and emission bandwidths of 5 nm and 15 nm, respectively. Due to the low
fluorescence signal, an emission bandwidth of 15 nm was chosen and no cut-off filter
was used.

2.3 Spectroscopy
This section outlines the ultrafast spectroscopic techniques used to monitor the ex-
cited states of the TIPS-Pn/PMMA NPs. The methods described in Sections 2.3.1,
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2.3.2 and 2.3.3 all use laser pulses sourced from the output of a regenerative ampli-
fier. 800 nm pulses with a repetition rate of 80 MHz were produced from a mode-
locked Ti:Sapphire oscillator (Spectra-Physics, Tsunami) pumped by a 8 W 532 nm
continuous-wave Nd:YVO4 laser (Spectra-Physics, Millenia Prime). These pulses are
used as seed pulses by the regenerative amplifier (Spectra-Physics, Spitfire Pro XP
100F) to generate 100 fs pulses centred at 800 nm with a 1 kHz repetition rate.

2.3.1 Fluorescence Upconversion
Fluorescence upconversion (UC) is a method used to obtain time-resolved fluorescence
data, offering a high time resolution at the expense of some sensitivity. We use flu-
orescence UC to obtain femtosecond time-resolved fluorescence measurements of our
TIPS-Pn/PMMA NPs. This method has been described previously,34,55,69 and is illus-
trated in Figure 2.2. There are two laser pulses, labelled “pump” and “gate”. The pump
beam is directed onto the sample to generate the photoexcited state. The sample’s flu-
orescence is focused onto a 0.4 mm β-barium borate (BBO) crystal. The gate beam
is instead directly focused onto the same BBO crystal. The BBO crystal’s non-linear
properties converts the photons of these two beams into photons of a higher energy
through sum frequency generation (SFG). In this way, the fluorescence is “upconverted”
to a higher frequency (fupconverted = ffluorescence + fgate), and it is this upconverted fre-
quency that is measured by the detector. The upconverted fluorescence wavelength to
be detected is selected by rotation of the BBO crystal to obtain the required phase
matching condition. The frequency is only upconverted when the sample’s fluorescence
and the gate pulse overlap in time. Time resolution is built up by changing the delay
time of the gate with respect to the initial excitation of the sample. This ensures that
the time resolution is limited by the duration of the laser pulses, rather than the much
slower speed of the detector.

Amplifier
λ = 800 nm

100 fs @ 1 kHz

Detector BBO
Gate

λ = 800 nm

Sample

Upconverted 
Fluorescence
λ = 360 nm

OPA

Fluorescence
λ = 655 nm

Delay

Pump
λ = 590 nm

Figure 2.2: A schematic of the fluorescence UC spectrometer used to collect time-resolved
fluorescence data of TIPS-Pn.

A fluorescence spectrometer (Ultrafast Systems, Halcyone) was used to collect time-
resolved fluorescence. This set-up has been described previously,57,98 and is schemat-
ically illustrated in Figure 2.2. An optical parametric amplifier (OPA) (Light Con-
version, TOPAS-C), using the second harmonic of the signal at 1180 nm, generated
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the 590 nm pump pulses (∼0.10 µJ per pulse) to excite the samples. The polarisation
of the pump was rotated to magic angle (54.7◦) relative to the gate beam to negate
anisotropic effects. This beam was focused onto the samples with a full width half
maximum (FWHM) spot size of ∼0.17 mm, and the fluorescence was focused onto the
0.4 mm BBO crystal. The gate beam was generated by splitting off a small fraction
of the raw 800 nm amplifier output and was focused onto the same BBO crystal. A
computer controlled delay line was used to delay the arrival of the gate relative to
the pump. To detect the fluorescence at 655 nm, the resulting intensity of the upcon-
verted fluorescence (360 nm) was detected using a photomultiplier tube attached to a
monochromator.

The samples, of ∼100 ppm TIPS-Pn concentration, were contained in a 0.2 cm
quartz cuvette (Starna Cells 21-Q) and stirred continuously throughout the experi-
ment. Samples were found to degrade by less than 2% over the entire experiment,
which consisted of an average of 10 scans. All experiments were performed at 21◦C.

2.3.2 Time-correlated Single Photon Counting
Time-correlated single photon counting (TCSPC) is a method with a high sensitivity
due to the detection of the raw fluorescence. Although the time resolution is limited
to ∼500 ps by the speed of the detector, it allows monitoring of the fluorescence over
longer timescales. We use TCSPC here to obtain time-resolved fluorescence data of
our samples up to 80 ns after initial excitation of the sample. The TCSPC set-up is
equivalent to that of the fluorescence UC (refer to Section 2.3.1 and Figure 2.2), but
without the gate beam and with the detector instead set to detect the raw fluorescence
at 655 nm.

2.3.3 Transient Absorption Spectroscopy
Transient absorption (TA) spectroscopy is a technique used to study photo-physical
processes and their kinetics. The pump–probe TA method allows monitoring the
change in absorbance (∆A) over time, and gives insight into the formation, inter-
action and decay of various excited-state species. This method has been described and
used previously,33,34,42,43,45,50,52–55,58,60,62–64,67,69,70,73,76,79–82,85,99–103 and is illustrated in
Figure 2.3. This technique involves two laser pulses. The first “pump” pulse is used
to excite the sample and then a “probe” pulse measures the absorption of the excited
sample some time after excitation. When the probe is a broadband “white light” su-
percontinuum, the absorption can be measured across a wide spectral range with a
single laser shot. Time-dependent data can be obtained by delaying the probe pulse
by some time t relative to the pump pulse. The time resolution is limited only by the
pulse duration, typically between 30 fs to 1 ps. The change in absorbance relative to
the steady-state absorbance is therefore obtained as a function of wavelength, λ, and
time, t,

∆A(λ, t) = A(λ, t)pump − A(λ, t)no pump. (2.1)

In the absence of a pump pulse, the probe just detects the steady-state absorption
spectrum. The change in absorbance is therefore a reflection of the difference between
the absorbance of excited-state species and the steady-state,

∆A(λ, t) = A(λ, t)excited state − A(λ, t)steady−state. (2.2)
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The pump pulse is normally chosen to match the S0 to S1 absorption to produce a
sample population in the S1 state. A chopper is used to block every second pump
pulse, so the absorption can be detected with the pump, A(λ)pump, and without the
pump, A(λ)no pump. Continuous collection of pump-on and pump-off measurements
reduces noise due to laser power fluctuations.

Amplifier
λ = 800 nm

100 fs @ 1 kHz

Detector
Probe

White Light

Chopper

Sample

OPA Delay

Pump
λ = 590 nm

Continuum 
Generation

Sapphire 
crystal

Figure 2.3: A schematic of the TA spectrometer used to collect TA data of TIPS-Pn.

The probe can measure various optical processes occurring in a chromophore (refer
to Figure 2.4). As the pump excitation causes a reduction of the ground state, S0,
the normal ground-state absorption is reduced. This manifests as a negative ∆A,
over similar wavelengths as the steady-state absorption spectrum, termed ground-state
bleach (GSB). A negative ∆A signal can also occur when the sample emits light, for
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Figure 2.4: Some optical processes a chromophore can undergo. These include absorption
(Abs.) from the ground state, radiative decay via fluorescence (Flu.) from the singlet state,
stimulated emission (SE) from the singlet state, excited-state absorption (ESA) from both
the singlet and triplet states, and radiative decay via phosphorescence (Phos.) from the
triplet state. Inter-system crossing (ISC) can occur from the singlet to triplet manifold and
various non-radiative internal conversion (IC) decay process can also occur.
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example from stimulated emission (SE) caused by a photon from the probe which has
an energy equal to the S1 to S0 transition. This negative SE emission signal occurs
across similar wavelengths as the steady-state fluorescence spectrum. Positive ∆A
signals imply absorption of an additional probe photon by excited-state species and is
called excited-state absorption (ESA). This absorption results in excited-state species
in higher-lying energy state (e.g. S1→Sn or T1→Tn).

A TA spectrometer (Ultrafast Systems, Helios) was used to collect TA data. This
set-up has been described previously,57,98,104 and is schematically illustrated in Fig-
ure 2.3. An OPA (Light Conversion, TOPAS-C), using the second harmonic of the
signal at 1180 nm, generated the 590 nm pump pulses (∼0.50 µJ per pulse) to excite
the samples. An optical chopper mechanically modulated the pump pulses at a fre-
quency of 500 Hz, thus producing a pump pulse only every two probe pulses, to obtain
∆A as per Equation 2.1. The polarisation of the pump was rotated to magic angle
(54.7◦) relative to the gate beam to negate anisotropic effects. This pump beam was
focused onto the samples with a FWHM spot size of ∼0.83 mm and ∼0.82 mm for
the visible and near-infrared (NIR) experiments, respectively. The probe was a white
light continuum obtained by focusing a small portion of the 800 nm amplifier output
onto a 3.2 and 12.7 mm sapphire crystal for the visible and NIR range, respectively. A
computer controlled delay line was used to delay the arrival of the probe relative to
the pump. The probe was split into signal and reference beams, with the signal beam
focused onto the samples with a FWHM spot size of ∼0.28 mm and ∼0.22 mm for the
visible and NIR experiments, respectively. The linear detectors used were CMOS based
in the visible region (Ultrafast Systems, CAM-VIS-2) and INGaAs for the NIR region.

The samples, of ∼100 ppm TIPS-Pn concentration, were contained in a 0.2 cm
quartz cuvette (Starna Cells 21-Q) and stirred continuously throughout the experi-
ment. Samples were found to degrade by less than 2% over the entire experiment,
which consisted of an average of 10 scans. All experiments were performed at 21◦C.
All spectra were corrected for the probe’s dispersion by adjusting the time-zero for the
correct arrival time of the probe at each wavelength, as determined by the pump–probe
coherent artefact response from the solvent (water).

2.3.4 Magic-angle Conditions

For intensity decay measurements, magic-angle conditions are important. The intensity
should be measured such that all of the arbitrarily orientated chromophores have equal
probability of contributing to the total intensity, regardless of their orientation. The
intensity should therefore be measured proportional to the total intensity which, for
z-axis symmetry emission, is given by IT = I‖+2I⊥. This is achieved by orientating the
probe to vertical and the pump to 54.7◦, termed “magic angle”, from the vertical by use
of polarisers and half-wave plates. This angle is equal to arctan(

√
2) and represents the

angle between the diagonal of a cube and any of the adjacent sides. As cos2(54.7◦) =
0.333 and sin2(54.7◦) = 0.667, I⊥ is selected twofold over I‖, forming the correct sum
for IT. Measuring the intensity proportional to IT, means anisotropic effects (i.e. degree
of polarisation of the sample) are negligible. Nevertheless, sometimes the anisotropic
behaviour of a system may be of interest, for example, when investigating the migration
rate of excited-state species.
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2.3.5 Polarisation Anisotropy Measurements
A detailed explanation of polarisation anisotropy, and the processes contributing to its
decrease, are discussed in Section 1.5. Time-resolved polarisation anisotropy measure-
ments are a useful tool in measuring the depolarisation of a sample. A sample with
randomly oriented chromophores is excited by vertically polarised light. When the
emission polariser is orientated parallel (perpendicular) to the excitation, the measured
intensity is called I‖ (I⊥). These intensities are then used to calculate the time-resolved
fluorescence anisotropy, defined as91,104,105

r(t) = I‖(t)− I⊥(t)
I‖(t) + 2I⊥(t) . (2.3)

TA anisotropy as a function of time, t, and wavelength, λ, is defined as104,106–108

r(t, λ) = ∆A‖(t, λ)−∆A⊥(t, λ)
∆A‖(t, λ) + 2∆A⊥(t, λ) , (2.4)

where ∆A‖(t, λ) and ∆A⊥(t, λ) are the change in absorbances parallel and perpendic-
ular to the excitation polarisation, respectively.

We note that the anisotropy is also often defined with the inclusion of a “G factor”.
The G factor is defined as the ratio of the sensitivities of the detection system from
vertically, SV , and horizontally, SH , polarised light: G = SV

SH
,91 and is needed for the

anisotropy calculation in order to correct for any bias in measuring the two different
polarisation intensities. In our measurements, the excitation polarisation is rotated
from vertical to horizontal relative to the gate/probe beam and so the detector is
set to always detect vertically polarised light. Therefore, the detector itself does not
cause a change in sensitivity between the two polarisation measurements. However, the
rotation of the excitation polarisation from vertical to horizontal caused slight changes
in power incident on the sample. As such, the system had a greater sensitivity to
detecting the horizontally polarised light. The power difference incident on the sample
was measured and the perpendicular intensity scans were multiplied by 0.954 and 0.975
for fluorescence UC and TA, respectively, before the anisotropy was calculated using
Equations 2.3 and 2.4, respectively.

The anisotropy values for a sample with a random distribution of chromophores
range from -0.2 to 0.4. These limiting anisotropy values are discussed in Section 1.5.3.

The apparatus used for fluorescence and TA anisotropy experiments are those de-
scribed in Sections 2.3.1 and 2.3.3, respectively. A minimum of 10 consecutive parallel
and perpendicular intensity measurements were obtained by rotation of the pump po-
larisation using a half-wave plate. Time-resolved anisotropy was obtained at 655 nm for
fluorescence and for all wavelengths in the visible range (400–800 nm) and NIR range
(900–1400 nm) for TA.

2.4 Computational Methods
The Monte Carlo (MC) simulation presented in this thesis was based on a previous
simulation of exciton migration in the polymer poly(3-hexylthiophene) (P3HT) by
Tapping et al. 105 The simulation was then modified by Jessica M. de la Perrelle, a
Summer Research Student under Assoc. Prof. Tak W. Kee, for the TIPS-Pn/PMMA
system studied here.
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2.4.1 Simulation Box
The NP systems consisted of a number of TIPS-Pn molecules, corresponding to the
required TIPS-Pn:PMMA mass ratio, in a cubic simulation box with periodic bound-
ary conditions (PBCs) enforced. The average number of TIPS-Pn molecules within a
certain volume, Vbox, is determined by

NTIPS-Pn = Vbox

VVTIPS-Pn
, (2.5)

where VVTIPS-Pn is the average Voronoi volume of a TIPS-Pn molecule (defined and
derived in Appendix 2.5.1), and was dependent on the mass ratio of TIPS-Pn:PMMA=1:α

VVTIPS-Pn =
(ρPMMA + αρTIPS-Pn)MWTIPS-Pn

ρTIPS-PnρPMMANA

. (2.6)

A 20 nm length cubic box was used for this molecular dynamics (MD) simulation. The
number of TIPS-Pn molecules to be placed into the MD simulation box for each of
the TIPS-Pn:PMMA mass ratio NPs was calculated using Equations 2.5 and 2.6, and
given in Table 2.2.

Table 2.2: Average Voronoi volume of TIPS-Pn and number of TIPS-Pn molecules in the
MD simulation box for each of the TIPS-Pn:PMMA mass ratio NPs.

Sample
(TIPS-Pn:PMMA
mass ratio (1 : α))

Average Voronoi
volume of
TIPS-Pn (nm3),
VVTIPS-Pn

Number of
TIPS-Pn in the
20 nm MD sim-
ulation box,
NTIPS-Pn

1:0 0.96 8322
1:1 1.85 4314
1:3 3.64 2197
1:5 5.43 1474
1:7 7.21 1109
1:10 9.89 809

The MC simulation was run with randomly distributed TIPS-Pn molecules and sys-
tems representing different amounts of clustered TIPS-Pn molecules. A MD simulation
was run to obtain a representation of these different types of clustered systems.

2.4.1.1 Molecular Dynamics

MD is a computational method to study the physical movements of particles (generally
atoms or molecules) in a system. Newton’s equations of motion are used to simulate
the classical interactions between particles, over timescales up to 1 µs.

Newton’s equations of motion state that the force on a particle is equal to its mass
times its acceleration, where the acceleration is given by the second derivative of the
particle’s position. Mathematically, for N particles this is represented as

Fi(rN) = mi
d2ri
dt2 = −∇iU(rN), (2.7)
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where Fi is the force vector on particle i, rN is the position of the particles, mi is the
mass of particle located at ri, and U is the function called the force field.

The force field describes the potential energy surface for all interacting particles,
and is generally a sum of bonded and non-bonded particle interactions

U = UVDW + UES + Ubond + Uangle + Udihedral, (2.8)

where UVDW and UES are the non-bonded van der Waals (VDW) and electrostatic (ES)
interactions. Ubond, Uangle and Udihedral are the bond stretch, bond angle and dihedral
angle potentials, respectively.

The positions of particles can be found by numerical integration of Equation 2.7,
with the period of integration (termed “timestep”) chosen to be faster than the fastest
phenomena within the system.

2.4.1.2 Coarse-grained Method

Often, MD uses fully atomistic models in which each atom in a molecule is mapped
to a particle. A coarse grained model is one which simplifies the system by reducing
the number of particles while retaining large-scale physical properties and behaviour.
Coarse-graining also eliminates the most rapid degrees of freedom, such as C–H bonds,
allowing a longer integration timestep. Fewer particles results in less particle interac-
tions needing to be calculated, and thus the efficiency of the MD simulation can be
enhanced because larger systems or longer simulation times can be achieved for the
same computing resources. An example of an atomistic to coarse-grained mapping is
shown in Figure 2.5.

b1
b2

a1 a1 a1 a1 a1

a2

a2

θ1 θ2

Figure 2.5: The atomistic to coarse-grained mapping of TIPS-Pn for the MD simulation.
Parameters for the non-bonded, the harmonic bond length and the bond angle potentials are
given in Tables 2.3, 2.4 and 2.5, respectively.
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2.4.1.3 Obtaining TIPS-Pn Input Geometries from Molecular Dynamics
Simulations

We require input positions and transition dipole moments of TIPS-Pn molecules for
our MC simulation. TIPS-Pn molecules were assumed to be randomly distributed in
the NP systems by Stuart et al. 57 However, it is possible that during the NP formation
TIPS-Pn-TIPS-Pn or PMMA-PMMA interactions are favoured, driving some degree of
phase separation and so TIPS-Pn molecules could form a more “clustered” distribution
within the NPs.

We use MD to crudely simulate clustering of TIPS-Pn molecules during the forma-
tion of the NPs. These simulations were performed with the MD simulation package
LAMMPS. Rather than a fully atomistic model of TIPS-Pn molecules, we use a coarse-
grained model in which a TIPS-Pn molecule is represented by five spherical beads
corresponding to the centre of mass of the benzene rings of pentacene (Pn) and two
spheres for the triisopropylsilylethnyl (TIPS) groups. The transition dipole moments
are defined as the unit vector between the centre benzene ring to one of the TIPS
groups. This atomistic to coarse-grained mapping is illustrated in Figure 2.5.

The bond lengths and angles are represented by a harmonic potential, with the
equilibrium bond length/angle and corresponding force constant for the bonded/angle
potentials given in Tables 2.4 and 2.5. Intramolecular interactions were turned off so
Lennard-Jones (LJ) interactions were only calculated between molecules.

The coarse-grained system representing a pure TIPS-Pn NP was run under constant
temperature and pressure conditions (the canonical NPT ensemble). The homonuclear
LJ diameter, σii, and homonuclear LJ interaction strength, εii, were optimised to
achieve a constant volume corresponding to the density of pure TIPS-Pn. The resulting
parameters are given in Table 2.3

Molecules are initially placed at random inside a 20 nm cubic box. The system was
simulated at 298 K and 1 atm with PBC enforced to simulate the larger NP system.
Langevin dynamics were used in the MD simulation to model an implicit solvent, with
the dampening factor set to 1 fs. It roughly represents the PMMA matrix in the NP
system.

Overlapping atoms from the randomly input TIPS-Pn molecules were removed by
performing an energy minimisation, and thus used as a more realistic representation
of “randomly distributed” TIPS-Pn molecules for the MC simulation.

A series of soft potentials were used to equilibrate the system. A LJ force field
(parameters given in Table 2.3) was then applied to the TIPS-Pn molecules to simulate
their clustering during NP formation. The MD simulation does not aim to be a true
representation of the dynamics of TIPS-Pn molecules during NP formation. Instead,
the aim was to obtain representations of different amounts of “clustered” TIPS-Pn
molecules in the final NP systems. Consequently, the positions and transition dipole
moments were extracted from the MD simulation at various timesteps (corresponding
to different degrees of clustering) and used as input for the MC simulation.
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Table 2.3: Parameters used in the non-bonded potential, Unon−bonded(rij) =
4εij [(σij/rij)12− (σij/rij)6], where σii is the homonuclear LJ diameter and εii is the homonu-
clear LJ interaction strength.

m (g mol−1) σii (Å) εii (kcal mol−1)
a1 55.27 1.5 3.3
a2 181.37 1.5 3.9

Table 2.4: Parameters used in the harmonic bond length potential, Ubond(l) = kl
(l−l0)2

2 ,
where l0 is the equilibrium bond distance and kl is the force constant for the bonded potential.

l0 (Å) kl (kcal mol−1 Å−2)
b1 2.41 1000
b2 4.8 100

Table 2.5: Parameters used in the harmonic bond angle potential, Uangle(θ) = kθ
(θ−θ0)2

2 ,
where θ0 is the equilibrium bond angle and kθ is the force constant for the angle potential.

θ0 (◦) kθ (kcal mol−1 rad−2)
θ1 180 1000
θ2 90 1000

2.4.2 Rate Constants for Singlet Migration, Singlet Fission
and Singlet Decay

Singlet migration occurs through a Förster resonance energy transfer (FRET) process
in our model. The singlet migration rate constant used in this MC simulation, kDA, is
given in Section 1.4.

The hopping rate, kDA, is dependent on the transition dipole coupling term, JDA,
given in Equation 1.4. This is dependent on the relative permittivity, εr, of the 1:α
TIPS-Pn:PMMA NP (α ranges from 0 to 10), which is approximated by the weighted
average of the permittivities of TIPS-Pn and PMMA,

εr = εTIPS-Pn

 1
1 + α

+ εPMMA

 α

1 + α

, (2.9)

where εTIPS-Pn and εPMMA are the relative permittivity of TIPS-Pn and PMMA,
respectively. Approximate values for these parameters were taken from literature,109–111
and are given in Table 2.6.

A simple model for singlet fission (SF) is employed in our MC simulation, as the
microscopic details of SF are not yet fully understood.112 We assume SF occurs with
a rate kSF if a singlet molecule has a ground-state molecule within a distance of rSF.
Mathematically, we describe the rate of SF by

kD,ASF = kSFΘ(rSF − rD,A), (2.10)

where D and A denote the “donor” singlet molecule and “acceptor” ground-state mo-
lecule, respectively. rD,A is the distance between those two molecules and Θ is the
Heaviside step function. The “SF radius”, rSF, is defined as the maximum distance
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Table 2.6: MC simulation parameters.

Parameter Symbol Value
Density of TIPS-Pn ρTIPS-Pn 1.104 g cm−3

Density of PMMA ρPMMA 1.188 g cm−3

Relativity permittivity of TIPS-Pn εTIPS-Pn 3.0
Relativity permittivity of PMMA εPMMA 2.25

between a donor and acceptor in order for SF to occur. In this model, kD,ASF = kSF if
rD,A ≤ rSF and kD,ASF = 0 if rD,A > rSF.

The singlet decay rate constant, kd, is taken from the intrinsic lifetime of singlets
from TCSPC data of dilute TIPS-Pn in THF.57 Therefore,

kd = 1
12 ns−1. (2.11)

The event which occurs in the MC simulation (hopping, SF or decay), is chosen by
considering the probability of each event happening in a random time interval, ∆t.
If k is the probability of a transition occurring per unit time, the probability of the
transition not happening in a time interval, ∆t, is given from Poisson statistics as
P (t) = exp(−k∆t). We can therefore define a (random) time interval, ∆t, for a
transition to occur via exp(−k∆t) = x where x is a uniform deviate, 0 ≤ x ≤ 1.113

Therefore,

∆t = − ln(x)
k

. (2.12)

A set of time intervals for hopping, SF or decay is determined by Equation 2.12 where
k = {kDA, kSF, kd} is the set of all rate constants for the donor, and x is a random
variate over [0,1] chosen for each k.

2.4.3 Generation and Parameterisation of Steady-state Ab-
sorption and Emission Spectra

The singlet migration rate, kDA is dependent on the spectral overlap, XDA between the
donor and acceptor. This spectral overlap is calculated by integrating over the product
of the emission spectrum of the donor and absorption spectrum of the acceptor.

In the MC simulation, the steady-state absorption and emission spectra of the
chromophores were simulated by a Franck-Condon progression, with an intensity given
by

I(E) =
υ=N−1∑
υ=0

E−ssυ

υ!
γ

π(υ~ω − E0)2 + γ2) , (2.13)

where e is the energy of the chromophore, and the other parameters are defined in
Table 2.7. Chromophores are generated with energies from a normal distribution with
a mean E0 and standard deviation Eα.

The simulated steady-state absorption spectrum was generated by summing over
the absorption spectra of all chromophores. The simulated steady-state fluorescence
spectrum was generated by summing over only those chromophores which decay during
the MC simulation. Both spectra are also scaled by an oscillator strength factor, µ2

0.
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The Stokes shift in the fluorescence spectra is replicated since a higher proportion of
lower energy chromophores fluoresce, and so the Stokes shift is dependent on Eα.

Literature values and optimisation routines were used to select the parameters in
Equation 2.13, such that the simulated 1:10 TIPS-Pn:PMMA NP spectrum matched
the experimental 1:10 spectrum.

µ0 was obtained from literature,114 E0 was set to match the 0–0 transition, Eα was
set to produce the most accurate Stokes shift, ~ω was chosen to obtain the best spacing
between the peaks, s was chosen to match the peak heights of the vibronic transitions.
γ was then optimised so the simulated spectra matched the experimental spectra.
The best fit parameters are summarised in Table 2.7, and the corresponding steady-
state simulated absorption and emission spectra are given along with the experimental
spectra in Section 6.2.

Table 2.7: MC simulation parameters for the steady-state absorption and fluorescence
spectra.

Parameter Symbol Value
Number of vibronic levels (abs) Nabs 4
Number of vibronic levels (flu) Nflu 2
Magnitude of transition dipole moment µ0 1.171× 10−29 Cm
0–0 Transition energy E0 1.928 eV
Standard deviation of energy Eα 0.015 eV
Energy of harmonic vibrational frequency ~ω 0.168 eV
Vibronic linewidth γ 0.06 eV
Huang-Rhys parameter (abs) sabs 0.45
Huang-Rhys parameter (flu) sflu 0.1

2.4.4 Monte Carlo Simulation Structure
The coordinates and transition dipole moments of the TIPS-Pn molecules for a given
mass ratio were extracted from the MD simulation (as described in Section 2.4.1.3)
and used as the input for the MC simulation. The chromophores were given a normal
distribution of energies about the 0–0 vibronic transition energy, E0, with a standard
deviation of Eα.

For each relevant donor/acceptor pair, Equation 1.3, is calculated. This requires
calculation of Equation 1.4 and the spectral overlap XDA. kDA is only calculated when
the donor energy was greater than the acceptor energy, and the distance between the
pair was less than 10 nm. The SF rate, kD,ASF , is also determined for each donor/acceptor
pair (i.e. either 0 if rD,A > rSF or kSF if rD,A < rSF). The singlet decay rate is kept
constant at kd = 1

12 ns−1. Once these relevant rate constants for each donor/acceptor
pair are determined, ∆t for each can be calculated using Equation 2.12.

A MC process is then used to simulate the system, which occurs through repetition
of a series of steps:

1. A chromophore is chosen at random to be excited to its singlet state.

2. The singlet can then hop to a new chromophore, undergo SF or decay to the
ground state. The process chosen is the one with the smallest ∆t.
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3. If a hop is chosen, the total time is incremented by that ∆t. The acceptor is then
excited and step 2) is repeated for the new chromophore.

4. If singlet decay or SF is chosen, energy and time fluorescence and anisotropy
histograms are populated and a new chromophore is excited. Steps 1) – 4) are
repeated from 1× 105 excitations.

The SF rate constant, kSF, and the SF radius, rSF, are input parameters of the
MC simulation. To find the best fit to the experimental fluorescence magic-angle and
anisotropy data, the MC simulation was run for numerous values of kSF and rSF for
systems with randomly and clustered TIPS-Pn distributions.

2.4.5 Histogram Binning
A fluorescence event may only be observed upon singlet decay. Consequently, the fluo-
rescence histogram should be populated by accordingly binning the emission spectrum
of the chromophores on which singlet decay occurred on. The anisotropy histogram
should also be binned upon a singlet decay. The numerator of the anisotropy is given
by 1

2I0(3cos(θ)2−1), where θ is the angle between the transition dipole moments of the
initially excited chromophore and the chromophore decaying, and I0 is the fluorescence
intensity of the decaying chromophore. The denominator of the anisotropy is the total
fluorescence intensity.

However, the singlet decay rate is 1
12 ns−1, meaning decay events are infrequent.

Consequently, binning only at decay events would require an enormous amount of
excitations to obtain statistically valid results. To reduce the amount of necessary ex-
citations, and hence computational time, we also populate all previous histogram bins
before singlet decay or SF events, because the singlet could fluoresce any time up until
this event. Building up the histogram in this way over a large number of excitations
will eventually produce the exponential shape of the fluorescence decay. The previous
fluorescence histograms bins are populated using the emission spectrum of the chrom-
ophore the singlet was on at the time. The anisotropy histogram is binned in a similar
way, with θ being the transition dipole moments of the initially excited chromophore
and the chromophore the singlet was on at the time, and I0 is the fluorescence intensity
of that chromophore. The histogram bin corresponding to a decay or SF event is only
populated with a fraction of the corresponding fluorescence or anisotropy.

The anisotropy is scaled by 0.4 to account for the photoselection phenomenon
observed in the experimental results. By selection of a wavelength from the two-
dimensional (2D) simulated fluorescence and anisotropy histograms, fluorescence and
anisotropy kinetics can be generated to compare to the experimental data.
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2.5 Appendices: Calculations
The mass ratio of TIPS-Pn and PMMA and their respective densities can be used to
calculate various properties of our NPs.

We define:
mTIPS-Pn and mPMMA as the average mass of TIPS-Pn and PMMA, respectively, in
a NP.
mNP = mTIPS-Pn +mPMMA as the average total mass of a NP.
VTIPS-Pn and VPMMA as the average volume of TIPS-Pn and PMMA, respectively, in
a NP.
VNP = VTIPS-Pn + VPMMA as the average total volume of a NP.
ρTIPS-Pn and ρPMMA as the density of TIPS-Pn and PMMA, respectively.
ρNP as the average total density of a NP.
NTIPS-Pn as the average number of TIPS-Pn molecules in a NP.
cTIPS-Pn as the average concentration of TIPS-Pn in a NP.
nTIPS-Pn as the average number of moles of TIPS-Pn in a NP.
MWTIPS-Pn as the molecular weight of TIPS-Pn.
NA as Avogadro’s number.

For a NP sample with a TIPS-Pn:PMMA mass ratio of 1:α,

mPMMA = αmTIPS-Pn. (2.14)

2.5.1 Average Voronoi Volume of TIPS-Pn in a NP
To define some average distance between TIPS-Pn molecules, we first define a volume
around each TIPS-Pn such that no other particles are in this volume. This is illustrated
as a Voronoi diagram in Figure 2.6. We envision TIPS-Pn as points, and define regions
of volume around each TIPS-Pn for which any point within this volume is closest to
that specific TIPS-Pn molecule.

The average Voronoi volume for a TIPS-Pn, VVTIPS-Pn, is equal to the sum of
all Voronoi volumes (i.e. the total volume of the NP, VNP) divided by the number of
TIPS-Pn molecules in the NP, NTIPS-Pn.

VVTIPS-Pn = VNP

NTIPS-Pn
(2.15)

=
mNP
ρNP

mTIPS-Pn
MWTIPS-Pn

NA

=
mNPMWTIPS-Pn
ρNPmTIPS-PnNA

Making use of Equation 2.14,

VVTIPS-Pn =
(1 + α)mTIPS-PnMWTIPS-Pn

ρNPmTIPS-PnNA

=
(1 + α)MWTIPS-Pn

ρNPNA

. (2.16)
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Figure 2.6: Voronoi diagram for a system with randomly distributed TIPS-Pn molecules
represented by points. Note that this diagram is a 2D representation of the three-dimensional
(3D) NP system.

We must now find the total density of the NP, ρNP, which is given by

ρNP = mNP

VNP

=
mTIPS-Pn +mPMMA

VTIPS-Pn + VPMMA

=
mTIPS-Pn +mPMMA
mTIPS-Pn
ρTIPS-Pn

+ mPMMA
ρPMMA

=
mTIPS-Pn +mPMMA

mTIPS-PnρPMMA+mPMMAρTIPS-Pn
ρTIPS-PnρPMMA

.

Again, using Equation 2.14,

ρNP =
(1 + α)mTIPS-Pn

mTIPS-PnρPMMA+αmTIPS-PnρTIPS-Pn
ρTIPS-PnρPMMA

∴ ρNP =
(1 + α)ρTIPS-PnρPMMA

ρPMMA + αρTIPS-Pn
. (2.17)

Substituting Equation 2.17 into 2.16 gives

VVTIPS-Pn =
(1 + α)MWTIPS-Pn( (1+α)ρTIPS-PnρPMMA

ρPMMA+αρTIPS-Pn

)
NA

∴ VVTIPS-Pn =
(ρPMMA + αρTIPS-Pn)MWTIPS-Pn

ρTIPS-PnρPMMANA

. (2.18)
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2.5.2 Average Intermolecular TIPS-Pn Separation in a NP

As working in average volumes is confusing, we aim to convert this volume into an
average distance. For simplicity, we consider all TIPS-Pn molecules to be placed in
a 3D cubic lattice structure, with each TIPS-Pn contained in a simple cubic unit cell
(refer to Figure 2.7). Then the length of the side of each cell, d, is what we define as
the “average intermolecular TIPS-Pn separation”. Therefore,

d3 = VVTIPS-Pn
d = 3

√
VVTIPS-Pn . (2.19)

The average Voronoi volume can be used to calculate a different definition of average
intermolecular TIPS-Pn separation, by assuming a different positional distribution of
TIPS-Pn molecules within a NP.

d

Figure 2.7: Evenly spaced TIPS-Pn molecules (represented by points) inside a NP. Each
molecule can be surrounded by a cube of width d (where d is termed the “average intermolec-
ular TIPS-Pn separation”). This means the TIPS-Pn molecules are surrounded by a volume
of d3, which we call the “average Voronoi volume” of TIPS-Pn within a NP.

2.5.3 Average Concentration of TIPS-Pn in a NP

Although the TIPS-Pn concentration in all samples was ∼100 ppm (refer to Table 2.1),
we want a measure of an average concentration of TIPS-Pn within a NP, cTIPS-Pn,
which is given by

cTIPS-Pn =
nTIPS-Pn

VNP

=
NTIPS-Pn
NAVNP

.
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Now substituting for VNP using Equation 2.15,

cTIPS-Pn =
NTIPS-Pn

NANTIPS-PnVVTIPS-Pn
= 1
NAVVTIPS-Pn

. (2.20)

Or alternatively, if we use our definition of the average intermolecular TIPS-Pn sepa-
ration, d,

cTIPS-Pn = 1
NAd3 . (2.21)

2.5.4 Summary of Equations
We summarise all useful equations here:

The average Voronoi volume of a TIPS-Pn molecule in a NP

VVTIPS-Pn =
(ρPMMA + αρTIPS-Pn)

ρTIPS-PnρPMMA

MWTIPS-Pn
NA

(2.22)

The “average intermolecular TIPS-Pn separation”

d = 3
√
VVTIPS-Pn (2.23)

The average concentration of TIPS-Pn within a NP

cTIPS-Pn = 1
VVTIPS-Pn

1
NA

(2.24)

where
α is the given by the 1 : α TIPS-Pn:PMMA mass ratio
ρTIPS-Pn = 1104 g L−1

ρPMMA = 1188 g L−1

MWTIPS-Pn = 639.07 g mol−1

NA = 6.022× 1023 mol−1

We now have all relevant information to determine the average Voronoi volume of
TIPS-Pn molecules in our NPs, the average intermolecular TIPS-Pn separation and
the average concentration of TIPS-Pn within a NP (refer to Table 2.8).
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Table 2.8: Average Voronoi volume of TIPS-Pn, average intermolecular TIPS-Pn separation
and average concentration of TIPS-Pn in a NP, determined for each TIPS-Pn:PMMA NP
sample (calculated using Equations 2.22 and 2.23, 2.24).

Sample
(TIPS-Pn:PMMA
mass ratio (1 : α))

Average Voronoi
volume of
TIPS-Pn, (nm3)

Average in-
termolecular
TIPS-Pn separa-
tion, d, (nm)

Average con-
centration of
TIPS-Pn in a
NP (mol L−1)

1:0 0.96 0.99 1.73
1:1 1.85 1.23 0.90
1:3 3.64 1.54 0.46
1:5 5.43 1.76 0.31
1:7 7.21 1.93 0.23
1:10 9.89 2.15 0.17
1:100 90.29 4.49 0.02
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CHAPTER 3
Characterisation of Aqueous

TIPS-Pn/PMMA Nanoparticles

Aqueous suspensions of mixed 6,13-bis(triisopropylsilylethynyl) pentacene (TIPS-Pn)
and poly(methyl methacrylate) (PMMA) nanoparticles (NPs) were prepared by the
reprecipitation method, as outlined in Section 2.1.2. The resulting NPs have been
shown to be a mixture of TIPS-Pn and PMMA with proportions equal to the mass
ratio they were prepared with.115 We present evidence that TIPS-Pn does not form
crystalline domains within the NPs. Assuming a random arrangement of TIPS-Pn and
PMMA within the NPs, the average intermolecular TIPS-Pn separation can easily be
controlled by varying the TIPS-Pn:PMMA mass ratio, with larger separations resulting
from higher proportions of PMMA. From this chapter onward, each NP sample will be
referred to by its TIPS-Pn:PMMA mass ratio. In this chapter, we outline character-
istic properties of the TIPS-Pn/PMMA NPs, presenting steady-state absorption and
fluorescence spectra, and discuss degradation and colloidal stability.
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3.1 Nanoparticle Formation
Aqueous suspensions of mixed TIPS-Pn and PMMA NPs with various different mass
ratios were prepared by the reprecipitation method, as outlined in Section 2.1.2. These
NPs have previously been prepared by our group,115 but for completeness of this thesis,
the important characteristics of this system are summarised in this chapter.

The resulting NP suspensions, as shown in Figure 3.1, are of clear blue colour
with no visible aggregation when compared to TIPS-Pn in tetrahydrofuran (THF). No
change in absorption was observed when comparing ultraviolet (UV)-visible absorption
spectra taken before and after filtration through a filter (250 nm pores), as shown in
Figure 3.4. This result confirms that the NPs are less than 250 nm in size. The colloidal
NP suspensions were stable for several months, likely due to the NPs being encapsulated
by the surfactant, which increases the NP stability in water. However, slight oxidation
and photodegradation was observed after a few days. Section 3.3 addresses details of
NP stability and degradation.

Figure 3.1: ∼10−4 M TIPS-Pn in THF (left) and 1:1 TIPS-Pn:PMMA NPs in water (right).
Both have a concentration of ∼100 ppm.

3.2 Steady-state Absorption
The UV-visible absorption spectra of the different TIPS-Pn/PMMA NPs, along with
pure TIPS-Pn in THF, are shown in Figure 3.2. The absorption spectrum of TIPS-Pn
in THF has vibronic peaks at 650, 590 and 550 nm representing the S0→S1 0–0, 0–
1, and 0–2 vibronic transitions. The smaller series from 440 nm represent the S0→S2
transitions. These peaks are slightly red-shifted in the TIPS-Pn/PMMA NPs, with the
red-shift decreasing as the amount of PMMA is increased. This trend suggests that the
TIPS-Pn molecules become more “solution-like” as the amount of PMMA increases (i.e.
the average intermolecular TIPS-Pn separation decreases). Additionally, the amplitude
of the vibronic transitions tend towards that of the isolated chromophores in solution,
similarly observed in a previous study of pentacene NPs.64
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Figure 3.2: Steady-state UV-visible absorption spectra of the NPs with different
TIPS-Pn:PMMA mass ratios and pure TIPS-Pn in THF. All spectra have been corrected
for PMMA scattering.

Previous studies on TIPS-Pn have shown that the type of molecular packing and
strength of coupling between molecules affect the steady-state spectra.52,62 The ab-
sorption spectrum of crystalline TIPS-Pn appears significantly different to that of
amorphous TIPS-Pn.62 Pensack et al. prepared TIPS-Pn NPs with two different mor-
phologies which displayed the same absorption spectra as amorphous and crystalline
films.60

The similarity of the TIPS-Pn/PMMA NPs absorption spectra to that of TIPS-Pn
in THF suggests relatively weak electronic coupling between TIPS-Pn molecules, im-
plying they are arranged amorphously throughout the NPs. Furthermore, no additional
peaks at 700 nm, which are representative of aggregation features, were observed. This
result confirms that our NPs do not form significant amounts of strongly coupled
chromophores and that a negligible amount of TIPS-Pn molecules are arranged in
a slip-stacked brickstone packing motif as found in crystalline TIPS-Pn films.33,116,117
Therefore, we first propose that TIPS-Pn molecules are randomly dispersed throughout
the NP, as illustrated in Figure 3.3.

The reader is referred to Appendix 2.5.2, in which the mass ratio and densities
of TIPS-Pn and PMMA are used to calculate an “average intermolecular TIPS-Pn
separation”, d, in each NP. These values are given in Table 3.1 and are representative
values which can be used to compare the average separation of TIPS-Pn molecules
across the NP samples of different TIPS-Pn:PMMA mass ratios.

However, the idea that the NPs consist of amorphous TIPS-Pn clusters cannot
be excluded, as this may not necessarily be reflected in the absorption spectra. In
Chapter 6, we consider our NPs to consist of amorphous clusters of TIPS-Pn and show
that only with such a view of our system can we accurately reproduce our experimental
data with a Monte Carlo (MC) simulation. Nevertheless, for simplicity, up until that
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chapter we will consider TIPS-Pn molecules to be randomly distributed within the NP.
We therefore continue with our convention of the “average intermolecular TIPS-Pn
separation”, d, in a NP, emphasising that this view will not undervalue our discussions
for the next few chapters. The overall trend with proportion of PMMA still remains
the same, because although clustering may change the median d, the average d will
remain the same no matter what the distribution of TIPS-Pn molecules is.

d

OO

n

Figure 3.3: Randomly distributed TIPS-Pn molecules (represented by points) inside a
PMMA NP. The TIPS-Pn molecules have an average Voronoi volume of d3, where we refer
to d as the average intermolecular TIPS-Pn separation, given in Table 3.1.

Table 3.1: Range of different TIPS-Pn:PMMA mass ratios used to prepare NPs and the
corresponding average intermolecular TIPS-Pn separation, d.

Sample
(TIPS-Pn:PMMA)

Average intermolecular TIPS-Pn
separation, d (nm)

1:0 0.99
1:1 1.23
1:3 1.54
1:5 1.76
1:7 1.93
1:10 2.15

3.3 Degradation and Colloidal Stability
To determine whether our NPs aggregate or degrade, absorption spectra of the NP
samples were collected over nine weeks. The steady-state absorption spectra of 1:0
and 1:10 TIPS-Pn:PMMA NPs are presented in Figure 3.4, with the other NP samples
given in Appendix 3.6.

To check for aggregation, the NP samples were refiltered through 250 nm pores
both one and nine weeks after preparation. Filtering the NP samples caused negligible
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changes in the absorption spectra, indicating that the NPs are stable as a colloidal
suspension for at least nine weeks. This is likely attributed to the surfactant increasing
the NP stability in water.

However, the 1:0 TIPS-Pn:PMMA NP sample degraded by about 70% over the
course of nine weeks. The 1:10 sample only degraded by 25% over the same time
period. The increased chemical stability of the 1:10 sample could be due to the in-
creased amount of PMMA limiting the contact of TIPS-Pn with the dissolved oxygen
in solution.

The reduction in intensity of the 650 nm band is accompanied by an increase in ab-
sorption between 400 and 450 nm, implying the formation of a new species. TIPS-Pn
has been shown to degrade to form endoperoxides upon reaction with oxygen.118 Al-
though the main product of the reaction, the 6,13-endoperoxide of TIPS-Pn, has no
visible absorption, small quantities of 5,14-endoperoxide also form, showing visible ab-
sorption below 450 nm.118 As this spectral feature is distinct from that observed in
crystalline TIPS-Pn, we conclude that no morphological evolution of TIPS-Pn occurs.
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Figure 3.4: Degradation and colloidal stability of 1:0 and 1:10 TIPS-Pn:PMMA NPs over
nine weeks.

To avoid degradation significantly affecting our spectroscopic measurements, the NP
samples were used within 24 hours of preparation. Steady-state absorption spectra were
taken before and after the spectroscopic measurements (∼5 hours of laser exposure),
with samples degrading by less than 2%.

3.4 Steady-state Fluorescence
Steady-state fluorescence spectra of the different TIPS-Pn/PMMA NPs are shown
in Figure 3.5. Upon excitation at 590 nm, fluorescence was detected with a peak at
∼650 nm and a slight shoulder ∼710 nm, reflecting the 0–0 and 0–1 vibronic transitions,
respectively. To correct for varying concentrations of the NP samples, the fluorescence
intensity was corrected for the fraction of light absorbed by dividing the fluorescence
intensity by the absorption at 590 nm. It can therefore be seen that decreasing the
average intermolecular TIPS-Pn separation decreases the steady-state fluorescence in-
tensity, with negligible change in spectral shape.

The steady-state fluorescence spectra were collected from NP samples with a less
than 0.1 absorbance. Therefore, self-absorption in these NP samples is minimal and
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cannot account for the trend we observe in the steady-state fluorescence intensity.
The quenching of the steady-state fluorescence intensity as the average intermolecular
TIPS-Pn separation is decreased must therefore be due to an increase of a non-radiative
decay pathway competing with fluorescence. In the following chapter, we provide
evidence for an increase of a non-radiative decay, namely singlet fission (SF), for NP
samples with a shorter average intermolecular TIPS-Pn separation.
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Figure 3.5: Steady-state fluorescence of the TIPS-Pn/PMMA NPs. To account for varying
concentrations, the fluorescence was divided by the 590 nm absorption peak.

3.5 Conclusions
TIPS-Pn/PMMA NPs with various mass ratios have been synthesised as colloidal sus-
pensions in water, as previously reported.115 The visible steady-state absorption spectra
of the NPs show an identical spectral shape to TIPS-Pn in THF, indicating negligi-
ble crystalline domains of TIPS-Pn are formed within the NPs. Thus, we consider
TIPS-Pn molecules to be amorphously distributed within the NPs, and calculated an
average intermolecular TIPS-Pn separation for all NP samples. The NPs also show
colloidal stability for several weeks, with some degradation evident, but a negligible
amount on the timescale of our experiments. Finally, the quenching of the steady-state
fluorescence intensity for NP samples with a shorter average intermolecular TIPS-Pn
separation can be attributed to an increase in a non-radiative pathway, such as SF,
which will be the subject of the next chapter. Aqueous NP suspensions are an ideal
system to conduct spectroscopic experiments on, as they allow for continuous sampling
of new material and avoid problems like photodegradation and inhomogeneity of the
sample, which are often difficulties encountered when studying films.
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3.6 Appendix: Nanoparticle Stability
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Figure 3.6: Degradation and colloidal stability of the 1:1, 1:3, 1:5 and 1:7 TIPS-Pn:PMMA
NPs over nine weeks.
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CHAPTER 4
Spectroscopic Analysis of Singlet Fission in

TIPS-Pn/PMMA Nanoparticles

The 6,13-bis(triisopropylsilylethynyl) pentacene (TIPS-Pn)/poly(methyl methacrylate)
(PMMA) nanoparticles (NPs) described in Chapter 3 provide a unique way of control-
ling the average intermolecular TIPS-Pn separation and thus allow us to investigate
the effect of interchromophore separation on singlet fission (SF) dynamics and re-
lated processes. In this chapter, the evolution of the excited states in the various
TIPS-Pn/PMMA NPs are studied using ultrafast time-resolved spectroscopic tech-
niques. Time-resolved fluorescence gives insight into the singlet lifetime of each NP
sample, while transient absorption (TA) measurements additionally provide evidence
for the presence of triplets. Together, they confirm SF occurs in our NPs. We quan-
titatively show that the amount of SF occurring increases with decreasing average
intermolecular TIPS-Pn separation.
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4.1 Time-resolved Fluorescence
As described in Section 3.4, the steady-state fluorescence of the TIPS-Pn/PMMA NPs
was found to be quenched for samples with decreasing average intermolecular TIPS-Pn
separation. This behaviour was investigated through decay kinetics of the 655 nm
fluorescence peak, using time-resolved fluorescence measurements.

We explore fluorescence decay on two different timescales. Time-correlated single
photon counting (TCSPC) allows fluorescence decay dynamics to be studied on the
nanosecond timescale, while fluorescence upconversion (UC) allows exploration of the
decay on the picosecond timescale. These two processes are described in detail in
Sections 2.3.2 and 2.3.1. Fluorescence pump power dependence studies are given in
Appendix 4.4.1, and we note that negligible singlet-singlet annihilation occurs for the
chosen pump power of the following experiments.

4.1.1 Time-correlated Single Photon Counting
Previously, Stuart et al. obtained TCSPC measurements of all the TIPS-Pn/PMMA
NP samples studied here.57 In addition, TCSPC measurements of ∼10−4 M TIPS-Pn in
tetrahydrofuran (THF) were obtained.57 This sample was considered to be sufficiently
dilute to assume negligible intermolecular interactions between TIPS-Pn molecules over
the timescale of the experiment and thus no additional singlet decay pathways (such
as SF) existed.52,57 Accordingly, the data could be fit to a single-exponential with a
time constant of 12 ns, which was assigned to the intrinsic singlet lifetime and found
to agree well with literature.51,52

As to not repeat the experiments by Stuart et al., we only present the 1:10 and
1:100 TIPS-Pn:PMMA NP samples in Figure 4.1. The corresponding fits are given in
Table 4.1, which show agreement with previous results.57 The 1:100 NP sample, having
an average intermolecular TIPS-Pn separation of ∼5 nm, is expected not be able to
undergo SF. The TCSPC of the 1:100 NP sample fits with a single 12 ns exponential
decay reflecting the natural singlet lifetime, confirming that negligible SF occurs in this
sample.

Stuart et al. further fit all of the TIPS-Pn/PMMA NP samples to a sum of ex-
ponentials, I(t) = ∑

nAne
− t
τn , and convoluted with a Gaussian instrument response

function (IRF) of 0.6 ns, to find that each NP sample could be fit using 2 exponentials
with the long time constant fixed to 12 ns.57 The amplitude of this long 12 ns time com-
ponent decreased with decreasing average intermolecular TIPS-Pn separation. Owing
to the slow IRF of the TCSPC data, these data could not be used to draw significant
conclusions from the short time constants.57 Instead, we turn to the fluorescence UC
data to analyse faster decays in the fluorescence of our NP samples.

Table 4.1: Fitting parameters for TCSPC data of the 1:10 and 1:100 TIPS-Pn:PMMA NPs.a

Sample A1
b τ1 (ns) A2 τ2

† (ns)
1:10 0.89±0.01 1.50±0.03 0.112±0.004 12
1:100 - - 1.00±0.04 12

a Data fitted with an IRF of 0.6 ns. b Normalised amplitudes. † Fixed to the intrinsic
singlet lifetime. Unconstrained parameters are shown with a 90% confidence interval.
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Figure 4.1: TCSPC data for the 1:10 and 1:100 TIPS-Pn:PMMA NPs. The 1:100 sample
fits to a single-exponential decay of 12 ns, representing the intrinsic lifetime of singlets, and
the 1:10 sample fits to a sum of 2 exponentials, with the longer time constant being 12 ns.

4.1.2 Fluorescence Upconversion

Stuart et al. also analysed the fluorescence UC of the TIPS-Pn/PMMA NPs, upon
exciting the S0→S2 transition of TIPS-Pn with 400 nm.57 The fluorescence UC data
presented in this thesis are for NPs which have been excited with 590 nm (i.e. S0→S1
transition in TIPS-Pn), for consistency with later time-resolved polarisation anisotropy
measurements. As the S2→S1 relaxation occurs rapidly in TIPS-Pn, the excitation en-
ergy chosen by Stuart et al. should have negligible effect on fluorescence decay kinetics
compared to those when the S0→S1 transition is excited. Therefore, the fluorescence
UC decays of our NP samples and those of Stuart et al. should be indistinguishable.
However, due to the sensitivity of the NP preparation, it is possible that the true
TIPS-Pn:PMMA mass ratios are slightly different to what is reported. This would in
turn be reflected in the spectroscopic measurements. It is therefore important that the
magic-angle and anisotropy measurements from fluorescence UC and TA presented in
this thesis are obtained using the exact same sample. Consequently, we present the
fluorescence UC of the TIPS-Pn/PMMA NPs for completeness of this thesis.

Figure 4.2 shows the fluorescence UC decay kinetics over 2.5 ns and 300 ps for
all samples. Figure 4.3 shows individual traces for each sample fitted to a sum of
exponentials, I(t) = ∑

nAne
− t
τn , and convoluted with a Gaussian instrument response

function of 0.45 ps. The fit parameters are given in Table 4.2. Each fluorescence UC
decay can be fit with 3 or less exponentials (n ≤ 3) with time constants τ1, τ2, and
τ3 representing fast, intermediate and slow decay time constants, respectively. As the
time window of fluorescence UC is much shorter than the long time component, τ3 was
fixed to the natural singlet lifetime of 12 ns determined from TCSPC data.57 τ1 and
τ2, were fit without constraints.

As in TCSPC data, the amplitude of the long time component is found to decrease
with decreasing TIPS-Pn separation. As the long time component represents the nat-
ural singlet lifetime, this trend suggests that as the average intermolecular TIPS-Pn
separation decreases, non-radiative decay pathways become more dominant. For the
1:0 and 1:1 samples, in which the average intermolecular TIPS-Pn separations are
small, the fluorescence decay can be fit without this long time component, suggesting
that these samples contain a non-radiative decay pathway which is significantly faster
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than the natural singlet decay (S1→S0).
The 1:0 sample fits to a single, fast exponential with τ1 = (2.6± 0.2) ps. As the

proportion of PMMA increases, and consequently the average intermolecular TIPS-Pn
separation increases, the amplitude of this τ1 becomes smaller and hence the amplitude
of the intermediate time component, τ2 (∼30–450 ps), becomes more dominant. The
need for a second intermediate time component suggests a second type of non-radiative
decay pathway, or a second population of singlets.55,92 This has been assigned to the
diffusion of singlets,57 a process which is not well represented by a single exponential,
and therefore τ2 has significant uncertainties. The time constants of both τ1 and τ2
also become slower with increased TIPS-Pn separation.

Figure 4.2 highlights the faster decrease in fluorescence intensity as the average
intermolecular TIPS-Pn separation is decreased. We mentioned in Section 3.4 that the
quenching of the steady-state fluorescence intensity with decreasing TIPS-Pn separa-
tions is likely due to an increase of a non-radiative decay pathway. We now turn to
TA measurements to elucidate the non-radiative decay pathway present in our NPs.
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Figure 4.2: Time-resolved fluorescence UC data for the TIPS-Pn/PMMA NPs upon 590 nm
excitation (a) over 2.5 ns and (b) over 300 ps.

Table 4.2: Fitting parameters for the fluorescence UC data of the TIPS-Pn/PMMA NPs.a

Sample A1
b τ1 (ps) A2 τ2 (ps) A3 τ3

† (ps)
1:0 1.00±0.05 2.6±0.2 - - - -
1:1 0.87±0.05 3.3±0.4 0.13±0.05 32±17 - -
1:3 0.73±0.03 5.3±0.5 0.22±0.03 67±19 0.04±0.01 12000
1:5 0.70±0.03 5.3±0.5 0.21±0.03 148±44 0.09±0.01 12000
1:7 0.61±0.02 5.2±0.5 0.29±0.02 296±75 0.09±0.02 12000
1:10 0.37±0.02 7±1 0.47±0.02 426±77 0.16±0.02 12000

a Data fitted to a multi-exponential function I(t) = ∑
nAne

−t/τn with an IRF of 0.45 ps.
b Normalised amplitudes so ∑

n |An| = 1. † Fixed to the intrinsic singlet lifetime.
Unconstrained parameters are shown with a 90% confidence interval.
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Figure 4.3: Fitted fluorescence UC data for the TIPS-Pn/PMMA NPs. All samples are
fit to a sum of exponentials with a long time constant of 12 ns, with fit parameters given in
Table 4.2. The dotted grey lines indicate a change from a linear to logarithmic scale.

4.2 Transient Absorption Spectroscopy

To elucidate the origin of the non-radiative decay pathway established from the time-
resolved fluorescence, TA measurements were obtained as described in detail in Sec-
tion 2.3.3. We excite the S0→S1 transition of TIPS-Pn with 590 nm and monitor the
change in absorbance (∆A) in the visible (450–800 nm) and near-infrared (NIR) (800–
1400 nm) regions. TA pump power dependence studies are given in Appendix 4.4.2 and



48 Chapter 4. Spectroscopic Measurements

4.4.4, and we note that negligible exciton-exciton annihilation occurs for the chosen
pump power of the following experiments.

4.2.1 Visible Transient Absorption
Stuart et al. presented TA data for the TIPS-Pn/PMMA NPs in the visible region,
exciting the S0→S2 transition of TIPS-Pn with 400 nm. As the S2→S1 relaxation occurs
rapidly in TIPS-Pn, the excitation energy has minor impact on the exciton dynamics
and decay products.57 However, the relaxation from S2→S1 changes the singlet dipole
moment,33,38,61 which is not ideal for the anisotropy measurements. For completeness
of this thesis and consistency with the excitation wavelength for the anisotropy data
presented in the next chapter, we present the TA data at magic angle for our NPs upon
excitation of the S0→S1 transition.

Direct excitation of S0→S1 to the lowest S1 vibrational state would be achieved by
650 nm. However, we do not want to obstruct our spectra at this wavelength as this
corresponds to the ground-state bleach (GSB) of TIPS-Pn. We therefore excite the
S0→S1 to a higher S1 vibrational state with 590 nm. Thus, we cannot analyse our data
between 580 and 600 nm because the excitation wavelength interferes with ∆A in this
region. The 475 nm and 508 nm peak kinetics are observed upon excitation of the 1:0
and 1:10 samples with 590 nm and 650 nm, as shown in Appendix 4.4.3. With minimal
difference, we conclude that the excitation wavelength has minor impact on the TA
dynamics.

We first aim to present a singlet and triplet TA spectra so they can be used to
distinguish singlet and triplet features in the TA spectra of the TIPS-Pn/PMMA NP
samples. As discussed in Section 4.1.1, the concentration of the ∼10−4 M TIPS-Pn
in THF sample is dilute enough not to undergo SF. Consequently, the TA spectrum
can, over the timescale of our experiments, be considered to be due to singlets only.
Although a singlet spectrum could be extracted from the dilute TIPS-Pn in THF
sample, it is not a representative of a singlet spectrum in the NP environment. Hence,
we turn to the 1:100 NP sample. Figure 4.4 displays ∆A of the TIPS-Pn in THF sample
and the 1:100 NP sample. These spectra match closely, with subtle difference being
attributed to differences in environment (PMMA versus THF). The dynamics of both
samples are also nearly identical. We therefore use the 1:100 NP sample, at 10 ps, as
a representative of a singlet spectrum in the NP environment. For a triplet spectrum,
a sample which undergoes SF rapidly is required. For the 1:0 sample, fluorescence
UC shows all singlets have decayed by ∼50 ps. As this sample is considered to have a
small enough TIPS-Pn separation for SF to occur rapidly, the TA spectrum from this
time forward should be largely due to triplets. It must be noted that the triplet-pair,
1(TT), may also be present. However, both 1(TT) and free triplets exhibit a similar
spectrum,50 so it is still valid to extract a triplet-like spectrum from this 1:0 sample at
3 ns.

To summarise, Figure 4.5 shows the characteristic shape of the singlet and triplet
spectra. They are used to quantitatively show that SF occurs in our NP samples. For a
more qualitative analysis, the reader is referred to the detailed study by Stuart et al. 57
Due to the limitations of the concentration of the 1:100 NP sample, we do not attempt
to analyse its time-resolved spectra in detail.

We can now focus on the 1:0 to 1:10 samples. Two-dimensional (2D) TA heat maps,
as well as spectra taken at various times, are presented in Figures 4.6 and 4.7. The TA
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Figure 4.4: TA spectra for (a) ∼10−4 M TIPS-Pn in THF and (b) TIPS-Pn/PMMA NPs.
Data are cut from the 580–600 nm region due to interference with the excitation wavelength.
The horizontal white lines on these plots indicate a change from a linear to logarithmic scale.
(c) ∆A at 10 ps for each sample, normalised to the 650 nm peak.

spectra show similar spectral features to previously studied TIPS-Pn NPs.55,57,60 All
samples show a negative GSB around 650 nm, corresponding to the S0→S1 0–0 vibronic
transition seen in the steady-state absorption (Figure 3.2, Section 3.2). The stimulated
emission (SE) around 725 nm is most evident at early times for the NP samples with
a higher proportion of PMMA, and corresponds to the weaker 0–1 shoulder in the
steady-state fluorescence (Figure 3.5, Section 3.4). The stronger 0–0 SE component
should be close to 650 nm, therefore overlapping with the GSB. Further overlap with
the GSB region occurs from positive excited-state absorption (ESA) features due to
several species, dominating over the 450–650 nm region. At early times and for the
NP samples with a high proportion of PMMA, the most prominent of these peaks
are around 450 nm and 508 nm. These peaks have been attributed to the S1→Sn
transitions,51 and are in accordance with the features present in the singlet spectrum
(refer to Figure 4.4). For the 1:10 sample, the decay of the 450 nm peak reveals a
peak around 475 nm and is accompanied with a rise in the ESA peak around 508 nm
(refer to Figure 4.7). The peak around 508 nm has also been attributed to the T1→T3
transition,20,119 and is in accordance with the features present in the triplet spectrum



50 Chapter 4. Spectroscopic Measurements

450 500 550 600 650 700 750 800
Wavelength (nm)

1

0

1

2

3

4

No
rm

al
ise

d 
Singlet
Triplet

Figure 4.5: The singlet and triplet spectra extracted at 10 ps from the 1:100 sample and
3000 ps from the 1:0 sample, respectively. For simplicity, the GSB is incorporated into these
spectra.

(refer to Figure 4.5). Therefore, the rise of the ∼508 nm peak indicates the production
of triplets.51,54,55 The rise of this triplet peak occurs within 10 ps, which is too fast to
be attributed to intersystem crossing (ISC).52,54 Furthermore, due to the concurrent
decrease in the singlet GSB and SE features, we attribute the increase in the triplet
ESA to the production of triplets by SF.

Focusing on the 1:10 sample, the SE around 710 nm and singlet ESA feature around
450 nm can clearly be seen at early times (refer to Figure 4.7). These features decay
with concurrent rise of the triplet ESA, with the ∼508 nm peak reaching a maximum at
∼1000 ps. As the proportion of PMMA is decreased, the singlet features decay much
faster, accompanied by a much faster rise in the triplet ESA features. For the 1:0
sample, minimal singlet ESA features are present, and the triplet peak around 508 nm
reaches a maximum within ∼100 ps (refer to Figure 4.6). In summary, the faster decay
of the singlet features as the average intermolecular TIPS-Pn separation decreases
is consistent with the decrease in fluorescence lifetimes with decreasing proportion
of PMMA, as discussed in Section 4.1. Furthermore, the faster rise of the triplet
features demonstrates the increased rate of SF as the average intermolecular TIPS-Pn
separation is decreased.

We refrain from analysing the 650 nm peak in detail as it contains overlapping
contributions from the GSB, SE and ESA. SF results in splitting a singlet into two
triplets, resulting in an additional bleached molecule (refer to Figure 1.3). This would
suggest a growth in the magnitude of the GSB signal. However, SF reduces the presence
of singlets, thereby reducing the amount of SE present, and consequently the magnitude
of the 650 nm signal would decrease. The two competing contributions (GSB and SE)
result in an overall decrease in the 650 nm peak over time, for all mass ratios.

Also worth noting is the broad ESA feature at 750 nm. This feature grows as
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Figure 4.6: TA spectra for the 1:0 to 1:3 TIPS-Pn:PMMA NPs. 2D heat maps are shown on
the left, with spectra taken at various times on the right. Data are cut from the 580–600 nm
region due to interference with the excitation wavelength. The horizontal white lines on the
left plots indicate a change from a linear to logarithmic scale.

singlets are depleted. Although slight overlap with the SE around 710 nm, Stuart
et al. observed that this ESA neither directly corresponds to the singlet decay nor the
rise of the triplet. This result suggests the presence of another component, which Stuart
et al. discussed in detail, and was ultimately assigned to the triplet-pair, 1(TT).57

Figure 4.8 shows the spectra at 5 ps of all the TIPS-Pn/PMMA NP samples studied.
It is a clear way of showing that the 1:10 sample still contains strong singlet features
at this time while the 1:0 sample has already adopted a mainly triplet spectrum. It



52 Chapter 4. Spectroscopic Measurements

450 500 550 600 650 700 750 800
Wavelength (nm)

0.015

0.010

0.005

0.000

0.005

0.010

0.015

0.020
5 ps
10 ps
20 ps
50 ps
100 ps
500 ps
1000 ps
3000 ps

TIPS-Pn:PMMA ratio1:5

450 500 550 600 650 700 750 800
Wavelength (nm)

0.015

0.010

0.005

0.000

0.005

0.010

0.015

0.020
5 ps
10 ps
20 ps
50 ps
100 ps
500 ps
1000 ps
3000 ps

TIPS-Pn:PMMA ratio1:7

450 500 550 600 650 700 750 800
Wavelength (nm)

0.015

0.010

0.005

0.000

0.005

0.010

0.015

0.020

0.025
5 ps
10 ps
20 ps
50 ps
100 ps
500 ps
1000 ps
3000 ps

TIPS-Pn:PMMA ratio1:10

Figure 4.7: TA spectra for the 1:5 to 1:10 TIPS-Pn:PMMA NPs. 2D heat maps are shown
on the left, with spectra taken at various times on the right. Data are cut from the 580–
600 nm region due to interference with the excitation wavelength. The horizontal white lines
on the left plots indicate a change from a linear to logarithmic scale.

also highlights the faster singlet to triplet conversion as the average intermolecular
TIPS-Pn separation of the NPs decreases. The apparent isosbestic points at ∼530 and
∼670 nm are indicative of a conversion of one species to another,55 further supporting
the conversion of singlet to triplets. As each wavelength has contributions from at least
two different components, it is not valid to use a single wavelength as a representative
kinetic trace for a single species. It is thus necessary to deconvolute the spectra into a
linear combination of basis spectra of all species contributing to the TA spectra. Stuart
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et al. present a detailed deconvolution of spectra to calculate SF rates and quantum
yields. A comprehensive kinetic model is also presented to explain trends in SF rates
and efficiency losses of our system.57

The aim of this chapter is to present time-resolved fluorescence and TA data to
demonstrate that SF occurs in our NPs and that it occurs faster for decreasing TIPS-Pn
separation. The reader is referred to the study by Stuart et al. for quantitative SF rates
and yields of the TIPS-Pn/PMMA NPs studied here.57
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Figure 4.8: TA spectra at 5 ps for different TIPS-Pn/PMMA NPs. The shape of the
spectra at early times is significantly different for the various average intermolecular TIPS-Pn
separations. The overlapping contributions from the GSB, SE and ESA are shown.

4.2.2 NIR Transient Absorption
In Figure 4.9 we present TA in the NIR region, where the singlet and triplet features
are more clearly separated.60 As mentioned earlier, the dilute TIPS-Pn in THF sample
can be a representative of a singlet spectrum. This matches the singlet spectrum for
neat TIPS-Pn amorphous NPs presented by Pensack et al. 60 In contrast to the singlet
spectrum, the triplet spectrum has a distinct peak at ∼990 nm.60

We only present the TIPS-Pn/PMMA NP samples which represent the shortest and
longest average intermolecular TIPS-Pn separation, respectively, of the NPs studied.
Both samples show a concurrent rise of the triplet peak at ∼990 nm and decay of the
broad singlet feature at ∼1350 nm. Again, the triplet feature appears within 10 ps, too
fast to be attributed to ISC. As concluded from TA data in the visible region, this is
strong proof that SF is occurring in our NPs.

For the 1:0 sample, the broad singlet spectral feature at ∼1350 nm is evident im-
mediately after the pump pulse and decays rapidly, to about half its signal, within
10 ps. The triplet feature at ∼990 nm rises instantly, reaching a peak within 10 ps and
then decays slightly over the 3 ns time window. The 1:10 sample displays a strong
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Figure 4.9: NIR TA spectra for ∼10−4 M TIPS-Pn in THF, and 1:0 and 1:10
TIPS-Pn:PMMA NPs. 2D heat maps are shown on the left, with spectra taken at vari-
ous times on the right. The horizontal white lines on the left plots indicate a change from a
linear to logarithmic scale.

singlet feature which lasts much longer. The triplet feature also takes longer to rise,
reaching its peak only after ∼100 ps. In contrast to the 1:0 sample which has no singlet
contributions after 1 ns, the 1:10 sample still shows some singlet presence at 3 ns. This
suggests not all singlets have undergone SF by this time, presumably because of the
larger TIPS-Pn separation, or the presence of singlet trap sites.

The NIR TA data presented here confirms the presence of SF in our TIPS-Pn/PMMA
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NPs, and as found from the visible TA data, SF occurs faster for NP samples with a
shorter average intermolecular TIPS-Pn separation.

4.3 Conclusions
In this chapter we presented time-resolved fluorescence and TA data for our TIPS-Pn/
PMMA NPs. The fluorescence lifetime is significantly shorter for NP samples with
a shorter average intermolecular TIPS-Pn separation, indicating a faster depletion of
the S1 population. A 1:100 TIPS-Pn:PMMA NP sample has been shown to undergo
negligible SF, and was thus used as a representative of a singlet TA spectrum in the
NP environment. The 1:0 sample, which undergoes SF rapidly and shows no singlet
contributions after ∼50 ps, was used to extract a triplet spectrum. These spectra were
then used to show that the NP samples displayed a concurrent rise of triplet ESA
features with the decay of singlets. These triplet features form within 10 ps, which is
too fast to be attributed to ISC in TIPS-Pn. Therefore, we could conclude that triplets
are formed by SF. This is further confirmed by TA data in the NIR region, which has
singlet and triplet features more clearly separated than in the visible region. Both from
the visible and NIR TA, a faster triplet formation was observed in NP samples with a
shorter average intermolecular TIPS-Pn separation.
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4.4 Appendices

4.4.1 Fluorescence Pump Power Dependence
For the 1:0 sample, no dependence on the pump power was observed (over 0.05–
2.00 mW). This indicates that negligible singlet-singlet annihilation is occurring for
these pump powers. For the 1:10 sample, a very slight dependence on pump power
can be observed. A pump power of 0.10 mW was chosen for subsequent time-resolved
fluorescence experiments to minimise singlet-singlet annihilation contributions to fluo-
rescence dynamics.
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Figure 4.10: Pump power dependence of the fluorescence for (a) 1:0 and (b) 1:10
TIPS-Pn:PMMA NPs.
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4.4.2 Visible Transient Absorption Pump Power Dependence
For the 1:0 sample, a slight dependence on pump power can be observed for the GSB
at 650 nm and ESA at 508 nm. The 1:10 sample however shows negligible dependence
on pump power (over 0.15–2.00 mW).

A pump power dependence (i.e. an increase in exciton decay with increasing exciton
concentration, or equivalently, an increasing pump power), suggests exciton-exciton an-
nihilation is present. The 1:0 sample has the shortest average intermolecular TIPS-Pn
separation, so this sample would be the most likely of all samples to show pump power
dependence due to exciton-exciton annihilation. As no pump power dependence is ev-
ident for the 1:0 sample at 0.50 mW, we choose this pump power for our visible TA
experiments to minimise exciton-exciton annihilation contributions to excited-state dy-
namics.
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Figure 4.11: Pump power dependence of (a) the GSB at 650 nm for the 1:0 NPs, (b) the
ESA at 508 nm for the 1:0 NPs, (c) the GSB at 650 nm for the 1:10 NPs, and (d) the ESA
at 508 nm for the 1:10 NPs.
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4.4.3 Visible Transient Absorption Wavelength Dependence
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Figure 4.12: Pump wavelength dependence of the ESA features (a) at 475 nm for the 1:0
NPs, (b) at 508 nm for the 1:0 NPs, (c) at 475 nm for the 1:10 NPs, and (d) at 508 nm for
the 1:10 NPs. Exciting the sample at 590 nm has the same effect as exciting at 650 nm.
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4.4.4 NIR Transient Absorption Pump Power Dependence
Neither the 1:0 nor 1:10 samples show pump power dependence at 1350 nm over 0.50–
2.50 mW. As this ESA is due to the singlets, this confirms that negligible singlet-singlet
annihilation occurs for these pump powers.

The 1:10 sample does not show pump power dependence at 990 nm (which is a
peak mostly due to triplet ESA). This result suggests that the average intermolecular
TIPS-Pn separation in these NPs is large enough for there to be negligible triplet-
triplet annihilation. The 1:0 sample however shows pump power dependence at 990 nm,
suggesting that the average intermolecular TIPS-Pn separation in these NPs is small
enough for triplet-triplet annihilation to exist at higher pump powers.

A pump power of 0.75 mW was chosen for subsequent NIR TA experiments to
minimise triplet-triplet annihilation contributions to excited-state dynamics.
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Figure 4.13: Pump power dependence of the TA (a) at 1350 nm for the 1:0 NPs, (b) at
1350 nm for the 1:0 NPs, (c) at 990 nm for the 1:10 NPs, and (d) at 990 nm for the 1:10 NPs.
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4.4.5 NIR Transient Absorption Wavelength Dependence
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Figure 4.14: Pump wavelength dependence for ∼10−4 M TIPS-Pn in THF of the TA (a)
at 1350 nm and (b) at 990 nm. Exciting the sample at 590 nm has the same effect as exciting
at 650 nm.
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CHAPTER 5
Time-resolved Polarisation Anisotropy of

TIPS-Pn/PMMA Nanoparticles

This chapter presents time-resolved fluorescence and transient absorption (TA) po-
larisation anisotropy measurements of the 6,13-bis(triisopropylsilylethynyl) pentacene
(TIPS-Pn)/poly(methyl methacrylate) (PMMA) nanoparticles (NPs) described in Chap-
ters 3 and 4. Time-resolved polarisation anisotropy has the potential to give insight
into exciton migration within the systems. We conclude from the results presented
here that the polarisation anisotropy decreases more rapidly with decreasing average
intermolecular TIPS-Pn separation.
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5.1 Time-resolved Fluorescence Anisotropy
Polarisation anisotropy is described in detail in Section 1.5. In short, time-resolved
polarisation anisotropy measures the correlation of the excitons with the polarisation
of the initial excitation over time.

The TIPS-Pn/PMMA NP samples were excited with polarised 590 nm light to
promote TIPS-Pn from the S0 to S1 state. As mentioned in Section 4.2.1, direct
excitation to the lowest vibrational level of the S1 state would be achieved with 650 nm.
However, to be able to analyse the TA kinetics and anisotropy at 650 nm (the ground-
state bleach (GSB)), 590 nm was chosen as the excitation wavelength. This results in
excitation to a higher vibrational level of the S1 state, but fast relaxation to the lowest
state occurs before fluorescence.

Detailed experimental methods are described in Section 2.3.5. Basically, the flu-
orescence intensity is detected parallel, I‖, and perpendicular, I⊥, to the excitation
polarisation. The correlation of the fluorescence emission at some time, t, after the
initial excitation is described by anisotropy, r(t), given by

r(t) = I‖(t)− I⊥(t)
I‖(t) + 2I⊥(t) . (5.1)

We note that the rotation of the excitation polarisation from vertical to horizontal
caused slight changes in power incident on the sample. This power difference was
measured and the perpendicular intensity scans were multiplied by 0.954 before the
fluorescence anisotropy was calculated using Equation 5.1.

Due to the photoselection phenomena in a sample with randomly oriented chro-
mophores (discussed in Section 1.5.2), the maximum anisotropy value is 0.4 and cor-
responds to a fully correlated emission. An anisotropy value of -0.2 corresponds to
an emission rotated by 90◦. When the anisotropy is zero, the emission has lost all
correlation with the initial excitation polarisation.

There are several factors that can result in loss of correlation with the initial ex-
citation polarisation, including rotational diffusion, exciton migration and selective
elimination of excitons, as explained in Section 1.5.4.

5.1.1 Trends in the Fluorescence Anisotropy
The experimental time-resolved fluorescence anisotropy of all samples is presented in
Figure 5.1. These data were fit to a sum of exponentials, I(t) = ∑

nAne
− t
τn , with

parameters given in Table 5.1. Appendix 5.6.1 shows the individual parallel and per-
pendicular scans for each sample. As fluorescence is a representation of the S1 state,
monitoring the fluorescence anisotropy over time gives insight into the depolarisation
of the singlet population.

We first focus on the dilute solution of ∼10−4 M TIPS-Pn in THF. As discussed
in Section 4.1.1, this sample does not undergo singlet fission (SF). Additionally, this
sample does not undergo a significant amount of singlet migration. Thus, the main loss
of polarisation occurs through rotation of TIPS-Pn molecules. The fluorescence aniso-
tropy of this solution sample can be fit to a single time constant of τ1 = (135± 5) ps,
and thus represents the rotation of TIPS-Pn molecules. This value agrees with the pre-
dicted value for the rotation of TIPS-Pn molecules in THF (refer to Appendix 5.6.3).
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Figure 5.1: Experimental time-resolved fluorescence anisotropy for all TIPS-Pn/PMMA
NPs and TIPS-Pn in tetrahydrofuran (THF). All data were fit to a sum of exponentials with
parameters given in Table 5.1. The dotted grey lines indicate a change from a linear to
logarithmic scale.
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Table 5.1: Fitting parameters for the fluorescence anisotropy data of TIPS-Pn/PMMA NPs
and TIPS-Pn in THF.a

Sample A1
b τ1 (ps) A2 τ3 (ps) A3 τ3 (ps)

1:0 0.80±0.09 1.5† - - 0.20±0.04 ∞ ‡

1:1 0.72±0.06 1.5† - - 0.28±0.03 ∞ ‡

1:3 0.56±0.06 1.5† - - 0.44±0.02 ∞ ‡

1:5 0.41±0.05 1.5† -0.09±0.03 20† 0.50±0.02 1500†
1:7 0.41±0.05 1.5† 0.02±0.04 20† 0.56±0.02 1500†
1:10 0.24±0.05 1.5† 0.28±0.03 20† 0.49±0.02 1500†
1:100 0.29±0.08 47±48 - - 0.71±0.07 4800±3900

solution 1.00±0.01 134±5 - - - -

a Unconstrained parameters are shown with a 90% confidence interval. b Normalised
amplitudes. † Fixed time constants. ‡ τ3 → ∞ indicates a constant offset in the
time-resolved curve.

The initial anisotropy value, also known as the fundamental anisotropy and de-
noted as r0, is slightly lower than the expected maximum value of 0.4 for randomly
oriented chromophores. There are several factors which can decrease the initial mea-
sured anisotropy. Firstly, any depolarisation occurring on a timescale faster than the
time resolution of the detectors can result in a lower r0. Furthermore, the measured
anisotropy requires polarisers to be precisely in the vertical/horizontal orientations.
Any misalignment would result in a decrease of the measured anisotropy. A slightly
lower initial anisotropy than expected does not affect the anisotropy decay dynamics,
which is what will be discussed in this chapter.

We have established that the main cause of anisotropy decay in the dilute TIPS-Pn
in THF sample is due to the rotation of TIPS-Pn. However, for our NP samples,
we assume TIPS-Pn molecules to be rigid in a NP. Thus, we expect rotation of the
TIPS-Pn molecules to occur only via rotation of the NPs themselves. Using an estimate
for the volume of the NP, we calculate an estimate for the rotational correlation time
of a NP (refer to Appendix 5.6.3). The rotation of a NP is significantly slower than
the timescale of our anisotropy measurement and so the rotation of TIPS-Pn molecules
can be assumed to have negligible affect on the anisotropy of the NP samples.

We now consider the 1:100 NP sample, which also does not undergo SF (refer to
Figure 5.1 and Table 5.1). The fluorescence anisotropy of this sample fits to a sum
of two exponentials. One time constant is on the order of ∼50 ps while the long time
constant is on the order of a few nanoseconds. We attribute these time constants
to singlet migration, with the short time constant representing the fast migration of
singlets due to a great selection of low energy chromophores to hop to at early times,
and the long time constant to slow singlet migration to/from trap sites at late times.

We now focus on the fluorescence anisotropy of the 1:0 to 1:10 samples (refer to Fig-
ure 5.1). As the fluorescence anisotropy is calculated from detecting the fluorescence
emission parallel and perpendicular to the exciton polarisation, when these emissions
tend towards zero, the fluorescence anisotropy is lost in noise. Consequently, the fluo-
rescence anisotropy is cut when the parallel scan reaches 10 % of its initial maximum
peak intensity. However, the fluorescence anisotropy is still fairly noisy. As such, in
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order to obtain a trend in the fluorescence anisotropy, the time constants were fixed to
a short time constant, τ1, intermediate time constant, τ2, and a long time constant, τ3.
The fluorescence anisotropy of the 1:0, 1:1 and 1:3 samples was found to fit a single
exponential (τ1 = 1.5 ps) with a constant offset. Hence, this value of τ1 was fixed for
the remaining samples. For the 1:5, 1:7 and 1:10 samples, the fluorescence anisotropy
is fairly constant between 5 and 100 ps. Therefore, these mass ratios required an ad-
ditional intermediate time constant of ∼20 ps, to fit the fluorescence anisotropy data.
Rather than a constant offset, the fluorescence anisotropy of these samples also showed
a slight decay at longer times. Therefore, a τ3 of 1500 ps was found to fit the 1:5, 1:7
and 1:10 samples. These results are summarised in Table 5.1. The amplitude of τ1
decreases with increasing proportion of PMMA, while that of τ3 increases.

Relative to the dilute TIPS-Pn in THF sample (and also the 1:100 NP sample),
the initial anisotropy is lower for the NP samples. This is particularly evident for the
NP samples with a low proportion of PMMA, corresponding to a shorter average inter-
molecular TIPS-Pn separation, and suggests that some migration happens extremely
fast at early times (on the same order of magnitude as the instrument response time).

Tayebjee et al. studied TIPS-Pn NPs with two different morphologies.55 Type I sam-
ples comprised of weakly coupled chromophores and were assigned to an amorphous
distribution of TIPS-Pn molecules. Type II samples were comprised of strongly cou-
pled chromophores and were assigned to a brickwork packing motif found in TIPS-Pn
crystals. They expected the fluorescence anisotropy to decay when singlets migrate
within amorphous regions or across grain boundaries and expected the anisotropy to
be sustained when excitons migrate within the brickwork crystal structure. Rapid
(<1 ps) initial fluorescence anisotropy decay in both NPs was observed and attributed
to the depolarisation due to migration of singlets through amorphous region or over
crystal grain boundaries in their NPs. The anisotropy decay was found to fit to two
time constants, one sub-picosecond and one long-lived component, consistent with our
neat 1:0 NP sample. Tayebjee et al. proposed that slow morphological evolution from
a poorly coupled to highly coupled chromophore system results in formation of exciton
traps.55 These trap sites were suggested to be responsible for the long-lived compo-
nent of the anisotropy. Similarly, we also attribute the long time constant to some
amount of exciton trapping, due to the possible existence of isolated chromophores in
our amorphous TIPS-Pn/PMMA NPs.

The amplitudes of the fits suggest faster depolarisation for shorter average inter-
molecular TIPS-Pn separations. Figure 5.2 displays this general trend. If singlet mi-
gration were to be the only cause of decay in the fluorescence anisotropy, these results
would be consistent with faster singlet migration for shorter average interchromophore
separations (refer to Equations 1.3 and 1.4 in Section 1.4.1). However, for the 1:5, 1:7
and 1:10 samples, the fluorescence anisotropy between 5 and 100 ps is fairly constant
(and for the 1:5 sample increases slightly). Therefore, it can be concluded that singlet
migration itself is insufficient to explain the fluorescence anisotropy data. Although
rotational diffusion of the TIPS-Pn molecules has negligible effect on the fluorescence
anisotropy decay, we have yet to consider the effect SF has on the fluorescence aniso-
tropy.

To get a valid representative of the depolarisation of the singlet population, each
singlet must fluoresce so it can be measured in the fluorescence anisotropy. Non-
radiative decay, intersystem crossing (ISC) and SF are processes in which singlets are
eliminated, and could therefore affect the anisotropy. We first note that ISC in TIPS-Pn
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Figure 5.2: Experimental (left) and fitted (right) time-resolved fluorescence anisotropy
for the TIPS-Pn/PMMA NPs. The dotted grey lines indicate a change from a linear to
logarithmic scale.

occurs on a much longer timescale than our anisotropy experiments52 and therefore ISC
is expected to have minimal effect on the anisotropy decay kinetics presented in this
thesis.

Now consider singlets being eliminated and this elimination being random (i.e. no
preference of eliminating more/less correlated singlets). Then the I‖ and I⊥ signals
would, on average, decrease by the same amount. The total intensity IT = I‖ + 2I⊥
therefore also decreases, but the overall measured fluorescence anisotropy remains con-
stant. Singlets decaying non-radiatively to the ground state results in random elimina-
tion of singlets and thus do not change the overall measured fluorescence anisotropy.

However, if there is a preference of eliminating singlets that are more (or less) cor-
related with the initial exciton polarisation, then this leaves a population of singlets
with less (or more) correlation. This acts to decrease (or increase) the overall aniso-
tropy. As SF eliminates singlets, we must consider if this elimination occurs randomly
or selectively.

Let us first consider SF in a hypothetical system where chromophores are excited
to their singlet state and can undergo SF to form two triplets, but cannot hop to
another chromophore. Each singlet has the same probability of being excited to a SF
site and thus the probability of SF is equal for any dipole moment orientated singlet.
As such, SF eliminates singlets with a random polarisation. Therefore, if SF were to
occur without any migration, SF would not influence the overall measured anisotropy.

We now consider diffusion-limited SF. This is the process in which a singlet first has
to migrate to a specific site where it can undergo SF, termed “SF site”. Every chrom-
ophore is equally likely to be part of a SF site. Therefore, given a specific time period,
if a singlet has sampled more chromophores (achieved through faster migration), it
has a higher probability of reaching a SF site. SF would thereby eliminate singlets
which have undergone faster migration, giving a bias towards detecting the remaining
singlets which have undergone slower migration. Furthermore, faster migration re-
sults in faster loss of correlation with the initial excitation polarisation. Consequently,
diffusion-limited SF would selectively eliminate less correlated singlets, leaving behind
a population of singlets with a higher correlation to the initial excitation polarisation
and could act to increase the anisotropy.

We emphasise that the increase in anisotropy does not equate to a constant singlet
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population becoming more correlated to the initial excitation polarisation. Instead, it
is because the singlet population (i.e. IT) is decreasing. This means I‖ and I⊥ are both
still decreasing. However, the rate of decrease of I⊥ is faster than the rate of decrease
of I‖ because the less correlated singlets are being eliminated by diffusion-limited SF.
Therefore I‖ − I⊥ increases, resulting in an increase in the overall anisotropy.

We propose that SF acts to effectively increase the fluorescence anisotropy, espe-
cially at intermediate times, between 5 and 100 ps (refer to Figure 5.1). Although
this could also be interpreted as singlet migration having stopped at these times, it
is more likely that the fluorescence anisotropy decay due to singlet migration is offset
by the effective increase in anisotropy due to SF. Hence, we refrain from assigning the
fluorescence emission depolarisation purely to singlet migration. We only note in this
chapter that the general trend in the fluorescence anisotropy is faster depolarisation
for shorter average intermolecular TIPS-Pn separations. The different contributions
(singlet migration and SF) affecting the fluorescence anisotropy need to be separated
and this will be the subject of the next chapter.

5.2 Visible Transient Absorption Anisotropy
Time-dependent TA anisotropy is defined as

r(t, λ) = ∆A‖(t, λ)−∆A⊥(t, λ)
∆A‖(t, λ) + 2∆A⊥(t, λ) , (5.2)

where ∆A‖(t, λ) and ∆A⊥(t, λ) are the change in absorbances measured when the probe
and pump are polarised parallel and perpendicular to each other, respectively.104,106–108

We note that the rotation of the excitation polarisation from vertical to horizontal
caused slight changes in power incident on the sample. This power difference was
measured and the perpendicular intensity scans were multiplied by 0.975 before the
TA anisotropy was calculated using Equation 5.2.

Time-resolved fluorescence anisotropy gives a measure of depolarisation of singlets
by monitoring the fluorescence emission at one specific wavelength. However, TA
anisotropy monitors the polarisation of the change in absorbance (∆A) for a range of
wavelengths, λ, over time. The absorption spectra of excited-state species are distinct,
and if ∆A at a specific λ can be assigned to just one excited-state species, then the
TA anisotropy at that λ is a representation of the depolarisation of that species. As
such, the TA anisotropy offers the opportunity to monitor the migration of different
excited-state species (e.g. triplets).

However, in reality and in the case of our TIPS-Pn/PMMA NPs, ∆A at most
wavelengths has contributions from the GSB, stimulated emission (SE) and excited-
state absorption (ESA), and there is typically a lack of correspondence between λ and
any one excited-state species. The TA anisotropy at a given wavelength, λ, can be
described as a sum of the different contributions,

r(t) = fGSB(t)rGSB(t) + fSE(t)rSE(t) + fESA(t)rESA(t), (5.3)

where rGSB, rSE and rESA are the weighted average anisotropy of the GSB, SE and ESA
components in the TA signal, respectively, and fGSB, fSE and fESA are the fraction of
the GSB, SE and ESA contributions to the TA signal at a certain λ, respectively.120,121
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The TA anisotropy becomes more complicated to analyse if time-dependent spec-
tral shifts of absorption/emission bands are involved. These can arise from vibronic
relaxation and/or intra- and intermolecular reorganisation processes (e.g. solvation).
For example, Min et al. noticed that a red-shift in the excited state SE spectrum de-
creases the contribution of the excited state SE component in the overall TA signal
and thus a rise in the anisotropy was observed.120

In the case of our TIPS-Pn/PMMA NPs, only an insignificant amount of spectral
shift was observed. Additionally, the TA anisotropy kinetics presented at a single
wavelength were almost identical to those when averaged over a wavelength range (5 nm
either side of the reported wavelength), confirming negligible effect of any spectral shifts
that may be present.

The TIPS-Pn/PMMA NP samples were excited with polarised 590 nm light to
promote TIPS-Pn from the S0 to S1 state, as mentioned in Section 5.1. ∆A from
the TIPS-Pn/PMMA NPs was detected parallel and perpendicular to the excitation
polarisation, as explained in Section 2.3.5. The TA anisotropy was then calculated as
a function of time, t, and wavelength, λ. The anisotropy ranges from -0.2 to 0.4 as
explained previously. The factors causing depolarisation include those discussed for
fluorescence anisotropy.

We now present the anisotropy data of the TIPS-Pn/PMMA NP samples at two
different wavelengths, 650 nm and 508 nm. We note that at ∼710 nm there is a large
contribution from SE and therefore this would be an interesting region to explore the
SE anisotropy decay. However, the signal strength at this wavelength was too weak to
obtain meaningful anisotropy results.

Again, we note that ISC in TIPS-Pn occurs on a much longer timescale than our
anisotropy experiments52 and therefore ISC is expected to have minimal effect on the
anisotropy decay kinetics presented in this thesis.

5.2.1 Trends in the Transient Absorption Anisotropy at 650 nm
The TA anisotropy of the TIPS-Pn/PMMA NP samples at 650 nm is presented in
Figure 5.3. At 650 nm ∆A has contributions from GSB, SE and ESA. The exper-
imental data are fit to a sum of exponentials, with parameters given in Table 5.2.
Appendix 5.6.2 shows the individual parallel and perpendicular scans for each sample.

We first focus on the TIPS-Pn in THF sample. As discussed earlier, this sam-
ple neither undergoes SF nor a significant amount of singlet migration. Accordingly,
only singlets should be present and the depolarisation should be only due to the ro-
tation of TIPS-Pn molecules in solution. The TA anisotropy of the this sample at
650 nm can be fit to a single exponential of (118± 2) ps, consistent with the fluores-
cence anisotropy. Our results are also consistent with those of Pensack et al., who
measured an anisotropy decay time constant of ∼150 ps for the GSB feature of 6,13-
bis(triisobutylsilylethynyl) pentacene (TIBS-Pn) in THF, with observations consistent
with re-orientational dynamics of chromophores in a dilute solution.54 As was the case
for the fluorescence anisotropy, the initial anisotropy value is below the maximum of
0.4 for reasons discussed previously.

We now focus on the 1:100 NP sample, in which SF is largely absent. The TA
anisotropy of this sample fits to a sum of two exponentials. The short time constant is
on the order of ∼60 ps while the long time constant is on the order of a few nanoseconds.
This result is consistent with what was observed from the fluorescence anisotropy, where
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Figure 5.3: Experimental TA anisotropy at 650 nm for all TIPS-Pn/PMMA NPs and
TIPS-Pn in THF. All data were fit to a sum of exponentials with parameters given in Ta-
ble 5.2. The dotted grey lines indicate a change from a linear to logarithmic scale.
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Table 5.2: Fitting parameters for the TA anisotropy data at 650 nm of TIPS-Pn/PMMA
NPs and TIPS-Pn in THF.a

Sample A1
b τ1 (ps) A2 τ2 (ps) A3 τ3 (ps)

1:0 0.78±0.02 1.1±0.07 - - 0.220±0.004 2700±200
1:1 0.69±0.03 0.93±0.08 0.14±0.03 11±3 0.165±0.005 3500±300
1:3 0.64±0.03 1.3±0.1 0.20±0.03 12±3 0.163±0.005 4600±500
1:5 0.65±0.02 1.7±0.1 0.15±0.02 38±13 0.198±0.008 7200±1500
1:7 0.62±0.02 1.9±0.1 0.18±0.02 41±10 0.206±0.008 4800±600
1:10 0.53±0.01 2.7±0.2 0.25±0.01 69±9 0.219±0.008 6500±1000
1:100 0.31±0.02 63±12 - - 0.69±0.02 5400±500

solution 1.000±0.004 118±2 - - - -

a Unconstrained parameters are shown with a 90% confidence interval. b Normalised
amplitudes.

we attributed the time constants to singlet migration.
The anisotropy decay of the 1:0 sample can be fit to two exponentials, while those of

the 1:1 to 1:10 samples were fit to three time components. These results are summarised
in Table 5.2. The short time constant, τ1, is ∼1 ps and it increases as the proportion of
PMMA is increased, while the corresponding amplitude decreases. The intermediate
time constant, τ2, also increases slightly as the proportion of PMMA is increased. The
results show that the TA anisotropy at 650 nm decays faster for NP samples with a
shorter average intermolecular TIPS-Pn separation, as highlighted in Figure 5.4. The

0 101 102 103

Time (ps)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

An
iso

tro
py

 a
t 6

50
 n

m

TIPS-Pn:PMMA ratio
1:0
1:1
1:3
1:5
1:7
1:10

0 101 102 103

Time (ps)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

An
iso

tro
py

 a
t 6

50
 n

m

TIPS-Pn:PMMA ratio
1:0
1:1
1:3
1:5
1:7
1:10

Figure 5.4: Experimental (left) and fitted (right) TA anisotropy at 650 nm for
TIPS-Pn/PMMA NPs. The dotted grey lines indicate a change from a linear to logarithmic
scale.

long time constant, τ3, is on the order of nanoseconds. Because this time constant is
significantly longer than the timescale of these experiments, no concrete conclusions
can be made. It is possible that this time constant represents slow singlet or triplet
migration.

Pensack et al. measured the TA anisotropy decay of the GSB feature of TIPS-Pn
NPs and other NPs of pentacene derivatives. The GSB anisotropy decay of their
TIPS-Pn NPs seeming to be consistent with our neat 1:0 NP sample. The aim of their
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anisotropy measurements was purely to differentiate between the morphology of their
NPs. NPs displaying a rapid anisotropy decay were explained to have little long-range
order. NPs with a slower anisotropy decay, however, have extensive long-range solid-
state order, as energy migration in an ordered system is expected to involve transition
dipole moments that are aligned.54

Although significant evidence suggests our NPs to be amorphous, we cannot con-
clude that the TIPS-Pn molecules are evenly dispersed within our NPs. The idea
that NPs consist of amorphous clusters of TIPS-Pn, was mentioned in Section 3.2. As
singlet migration occurs through a Förster resonance energy transfer (FRET) mecha-
nism, the singlet migration rate depends on the distance between chromophores (refer
to Equations 1.3 and 1.4 in Section 1.4.1). As clustering results in a larger propor-
tion of neighbours with a shorter distance from the initially excited chromophore, an
increased singlet migration rate, and thus a faster initial anisotropy decay, would be
expected compared to a random distribution of TIPS-Pn molecules. To test whether
TIPS-Pn molecules are clustered in our NPs, the fluorescence anisotropy dynamics of
random and clustered distributions need to be compared. This will be the subject of
Chapter 6.

5.2.2 Trends in the Transient Absorption Anisotropy at 508 nm
The TA anisotropy of the TIPS-Pn/PMMA NP samples at 508 nm is presented in
Figure 5.5. These data were also fit to a sum of exponentials, with parameters given
in Table 5.3. At 508 nm ∆A is mainly due to ESA, namely from singlet and triplet
absorptions.

Table 5.3: Fitting parameters for the TA anisotropy data at 508 nm of TIPS-Pn/PMMA
NPs and TIPS-Pn in THF.a

Sample A1
b τ1 (ps) A2 τ2 (ps)

1:0 -1.00±0.09 0.51±0.08 - -
1:1 -1.00±0.05 0.94±0.09 - -
1:3 -0.90±0.05 1.6±0.2 -0.10±0.05 31±28
1:5 -0.8±0.1 1.0±0.2 -0.2±0.1 6±3
1:7 -0.77±0.05 1.4±0.3 -0.23±0.05 49±28
1:10 -0.72±0.02 1.7±0.1 -0.28±0.01 74±8
1:100 -0.33±0.04 5±2 -0.67±0.02 2900±200

solution -1.000±0.005 143±3 - -

a Unconstrained parameters are shown with a 90% confidence interval. b Normalised
amplitudes.

First, we note the TA anisotropy at 508 nm has a negative amplitude. The negative
anisotropy is due to ∆A at 508 nm consisting of excited-state contributions from both
singlet and triplet excitons (refer to Section 4.2.1). The transition dipole moments
of the singlet and triplet ESA (S1→ Sn and T1→ Tn) are both perpendicular to the
S0→S1 transition,33,38,61 as illustrated in Figure 5.6. This means that singlet and triplet
ESA result in a 90◦ rotation in the detected polarisation relative to the initial excitation
polarisation. Therefore, the initial anisotropy value would be -0.2 (refer to Section 5.1),
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Figure 5.5: Experimental TA anisotropy at 508 nm for all TIPS-Pn/PMMA NPs and
TIPS-Pn in THF. All data were fit to a sum of exponentials with parameters given in Ta-
ble 5.3. The dotted grey lines indicate a change from a linear to logarithmic scale.
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S0 S1
S0 Sn
S1 Sn
T1 Tn

Figure 5.6: The various transition dipole moment directions of TIPS-Pn.33,38,61

if there was no loss in polarisation during the initial excitation and the detection of
the TA anisotropy at this wavelength. However, the direction of the transition dipole
moment of the ESA may change due to vibronic coupling to higher states that changes
as vibrational and spin relaxation occurs.121 This would then result in excited-state
transition dipole moments not being exactly perpendicular to the S0→S1 transition,
and thus result in a lower (in magnitude) initial anisotropy than expected. However,
as stated previously, this should not affect the anisotropy decay dynamics.

The negative TA anisotropy observed in our NPs at 508 nm is consistent with a
previous study on pentacene. McDonough et al. performed the first TA measurements
on pentacene,47 observing a negative anisotropy at 507 nm and 545 nm. McDonough
et al. argued that a negative anisotropy is consistent with pumping the S0→S1 state and
probing the triplet T1→T3 transition, as these dipole moments are perpendicular.47
They therefore use these anisotropy results to assign the 507 nm and 545 nm absorptions
to the triplet transition. However, since the S1→Sn transition is also perpendicular to
the S0→S1 transition,33,38,61 a negative anisotropy alone is not a valid basis on which
to assign a transition to be purely due to triplets. Furthermore, the poor quality
anisotropy data did not allow for any other analysis apart from the magnitude of the
anisotropy.47

We now comment on the trends of the TA anisotropy at 508 nm. The 1:0 and 1:1
samples can be fit with a single exponential, while the rest are fit with two exponentials.
These results are summarised in Table 5.3. The short time constant, τ1, is ∼1 ps and it
increases as the proportion of PMMA is increased, while the corresponding amplitude
decreases. Correspondingly, the amplitude of the longer time constant, τ2, increases.
The results show that the TA anisotropy at 508 nm decays faster for NP samples with
a shorter average intermolecular TIPS-Pn separation, as highlighted in Figure 5.7.

Unlike the fluorescence anisotropy and the TA anisotropy at 650 nm, the TA an-
isotropy at 508 nm decays to zero within the timescale of the experiment. This is
due to the lower initial anisotropy amplitude at 508 nm, corresponding to an already
slightly depolarised system, and so the time taken to reach an anisotropy value of zero
( corresponding to a completely depolarised system) is faster. An anisotropy value of
zero means ∆A has lost all correlation with the initial excitation polarisation. Conse-
quently, no long time component exists, and any further depolarisation (e.g. from slow
singlet or triplet migration) would not be observed at this wavelength.

The τ1 value is slightly lower than that at 650 nm for a given NP sample. It is
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Figure 5.7: Experimental (left) and fitted (right) TA anisotropy at 508 nm for
TIPS-Pn/PMMA NPs. The dotted grey lines indicate a change from a linear to logarithmic
scale.

evident that the ∆A depolarisation rate is different at these two wavelengths (650 nm
versus 508 nm). This is due to different components affecting these wavelengths, each
causing a different contribution to the depolarisation. In an attempt to obtain TA
anisotropy decays associated with a single species only, we turn towards measurements
in the near-infrared (NIR) region, where the singlet and triplet features are more clearly
separated.

5.3 NIR Transient Absorption Anisotropy

The overlapping contributions from the GSB, SE and ESA in the visible spectral region
have been discussed. In the NIR region there are no influences from the GSB or SE.
Therefore, analysis of the spectrum is relatively straightforward. From the magic-angle
TA data presented in Section 4.2.2, we assigned the wavelength at 1350 nm to singlet
absorption, and the wavelength at 990 nm to have mainly a triplet (but also some
singlet) contribution. Obtaining NIR TA anisotropy data may therefore make analysis
of exciton migration straightforward as the TA anisotropy at 1350 nm and 990 nm is a
representation of the singlet and triplet depolarisation, respectively.

Figure 5.8 displays the anisotropy decay of the fluorescence (at 655 nm) and TA
(at 990 nm and 1350 nm) for ∼10−4 M TIPS-Pn in THF. All data were fit to a single
exponential, with parameters given in Table 5.4. The same information is displayed
for the 1:10 sample in Figure 5.9 and Table 5.5, where the data are fit to a sum of
two exponentials. The short time constant, τ1, for the TA anisotropy at 1350 nm fits
well when fixed to τ1 of the fluorescence anisotropy data. The time constants and
amplitudes of the fluorescence anisotropy and TA anisotropy at 1350 nm, are the same,
within error, for each sample. This suggests that there are no major contributions from
other species at 1350 nm, confirming that ∆A at 1350 nm is mainly due to singlets.

As mentioned previously, the ∆A at 990 nm is mostly due to triplets, but a small
proportion of singlets also contribute to this wavelength. The TA anisotropy of the
TIPS-Pn in THF sample at 990 nm showed similar kinetics to that at 1350 nm. As this
sample does not undergo SF, the 990 nm TA anisotropy decay is also a representation
of singlet depolarisation. However, the TA anisotropy at 990 nm is significantly lower
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in quality than that at 1350 nm due to a lower ∆A signal amplitude. For the 1:10
sample, an attempt to analyse the TA anisotropy kinetics at 990 nm was made in order
to obtain the anisotropy decay due to triplets. However, nearly all correlation is lost
at this wavelength at early times, and so triplet migration cannot be analysed using
this signal.

The loss of polarisation anisotropy at 990 nm can be explained as follows. Fast
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Figure 5.8: Experimental and fitted (a) fluorescence anisotropy, (b) TA anisotropy at
1350 nm and (c) TA anisotropy at 990 nm, for ∼10−4 M TIPS-Pn in THF. The dotted grey
lines indicate a change from a linear to logarithmic scale.

Table 5.4: Fitting parameters for the fluorescence anisotropy and TA anisotropy data at
1350 nm of ∼10−4 M TIPS-Pn in THF.a

Sample A1
b τ1

Solution (Fluorescence) 1.000±0.008 118±4
Solution (TA at 1350 nm) -1.00±0.01 150±7
Solution (TA at 990 nm) -1.00±0.05 140±32

a Unconstrained parameters are shown with a 90% confidence interval. b Normalised
amplitudes.
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singlet migration to SF sites results in depolarisation, and then SF results in two
triplets. Only one of these triplets (the one previously in the S1 state) may possibly
still display a slight correlation to the initial excitation, while the other (previously a
ground-state molecule), would show no correlation assuming SF has no orientational
dependence. The combination of triplets resulting from already depolarised singlets and
one of the formed triplets showing no correlation, results in a close to zero anisotropy
at early times.
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Figure 5.9: Experimental and fitted (a) fluorescence anisotropy and (b) TA anisotropy at
1350 nm, for the 1:10 TIPS-Pn:PMMA NPs. The dotted grey lines indicate a change from a
linear to logarithmic scale.

Table 5.5: Fitting parameters for the fluorescence anisotropy and TA anisotropy data at
1350 nm of 1:10 TIPS-Pn:PMMA NPs.a

Sample A1
b τ1 (ps) A2 τ2

‡ (ps)
1:10 (Fluorescence) 0.62±0.05 3.1±0.5 0.39±0.01 ∞
1:10 (TA at 1350 nm) -0.6±0.2 3.1† -0.36±05 ∞

a Unconstrained parameters are shown with a 90% confidence interval. b Normalised
amplitudes. † Fixed time constant. ‡ τ2 → ∞ indicates a constant offset in the time-
resolved curve.
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5.4 Motivation for the Monte Carlo Simulation
The fluorescence and TA anisotropy both decay faster for NP samples with a shorter
average intermolecular TIPS-Pn separation. The fluorescence anisotropy is a represen-
tation of the S1 state and the anisotropy decay can result from rotational diffusion (by
rotation of the NPs) and singlet migration. It has already been established that the
rotational diffusion of the NPs has a minor effect on the decay of the fluorescence aniso-
tropy. However, we hinted at the presence of a process that slows down (or effectively
increases) the fluorescence anisotropy decay at intermediate times. We hypothesised
that this may be due to selective elimination of singlets due to diffusion-limited SF.
Therefore, these two processes (singlet migration and diffusion-limited SF) need to be
separated.

To investigate migration of other species (e.g. triplets), we turned to TA anisotropy.
The advantage of TA anisotropy is that the change in polarisation of ∆A is obtained
for a range of wavelengths, λ. If a certain wavelength corresponds to the ESA of only
one species, then TA anisotropy offers the opportunity to monitor the migration of
that species. This is, however, not the case as the TA anisotropy decay at a certain
wavelength has influences from the GSB, SE and ESA which need to be separated
before analysis (refer to Equation 5.3). Even at 508 nm, which has minor contributions
from the GSB or SE, the ESA is due to both singlets and triplets. In addition, although
there is no strong evidence of SF affecting the TA anisotropy, we cannot be certain
unless the effect of SF is separated from all other components contributing to the
anisotropy.

For these reasons, it is necessary to provide a means in which to separate the
different components contributing to the anisotropy decay, in order to obtain useful
information on exciton migration and SF in these NPs. Therefore, a Monte Carlo
(MC) simulation was developed to model the excitation, singlet migration and SF of
TIPS-Pn in the different NP environments. The results of this MC simulation will be
presented in the following chapter.

5.5 Conclusions
In this chapter, we presented time-resolved fluorescence and TA anisotropy of our
TIPS-Pn/PMMA NPs. It has been established that the fluorescence anisotropy de-
cays faster for NP samples with a shorter average intermolecular TIPS-Pn separation.
We also hypothesise that SF may be affecting the fluorescence anisotropy, due to an
effective halt in anisotropy decay between 5 and 100 ps. The TA anisotropy (at both
at 650 nm and 508 nm) decays faster for the NP samples with a shorter average inter-
molecular TIPS-Pn separation. The TA anisotropy at 1350 nm decay kinetics reflect
those of the fluorescence anisotropy, confirming that ∆A is mostly due to singlet ESA
at 1350 nm. The TA anisotropy at 990 nm, a wavelength corresponding to mostly
triplet ESA, cannot be analysed for the TIPS-Pn/PMMA NP samples, as the initial
anisotropy at this wavelength is almost zero. To analyse exciton migration, the differ-
ent components contributing to the anisotropy decay need to be separated. This work
will be discussed in the next chapter.
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5.6 Appendices

5.6.1 Parallel and Perpendicular Fluorescence Traces
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Figure 5.10: Fluorescence emission detected parallel and perpendicular to the excitation
polarisation, and the corresponding anisotropy for the 1:0 to 1:5 TIPS-Pn:PMMA NPs.
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Figure 5.11: Fluorescence emission detected parallel and perpendicular to the excitation
polarisation, and the corresponding anisotropy for the 1:7 to 1:100 TIPS-Pn:PMMA NPs as
well as ∼10−4 M TIPS-Pn in THF.
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5.6.2 Parallel and Perpendicular Transient Absorption Traces
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Figure 5.12: ∆A detected parallel and perpendicular to the excitation polarisation for the
1:0 to 1:5 TIPS-Pn:PMMA NPs.
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Figure 5.13: ∆A detected parallel and perpendicular to the excitation polarisation for the
1:7 to 1:100 TIPS-Pn:PMMA NPs as well as ∼10−4 M TIPS-Pn in THF.
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5.6.3 Estimation of Rotational Correlation Time
The rotational correlation time, θ, of a sphere is the average time for it to rotate one
radian, and is given by91

θ = ηV

RT
=
η(4

3πr
3)

RT
, (5.4)

where η is the viscosity, T is temperature, R is the gas constant, V is the volume of
the rotating unit and r is the radius of the rotating unit.

TIPS-Pn molecules
TIPS-Pn molecules can be considered to be around 1.2 nm long (refer to Figure 2.5 in
Section 2.4.1.3). Using the viscosity of THF, 4.8× 10−4 Pa s, we estimate the rotational
correlation time of TIPS-Pn molecules to be

θ =
4.8× 10−4 Pa s (4

3π(0.6× 10−9 m)3)
8.314 m3 Pa K−1 mol−1 × 294 K × 6.022× 1023 mol−1

≈ 108 ps

Nanoparticles
The NPs have been found to have a diameter of ∼40 nm.115 Using the viscosity of
water, 8.90× 10−4 Pa s, we estimate the rotational correlation time of our NPs to be

θ =
8.90× 10−4 Pa s (4

3π(20× 10−9 m)3)
8.314 m3 Pa K−1 mol−1 × 294 K × 6.022× 1023 mol−1

≈ 7 µs

This is significantly larger than the 3 nanosecond time window of the anisotropy
measurements, so the rotation of TIPS-Pn molecules can be assumed to have negligible
effect on the anisotropy of the NP samples.
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CHAPTER 6
Monte Carlo Simulation of TIPS-Pn/PMMA

Nanoparticles

In this chapter we present results from the Monte Carlo (MC) simulation of our 6,13-
bis(triisopropylsilylethynyl) pentacene (TIPS-Pn)/poly(methyl methacrylate) (PMMA)
nanoparticle (NP) systems. Simulated steady-state absorption and emission spectra
are presented. The mean squared displacement (MSD) plots give insight into how far
a singlet diffuses within the NP systems. Simulated time-resolved fluorescence and
anisotropy traces were obtained by modifying the amount of singlet fission (SF) sites
and SF rate. With the SF model used in our MC simulation, the experimental fluores-
cence and anisotropy data could only be reproduced by assuming a degree of clustering
of TIPS-Pn within the NP systems. The MC simulation allows for separation of the
effects of singlet migration and SF on the time-resolved fluorescence anisotropy.
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6.1 Monte Carlo Simulation Structure
The MC simulation was based on a previous simulation by Tapping et al. 105 and mod-
ified by Jessica M. de la Perrelle to simulate our TIPS-Pn/PMMA NP systems. The
MC simulation will be briefly described here. Full details can be found in Section 2.4.

The positions and transition dipole moments of the TIPS-Pn molecules were ex-
tracted from various timesteps of a simple molecular dynamics (MD) simulation to
obtain a random and clustered distribution of chromophores (refer to Section 2.4.1).
For each NP sample, the number of TIPS-Pn molecules in the cubic box of length 20 nm
was determined by the TIPS-Pn:PMMAmass ratio. The energies of the TIPS-Pn mole-
cules were generated from a normal distribution with a mean E0 and standard deviation
Eα.

The MC simulation then works as follows:

1. A randomly chosen TIPS-Pn molecule is excited to its singlet state.

2. The singlet can then hop to a neighbouring TIPS-Pn, undergo SF or decay to
the ground state. The process chosen is the one with the smallest ∆t = − ln(x)

k
,

where k are the rate constants of singlet hopping, SF or decay, and x is a random
variate over [0,1] chosen for each k.

3. If a hop is chosen, the total time is incremented by that ∆t. The acceptor of
migration is excited and step 2) is repeated for the new TIPS-Pn molecule.

4. If singlet decay or SF is chosen, energy and time histograms are populated and
a new TIPS-Pn molecule is excited. Steps 1) – 4) are repeated from 1× 105

excitations.

Once simulation trajectories are run, simulated results can be compared to exper-
imental data, as highlighted in Section 2.4.5. Basically, by selection of a wavelength
from the two-dimensional (2D) simulated fluorescence and anisotropy histograms, flu-
orescence and anisotropy kinetics can be generated to compare to the experimental
data.

The singlet decay rate constant, kd, is taken to be 1
12ns−1 from the intrinsic lifetime

of singlets.57 Singlet migration occurs through a Förster resonance energy transfer
(FRET) process in our MC simulation. The singlet migration rate constant, kDA, is
given in Section 1.4. The rate of singlet migration depends on the distance between
the donor and acceptor molecules, the alignment of their transition dipoles, and their
spectral overlap.

A simple model for SF is employed in our MC simulation, as the microscopic details
of SF are not yet fully understood.112 We assume SF occurs with a rate kSF if a singlet
molecule has a ground-state molecule within a distance of rSF. Mathematically, we
describe the rate of SF by

kD,ASF = kSFΘ(rSF − rD,A), (6.1)

where D and A denote the “donor” singlet molecule and “acceptor” ground-state mo-
lecule, respectively, rD,A is the distance between those two molecules and Θ is the
Heaviside step function. The “SF radius”, rSF, is defined as the maximum distance
between a donor and acceptor in order for SF to occur. In this model, kD,ASF = kSF if
rD,A ≤ rSF and kD,ASF = 0 if rD,A > rSF.
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The SF rate constant, kSF, and the SF radius, rSF, are input parameters of the
MC simulation. To find the best fit to the experimental fluorescence and anisotropy
data, the MC simulation was run for numerous values of rSF and kSF for systems with
randomly distributed as well as various degrees of clustered TIPS-Pn molecules.

6.2 Simulated Steady-state Absorption and Emis-
sion Spectra

The singlet migration rate depends on the spectral overlap between the donor and
acceptor, calculated by integrating over the product of the emission spectrum of the
donor and absorption spectrum of the acceptor.

The steady-state absorption and emission spectra of the TIPS-Pn molecules are
simulated by a Franck-Condon progression as described in Section 2.4.3. The simu-
lated steady-state absorption spectrum is generated by summing over the absorption
spectra of all TIPS-Pn molecules. The simulated steady-state fluorescence spectrum is
generated by summing over only those that decay during the MC simulation.

Figure 6.1 shows the simulated and experimental steady-state absorption and flu-
orescence spectra of the 1:10 TIPS-Pn:PMMA NPs. The characteristic 0–0 and 0–1
transitions, along with the distinct vibrational features, are well represented by the
MC simulation. The Stokes shift is replicated since a higher proportion of lower energy
chromophores fluoresce.
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Figure 6.1: Experimental and simulated steady-state absorption and fluorescence emission
for the 1:10 TIPS-Pn:PMMA NPs. Section 2.4.3 contains a detailed description of the method
employed to obtain the simulated data.
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6.3 Effect of rSF and kSF

We will now discuss the effect that changing the input parameters, rSF and kSF, has
on our simulated fluorescence and anisotropy decay.

6.3.1 Fluorescence
Increasing the SF radius, rSF, was found to increase the rate of the simulated fluo-
rescence decay. This can be explained by an increased rSF effectively increasing the
number of SF sites. A larger number of SF sites would result in a singlet having to hop
fewer times to reach a SF and be able to undergo SF. Hence, the overall ensemble rate
of SF would increase. This would result in more singlets undergoing SF, rather than
singlet decay, so fluorescence is quenched faster and the rate of fluorescence emission
decay is increased.

Increasing the rate of SF, kSF, was also found to increase the rate of fluorescence
decay. This is explained in a similar way, as an increased rate effectively increases the
amount of SF relative to singlet decay, and so fluorescence is again quenched faster.

Although increasing rSF and kSF increase the rate of fluorescence decay, they have
slightly different effects on the fluorescence decay shape. It must therefore be noted
that there exists only one unique set of rSF and kSF that results in the simulated data
matching the experimental data of a specific NP sample.

6.3.2 Fluorescence Anisotropy
Increasing rSF effectively increases the amount of SF sites and thus increases the overall
SF rate. Increasing kSF also increases the overall rate of SF. Consequently, increasing
either rSF or kSF results in a greater competition between SF and singlet migration.
Increasing either rSF or kSF does not significantly affect the fluorescence anisotropy at
early times, suggesting that singlet migration is dominant at these times. At interme-
diate times (3 to ∼50 ps), increasing rSF or kSF slows down the fluorescence anisotropy
decay, suggesting that SF is significantly competing with singlet migration. As SF be-
comes more dominant, the fluorescence anisotropy changes from decreasing to slightly
increasing over this timescale. At later times, the fluorescence anisotropy decay rate is
not significantly affected by rSF or kSF, suggesting negligible SF occurs due to possible
singlet trap sites, and slow migration dominates the fluorescence anisotropy decay.

6.4 Simulated Fluorescence and Anisotropy Assum-
ing a Random Distribution of TIPS-Pn within
the NPs

We first consider TIPS-Pn molecules within the NPs to be randomly distributed. The
coordinates and transition dipole moments were extracted from the MD simulation
just after energy minimisation to ensure no TIPS-Pn molecules are overlapping (refer
to Section 2.4.1.3).

The MC simulation was run for the different NP systems with a variety of reasonable
rSF values (ranging from 0.9 to 1.4 nm) and various kSF values which could possibly
reproduce the experimental fluorescence (ranging from 5× 1010 to 5× 1011 s−1).57 The
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MC simulation was run for 1× 105 excitations, and the experimental and simulated
fluorescence data scaled to 1 to compare the fluorescence decay.

The MC simulation show agreement with the fluorescence decay of the 1:0 sample
with rSF = 1.1 nm and kSF = 1× 1011 s−1, but none of the data of the other NP systems
could be fit with these same values of rSF and kSF. This phenomenon is highlighted in
Figure 6.2. The shape of the experimental fluorescence decay is somewhat reproduced
for the 1:1 and 1:3 samples, but the MC simulation fails to reproduce the experimental
data for the higher mass ratios.

The corresponding experimental, fitted and simulated time-resolved fluorescence
anisotropy is shown in Figure 6.3. The experimental fluorescence anisotropy show ul-
trafast depolarisation occurring on a timescale <100 fs, below the instrument response
time. Ultrafast fluorescence depolarisation can be attributed to geometrical changes
due to strong coupling between electronic and nuclear degrees of freedom.105 These
geometrical changes result in an initial fluorescence anisotropy value lower than 0.4,
which is the expected value with perfect correlation of absorption and emission polari-
sations. The absence of ultrafast depolarisation in the MC simulation that is observed
in the experimental data highlights some deficiencies in the MC simulation. We there-
fore focus on the shape of the fluorescence anisotropy rather than the initial anisotropy
value. The shape of the fluorescence anisotropy is somewhat replicated by the MC
simulation only for the 1:0, 1:1 and 1:3 samples. Nevertheless, it is evident that the
MC simulation fails to replicate the shape of the fluorescence anisotropy decay for the
higher mass ratio samples.

As the MC simulation cannot reproduce data for all mass ratios with one set of
rSF and kSF, we consider the limitations of the MC simulation. Firstly, the lack of fit
could be attributed to the simple SF model used. It is assumed that there is a defined
cut-off distance between a singlet and a neighbouring ground-state molecule, and that
within this distance, the SF rate is constant. This is a very simple model, as it would
be expected that the rate of SF is somehow dependent on the distance between the
singlet and ground-state molecule that are undergoing SF. SF is effectively the reverse
process of triplet-triplet annihilation, which is related to the Dexter excitation transfer
(DET) mechanism. Accordingly, one might assume that SF depends exponentially on
the distance between the singlet and ground-state molecule, as observed by Tian et al.
in rubrene-doped organic films.122 Hence, an alternative SF rate was trialled,

kD,ASF = kSF0exp(−βrD,A), (6.2)

whereD and A denote the “donor” singlet molecule and “acceptor” ground-state molec-
ule, respectively, rD,A is the distance between those two molecules, kSF0 is the maximum
rate of SF, and β is a constant.

Although this model of SF is more comprehensive, the MC simulation fails to
produce a fluorescence decay that resembles the experimental data. There are several
issues with this model:

1. no combination of kSF0 and β was found to fit the data. The early time decay
could be replicated but then the fluorescence decay would be too fast at late
times.

2. Increasing kSF0 would increase the fluorescence decay at early times while in-
creasing β was found to decrease the fluorescence decay. kSF0 and β were not
independent, so similar simulation curves could be produced with numerous sets.
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3. No one set of parameters could fit the early fluorescence decay of all the NP
samples.

Comprehending the SF model by assuming the SF rate to be exponentially depen-
dent on the distance does not resolve the issue encountered by using the simplified SF
rate model. It only causes further problems and does not fit the data. We therefore
return to the simple SF model discussed earlier (in Section 6.1).
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Figure 6.2: Experimental and simulated magic-angle fluorescence data for various
TIPS-Pn/PMMA NPs. The simulated data was obtained assuming a random distribution
of TIPS-Pn molecules, with rSF = 1.1 nm and kSF = 1.0× 1011 s−1. The dotted grey lines
indicate a change from a linear to logarithmic scale.
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Figure 6.3: Experimental and simulated time-resolved fluorescence anisotropy for various
TIPS-Pn/PMMA NPs. The simulated data was obtained assuming a random distribution
of TIPS-Pn molecules, with rSF = 1.1 nm and kSF = 1.0× 1011 s−1. The dotted grey lines
indicate a change from a linear to logarithmic scale.

Up until this point, we have assumed TIPS-Pn molecules to be randomly distributed
within our NPs. However, it is possible that during the NP formation TIPS-Pn-
TIPS-Pn or PMMA-PMMA interactions are favoured, driving some degree of phase
separation. This would result in TIPS-Pn molecules forming a more “clustered” dis-
tribution within the NPs. Consequently, the positions and transition dipole moments
were extracted from the MD simulation at various timesteps (corresponding to different
degrees of clustering) and used as input for the MC simulation. The various degrees
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of clustering will be discussed in Section 6.5.1. We return to the simplified SF model
and run the MC simulation with a variety of rSF and kSF for several different TIPS-Pn
distributions within our NP systems.

6.5 Simulated Fluorescence and Anisotropy Assum-
ing Clustering of TIPS-Pn within the NPs

Assuming TIPS-Pn molecules to be randomly distributed within the NPs did not allow
the MC simulation to reproduce the experimental fluorescence and anisotropy decay.
Although the steady-state spectra provide evidence that the NPs are amorphous, the
idea that the NPs consist of amorphous TIPS-Pn clusters cannot be excluded. Hence,
the MC simulation was run on several different amorphous TIPS-Pn distributions.

It was found that the MC simulation could reproduce the experimental fluorescence
decay with rSF = 1.1 nm and kSF = 1.0× 1011 s−1 for all NP samples when different
clustered distributions of TIPS-Pn was assumed. The simulated fluorescence and an-
isotropy curves with these parameters are shown alongside the experimental data in
Figures 6.4 and 6.5. The corresponding degree of clustering for each NP sample is
shown in Figure 6.8. We explain in the following section how we quantify the degree
of clustering.

The simulated fluorescence curves show excellent agreement with the experimental
fluorescence curves, especially for the samples with lower proportions of PMMA. The
simulated fluorescence of the 1:10 sample, however, is only able to fit at early times. As
the 1:10 sample has the lowest proportion of TIPS-Pn, it is thus most sensitive to the
preparation procedure. Subtle differences in preparation of these NPs may lead to large
differences in morphology that are not captured by our simulation. Regardless, the
simulated fluorescence of the 1:10 sample is still reproduced more accurately assuming
a clustered distribution than a random distribution of TIPS-Pn molecules.
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Figure 6.4: Experimental and simulated magic-angle fluorescence data for various
TIPS-Pn/PMMA NPs. The simulated data was obtained assuming a clustered distribu-
tion of TIPS-Pn molecules, with rSF = 1.1 nm and kSF = 1.0× 1011 s−1. The dotted grey
lines indicate a change from a linear to logarithmic scale.
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Figure 6.5: Experimental and simulated time-resolved fluorescence anisotropy for various
TIPS-Pn/PMMA NPs. The simulated data was obtained assuming a clustered distribution
of TIPS-Pn molecules, with rSF = 1.1 nm and kSF = 1.0× 1011 s−1. The dotted grey lines
indicate a change from a linear to logarithmic scale.
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6.5.1 Quantifying the Degree of Clustering of TIPS-Pn mole-
cules

The MC simulation could reproduce the experimental fluorescence data by assuming
a degree of clustering of TIPS-Pn within the NPs. Aiming to find a way to quantify
this degree of clustering, we follow the convention of Felfer et al., who demonstrated
a method to assess if clusters are present beyond what is expected in a random distri-
bution.123

Firstly, we discuss the distribution of individual molecules (or “points”) and how
to determine whether these molecules are “clustered”. To determine whether a molec-
ule has neighbouring molecules closer to it than what would be expected in a random
distribution, we define a concentration field based on the positions of individual molec-
ules. The concentration of an individual molecule, cmolecule, is the inverse of the region
in space vV0 that the molecule uniquely occupies (cmolecule = 1

vV0
). vV0 is the volume

closer to this molecule than any other molecule. This is referred to as the “Voronoi
volume” of the molecule and has been described in Section 2.5.1.

Molecules are considered “clustered” when cmolecule is greater than some threshold
density, cthresh. In other words, if a molecule has a Voronoi volume smaller than some
threshold vthresh, then the molecules are more likely to belong to the random distribu-
tion than to a clustered distribution. The Voronoi volumes of the individual molecules
are used for analysis as their distribution is easier to display, but the reader is reminded
that this is just the inverse of the concentration and so cmolecule and vV0 can be used
interchangeably. To quantify the amount of clustered molecules, the Voronoi volume
distribution of a system with randomly distributed molecules needs to be known. One
can then determine how the Voronoi volume distribution of a more clustered system
differs to that of a random distribution.

We approximate TIPS-Pn molecules as points and obtain the Voronoi volumes for
every molecule in our NP systems. The Voronoi volume distributions of the random
and the clustered distribution of TIPS-Pn are displayed in Figure 6.6. The random
distribution for each system is taken from the MD simulation just after energy min-
imisation and the clustered distribution taken at a timestep corresponding to the best
MC simulated fit to the experimental fluorescence data.

As expected, the clustered distribution shows a shift to smaller Voronoi volumes
relative to the random distribution. Consequently, the clustered distribution also has a
higher proportion of TIPS-Pn molecules with a larger Voronoi volume than the random
distribution. These results are most easily explained by the illustration in Figure 6.7.

The histograms for the Voronoi volume distributions are well represented by a
gamma distribution and were thus used to help analyse the data. Therefore, histograms
for the random and clustered distributions were fit with the probability density function
for gamma,

f(x, a) = xa−1exp(−x)
Γ(a) , (6.3)

where x ≥ 0, a > 0 is an integer, and Γ refers to the gamma function. We then
subtract the random distribution from the clustered distribution (which we term the
“difference” curve) and define vthresh, the Voronoi volume below which TIPS-Pn mo-
lecules are more likely to belong to the random than the clustered distribution. To
determine the percentage of “clustered” TIPS-Pn molecules, the difference curve is in-
tegrated up to vthresh. The corresponding percentage of clustering for each NP sample
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Figure 6.6: Voronoi analysis of the TIPS-Pn molecules in the TIPS-Pn/PMMA NPs. The
random distribution for each NP sample is taken from the MD simulation just after energy
minimisation and the clustered distribution taken at a timestep corresponding to the best
MC simulated fit to the experimental fluorescence data. TIPS-Pn molecules are considered
“clustered” if they are not likely to belong to the random distribution. This is calculated by
integrating the difference between the clustered and randomly distributed curves from 0 up
to vthresh (dashed grey line), as indicated by the green shaded area.
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is displayed in Figure 6.8. The percentage of clustering refers to the number of clus-
tered TIPS-Pn molecules divided by the total number of TIPS-Pn molecules in the NP.
As the different NP systems have different number of TIPS-Pn molecules within the
20 nm MD simulation box, comparing the percentage of clustering between different
mass ratios of TIPS-Pn:PMMA NPs is not very insightful. Instead, we are interested
in how different degrees of clustering affect the amount of SF sites present in the NPs.
Figure 6.9 displays the percentage of SF sites within the NP samples for the random
and clustered TIPS-Pn distributions.

We conclude that in order to fit the experimental data with our MC simulation,

Figure 6.7: Voronoi diagrams for a random (left) and clustered (right) TIPS-Pn distribution,
where TIPS-Pn are represented as points. Note that this diagram is a 2D representation of the
three-dimensional (3D) NP system. Although the average Voronoi volume is equal for both
distributions, the distributions of Voronoi volumes are different. The system with a random
TIPS-Pn distribution has Voronoi volumes which can be described by a normal distribution.
The system with a clustered TIPS-Pn distribution has a Voronoi volume distribution with
a larger number of smaller volumes and consequently also a higher proportion of larger
volumes than the random TIPS-Pn distribution. These different distributions are evident in
Figure 6.6.
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Figure 6.8: The percentage of TIPS-Pn molecules which are required to be “clustered”
within each of the TIPS-Pn/PMMA NP systems in order for the MC simulation to fit the
experimental data. TIPS-Pn molecules are considered “clustered” if they are not likely to
belong to the random distribution.
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more SF sites in our NPs are required than would be achieved if TIPS-Pn molecules
were to be randomly distributed within these NPs. In other words, there is a require-
ment for a certain degree of clustered TIPS-Pn molecules.
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Figure 6.9: The percentage of SF sites for each of the TIPS-Pn/PMMA NPs for random
and clustered TIPS-Pn distributions. A chromophore is considered to be a “SF site” if it has
another chromophore within 1.1 nm of it (as rSF = 1.1 nm is used in the MC simulation).

6.6 Effect of Singlet Fission
The advantage of the MC simulation is that the amount of SF and the SF rate can
be controlled. By turning off SF we are able to obtain results due to purely singlet
migration within the various NP systems. Comparing this to the results with SF allows
us to examine the effect SF has on the time-resolved fluorescence anisotropy. The
results presented in the following sections involve using the parameters (rSF = 1.1 nm,
kSF = 1.0× 1011 s−1) and the clustered distributions of TIPS-Pn which were found to
allow the MC simulation to best fit the experimental fluorescence and anisotropy data.

6.6.1 Effect of Singlet Fission on Singlet Hopping and the
Mean Squared Displacement of Singlets

The number of singlet hops before decay or SF is displayed in Figure 6.10. Figure 6.11
shows the MSD of singlets over time. Let us first focus on the singlet hop and MSD
plots from the MC simulation in which SF does not occur (Figure 6.10a and 6.11a,
respectively). Singlet hopping thus only competes with singlet decay. The number
of hops was restricted to 10 to increase simulation speed, with minimal affect on the
data. Proportionally more hops occur in systems with a lower proportion of PMMA
(i.e. NPs with a shorter average intermolecular TIPS-Pn separation). This trend is
consistent with expectations, as the rate of hopping is faster for shorter distances
between chromophores (refer to Equations 1.3 and 1.4 in Section 1.4.1). The MSD
due to singlet migration only (Figure 6.11a) further confirms faster singlet diffusion
in NP systems with a shorter average intermolecular TIPS-Pn separation. Although
the hopping distance in the 1:0 sample is shorter compared to the other mass ratios,
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faster diffusion (i.e. more hops) means the singlets diffuse further (as seen by the larger
limiting MSD value).

We now focus on singlet hop and MSD plots from the MC simulation in which SF
can occur (Figure 6.10b and 6.11b, respectively). Hopping competes with SF as well
as singlet decay, resulting in a decrease in the number of hops for all mass ratios. If
the amount of SF were to be equal for each NP sample, the hop distributions would
look similar to Figure 6.10a, but with all mass ratios positively skewed. However, in
Chapter 4 we identified that more SF occurs for the NP samples with a lower proportion
of PMMA. Although the rate of singlet hopping is still faster in the 1:0 sample, SF is
also more pronounced in the 1:0 sample, resulting in less hops compared to the other
mass ratios. Fewer hops and a shorter hopping distance for the 1:0 sample means the
singlets do not diffuse as far compared to in the system where no SF occurs. The
maximum MSD of singlets with migration and SF (Figure 6.11b) is significantly lower
than that of singlets with migration only (Figure 6.11a).
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Figure 6.10: Hop count histogram for the different TIPS-Pn/PMMA NP systems from the
MC simulation run a) without SF, “migration only”, and b) with SF, “migration + SF”.
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Figure 6.11: MSD of the singlets in the different TIPS-Pn/PMMA NP systems from the
MC simulation run a) without SF, “migration only”, and b) with SF, “migration + SF”.
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6.6.2 Effect of Singlet Fission on the Fluorescence Anisotropy
Time-resolved fluorescence anisotropy can give a measurement of the rate of singlet mi-
gration within the NP systems, if it were the only cause of depolarisation. In Chapter 5
it was concluded the fluorescence anisotropy decay decreased faster for NP samples with
a shorter average intermolecular TIPS-Pn separation. However, a significant amount
of SF is present in our NPs and we must consider the effect it could have on the time-
resolved fluorescence anisotropy. In Section 5.1.1, details on how diffusion-limited SF
could affect the anisotropy were discussed. Briefly, diffusion-limited SF describes the
process in which a singlet must first migrate to a specific site where it can undergo
SF, termed “SF site”. A singlet is more likely going to have reached a SF site if it
has undergone faster migration. Faster migration however, results in faster loss of
correlation with the initial excitation polarisation. Consequently, diffusion-limited SF
would selectively eliminate less correlated singlets and thereby could act to increase
the anisotropy.

The influence of diffusion-limited SF on the fluorescence anisotropy can be inves-
tigated by comparing the simulated time-resolved fluorescence anisotropy of systems
in which the singlets can and cannot undergo SF. We have already presented the sim-
ulated fluorescence and anisotropy data obtained from adjusting the SF parameters
and TIPS-Pn clustering such that the simulated curves fit the experimental data. By
turning SF off, we obtain the simulated time-resolved fluorescence anisotropy due to
migration only, in the same systems. These data are presented in Figure 6.12. Direct
comparison allows a clear detection of the effect of SF on the fluorescence anisotropy.

As expected, the simulated fluorescence anisotropy due to migration only show a
faster decrease in anisotropy for systems with a shorter average TIPS-Pn intermolecular
separation. SF makes analysis of the time-resolved fluorescence anisotropy slightly
more complicated. From the black traces in Figure 6.12, it can be seen that diffusion-
limited SF acts to increase the fluorescence anisotropy (relative to the anisotropy from
just migration). As explained, this can be attributed to diffusion-limited SF eliminating
less correlated singlets.

The shape of the time-resolved fluorescence anisotropy is determined by the two
processes affecting the anisotropy: singlet migration and diffusion-limited SF. The
amount of singlet migration decreases with time, as shown by the red curve in Fig-
ure 6.13. The amount of diffusion-limited SF increases as singlets migrate to SF sites,
but then decreases as singlets are eliminated by SF,57 as shown by the green curve in
Figure 6.13. The rate of singlet migration determines the rate of decrease of correlated
singlets. Due to diffusion-limited SF eliminating less correlated singlets, the amount
of SF over time determines the rate of increase in the proportion of correlated singlets.
The interplay between the effects of singlet migration and diffusion-limited SF deter-
mines the shape of the measured time-resolved fluorescence anisotropy, as illustrated
by the black curve in Figure 6.13.

When comparing the simulated and experimental time-resolved fluorescence aniso-
tropy, we will not focus on the absolute offset, as the simulated fluorescence anisotropy
is scaled to start at the theoretical maximum of 0.4, but the initial anisotropy for
the experimental data starts below 0.4, as discussed in Section 6.4. Instead, we focus
on how the simulated fluorescence anisotropy is able to reproduce the shape of the
experimental anisotropy.

Figure 6.12 shows that the “migration only” fluorescence anisotropy does not cap-
ture the correct shape of the experimental fluorescence anisotropy for the systems
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Figure 6.12: Experimental and simulated time-resolved fluorescence anisotropy for various
TIPS-Pn/PMMA NPs. The “migration only” simulated time-resolved fluorescence anisotropy
was obtained by turning SF off (i.e. by setting rSF = 0). The dotted grey lines indicate a
change from a linear to logarithmic scale.

with a higher proportion of PMMA. The shape of the “migration only” MC simu-
lation shows good agreement with the experimental fluorescence anisotropy at early
times but completely overestimates the decay at late times. The “migration + SF”
simulated fluorescence anisotropy is able to capture the overall shape of the experi-
mental anisotropy (the slight rise in the anisotropy from ∼10 ps to 100 ps), but does
not exhibit sufficiently fast decay at early times. The simulated curve increases too
early relative to the experimental data, possibly because SF acts too early. This re-
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Figure 6.13: The amount of SF (green) and the rate of migration (red) affect the proportion
of singlets showing a correlation with the initial excitation polarisation (black).

sult brings us to another limitation of the SF model used in the MC simulation. It
has been demonstrated that SF preferentially occurs for certain relative orientations of
singlet and ground-state molecules. In the MC simulation, however, a singlet does not
require a ground-state molecule to have a specific relative orientation in order for SF to
occur. For diffusion-limited SF, an orientational dependence on SF sites would affect
the anisotropy. Requiring a singlet to have a ground-state molecule with some optimal
relative orientation for SF to occur essentially decreases the amount of potential SF
sites (for a given set of rSF and kSF). A singlet would, on average, then have to hop
further to reach a SF site. As the overall ensemble rate of SF would be slower, one may
expect SF to affect the fluorescence anisotropy less at early times. This may result in
a simulated fluorescence anisotropy curve that is more similar to the anisotropy due
to migration only at early times, but still captures the increasing anisotropy at the
intermediate time range. Thus, it is possible that the experimental data could be fit
better if the MC simulation included an orientational dependence on SF.

6.7 Conclusions
The MC simulation of the TIPS-Pn/PMMA NP systems was able to reproduce the
experimental magic-angle fluorescence data, by assuming only a very simple SF model
and a degree of clustering of TIPS-Pn within the NP systems. Furthermore, the MC
simulation allowed for separation of the effects of singlet migration and diffusion-limited
SF on the fluorescence anisotropy. It is clear that SF competes with singlet migration,
reducing the average number of singlet hops and significantly decreasing the MSDs of
singlets. Comparing MC simulations with and without SF clearly reveals that diffusion-
limited SF acts to increase the fluorescence anisotropy. In our amorphous NP systems,
this is explained by diffusion-limited SF selectively eliminating singlets which are less
correlated with the initial excitation polarisation.
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CHAPTER 7
Conclusions and Future Directions

SF has the potential to increase the theoretical efficiency of conventional solar cells
beyond the Shockley-Queisser limit. However, the lack of concrete understanding of
the SF process restricts the effective implementation of a SF layer into a photovoltaic
device. In this thesis, the effect of average interchromophore separation on SF and
exciton migration was studied using time-resolved spectroscopy and a MC simulation.

Chapter 3 describes the amorphous TIPS-Pn/PMMA NPs studied in this thesis.
These NPs degraded by ∼10% over the course of one week but showed colloidal sta-
bility for over nine weeks. The resemblance of their steady-state absorption spectra
to that of TIPS-Pn in THF provides evidence that TIPS-Pn does not form crystalline
domains within the NPs. By varying the TIPS-Pn:PMMA mass ratios within the NPs,
these NPs provide a unique way of controlling the average intermolecular TIPS-Pn
separation. Therefore, this system allows us to investigate the effect of average inter-
chromophore separation on SF dynamics, exciton migration and related processes.

In Chapter 4, time-resolved spectroscopic fluorescence data reveal a faster depletion
of the singlet population for shorter average intermolecular TIPS-Pn separations. TA
spectroscopic data in the visible and NIR regions display a concurrent rise of triplet
ESA features with the decay of singlets. This result confirms that SF is present in the
NPs, as triplets formed on a timescale too fast to be attributed to ISC.54 A faster rate
of SF was observed for NP samples with a shorter average intermolecular TIPS-Pn
separation.

Time-resolved fluorescence and TA polarisation anisotropy data were obtained and
presented in Chapter 5 to understand SF and the exciton migration within our NPs.
In the NP samples, rotational diffusion of TIPS-Pn molecules is slow and has negligible
effect on the anisotropy. Fluorescence anisotropy is a representation of the depolari-
sation of the singlet population, and was found to decay faster for NP samples with a
shorter average intermolecular TIPS-Pn separation. However, we demonstrate that SF
affects the fluorescence anisotropy, resulting in constant (or even a slightly increased)
anisotropy between 5 and 100 ps.

TA anisotropy offers the opportunity to monitor the migration of different excited-
state species, if a specific wavelength can be assigned to just one excited-state species.
However, the TA spectra of our NPs have contributions from the GSB, SE and ESA at
most wavelengths. Therefore, no single wavelength can be assigned to the ESA of the
pure singlet or triplet. However, at both 650 nm (containing the GSB, SE and possibly
some ESA) and at 508 nm (ESA of singlets and triplets), the TA anisotropy was found
to decay more rapidly for NP samples with a shorter average intermolecular TIPS-Pn
separation. The TA in the NIR region has singlet and triplet features that are more
clearly separated. At 1350 nm, the TA is mainly due to ESA of singlets. The TA
anisotropy decay kinetic at this wavelength reflects that of the fluorescence anisotropy,
confirming this assignment but providing no further information. At 990 nm, the TA is
mainly due to ESA of triplets. However, nearly all correlation is lost at this wavelength
at early times, and so triplet migration cannot be analysed using this signal.
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To investigate the effect of SF on the fluorescence anisotropy and with a potential
future aim to also analyse the TA anisotropy, a MC simulation of the TIPS-Pn/PMMA
NP systems was developed and discussed in Chapter 6. Singlet migration, singlet
decay and SF were simulated. Singlet migration was simulated as a FRET process
and thus the hopping rate depends on the distance between the donor and acceptor
molecules, the alignment of their transition dipoles and their spectral overlap. The
singlet decay rate constant was fixed to the intrinsic singlet lifetime found by Stuart
et al. 57 A simple SF model was employed, as the microscopic details of SF are not
yet fully understood.112 In this model, it is assumed that SF occurs with a rate of
kSF if a singlet molecule has a ground-state molecule within a distance of rSF. These
two parameters, kSF and rSF, were adjusted to obtain the best simulated fits to the
experimental time-resolved fluorescence and anisotropy data. It was demonstrated
that the MC simulation cannot reproduce the time-resolved fluorescence data at magic
angle by assuming TIPS-Pn molecules to be randomly distributed within the NPs. As
it is possible for TIPS-Pn to form amorphous clusters within the NPs, a simple MD
simulation of the NP systems was used to obtain MC simulation input coordinates
corresponding to clustering of TIPS-Pn molecules. Assuming different amounts of
clustered TIPS-Pn molecules in each system, the MC simulation can fit the fluorescence
data at magic angle and the shape of the fluorescence anisotropy with a rSF of 1.1 nm
and kSF of 1.0× 1011 s−1.

The clustered TIPS-Pn distribution has consequences on the overall rate of SF
within the NP systems. Compared to a random distribution, a clustered chromo-
phore distribution may result in a higher SF yield due to the closer distance between
chromophores. However, singlet migration may be restricted to a local cluster. Conse-
quently, singlets excited to clusters containing only a few or a single chromophore may
become “trapped” and can thus only undergo decay.

The MC simulation also allows for separation of the effects of singlet migration
and diffusion-limited SF on the fluorescence anisotropy. Comparing MC simulations
with and without SF clearly reveals that diffusion-limited SF acts to increase the
fluorescence anisotropy. In our amorphous NP systems, this is explained by diffusion-
limited SF selectively eliminating singlets which are less correlated with the excitation
polarisation. It is clear that a singlet migration rate cannot be directly extracted from
the fluorescence anisotropy of an amorphous system which undergoes diffusion-limited
SF, unless the effects of singlet migration and SF are separated.

Microscopic modelling of NP systems can offer a means to analyse SF and exciton
migration, but further knowledge on the geometry dependence of SF is necessary for
refinement of our MC simulation. It would be interesting to modify the SF rate to
include an orientational dependence on SF, although this work is out of the scope of
this thesis. This may result in simulated fluorescence anisotropy decays that match
the experimental data. Future work should also be focused on extending the MC
simulation past the SF event by incorporating triplets and their migration through
the system. Simulating the ESA of the singlet and triplet, along with the steady-
state absorption spectra (to give the GSB component) and fluorescence spectra (to
give the SE component), would allow reconstruction of the TA spectra. By optimising
MC simulation parameters to match the TA signals at magic angle and the anisotropy
data, it would then be possible to obtain simulated TA anisotropy curves corresponding
to distinct species (i.e. singlet and triplet). To monitor the triplet migration rate,
experimental TA anisotropy on a nanosecond timescale may be required.
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The TIPS-Pn/PMMA NPs presented in this thesis provide a useful means to study
the effect of average interchromophore separation on SF and exciton migration. Time-
resolved polarisation anisotropy is a useful tool to study exciton migration. Our find-
ings show that diffusion-limited SF acts to increase (or suppress the decay of) the
fluorescence anisotropy in an amorphous system. It is important in future work to
separate the effects of singlet migration and SF before extracting singlet migration
rates from fluorescence anisotropy of amorphous systems undergoing diffusion-limited
SF. Analyses of TA anisotropy data are further complicated by the many components
present in the TA spectra, and these components must be separated to extract mi-
gration rates of single species. A significant result of this study is that with the SF
model employed in our MC simulation, the experimental fluorescence and anisotropy
data can only be reproduced by assuming a degree of clustering of TIPS-Pn within
the NP systems. This result suggests that the TIPS-Pn molecules form amorphous
clusters within the NP systems, having implications on future interpretations of the
distribution of chromophores embedded in a polymer matrix in NPs prepared by the
reprecipitation method. In conclusion, the data presented in this thesis highlight the
applications of time-resolved polarisation anisotropy which, along with a MC simula-
tion, provides a means to model and analyse the dependence of morphology on SF and
exciton migration in amorphous systems.
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