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SUMMARY

This study examined the suitability of the gravity—based
formula for trip distribution which was proposed by the U.S. Bureau
of Public Roads (1965) for use in modelling the journey to work in
Adelaide in 1971. The BPR formula was developed into a computer
programme which can be calibrated for data on trips between the
Local Government Areas of Adelaide.

The model was assessed as a predictor of all work-trips then
the trip data was separated into male/female and several occupational
categories each of which was modelled separately. The accuracy of
prediction for ;ach category was assessed then the predicted numbers
of trips were aggregated to assess the benefit of separately modelling
several categories of worker.

The major findings of the study were:

(1) Actual patterns of trip distribution can be modelled to a very
high level of correlation by the Gravity Model; provided reliable
data is available on travel-times; and numbers of trips originating
and terminating per zone.

(2) Numbers of trips to the CBD can be reliably estimated by the
Gravity Model;

(3) oOuter suburbs cannot be modelled as accurately as the more
stable inner suburbs;

(4) Small increases in accuracy of modelling can be created by
separation of data into occupational categories; and

(5) Commonly used goodness—of-fit statistics such as chi-squared
values are not reliable indicators of the accuracy of a model.

Correlation analysis proved to be a most useful measure of
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goodness-of-fit and high levels of correlation were found
between square roots of observed and estimated numbers of
trips.

It was also noted that:
Workers in different occupations and different sexes can have
noticeably different work-trip distributions, but the gravity

model can be calibrated to replicate a wide range of distributions.
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TABLE OF SYMBOLS

Terms with constant definition throughout this work include:

T, .
1]

number of trips which originate in zone i and
terminate in zone j:

number of trips which originate in zone 1i;
number of trips which terminate in zone 3J;
factor which expresses the deterrence effect

of zonal separation on the number of trips;

an adjustment factor included to allow for
socio-economic variables not normally included

in a trip model.

vii.



1. INTRODUCTION 5 it
| 1.1 THE CONVENTIONAL TRANSPORT ANALYSIS PROCESS

The science of modelling future transport needs has been
refined to a standard procedure which is commonly referred to as the
conventional Transport Analysis Process. This procedure consists of
the following clearly-defined though not independent steps:

(1) Analysis and prediction of present and future land uses;

(2) Generation of numbers of trips produced by or attracted

to these land uses;

(3) Distribution of these numbers of trip-ends to individual

zo;e-to—zone movements;

(4) Division of numbers of zone-to-zone trips between different

modes of transport; and

(5) Assignment of the trips to various routes on the appropriate

transport networks.
This study is concerned with step (3) which is referred to as the
"Trip Distribution Phase".
1.2 THE TRIP DISTRIBUTION PHASE

The object of the trip distribution phase is to distribute the
known number of trips produced in each origin zone between all the
destination zones in such a way that each zone receives the known
number of attracted trips.

Many mathematical formulae, known as "trip distribution models',
have been developed to perform this distribution. This study has
concentrated on a type of trip distribution model known as the gravity
model which is based on the principle that the number of trips between

two zones will be proportional to the size of each zone and inversely
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proportional to some function of the distance between the two zones.

The trip distribution phase involves "calibration" of the
selected model: determination of constants of proportionality and
the form of the function of distance which are appropriate for the
selected data. To do this it is necessary to obtain a known distribution
of trips for the study area and develop an iterative procedure which
successively alters the parameters of the model until it produces a
distribution similar to the known distribution.

Methods of assessing the degree of similarity have varied
widely throughout the literature. This study examined a new method
of assessment as well as using some standard statistics. Throughout
the study the numbers of trips produced by the model are referred to
as "predicted" or "synthetic" numbers and the values obtained from
the census data are referred to as "observed" or "actual" values. Much
of the study involves comparison of the predicted and observed numbers
of trips using statistics for "goodness-of-fit".
1.3 THE MODAL SPLIT PHASE

The division of numbers of trips between privaté and public
transport is known as the "modal split phase". There has been much
discussion about the appropriate stage at which to perform this phase.
The decision-making process which the transport analyst hopes to
model involves the simultaneous decision by the potential trip maker
of three things: (i) whether to make a trip, (ii) where to travel to,
and (iii) what form of transport to use. Given that each of these
decisions must be modelled separately the point of conjecture is
whether it is more appropriate to model the destination decision before
or after the choice of transport mode.

If the modal split is performed before trip distributiecn it

is necessary to calibrate a separate trip distribution model for each
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mode. According to Hansen (1962) it is then more appropriate to
distribute vehicle-trips than person trips. This would involve
estiﬁation of car occupancy (generally about 1.3 persons/car) for
different areas.

If modal split is performed after the distribution of trips,
as recommended by Stopher and Meyburg (1975), only one calibration of
the distribution model is required. It is then more appropriate to
distribute person-trips than vehicle-trips but this involves the
assumption that all trips are made by car or that the relative journey
times by all modes are equal.

For this study the available data was in terms of person-trips
and the assumption of equal relative journey times in Adelaide involved
less error than the calculation of car occupancy values so no modal
split was performed.

The modal split pﬁase and the assignment of traffic to the
various transport networks throughout the city of Adelaide were beyond
the scope of the study and remain as logical extensions of this work.
1.4 AIMS OF THE STUDY

This study involved the development of a particular trip
distribution model to the stage where it could be used to replicate
the observed data on the journey to work in Adelaide.

The aims of the study were to:

(1) select an appropriate trip distribution model;

(ii) develop a satisfactory procedure for calibration of the model;

(iii) calibrate the model to reproduce the distribution of all trips
to work in Adelaide in 1971;

(iv) assess the accuracy of the model's predicted distribution;

(v) separate the journey to work data into male and female and



4.
occupational categories, calibrate the model separately for
each category and assess the accuracy of the predicted
distributions; and

(vi) aggregate the predicted distributions for the separate
categories into predictions for all workers, assess their
accuracy relative to the accuracy of the prediction in (ii)
above and hence determine the value of modelling separate
categories of data.

1.5 STRUCTURE OF THE REPORT

The report consists of six chapters after this introduction:
Chapter 2 contaipns a review of some recent literature on the usefulness
of the gravity model and differences in travel behaviour between males
and females in different occupational categories. Chapter 3 discusses
the development: of the trip distribution model used in this study and
Chapter 4 describes the data used.

Chapter 5 contains a detailed analysis of the accuracy of
the trip distribution predicted by the gravity model when calibrated
for all workers. Standard measures of accuracy are discussed and a
new method for analysis of modelling accuracy is introduced - analysis
of correlation.

Chapter 6 examines the ability of the model to replicate the
trip distributions of the selected occupational groups of male and
female workers. The different calibration parameters and goodness-
of-fit statistics obtained for different groups are discussed and
compared. Four predicted trip distributions for all workers were
calculated by adding the distributions predicted for the separate
categories of worker and the comparative accuracy of each of these

predictions is discussed to determine the benefits of separating data



into categories before modelling the trip distribution.

Chapter 7 presents the final conclusions.

Three appendices give the list of occupations in each category,
the fundamentals of the statistical formulae used in the report and
a listing of the computer program for calibrating the gravity model

together with the results of a calibration of the model for all workers.



2, REVIEW OF LITERATURE
2.0  INTRODUCTION

The essential form of a gravity model is that the traffic (trips)
between an origin zone and a destination zone is proportional to the
product of the sizes of the two zones and inversely proportional to
some function of the separation between the zones. Many such functions
have been developed and separation has been measured in many ways;

This chapter reviews some of the models that have been used
and the data for which they were calibrated. It then reviews previous
work on separation of data into categories and concludes with a brief
review of the effects of catagory of occupation in determining residential
patterns and distances travelled to work.

The U.S. Bureau of Public Roads (1965) presented a detailed
procedure for calibrating the Gravity Model expressed as:

PiAj Finij

T

» (1)

) AF K _

Jodi IR U5 I

j
This model, which was selected for use throughout this study, is
subsequently referred to as the "BPR model".

2 xl GRAVITY MODELS

Traditionally the transport gravity model was expressed as

PiA'
T o=k —— (2)

: a2,

1]

subject to the constraints:
PTy =R (3)
]

)T, =2 (4)

1) )

where k 1is a constant.
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This was analogous to Newton's law of the gravitational force

I;j between two masses m and ng separated by a distance d _,
ij

viz.:

(5)

where G is a constant.

Wilson (1967) provided a theoretical justification of the éravity
model based on the principles of statistical mechanics. He assumed
that the conventional constraints, (3) and (4) above, applied and that

a further constraint:
22 LiG%; =€ (6)
i'j

could be applied where cij is the generalized cost of travel between
zone i and zone Jj and C is the total amount spent on transport
in the region. Wilson considered the probability of a particular
distributiQn of trips {Tij} occurring, expressed it as a function
of the number of distributions possible and derived a most probable

distribution. This, he refers to as "entropy maximisation!. He found

that on his assumptions the most probable distributions could be expressed

as:
T” = Bi Cj Pi Aj exp(—Bcij ) (7)
where
-1
B = [EC,. A, eXP(-Bcij )] (8)
j
c, = I8 B exp(-Bo )17 (9)

which is an alternative expression for the gravity model and its

constraints.



Wilson effectively showed that, given (i) the total number of
trip origins and destinations for each zone for a homogeneous person-
trip purpose category, (ii) costs of travelling between zones, and
(iii) there is some fixed total expenditure on transport in the
region, then there is a most probable distribution of trips between
zones, and the gravity model when calibrated correctly will replicate
this distribution.

2.1.2 Examination of the Gravity Model.

The gravity model has been tested in many cities of various
sizes, particularly in the United States. One of the earliest of
these tests was described by Voorhees and Morris (1959) who expressed
satisfaction with the ability of the BPR Model to reproduce the 1957
traffic in Baltimore, U.S.A.

For work trips, in particular, the size of an attraction zone
was measured by the number of people employed in it; the size of a
residential zone was measured by its population. Adjustment factors
(ﬁj ) were estimated during calibration according to the occupational
classes of the home zones.

The accuracy of the model's results were checked by creating
screen-lines dividing the Metropolitan Area into large segments and
collecting information on place of residence from employees of several
large industrial plants: traffic crossing the screen-lines was counted.
It was found that the model's predictions were generally correct to
within ten percent and it was concluded that existing travel was
adequately synthesized.

The following advantages were claimed for the gravity model:

1. It created an understanding of the factors that influence



traffic patterns;

2. It provided a factual basis for plans, and the possibility of
effectively testing and evaluating alternatives;

3. Due to effective analysis of factors influencing traffic, the
resulting traffic plans were more realistic; and ,

4. it was inexpensive ($25,000 for the Baltimore study), technically
simple and required only a small staff.

Hansen (1962) claimed that the BPR model satisfactorily reproduced
existing patterns of travel in Washington D.C. in 1955 when trips were
divided by purpose into six groups viz:- home-based to work, to shop,
social, to school, miscellaneous, and non-home-based; and the model
was applied to each type of trip separately.

He made the modal split after the zone-to-zone distribution of
person-movements, rather than construct separate models for public
and private transport which would have required determination of the
modal-split during the trip generation phase.

Zonal separation was represented by minimum off-peak driving
time plus terminal times. Terminal times were estimated from the
type and intensity of land use within each zone and were included
because:

(i) People consider total travel-time rather than only driving-
time associated with a particular trip;

(ii) Previous research had indicated a variation of the distance
exponent when terminal time was not included in measurement of
zonal sepération.

Terminal times varied from siz minutes, in the central portion of the

region, to three minutes.in outlying suburban areas.

During calibration, it was found that the travel-time factors

(ﬂj ) for all purposes, except work-trips could be approximated
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using a single exponent of travel time i.e. Fij = l/d?j. Comparison
of calculated and observed trips found that the model predicted too
many work-trips to the central area and not enough to the outlying
zones. This was explained by the understatement of the time of travel
to the Cenfral Business District due to the use of off-peak driving-
times. Adjustment factors (Kij) were necessary for trips through
geographic barriers such as the crossing of the Potomac River.

Frequency distributions of work-trips by travel-time were
reproduced with particular accuracy. The importance of adjustment
factors (Kij) was shown by comparing unadjusted and adjusted work-
trip crossings of cordon-lines.

He claimed that the gravity model could serve as a framework
for forecasting urban traffic for any city; and that, in cases of
specific modelling difficulty, justifiable adjustment factors should
be used.

Clark and Peters (1964), however, claimed that the number of
journeys is controlled by "opportunities" and not by distance. To
support this proposition they applied the "Competing Opportunities
Model” (COM), developed by Tomazinis (1962), to work-trips in

London in 1951. The COM is based on the principle that the Logarithm

of the number of journeys to or beyond any specific point is

proportional to the number of “opportunities” at or beyond that point.

They concluded that:
1. The Gravity Model was unsatisfactory while the COM worked well
in describing trips by both public transport and private cars;
2 Female workers were much less willing to work at a distance

from their homes than males; and



11.

3. Manual workers, clerical workers, and executives have appreciably
different travel patterns.
Howe (1960, 1962, 1963a and 1963b) was critical of the
techniques used to synthesize work-~trips with the gravity model and
proposed his own "Field" theory of movement - the Electrostatic Model,
saying that human beings are like electrons, being attracted to many
different "positively charged" land use centres. For work-trips the

model was:

PR /RY
qj = — (10)
LA /R,
. ifTg
=1
where: R, is the straight-line distance from zone i to zone Jj,

1]

which is simply the gravity model with straight-line distance as the
measure of separation.
Based on successful predictions of trips to work in Minneapolis-
St. Paul, Howe claimed that this model can be used in any urban area
to predict travel patterns from land-use patterns "more accurately
than the Gravity Model” - a curious conclusion considering the
Electrostatic Model is a form of Gravity Model.
Bouchard and Pyers (1965) examined the ability of the BPR
Model to reproduce the Washington D.C. travel pattern of 1955 and to
forecast the travel pattern of 1948 from the 1955 travel data.
Calibration of the model with 1955 data was checked by:
1. Comparing the shape and average travel-times of the predicted
and observed frequency distributions of trips by travel-time;
2. Determining the root-mean-square-errors of the differences

between the predicﬁed and observed flows in major corridors;
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3. Comparing the estimated trip numbers with actual numbers for
each trip purpose. Predicted and observed zone-to-zone numbers
of trips were grouped according to the magnitude of the observed
number of trips and the root-mean-square-error of each group
was calculated as a percentage of the average size of that
group; and

4. Comparing the numbers of trips between sectors (groups of zones).

The reliability of prediction was found to increase with the number

of trips.

Using the 1955 travel-time factors with trip attraction and
production data available for 1948, the 1948 travel pattern was
satisfactorily reproduced. Hence, they claimed that, if appropriate
productions and attractions are known or can be reliably estimated,
the gravity model is capable of reproducing existing conditions and
of predicting future conditions, over short time periods.

Heanue and Pyers (1966), working with data for Washington D.C.

from 1948 and 1955, tested the BPR Model against:-

1. Frator Growth Factor Procedure
(Li+Lj\
T, =t . GG (11)
ij 1111\ }
2
where T =

Future year trips from zone 1 to zone 7j,

Base year trips from zone i to zone J,

% = Growth factor for zone i,
% = Locational factor
t
i
- n
Yt F
jop
t = Base year trip ends at zone 1i.



where

where

13.

Intervening Opportunities Model (IOM) (Stouffler, 1940)

T, =0 {exp(-LD) - exp[-L(D+D, )11} (12)
0. = Trip origins in zone i,

1

D = Trip destinations considered prior to zone j,

% = Trip destinations in zone j,

L = Measure of probability that a random destination will

satisfy the needs of a particular trip.

Competing Opportunities Model (Tomazinis, 1962)
! T. =0p.p. (13)

paj = Probability of attraction to zone j
= destinations in zone j divided by sum of destinations
available in "time" bands up to and including band m

D
i

m
) D,
K=0
%j = Probability of satisfaction
= 1 minus the sum of the destinations available in time

bands up to and including "time" band m divided by

the sum of total destinations in study area

. z o
£g K
= ] =il
n
Y D
K
K=0
K = any time band
m = time band into which zone j falls
D = destinations available in time band K

n = last time band as measured from origin zone i
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destinations available in zone j

o
Il

(@]
1l

number of trips with origin in zone i.

The models were compared on the basis of:

1. ability to match the trip length frequency distribution, from
the O-D survey;
2. ability to produce volumes at river crossings that matched

O-D survey volumes;

3. ability to match O-D survey trip movement by corridors to and
from the CBD; and

4. accuracy of model as measured by the root-mean-square-errors
between numbers of 0-D survey trips and model trips assigned

to a spider network.

In all respects the Gravity Model was at least as good as the other
three.

In predicting the 1955 data from the 1948 data base the Gravity
and Intervening Opportunities Models were about equal in reliability
and utility, but it is difficult to use the IOM calibration parameter
(L) for predicting future trips as nothing is known about its
stability with time;

The Fratar growth factor procedure correctly expanded trips for
stable areas but was unsatisfactory when the origin areas were
experiencing-changes in land use; and

It was not possible to calibrate the Competing Opportunities
Model for trips between areas as small as those used in Washington D.C.

Lawson and Dearinger (1967), working with work-trips in

Lexington, Kentucky, compared the BPR Model with:-

1. Electrostatic Model (Howe, 1960)
A'i
3 b
T, = — (14)
ij A
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2. Competing Opportunities Model (Tomazinis, 1962)
Tij = Oi paj psj- (13)
gL Multiple Regression Model
- L bg
Qj = a, + a1X1 + ... + aKXK (15)

where aK and bK are constants, and

XK is a regression variable.

They tesged the predicted number of trips by comparison of:

(i) the shapes’and average travel-times of the predicted and observed
frequency distributions of numbers of trips by travel-time; and
(ii) the mean square errors in the predictions of observed numbers

of trips.

They concluded that the Competing Opportunities and Electrostatic
Models did not reliably reproduce observed trip patterns, while the
Gravity and Multiple Regression Models did: the Gravity Model was
selected as the most practical model because of its simplicity,
relative ease of application and sensitivity to changes in travel time.

Blunden (1971) compared the predictions of trips in Sydney in
1961 by Bell (1966) who used the Gravity Model, and by Connors (1968)
who used a Linear Programming method. He concluded that the linear
programming solution which minimized the sum of trip times produced
an ideal situation but not the actual situation; the gravity model,
however, generated a solution with a sum of trip times close to the
actual value.

Fisher and Patterson (1972) argued that the concepts of entropy

theory applied to social systems by Wilson (1971) in his derivation
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of the Gravity Model do not apply. They claim that cities are examples
of open systems which do not converge to a state of maximum disorder
but import energy to maintain internal differentiation i.e. cities
exhibit negative entropy; thus a model seeking to maximise entropy
departs from the fundamental organizational characteristics on which
cities are based.
The further argued that the Gravity Model is over simple because:
(1) it estimates trip numbers and distributes trips in two separate
steps, whereas the decision to make a trip and the decision on
the trip end are simultaneous;
(ii) the balancing constants of Wilson's Gravity Model cannot be
calculated; and

(iii) the cost constraint
n
h oin [E (6)

is not realistic.

However these arguments concern the theoretical validity of the
Gravity Model. 1In practice the balancing constants can be calculated
by making appropriate assumptions (Edens, 1970 and Cesario, 1974)
and the theoretical error of separate trip generation and distribution
is irrelevant if the model works.

After reviewing Land Use/Transportation studies in Australia,
Black (1974) concluded that in the trip distribution stage most
studies used the BPR Model, while Growth Factor and Intervening
Opportunities Models were rarely used. Some studies used the Gravity
Model with the BPR "friction factors" (Fij) replaced by impedance

functions such as:

f(dij) = d;? (Voorhees, 1955) (16)
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or

£(d,,) = exp(-Ad )/,  (Tanner, 1961). (17)

All studies showed that trips with different purposes have
different average lengths, and Black concluded that a more accurate
distribution pattern is likely to result with a model stratified by
purpose.

Beardwood and Kirby (1975) analyzed some properties of the
gravity model and endorsed the theoretical soundness of the model.
They explained mathematically the following properties:

1. "Separability"” - if a zone is excluded from the region then
the remaining inter-zonal and intra-zonal trips are unchanged;

2. "Compressibility” - by suitably averaging travel-times, the
predictions made after aggregating zones into larger units

are consistent with the predictions made using the original

zones; and
3. "Excludability"” - if data for some interzonal transfers are

omitted at both origin and destination, the predictions made
by the gravity model are consistent with those that would have
been obtained had they been present.

In practice this means that it is quite reasonable to confine
predictions to the trips within a study area, and treat it as a
closed system. Also, if all cells for which information is missing
were omitted completely from the calibration the synthesized partial
matrix would be the same as the appropriate sections of the synthesized
whole matrix, provided the omitted trip volumes were not large
enough to affect the travel-times between the remaining zones. Work

done in this study showed this to be true with the above proviso.
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2.1.3 Generalizing the Gravity Model.
Tanner (1961) suggested that for a trip distribution formula to
be acceptable, it must apply to both short and long trips within towns
and to trips between-towns. He demonstrated mathematically that the

conventional gravity model of the form:

K g %
ST e (18)
ij

cannot adequately describe both short and long trips with the same
values of constants. It was apparent from work done in this study that
different values of n were appropriate for different travel times.

’

To overcome this restriction, Tanner proposed the formula
n
f(d}j) = exp(:k.dij)/%j (17)

as a descriptor of the effect of distance between two places on the
number of journeys to work between them.

He tested both the conventional and modified formulae by
calibration with the 1951 census data for the whole of the United
Kingdom and concluded that to explain short trips, long trips and
trips between towns with a single formula the exponential term was
required.

He found that for short trips within a town the parameter n
was usually found to be 1.0. Larger values (up to 3.0) were
generally appropriate for longer trips only. In this study all trips
within Adelaide were short intra-city trips so a value of n = 1.0
was appropriate.

In order to remove the dependency on population density from the

model, and thus enable the model to represent travel between towns as
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well as travel within towns, Tanner introduced two additional constants,

c; and cj , which represent exponentially weighted average

population densities. His final model was:

P, % exp(-k.%j ) [1 1]
T . 6 = -+ — (19)
i a ¢, |
with:
c = ij cexp(-A.4, ) (20)
¥
and
o = 2% .exp(—)\.dij ) (21)

1

where m is a constant, and
% and % are the populations, or other measures of size,
of the two places.
Edens (1970) described a modified version of the BPR Model
which involved the grouping of zones according to "accessibility™”

which was defined for zone Jj  as:

>

ac, = I =
alt i d .
1)

(22)

i.e. a function of the size of a zone and its separation from all other

zones. The equation of his modified gravity model was:

T . =P A Ef f . (23)
1] LU | pr a)

where fpi and faj are functions of the separation, dij, between
the production zone i and the attraction zone Jj. Families of fpi
curves and faj curves were derived from an iterative procedure
based on matching observed and calculated trip length frequency
distributions: each zone was assigned one curve from each family
according to its accessibilities.

Whereas conventional prediction for a future design year had

assumed that the functional form of ﬂ . remains constant over periods

J
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of time, Edens proposed that only for zones of constant accessibility
should ﬂj be considered of constant form over the prediction time
period. The modified model takes into account some of the land use
changes occurring during the planning period by assigning to each
zone new fpi and faj curves accorded to the zone's predicted
accessibilities.

Edens showed that the BPR model is a special case of this more
general model and the Fij curve can be considered as an area-wide
average of the fp and fa curves.

Baass (1974) claimed that travel-time factors for each zone-to-

zone interchange are given by:

F. L = (24)

where: tij is the observed number of trips from zone i to
zone j, and
t is the total number of trips.
This formula led to exact values of the travel-time factors but it was
necessary to relate the factors to travel-time using a curve-fitting
technique. The result was in fact similar to the BPR method.

The BPR calibration procedure involves developing a suitable
friction factor curve by iterative trial and error and calibrating
adjustment factors, Kij , by some ad hoc procedure usually based on
differences between predicted and observed numbers of trips. Cesario
(1974) proposed that the adjustment factors could be calculated from
observed data only by decomposing them into origin and destination
components:

K, = LM i,§=1,2,...,N. (25)
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thus
(H P, )(MjAj)Fij
T, = (26)
! YL M A F.
S g
which can be re-written:
T, = GU V. F . (27)
ij i j ij
where: G = a normalizing factor;
q = emissiveness of 1 = propensity of zone i relative
to other origins to emit trips; and
V. = attractiveness of J = propensity of zone Jj relative

J s

to other destinations to attract trips
which is equivalent to the formula developed by Edens (1970) (equation
23).

Cesario (1977) further developed the concepts of emissiveness
and attractiveness and related them to accessibility thus drawing the
same conclusion as was drawn by Edens (1970): that the amount of
travel between two places depends on the accessibility of each of the
zones.

From the papers discussed in this section it was concluded
that the gravity model can be used to model the distribution of trips
in any city. The form in which the model is expressed, the relations
to be established between adjustment or balancing factors and data on
land-use, and the method of calibration can be selected by the user to
suit the available data. The basic premise remains, however, that
travel between two zones is proportional to the level of activity at
the two zones and inversely proportional to some function of the time

of travel between the two zones.
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Mathematical foundations have been presented for the balancing
factors and evidence has been presented of previous successful use

of the gravity model.

2.2 DISAGGREGATION OF DATA

In aftempting to increase the accuracy of modelling the
distribution of trips whilst maintaining simplicity, most transportation
studies separate trips into categories, and apply the model separately
to each catagory. This separation will be referred as "disaggregation”.

The most common basis for disaggregation has been "purpose of
trip" using categories suggested by the U.S. Bureau of Public Roads
(1965), viz:- I

l. Home-based to work

2. Home-based to shop

3. Home-based to social-recreation

4. Home-based to school

5. Home-based to miscellaneous

6. Non-home-based.

Dickey and Hunter (1970) investigated the use of trip-purpose
as a basis for disaggregating trips. They developed a procedure for
‘calculating the optimal number and composition of groups of trip
categories. Their procedure balances two conflicting desires viz:-

1. Classification groups should consist only of trip categories
which are homogeneous in terms of travel-~time distributions, and

2. The number of groups and hence the cost of running the model
should be mininmized.

Trips from the Waco Urban Transportation Study (Texas Highway
Dept. 1965) were categorized initially by purpose and by land use at

destination. From 80 such initial categories their grouping procedure
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generated 5 groups. The groups were examined for intuitive reasonable-
ness and explanations were wought for apparent anomalies.

Almost all tripé to work appeared in the same group: they
usually occur in a limited peak period and are therefore particularly
significant.

It has been universally accepted that journeys -to -work are
similar enough to each other and sufficiently different from trips made
for other purposes to be treated as a single group. However, separation
of work-trips into smaller categories using variables such as age,
sex and occupation has been investigated with a view to increasing
the accuracy of trip distribution modelling.

Ashford and Holloway (1972), Clemente and Sunners (1974) and
Paaswell and Edelstein (1976) investigated the variation of trip-making
behaviour with age. It was found that variables such as average
length of trip and percentage of trips made for the purpose of work
varied with age and other factors such as income, sex and marital
status.

Hathaway (1975) investigated the benefits of disaggregation
using data from London in 1966. Trips were classified by sex, age,
marital status, socio-economic group, occupational group and standard
industrial classification of the trip-maker. He found that significant
differences can exist between the distribution of trips made by people
in different categories. Results of his analysis of data disaggregated
by occupation and by sex will be examined here in some detail.

Hathaway fitted to his data a trip distribution model of the
form:

K.

K K K_K K
T =BC P A exp(-Ac . ) (28)
il] i) 1) 1]
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subject to the usual constraints for all zones i and jJ:

K K
YT o= a (29)
i i
1
K K
it, =y (30)
j
where: K represents the category of trip-maker;

Bi and % are balancing factors;
< is the cost of travel from zone 1 to zone j; and
A is a calibration parameter.

Hathaway's aims were (i) to see how well the model fitted the
data for each caéegory and (ii) to compare the accuracy of the model,
when applied separately to the data for each category and the results
summed, with the accuracy obtained from a single application of the
model to the aggregated data.

Peak-hour public transport work-trips in the north-east section
of the London Transport Survey Areca were examined using trip data
derived from the 10% sample 1966 census of London. The cost of travel
was assessed in terms of travel time.

Hathaway examined the possibility that difference in average
travel-time between categories could be explained by sampling error.
He stated that if the average travel-times had been based on a 100%
sample (as in the full census), the differences between categories would
necessarily be significant.

Hathaway considered that the Student's t-test could be used to
test whether differences in average travel-time between categories
indicated actual differences in travel patterns or whether sampling

error was responsible. This involved the assumptions that all the

categories have normal trip length distributions with the same variance
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Table 2.1 gives the mean and variance of the travel-time for each
category and shows that the variances were indeed similar - all values
between 234 and 346 min?.

A series of t-tests was used to investigate the significance of
small differences in mean travel-time. At the 90% confidence level,
both Professional workers and Clerical workers were significantly
different from all other workers, also Male workers were significantly
different from Female workers, but no other two groups were significantly
different from each other.

The decay constants shown in Table 2.1 were obtained using a
Maximum Likelihood calibration method to fit the model to the data

for each category.

TABLE 2.1 Trip data and decay constants by occupation and by sex

(Hathaway, 1975).

Number Average Variance of Decay Constant
Category of trips travel-time travel-time AN 1/AK
(min) (min?) (min~ ")  (min)
1. Manual 11362 46.6 338 0.0632 15.8
2. Professional 2238 59.5 253 0.0503 19.9
3. Clerical 10331 53.9 234 0.0625 16.0
4, Transport 2202 47.6 289 0.0571 17.5
5. Service 2613 46.2 303 0.0700 14.3
6. Other 2974 46.8 346 0.0620 16.1
Male 16955 52.1 320 0.0544 18.4
Female 12911 47.9 286 0.0687 14.5
All 28866 50.4 310 0.0616 16.2

Using a Relative Likelihood Method to compare the decay constants
in Table 2.1, Hathaway showed that the correlation between 1/A and

average travel-time which is apparent in Table 2.1 was statistically
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significant i.e. the model was properly sensitive to changes in the
observed distribution of trips.

Hathaway generated numbers of trips between zones using the
calculated value of the decay constant and the observed trip end
numbers for each of the categories and the following measures of

departure were calculated:-

(1) The mean percentage difference in trip numbers defined as:
1
o= . *
= 2 ; lnij m (31)
ij
(2) The chi-squared statistic defined as:

) (n—;—m—’)z i (32)

i j ij

(3) The root-mean-~square error defined as:
where: nij is the observed number of trips from zone i to
zone J,
m is the calculated number of trips from zone i to

zone Jj, and

N is the number of observations.

Hathaway considered that it is possible to compare fits between
categories using the chi-squared values. However there are two sound
theoretical reasons why chi-squared should not be used. First, the
chi-squared test was developed to test whether a sample of a population

came from a theoretical distribution with any differences being due to

* These definitions as given by Hathaway are not correct - the

correct formulae are given in Appendix B.
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sampling error; and secondly the chi-squared statistic should not be
used with less than 5 trips in any one observation.

In Hathaway's work a 10% sample was used so the errors indicated
by his chi-squared values was a combination of sampling error and
modelling inaccuracy which is not truly indicative of the efficiency
of the model. There were also numerous observations of less than 5
trips which invalidated Hathaway's chi~squared values in any case.

Chi-squared was not used in this thesis as there were many
observations of less than 5 trips and because 100% census data was
used so there was no measurable sampling error. Besides which it is

the errors in the model that are of interest not the sampling errors.

TABLE 2.2 Comparisons between observed and Synthesized trip

matrices. (Hathaway, 1975).

Category Number Chi-squared Mean Percentage
of trips value* Error*
1. Manual 11362 9526 53.8
2. Professional 2238 3218 49.3
3. Clerical 10331 6367 32.4
4. Transport 2202 3886 69.9
5. Service 2613 4376 63.7
6. Other 2974 4921 70.3
Male 16955 9461 44.1
Female 12911 12971 48.5
All 28866 17447 42.4

*The values of chi-squared and mean percentage error given in this table
appcar to have been calculated using the correct definitions as given
in Appendix B not the incorrect definitions in equations (31)-(33).
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Direct comparison of fit between categories requires a measure
of goodness-of-fit which is independent of the total number of trips
such as the mean percentage error. It is apparent from Table 2.2 that

the mean-percentage-error value appears to vary inversely with the
number of trips indicating that large observations are easier to
model accurately than small observations. This was also found to be
true in this study.

Hathaway concluded that his model was unsatisfactory because
the mean percentage error was too high (about 40%). However as
discussed in section 5.2.1 the values obtained for the mean percentage
errors were markedly affected by the large number of small observations.
Analysis of the Eercentage errors in the major movements (as in section
5.4) would in the author's opinion have shown Hathaway's model to
have been satisfactory.

Table 2.3 gives the results of comparing the observed trip
distribution with, in turn, the predicted distributions obtained from
the sum of nine socio-economic groups, the sum of the six occupational
categories, the sum of the eight categories of industry, the sum of
the part-time and full-time workers, the aggregated data for all
workers and the sum of the seven age/sex categories.

TABLE 2.3 Comparisons between predicted and observed trip distributions

(Hathaway, 1975)

Variable Number of Chi-squared Mean percentage
categories value erroxr
Socio-economic group 9 15768 38.9
Occupation 6 16304 39.0
Industry 8 15826 40.1
Part-time/Full-time 2 16883 42.2
No variable 1 17447 42.5
Age/sex 7 16303 42.6
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Table 2.3 indicates that some small improvement in modelling -
accuracy was possible through the introduction of additional parameters
it is difficult to judge their significance. It was apparent to the
author that a more sensitive measure of comparison was necessary.

Hence analysis of correlation was used in this work in addition to

the mean-percentage-error statistic used by Hathaway.

2.3 OCCUPATION AND TRAVEL BEHAVIOUR

The usefulness of occupational categories has been extensively
researched, in particular the effect on trip-making behaviour. A brief
summary of some of this research is presented here in view of the
investigation of the effects of separating data into occupations on
accuracy of modelling the distribution of trips.

Duncan and Duncan (1955), using data from Chicago, 1950, found
that: workers in the professional and managerial classification
lived only in certain areas of the city and operatives,service workers
and labourers lived only in others while salesmen, clerks and craftsmen
lived throughout the city.

Duncan (1956) found that the distance between work-place and
residence of workers in Chicago, 1951, showed definite correlation

with the category of occupation (Table 2.4).
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TABLE 2.4 Average work-residence separation by major occupation

group (Duncan, 1956)

Occupation Number of workers Average separation (miles)
Professional 80 7.0
Managerial 68 6.4
Sales 64 6.4
Clerical 191 5.1
Craftsmen 181 4.6
Operatives 338 3.6
Service ’ 87 3.8
Labourers 33 3.3
Total 1042 4.7

On the other hand, Reeder (1956) found that in Spokane, Washington,
in 1952, people in the Professional and Managerial occupations spent
less time travelling to work than did operatives and labourers.
Reasons for the apparently conflicting results of Duncan and
Reeder could include: differences between cities (geographical and
demographic); differences between occupational groups with respect to
preferred mode of travel; differences between road networks and public
transport networks with respect to levels of service; and the relation
between average distance and travel time. However, there is little
doubt that differences can occur between occupational groups with
respect to the separation of residence and place of work.
Udy (1962) suggested that people in occupations giving access

to wealth power and influence would be able to benefit more quickly
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from technological change than others less fortunate.

Goldstein and Mayer (1964) using data from Providence-Pawtucket,
Rhode Island, 1960, found that: of the workers who lived in the
suburbs, the percentage working in the city varied directly with the
social status of their occupations and the percentage working in the
suburbs decreased with increasing social status.

In an extensive analysis of previous reseérch, Wheeler (1967)
found that most metropolitan transportation studies agreed that those
in high status occupations generally travel further to work than those
in low-status categories. Wheeler commented that in large cities
"white collar" workers live in the suburbs and work in the Central
Business District, whereas "blue collar" workers tend to live close
to where blue-collar jobs are available. However, the size of the
city is important: in smaller cities, professional and managerial
workers often live in the suburb in which they work while manufacturing
employees may be attracted from other suburbs: in this case the lower-
status workers tend to travel further than high status workers.

Using data from Pittsburgh, 1958, Wheeler found that mean
work-trip distance increased with occupational status. BAlso, within
high-status occupations, average work-trip distance was found to
increase with distance between residence and city. Low-status
occupation workers exhibit the opposite behaviour; those living in
the suburbs work near home, while those living near the city have
scattered work-places.

It is apparent from the average work-trip distances displayed
in Table 2.5 that no correlation exists between social status and
distance travelled to work by female workers; however due to the
large demand for office-workers in the CBD, female clerical workers

have a much higher average distance to work than the other occupations.
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TABLE 2.5 Mean distances from home to work for Pittsburgh in 1958

(Wheeler, 1967).

Occupation Distance to work (miles)
All CBD Female
Destinations Destinations Workers
Professionals 4.07 5.41 2.77
Managers 3.47 4.88 2.87
Sales workers 3.77 4.94 2.82
Clerical workers 3.58 4,50 3.46
Craftsmen-foremen 3.51 4.70 2.74
Operatives ) 3.13 3.64 2.84
Service workers 2.61 3.20 2.56
Labourers 2.76 3.20 2.48
Total 3.43 4,58 3.06

Forster (1975) found that in Adelaide in 1971 workers in
different categories of occupation and different sexes had very
different distributions of homes and workplaces.

Manning (1978) analysed the 1971 census data on journey to work
in Sydney, and found that the distance travelled to work was related
to age, income, occupation, sex, marital status and whether an
individual has a fixed dwelling or fixed workplace when searching for
the other.

He found that the proportion of the workforce that work and
live in the same locality varied with the occupation. People with
lowly paid occupations tended to live close to their work. Using the

ratio of the number of people that actually work locally to the number
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of people that could work locally to represent people's willingness
" to travel long distances to work, he found that workers earning more
are willing to travel further.

The proportion of workers working in the city centre varied
with occupation and sex: however, the residential distribution of
city workers did not vary between occupations. There was, however, a
variation between the residential distributions of the two sexes;
male city workers of all occupations were drawn predominantly from
the Kur-ring—-gai and harbourside suburbs, while female city workers

of all occupations were drawn from the western suburbs.
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3. DEVELOPMENT OF THE GRAVITY MODEL

3.0 INTRODUCTION

From the many distribution models described in Chapter 2 the
Gravity Model as presented by the Bureau of Public Roads (1965)
(hereafter referred to as the BPR Model) was selected. A computer
program which incorporated the procedure for calibrating this model
was written in Fortran for a CDC 6400 computer and was applied to an
examination of the 1971 journey-to-work data for the City of Adelaide.
The model and the calibration procedure were refined as improvements in
some sections permitted improvements in others. This chapter describes

the development of the final model.

3.1 DEVELOPMENT OF THE MODEL AND CALIBRATION PROCEDURE

3.1.1 The BPR Model

The BPR model is:

P = Z T ; for all i; and
n
A = 2 T, i for all 7.

The first constraint is automatically satisfied by the calculation of
numbers of trips from the trip production data, while the second
constraint is satisfied by a procedure of iterative multiplication
using trip attraction factors.
3.1.2 Categorization of trips

The BPR recommends that trips be categorized by purpose: this

study examined trips of only one purpose viz. home-based work trips.
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The B.P.R. also recommends that trips be separated into:

(a) 1Internal trips: with both ends in the study area;

(b) External trips: with one end in the study area and one

end outside the study area; or

(¢) Through trips: with neither end in the study area.
In this work, only trips internal to the Adelaide Statistical Division
were considered. This included 99% of the 299000 trips that originated
in the study zone and 99% of the trips that ended in the study zone.
3.1.3 Data

The BPR model required matrices of

(i) observed trips and

(ii) travel times between zones.
Whereas the BPR suggests an origin-destination sample survey as the
source of trip data, this work used census data.

Terminal times and inter-zonal travel times were calculated in
the manner suggested by the BPR. The intra-zonal travel times however
required a closer examination as discussed in section 4.2.2.

3.1.4 The Calibration Process

3.1.4.1 The trip length frequency distribution.

In the BPR method a frequency distribution of the number of
trips and percentage of all trips in each one-minute increment of
travel time is calculated from the table of trip numbers and the travel
times. However the travel times used in this study were not considered
to be accurate to within one minute thus intervals of two minutes
between 3 min. and 49 min. were used with "under 3 min" and "over 49
min" categories in all frgquency distributions. Of the observed trips

4% were under 3 min. and 0.1% were over 49 min.
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3.1.4.2 Travel time factors.

Development of a set of travel time factors (Fij) by an
iterative process is the core of the BPR calibration process. Initially
either a set of travel time factors found to be appropriate for a
similar sized urban area are used, or all initial travel time factors
are set to unity; the initial estimates are relatively unimportant,
although they can affect the cost of computing by changing the number
of iterations required. 1In this work all initial travel time factors
were set to unity.
3.1.4.3 cCalculation of predicted number of trips.

Substitut%on of the known values of the trip productions (Pi)’

and trip attractions (% ) and the estimated travel time factors

(F_j) into the gravity model formula:
1

1)

£
I

o
=
=
-
I

produces a matrix of predicted trip numbers (qu }. From this are
calculated:
(i) a frequency distribution by travel time of numbers of trips
estimated by the gravity model for comparison with the
frequency distribution of observed trips calculated as described
in section 3.1.4.1; and
(ii) a table of synthesized numbers of trips attracted to each
zone (A;) obtained by summing the appropriate numbers in

the trip matrix for comparison with the observed trip

attractions (Ai)'
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3.1.4.4 Comparison of frequency distributions.

The BPR recommends that the predicted and actual frequency
distributions of trip numbers by travel time be compared with respect
to shape and average trip length and if they do not satisfy visual
comparison or do not have average travel times within three percent
of each other, the travel time factors should be adjusted as described
in section 3.1.4.5.

In this work the BPR calibration criteria were guantified to:
(i) for at least 80% of the travel time intervals (i.e. 20 out

of 25) the percentage of predicted trips in an interval

must lie within 2+ 0.5 percentage points of the actual

percentage of trips in that interval. Travel times were

allocated into 23 cells of 2 minute span between 3 and 49

minutes with a cell for over 49 minutes and a cell for under

3 minutes.

(ii) the average predicted travel time must be within 3% of the
actual value.
3.1.4.5 Adjustment of travel time factors.

When the frequency distribution of synthetic trips fails to
match the frequency distribution of actual trips as described above,
the BPR method uses the following method to adjust the travel time
factors:

The travel time factor used for each value of travel time is multiplied
by the ratio of the observed percentage of trips to the currently

predicted percentage of trips for that travel time i.e.

F(t,n+l) = F(t,n) X p(t)/a(t)
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where F(t,n+l) travel time factor for time t to be used in the

next iteration;

F(t,n) = travel time factor for time t wused in the
current iteration;

p(t) = observed percentage of trips of time t; and

qa(t) = percentage of trips of time t predicted by the

current iteration.

The adjusted travel time factors are then plotted against
travel time on a log-log scale, and a smooth curve of best fit is
drawn. A new value of travel time factor for each travel time is
taken from that éurve.

This adjustment process is repeated until a set of travel
time factors is obtained which gives a frequency distribution of trips
by travel time satisfying the criteria of comparison in 3.1.4.4.

In this study the BPR's manual curve-fitting procedure was
replaced by a segment of the computer program and the whole calibration
process was completed in a single computer run. Much time was spent
investigating the form of the curve to be fitted. Initially the

log-log parabolic function:
In(F, ) = A + B Ln(d ,) + C(Ln(d  ))2
ij ij ij

taken from the shape of the travel time factor curve presented by the
BPR (1965) for Washington D.C., 1955 was tried. With this function
the programme was unable to satisfy the calibration criteria of
section 3.1.4.4.

The function suggested by Tanner (1961)

b
F}j = exp(—)\dij)/dij
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was tested and found to be acceptable. However in describing his
model Tanner explained that the exponent b in the denominator is
required to describe inter-city trips; intra-city trips were generally
found to produce a value of b close to unity.

The éimpler Tanner function suitable for intra-city trips:-

F., =C exp(—kqj y/d

ii iij

was finally adopted in this work. The parameters were obtained during
calibration by the process described above.
3.1.4.6 Comparison of trip attractions.

The BPR suggests manual comparison of the predicted trip
attractions (A;) with the actual trip attractions (Ai) after the
comparison of frequency distributions has been satisfied. 1In this
study the criterion of comparison was quantified and included in the
computer program. It was required that at least 80% (25 out of 31) of
the synthetic trip attractiqns (A;) must lie within 10% of the
corresponding actual trip attractions (Aj).
3.1.4.7 Adjustment of trip attraction values.

When the predicted trip attractions are not sufficiently close
to corresponding actual values the BPR suggests manual adjustment of
each trip attraction value, used in the current application of the
gravity model, by the ratio of the actual trip attraction (Ai) to

the predicted trip attraction (A;). For each zone Jj :
A(j,n+l) = A(J,N)} X Aj /Aj'

where A(j,n+l) = the trip attraction value for zone J to be used

in the next iteration; and
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A(j,n) = the trip attraction value for zone j used in the

current iteration.

This procedure is performed automatically by the calibration
program described in this work.

Generally only one such adjustment of trip attraction factors
is necessary to achieve agreement of trip attractions between survey
and model.

3.1.5 Adjustment Factors.

The BPR used adjustment factors (%j ) to allow for various
social and economic conditions not related to travel time such as
topographical bafriers or congestion. Because of the stringent
requirement to quantitatively Jjustify the use of adjustment factors
they were not used in this study.

3.1.6 Testing the Gravity Model.

The BPR recommends that the overall accuracy of the predicted
trip distribution produced by the gravity model be tested with the
following statistics: the mean difference, the sum of the squares of
the differences, the standard deviation, and the root-mean-square-error.
If these errors are within acceptable limits of accuracy the model is
deemed to be satisfactory.

The statistics used in this work were the mean percentage error,
root-mean-square-error, the differences and ratios between corresponding
numbers of trips and analysis of correlation as described in Chapter 5.
3.2 THE FINAL MODEL ‘

This section summarizes the procedure used in the remainder of
the study to calibrate the model for various sets of trip data.

Calibration involved the following steps:
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11.
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read in the travel time matrix;

read in the observed trip matrix;

calculate trip productions (Pi) and trip attractions (Aj)

by totalling appropriate cells of the trip matrix;

calculate the frequency distribution of trips by travel-time
for 2 minute intervals of travel time between 3 and 49 minutes
(section 3.1.4.1);

calculate the observed average travel time by summation of
number of trips by travel time for all pairs of zones;

set initial travel time factors for all values of travel time
to unity (section 3.1.4.2);

calculate the matrix of travel time factors (ﬂj }  from the
initial table of travel time factors (step 6) or from the
travel time factor versus travel time function (step 13);
calculate the matrix of predicted trip numbers from the Gravity
Model formula using the trip production values from Step 3,

the actual or adjusted trip attraction values from Step 3 or
Step 17, and the current travel time factors from Step 7
(section 3.1.4.3);

calculate the frequency distribution by travel time of the
predicted numbers of trips (section 3.1.4.3) and the average
predicted travel time;

compare the frequency distributions of predicted and observed
trips for all travel times (section 3.1.4.4). If the comparison
is satisfactory proceed directly to step 15. If the comparison
criteria are not satisfied proceed to step 11.

Adjust the value of the travel time factor for each interval

of travel time using the formula described in section 3.1.4.4.
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13.

14.

15.

16.

17.

18.

19.
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Fit to the data resulting from step 11 a curve of the form:

Fo = C.exp(fk.dK)/dK

where FK, C, A and dx are as defined in section 3.1.4.5;
Replace the values from step 11 with the values of the travel
time factor, FK, defined by the equation of step 12 so that
the final set of values of FK lies on a smooth curve;
return to step 7 and repeat steps 7 to 13 up to four times,
or until the comparison of step 10 is satisfied; then proceed
to step 15;

calculate ‘the sypthetic trip attraction values (A;) by
summing the columns of the matrix of predicted numbers of
trips (section 3.1.4.3);

compare the synthetic and actual trip attraction values. If
the comparison criterion of section 3.1.4.6 is satisfied
proceed directly to step 19. If the comparison criterion

is not satisfied proceed to step 17;

modify the actual trip attraction values for all zones as
described in section 3.1.4.7;

Return to step 8 and repeat steps 8 to 17 up to two times or
until the comparison in step 17 is satisfied; then proceed to
step 19.

The calibration is now finished; calculate error statistics

for comparing the predicted and actual trip distributions.
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4, INPUT DATA

4.0 INTRODUCTION

There are three major sets of input data:

(i) the zone definitions;

(ii). the travel time matrix; and

(iii) the work-trip matrix for each of sixteen occupational

and sex categories of trip-maker.

The following sections describe the collection and preparation
of these data.

4.1 WORK-TRIP MATRICES

the 1971 Australian census obtained data on the "place of work",
"place of residence", "occupation" and "sex" of each worker. Comprehensive
journey-to-work tables were compiled from this by the Australian Bureau
of Statistics (ABS).

The Adelaide Statistical Division (SD) was divided into 391
origin zones and 322 destination zones. The boundaries of origin and
destination zones do not coincide, but both can be aggregated into 95 study
zones, which in turn aggregate to 31 Local Government Areas (LGA's).

At all three levels of spatial resolution (origin/destination =zones,
study zones, LGA's) tables are available showing numbers of trips from
home to work cross-tabulated with the occupation, industry group, age
and sex of the workers involved.

The LGA level of spatial resolution was used in this study
because the use of 95 study zones would have required the manual
calculation of the unreasonable number of some 4560 values of travel
time. Also when disaggregated by occupation and by sex, many of the

elements of the journey-to-work matrices were too small. Although it is
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desirable to maintain a fine level of detail, a mathematical model is
of little use if the errors inherent in the model are larger than
the numbers being modelled. Even at the LGA level of resolution,
many zone-to-zone numbers of trips were zero or close to zero. It was
decided to attempt to model LGA-to-LGA movements as a smaller
number of larger zones would have produced insufficient detail.

The 31 LGA's are listed in Table 4.1 and depicted in Figure 4.1.
Table 4.2 gives the number of workers in each (ABS)} occupational
category; Appendix B shows the occupations which comprise each category.
As the categories of Farmers (#5), Miners (#6), Armed Servicemen (#10)
and inadequately described (#11) contained only a total of 5.5% of the
total number of workers they were aggregated into a single category
of "Other" (#12). The remaining categories were maintained as given.
The resulting occupational categories and numbers of workers in the
categories used in this study are given in Table 4.3. There are three
reasons for the discrepancies between the numbers in Table 4.2 and the
numbers in Table 4.3. First approximately two percent of the labour
force was unemployed and made no journey to work. Secondly, approximately
ten per cent of the answers to the question on place of work fell into
the categories of Not Applicable, Outside Study Zone or Not Stated.
Finally, the tables include only those employed persons who were
"usual residents" of the dwelling in which they were enumerated,
resulting in an estimated loss of 3.3 per cent of the employed workforce
(Australian Bureau of Statistics, 1975). The nett result of those
facts was that about sixteen percent of the Adelaide lébour force was
not included in the analysis. As it is not known exactly where these
errors occur, it was assumed that the errors are dispersed throughout

the trip matrices and that no single value was significantly affected,
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LOCAL GOVERNMENT AREAS IN ADELAIDE STATISTICAL

TABLE 4.1:
DIVISION
No. LGA No. LGA No. LGA
1 Adelaide 12 Hindmarsh 23 Salisbury
2 Brighton 13 Kensington & 24 Stirling
Norwood
3 Burnside 14 Marion 25 Tea Tree Gully
4 Campbelltown - 15 Meadows 26 Thebarton
5 Col. Light Gdns 16 Mitcham 27 Unley
6 East Torrens 17 Munno Para 28 Walkerville
7 Elizabeth 18 Noarlunga 29 West Torrens
8 Enfield 19 Payneham 30 Willunga
S Gawler 20 Port Adelaide 31 Woodville
10 Glenelg 21 Prospect
11 Henley & Crange 22 St. Peters
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TABLE 4.2:  NUMBERS OF WORKERS RESIDENT IN THE ADELAIDE SD,
AS GIVEN IN THE 1971 CENSUS (AUST. BUREAU OF STATISTICS).

Male Workers Female Workers All Workers
GEEEE SN No. % of No. % of No. % of
Male Total Female Total Total
1. Professional 22,678 10 17,819 15 40,497 11
2. Administrative 21,054 9 3,166 3 24,220 7
3. Clerical 21,971 10 36,611 30 58,582 17
4. Sales 15,493 7 15,674 13 31,167 9
5. Farming 5,274 2 1,208 1 6,480 2
6. Mining 440 0 1 0 441 0]
7. Transport/ 14,865 6 2,352 2 17,217 5
Communication
8. Crafts 107,758 46 15,764 13 123,522 35
9. Service 9,169 4 19,748 16 28,917 8
Jo. Armed Services 2,460 1 122 0 2,582 1
11. Inadequately Stated 7,512 3 4,458 4 11,970 3
Unemployed 3,643 2 2,922 2 6,565 2

TOTAL 232,317 100 119,843 100 352,160 100
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TABLE 4.3: NUMBERS OF WORKERS IN OCCUPATIONAL CATEGORIES

USED IN THIS STUDY.

Male Workers Female Workers All Workers

OCCUPATION
No. % of No. % of No. % of
Male Total Female Total Total
1. Professional 20,340 10 15,650 15 35,990 12
2. Admistrative 19,063 10 2,850 3 21,913 7
3. Clerical 20,526 10 33,830 33 54,356 18
4. Sales 13,789 7 13,820 14 27,609 9
7. Transpoxt/ 11,870 6 2,082 2 13,952 5

Communication

8. Crafts 93,900 48 14,332 14 108,232 36
1 Service 8,118 4 17,148 17 25,266 9
12. Other 7,242 4 2,080 2 9,322 3
13. TOTAL 194,848 100 101,791 100 296,640 100
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but detailed comparisons involving small numbers were avoided.

The values of zonal trip productions (representing resident
workforces) and zonal trip attractions (representing zonal employment
numbers) are presented in Table 4.4 and 4.5. When analysed by zone,
by occupation and by sex, certain trends became apparent both in the
trip production figures and in the trip attraction figures.

1. the occupational categories of Professional, Administrative,
Transport, Craft and Other had high proportions of males in
almost all zones; while the categories of Clerical Sales and
Service workers had larger proportions of females than of males
in most zgnes;

2. the Industrial areas of Elizabeth, Enfield, Hindmarsh,
Kensington, Port Adelaide, Thebarton and Woodville have zonal
trip attractions much larger than their respective trip
production figures. 1In all other zones the trip productions
exceed attractions indicating that these zones are predominantly
residential;

3. in all occupations the Adelaide CBD provides far more jobs
than it has resident workers;

4, Occupations such as Craftsmen, in particular, dominate the
trip attraction and production figures in the more industrial
areas of Enfield and Port Adelaide whereas the occupations of
Professional and Administrative predominate in the more typically
residential suburbs such as Burnside and Walkerwville.

Forster (1975) discussed these differences in great depth.

4.2 THE TRAVEL TIME MATRIX

4.2.1 1Inter-zonal Driving Times
Times to travel sections of the Metropolitan Adelaide Road

network in the off-peak period were measured in 1974 by the South
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Australian Highways Department as part of the Metropolitan Adelaide
Transport Study. The road network was analysed in the manner suggested
by the BPR (1965). All major streets were mapped, numbers were assigned
to the centroids of every intersection as well as to the centroids of
all districts and distances and average speed of traffic flow between
pairs of adjacent intersections were recorded.

Centroids of the thirty-one Local Government Areas (zones)
were located by estimating the geographical centre of the built-up
area of each zone. The network node closest to each zone centroid
was used to represent that zone throughout the analysis.

The shortest route between pairs of centroids was selected
by visual inspection of a map of the road network and zone centroids.
The driving time between each pair of zones was calculated by summation
of the times of travel of all the street sections of the selected route.
In the cases of the outlying zones of Willunga, Stirling and Gawler
the time of travel from the zone centroid to the nearest node on the
outer limits of the metropolitan network was estimated by the time
taken to travel by road from the centroid to the node at an average
speed of forty miles per hour.
4.2.2 Intra-zonal Driving Times

Intra-zonal driving times were estimated using the method
suggested by the U.S. Bureau of Public Roads (1965), i.e. the average
driving time for intra-zonal trips was considered to be one half of
the mean value of the trips from the centroid of the zone to the
centroids of adjacent zones as shown in Figure 4.2.

However a large proportion of intra-zonal journeys-to-work in
the predominantly rural outlying suburbs result from farmers working
at home. Thus in these rural zones an intra-zonal travel time of

two minutes was considered appropriate.
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Centroids Driving time
(minutes)
129- 1 7.47 40é35 - 8.07 minutes
12 p- 8 10.89
12 921 9.54
8.07 5

12 » 26 5.15 < = 4.03 minutes
12 931 B 59 (use 4.0 minutes)

40.35

FIGURE 4.2: DETERMINATION OF INTRA-ZONAL DRIVING TIME FOR
HinomarsH (12)
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Figure 4.3 showing the extent of urban Adelaide in 1971 clearly
indicates the zones which were either almost totally rural or were
separate urban centres and which were assigned intra-zonal travel times
of two minutes: East Torrens, Gawler, Meadows, Munno Para, Noarlunga,
Stirling, Tea Tree Gully and Willunga. Only 36747 trips (12% of all
trips) were produced by these eight zones so the overall effect of
these intra-zonal travel times was small. However each of the eight
rural zones had a relatively high proportion of intra-zonal trips and
the use of these more appropriate intra-zonal travel times significantly
improved the ability of the model to match the distributions of trips
from these eight 'zones.

4.2.3 Terminal Times

The time of travel between each pair of zones was calculated by
adding to the inter-zonal driving time a "terminal time" for each end
zone. As suggested by the U.S. Bureau of Public Roads (1965), these
terminal times were obtained as subjective estimates of the time
required to locate and secure a parking place based on the writer's
experience. It was estimated that in the Central Business District
approximately five minutes would be spent searching for a parking space
and walking to the final destination, while in outlying zones a terminal
time of zero minutes was used and intermediate values were allocated
to zones with moderate amounts of commercial activity.

However it was considered that a large proportion of those
trips recorded as intra-zonal result from people working at home; in
which case zero terminal times are appropriate. Hence terminal time
values of zero were used for all intra-zonal travel times.

The Travel Time Matrix used with the Gravity Model was produced

by collecting values of driving times between all pairs of zones and



: L SAGAWLER

, ENFIELD

Toeds g emmpl TF i e
L Uwcoovis N oot e € P
A R P PROSPECT 4, 3™ J canreeLiiown

.
: : s
it T sy '>—':,*::3._pum:m\u ?
2 | o I
a1 1Y ".rv"t‘.'l""‘l\ APEIRS) ! ~
i IIBRRION Neeine

e

] i
| ety

=~
K

URBAN AREA
[T] RURAL AREA

NPEETE RS
WL vl

L
LWALLUK

FIGURE 4.3:

1971 URPAN AREA I

55.

N

RELATION TO THE STUDY AREA



56.

intra-zonal driving time values for all zones and increasing the times
by appropriate terminal times.

Zone terminal times and intra-zonal driving times are shown in
Table 4.6.

4.2.4 Accuracy of Travel Times

The driving time for each section of road was quoted to the
nearest one-hundredth of a minute (2% of the average time of 30 seconds)
by the S.A. Highways Department. However, the travel time for each
section was calculated from the section length using an assumed speed.
Thus it was considered improper to claim that all times were accurate
to within 2% as implied above. Precision to one-hundredth of a minute
was maintained throughout the summation process, but the final travel
times were accepted only to the nearest minute. With travel times of
about 16 minutes this corresponded to accuracy of 6%.

After trial applications of the model it became apparent that
the times were not, in fact, accurate to the nearest minute but were
accurate to plus or minus one minute (or approximately * 12%). Thus
it was expected that the model's final prediction could be no more
accurate than to within 12% and since the model is not linear even
larger uncertainties were expected.

Perhaps more commonly used as a measure of separation between
zones is the "generalized cost"”. This is a function of the time of
travel, distance and cost of travel between the zones. 1In this work,
however, it was not possible to calculate the generalized cost between
zones as no data was available on cost of travel between zones. Also
since the time of travel data was calculated from measurements of
distance and average speed it would have been incorrect to propose a

generalized function of the two.
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TABLE 4.6 Terminal Times and Intra-zonal Travel Times.

ZONE Intra-zonal t?mﬁes Terminal
BPR Modified Times
(min) {min) (min)

1. Adelaide 4.4 4.4 5
2. Brighton 2.6 2.6 3
3. Burnside 5.3 5.3 2
4. Campbelltown 6.2 6.2 2
5. Col. Light Gdns 1.6 1.6 2
6. East Torrens 8.0 2.0 0]
7. Elizabeth 4.6 4.6 2
8. Enfield 6.3 6.3 3
9. Gawler 3.1 2.0 0]
10. Glenelg 6.4 6.4 3
11. Henley & Gran’ge 5.1 5.1 2
12. Hindmarsh 4.0 4.0 3
13. Kensington &

Norwood 2.7 2.7 3
14. Marion 5.8 5.8 2
15. Meadows 10.6 2.0 0]
16. Mitchum 6.2 6.2 2
17. Munno Para 8.0 2.0 0
18. Noarlunga 7.6 2. o
19. Payneham 4.1 4.1 2
20. Port Adelaide 6.0 6.0 2
21. Prospect 3.3 3.3 3
22. St. Peters 2.3 2
23. Salisbury 6.1 6.1 0
24. Sstirling 9.4 0
25. Tea Tree Gully 8.5 2.0 0
26. Thebarton 4.0 4.0 3
27. Unley 4.8 4.8 2
28. Walkerville 3.5 3
29. West Torrens 6.0 6.0 2
30. Willunga 9.4 2.0 0
31. Woodville 5.4 5.4 2
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Thus time of travel was the sole variable used to represent the
separation of zones. It is believed that this lack of data may have
generated errors which further affected the final accuracy of the

model.
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2, CALIBRATION AND ASSESSMENT OF THE GRAVITY MODEL
5.0 INTRODUCTION

The Gravity Model described in chapter 3 was calibrated with
the data in chapter 4 and used to generate a predicted trip inter-
change matrix whose values were compared with the observed numbers.
The values of the various statistics which measure "goodness-of-
fit" between the predicted and actual trip matrices are presented
and their significance discussed in this chapter.

5.1 CALIBRATION OF THE GRAVITY MODEL
5.1.1 Determination of Friction Factors.

Calibratipn of the gravity model involved the calculation of
the parameters C and A in the travel time factor function of
section 3.1.4.5.

When using data for all journeys to work the values of the
parameters were found to be C = 57.0 and A = 0.061 min—] (i.e.
1/A = 16 min). This produced the relation between travel time factor
and travel time shown in Table 5.1 and Figure 5.1. It will be seen
that the travel time factors obtained in 1960 from New Orleans (pop.
= 627,000), when multiplied by a constant factor to equate the
values at 8.0 mins, are similar to those obtained for Adelaide in 1971
while those obtained for Sioux Falls (pop. = 65000} in 1960 differ.
As Adelaide in 1971 had a population of 843000 the similarity of
travel time factors between BAdelaide and New Orleans confirms the
suggestion of the Bureau of Public Roads (1965) that cities with
populations of similar size would have similar relations between
travel time factors and travel time.

5.1.2 Frequency Distribution of Trips by Travel Time.
Using the parameters C and A obtained above the means and

standard deviations of the predicted and observed trip times were:-
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TABLE 5.1: COMPARISON OF WORK TRIP TRAVEL TIME FACTORS FOR DIFFERENT
CITIES.

Travel Time Work-Trip Travel Time Factors

(Min) . Adelaide 1971 New Orleans 1960 Sioux Falls 1960

Original Adjusted* Original Adjusted* Original Adjusted*

o - 3 15.83 1583 1150 1759 255 678
3 = 5 8.42 842 540 826 220 585
5 - 7 5.33 533 345 528 180 479
7 - 9 3.67 367 240 367 138 367
9 -11 2.66 266 170 260 102 271
11 - 13 1199 199 126 193 75 199
13 - 15 1.53 153 97 148 55 146
15 - 17 1.20 120 77 118 36 96
17 - 19 .95 95 62 95 18 48
19 - 21 .76 76 50 76 2 5
21 - 23 .62 62 42 64
23 - 25 .50 50 35 54
25 - 27 .41 41 29 44
27 - 29 .34 34 25 38
29 - 31 .28 28 21 32
31 - 33 .23 23 18 28
33 - 35 .20 20 16 24
35 - 37 .16 16 14 21
37 - 39 .14 14 12 18
39 - 41 .12 12 10 15
41 - 43 .10 10 9 14
43 - 45 .08 8 8 12
45 - 47 .07 7 7 11

* Adjusted to a common value at 8 mins travel time.
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Mean Std. Dev.
observed 16.6 min 9.19 min
predicted 16.2 min 9.10 min

In 20 of the 25 intervals of travel time the percentage of
predicted trips was within 0.5 of the observed percentage (i.e. for
the total of 296639 trips, the predicted number of trips in each of
20 intervals was within 1483 trips of the corresponding observed
number). The largest difference was in the interval 13-15 min where
the difference was 3365 trips (observed = 21623 trips, predicted =
24988 trips) or, 1.13% of all trips. Table 5.2and Figure 5.2 show the
distributions by travel time of the observed and predicted trips.

5.2 STATISTICS FOR GOODNESS-OF-FIT
5.2.1 Single Parameter Statistics.

The goodness-of-fit obtained between the predicted and

observed trip data was indicated by the following statistics (as

defined in Appendix B):

Root-mean-square erroxr 222 trips
Mean percentage error 100%
Number of trips 296640 trips.

The root-mean-square error suggested that there was an
"average" error of 222 trips in each predicted trip movement. With
961 trip movements and 296640 trips the average movement was 309 trips.
Thus the root-mean-square error was 72% of the average movement.

The mean percentage error of 100% suggested that the predicted
number of trips for any pair of zones could have been anywhere between
zero and twice the observed number of trips. However this statistic

was markedly affected by small observed values of which there are many:
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TABLE 5.2: DISTRIBUTIONS BY TRAVEL TIME OF OBSERVED AND PREDICTED
TRIPS (ALL TRIPS).

Time Interval Observed Predicted Obs.-Pred.
(min) Trips % Trips % Trips %
0o - 3 12127 4.09. 11968 4.03 159 0.06
3 - 5 14060 4.74 13691 4.62 369 0.12
5 - 7 50101 16.89 52752 17.78 =-2651 -0.89
7 - 9 2708 0.91 3575 1.21 -867 -0.30
9 -11 11150 3.76 11164 3.76 -14 0
11 - 13 18942 6.39 19570 6.60 -628 -0.21
13 - 15 , 21623 7.29 24988 8.42 -3365 -1.13
15 - 17 25090 8.46 25798 8.70 -708 -0.24
17 - 19 13313 4.49 13029 4.39 284 0.10
19 - 21 36776 12.40 35770 12.06 1006 0.34
2} - 23 23437 7.90 22082 7.44 1355 0.46
23 - 25 11431 3.85 13493 4.55 -2062 -0.70
25 - 27 21940 7.40 18917 6.38 3023 1.02
27 - 29 9373 3.16 7308 2.46 2065 0.70
29 - 31 5401 1.82 4726 1.59 675 0.23
3L - 33 7334 2.47 6235 2,10 1099 0.37
33 - 35 2163 0.73 1842 0.62 321 0.11
35 - 37 2576 0.87 2600 0.83 -24 -0.01
37 - 39 3718 1.25 3594 1.21 124 0.04
39 - 41 1220 0.41 940 0.32 280 0.09
41 - 43 787 0.27 896 0.30 -109 -0.03
43 -~ 45 649 - 0.22 606 0.20 43 0.02
45 - 47 123 0.04 168 0.06 -45 -0.02
47 - 49 307 0.10 391 0.13 -84 -0.03
over 49 290 0.10 536 0;18 ~244 -0.08

Total 296639 100 296639 100 0 0
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for example a predicted value of five trips with an observed value of
one gives a 400% error.
5.2.2 Analysis of Correlation.

A regression analysis was performed to establish the relation
between the predicted numbers of trips and the observed numbers of
trips as plotted in Fig. 5.3.* Ideally the line of best fit should be
Y =X i.e. a slope of +1.0 and passing through the origin. fhe
coefficient of correlation as defined in Appendix B measures the
spread of points about the line-of-best-fit, and if the line-of-best-
fit is very close to Y = X it measures the spread of points about
the line Y = X' and can be used as a measure of the acceptability

of the model.

* It should be noted that Fig. 5.3 and all subsequent graphs were
generated by computer using the Statistical Package for Social Sciences
(sPSS) and involve a simplistic method of representation. BAn asterisk
indicates a single point whilst a numeric digit indicates the occurrence
of that number of points at that print position. Where more than

9 points occur at the one print position the digit 9 is shown. The
overall picture given by the graph is distorted in that huge cluster

of points near the origin is insufficiently indicated and the

significance of the few high values is artificially enhanced.
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The goodness-of-fit is hence measured by three parameters:

(i) the proximity of the slope to unity;

(ii) the proximity of the intercept on either axis to zero;
and (iii) the proximity of the coefficient of correlation to unity.

The equation of the line of best fit in Fig. 5.3 was:
Y =-0.15 + 1.000 X for O < X < 1200 trips.

i.e. the slope was unity (perfect agreement) and the error of intercept
was insignificant in relation to the average number (300) of trips
between zones.

The coefficient—of—correlation (R) was found to be 0.972, and
thus 94.5% (R?) of the variation in numbers of observed trips
between zones could be replicated by the model. This high correlation
coefficient in conjunction with the satisfactory values of the
regression coefficients above indicate very close agreement. The
standard error of the estimate (deviation from the line of best fit)
was found to be 218 trips.

Confidence limits on predictions can be determined if the error
terms are normally distributed and independent of the magnitude of
the prediction. Clearly the error term in figure 5.3 increases as the
numbers of trips increase.

The same data was replotted in Figure 5.4 with both scales
showing the square roots of the numbers involved: the spread about
the line-of-best-fit is much more nearly independent of the magnitude
of the variables and can reasonably be taken as uniformly and normally
distributed.

The equation of the line of best fit in figure 5.4 was

VY = -0.84 + 1.02/X for O < VX < 120
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with a coefficient of correlation R = 0.976 (R2 = 0.953) and a

standard error of estimate (SEE of v¥) of 3.00. As before the
intercept is very small and the slope is close to unity.
The upper and lower 95% confidence limits for VY can be

expressed as

/Y = A + BYX *+ 2e

where: Y predicted number of trips

X = observed number of trips

A = -0.84 = the intercept on ¥ when VX =0
B = 1.02 = the slope of the line
e = 3.00 = the standard error of the estimate.

Thus the equation in the X,Y space of the upper limit is:

Y = B2X + 2B(A+2e) VX + (A+2e)?

and the lower limit is:

IO if x < [(2e-a)/B]2
]

B2X + 2B(A-2e) VX + (A—2e)2 otherwise

0 if X < 45

1.04X - 14.0/X + 46 if X > 45

I

and Y 1.04X + 10.5V/X + 26

These confidence limits are plotted in figure 5.3 and shown in
Table 5.3.

The value of R? = 0.953 indicates that 95% of the variation
in the observed numbers of trips has been replicated by the model:

an extremely high correlation.
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TABLE 5.3: 95% CONFIDENCE LIMITS FOR ACTUAL NUMBERS OF TRIPS.

Predicted Expected value of
observed number of trips
number of trips

Lower Limit¥* Mean Upper Limit*

0 0 0 26

25 _ 0 25 104
100 10 100 235
400 ' 182 400 652
1600 1150 1600 2110
6400 5582 6400 7522
10000 9046 10000 11476

* fThere is 95% confidence that the observed number of trips will be

between these limits.
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5.3 INVESTIGATION OF SIGNIFICANT DISCREPANCIES

Two matrices, one of the ratios of predicted to observed
numbers of trips, and the other of the differences between predicted
and observed numbers were obtained after calibration of the model as
shown in Appendix C. Ideally all ratios should be 1.0: the
majority lay between 0.5 and 3.0 but extreme values of 23 and 0.1
were obtained. Ideally all differences should be zero and many were
small with extreme values of -2511 and +1731 being obtained.

These statistics are misleading because the large ratio of
23 resulted from a difference of only 22 trips and the large error
of -2550 trips represented only 32% of the observed number of
7778 trips. The movements which had large errors with both of these
statistics were identified.

only three out of the 961 movements were found to have ratios less
than 0.3 and differences less than -200, or ratios greater than 3.0 and
differences greater than 200 trips. The numbers of intra-zonal trips in
East Torrens and Stirling were under-estimated and the number of trips
from Noarlunga to Burnside was over-—estimated as shown in Table 5.4.

Furthermore only thirty movements were found to have ratios
less than 0.5 and differences less than -100 trips, or ratios
greater than 2.0 and differences greater than 100 trips. Thus 931
movements out of 961 were reproduced to within +100 trips and a
factor of 2.0. These 931 movements contained 287188 trips or
97% of all trips.

Details of the poorly predicted movements are shown in Table
5.4: twenty-one of the thirty movements have one end in the developing
fringe suburbs. Forster (1975) has commented that gravity models can

satisfactorily represent the travel behaviour of workers from well-
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TABLE 5.4: SIGNIFICANT ERROR LOCATIONS - absolute difference more
than 100 and ratio not between 0.5 and 2.0.
Observed Difference Ratio
IRIP ENDS number of Pred-obs  Pred/obs
trips
25 Tea Tree Gully* 23 Salisbury* 580 +816 2.4
2 Brighton 31 Woodville 331 +421 .
10 Glenelg 31 Woodville 296 +407 2.4
3 Burnside 16 Mitcham* 312 +393 2.3
25 Tea Tree Gully* 16 Mitcham* 154 +307 3.0
18 Noarlunga* 3 Burnside 67 +247 4.7
7 Elizabeth¥* 20 Port Adelaide 184 +196 2.1
31 Woodville 10 Glenelg 47 +164 4.5
9 Gawler* 7 Elizabeth 145 +158 2.1
16 Mitcham* 24 Stirling 25 +154 7.2
20 Port Adelaide 23 Salisbury 89 +144 2.6
17 Munno Para* 20 Port Adelaide 79 +132 2.7
2 Brighton 20 Port Adelaide 118 +131 2.1
7 Elizabeth* 9 Gawler 76 +124 2.6
24 Stirling* 16 Mitcham* 118 +124 2.0
16 Mitcham* 22 St Peters 103 +123 2,2
3 Burnside* 24 sStirling 18 106 6.9
16 Mitcham* 19 Payneham 50 104 3.1
25 Tea Tree Gully* 22 St Peters 162 =113 .30
Adelaide 29 West Torrens 234 -134 .43
1 Adelaide 8 Enfield 220 -135 .39
28 Walkerville 28 Walkerville 279 -155 .44
25 Tea Tree Gully* 29 West Torrens 538 -308 .43
31 Woodville 7 Elizabeth* 542 -350 .35
6 East Torrens®* 6 East Torrens* 436 ~370 .15
11 Henley 11 Henley 655 ~428 .35
18 Noarlunga¥* 16 Mitcham* 817 -502 .39
10 Glenelg 10 Glenelg 893 =530 .41
17 Munno Para* 23 Salisbury* 1052 ~592 .44
24 Stirling¥* 24 Stirling* 831 -637 .23

* fringe zone.
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established areas, but are less satisfactory for trips to or from
areas of rapidly chapging population.
5.4 MAJOR MOVEMENTS

Dividing the total number of trips (296639) by the total
number of movements (961) the average number of trips per movement
was 309. Attention was therefore concentrated on movements with
observed numbers of trips greater than thirty (10% of the average).
There were 521 such movements involving 290300 or 29% of all trips.
The mean percentage error (predicted-observed) + observed from these
movements was found to be 37% which was considered to be more realistic
than the 100% quoted in section 5.2.1.

Further examination showed that about 191000 trips or 65% of
all trips were involved in movements having more than 1000 trips of
which there were 63. The mean percentage error in prediction of
these movements was 23%. Of these 63 movements 16 were intra-zonal
(shown in Fig. 5.5) and the remainder were inter-zonal, 22 being to
the CBD (shown in Fig. 5.6) and 25 to other zones (also shown in Fig.
5.5).

Significant intra-zonal movements are shown in Table 5.5:
major discrepancies between predicted and observed values were
Marion (+37%), Adelaide (+28%), Port Adelaide (-22%) and Unley (-42%).
The average percentage error in the remaining twelve movements was
less than 20%. The intra-zonal movements are however of little
planning significance of the regional level as they are generally
short, local and diffuse.

The major inter-zonal movem;nts are listed in Table 5.6 (non-

CBD trips) and Table 5.7 (trips to CBD) in order of decreasing
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TABLE 5.5: MAJOR INTRA-ZONAL MOVEMENTS (MORE THAN 1000 TRIPS).

Zone Intra-zonal trips
Number  Name Observed Predicted Difference % Diff.
14 Marion 5951 8165 +2214 +37
1 Adelaide 3871 4953 +1082 +28
17 Munno Para 1103 1396 + 293 +27
8 Enfield 7285 9016 +1731 +24
23 Salisbury 4321 5306 + 985 +22
2 Brighton 1258 1521 + 263 +21
7 Elizabeth 4032 4855 + 823 +20
18 Noarlunga 3384 4059 + 675 +20
25 Tea Tree Gully 1851 2068 + 217 +12
16 Mitcham 3978 4437 + 459 +11
29 West Torrens 4928 4989 + 60 + 1
31 Woodville 11167 11294 + 127 +1
3 Burnside 2197 2159 - 38 -2
20 Port Adelaide 6814 5309 -1505 ~-22
4 Campbelltown 1912 1430 - 482 =25

27 Unley 2624 1534 -1090 -42
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TABLE 5.6: MAJOR INTER-ZONAL MOVEMENTS ( MORE THAN 1000 TRIPS).
Number of trips
Trip ends
Observed Predicted Difference Diff
16 Mitcham - 27 TUnley 1105 1709 604 +55
29 West Torrens - 31 Woodville 1564 2362 798 +51
31 Woodville -~ 29 West Torrens 1369 1972 603 +44
11 Henley - 31 Woodville 1006 1117 111 +11
14 Marion - 29 West Torrens 2744 3043 299 +11
8 Enfield - 20 Port Adelaide 1382 1448 66 +5
23 Salisbury - 7 Elizabeth 1825 1820 5 +0
16 Mitcham ;= 29 West Torrens 1122 1104 ~18 -2
29 West Torrens - 14 Marion 1163 1107 -56 -5
20 Port Adelaide - 31 Woodville 3079 2852 =227 -7
17 Munno Para - 7 Elizabeth 1603 1469 -134 -8
25 Tea Tree
Gully - 8 Enfield 1399 1225 -174 -13
21 Prospect - 8 Enfield 1227 1061 -166 -13
31 Woodville - 20 Port Adelaide 3439 2948 -491 -14
23 Salisbury - 8 Enfield 2582 2165 -417 -16
31 Woodville - 8 Enfield 1389 1000 -389 -28
16 Mitcham ~ 14 Marion 1891 1341 ~550 -29
14 Marion - 16 Mitcham 1992 1366 -626 -30
31 Woodville - 12 Hindmarsh 1289 893 -396 -31
Enfield - 31 Woodville 3394 2077 -1317 -39
8 Enfield - 29 West Torrens 1170 682 -488 -42
23 Salisbury ~ 31 Woodville 1721 990 -731 ~42
7 Elizabeth - 23 Salisbury 2131 1256 -875 ~-42
18 Noarlunga - 14 Marion 1643 914 -731 -44
17 Munno Para - 23 Salisbury 1052 459 -593 -56
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TABLE 5.7: MAJOR MOVEMENTS TO THE CBD (MORE THAN 1000 TRIPS)
Production Trips to CBD
Zone
Observed Predicted Difference % Diff.
26 Thebarton 1005 1686 +681 +68
20 Port Adelaide 1721 2806 +1085 +63
19 Payneham 2104 2769 +665 +32
22 St. Peters 1228 1566 +338 +28
4 Campbelltowh 4460 5315 +855 +19
21 Prospect 2673 3012 +339 +13
13 Kensington 1236 1380 +144 +12
23 Salsibury 4281 4685 +404 +9
31 Woodville 5816 6311 +495 +8
11 Henley 2010 2170 +160 +8
27 Unley 5437 5607 +170 +3
8 Enfield 8146 8126 -20 0
28 Walkerville 1108 1091 -17 -1
7 Elizabeth 1823 1689 -134 -7
25 Tea Tree Gully 3760 3351 -409 -11
18 Noarlunga 1647 1382 ~-265 -15
29 West Torrens 6719 5726 -993 -15
16 Mitcham 6928 5753 -1175 -17
10 Glenelg 1928 1452 -476 -25
14 Marion 7778 5267 -2511 -32
3 Burnside 5798 3971 -1827 -32
2 Brighton 2772 1586 -1186 -43
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percentage error of estimation. The maximum percentage errors were
68% high (Thebarton-Adelaide) and 56% low (Munno Para - Salisbury)
but the average percentage error was only 25%. The largest absolute
difference between predicted and observed was the 1827 trips error

in the Burnside-Adelaide prediction. Predicted numbers were generally
within a few hundred of the observed.

As well as showing the major zone-to-CBD movements Fig. 5.6
shows a schematic grouping of all zones into eight areas which are
served by major arterial roads. These eight roads and the numbers
of trips that might be made on them (both observed and predicted) are
shown in Table 5.8. The average percentage error of prediction was
18%, underestimates being obtained for trips from the South, South-
west, West, East and South-east and over-estimates from the North-west,
North and North-east.

5.5  SUMMARY

This chapter examined the performance of the gravity model
developed in chapter 3 when applied to the aggregated data on Adelaide
work-trips described in chapter 4.

Section 5.1.1 presented the parameters of the friction factor
function determined during calibration of the model with all trips
to work: C = 57 and 1/)A = 16 minutes.

The resulting travel time factor function was appropriately
similar to functions determined for two other cities.

In section 5.1.2 it was noted that the frequency distribution
of predicted trips by travel time closely matched that of the observed
trips. However that was a necessary result of the calibration
procedure and serves only to show that the method of calibration does

converge towards the observed distribution of trips.
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TABLE 5.8: MAJOR RADIAL ARTERIAL ROADS AND TRIPS TO THE CBD.
Trips to the CBD
Direction Arterial zZones
Obser- Predicted Diff- %
ved erence Diff
S Main South Rd. 30,18,14. 9478 6738 -2740 -29
SW Anzac Hwy. 2,10. 4700 3038 -1662 -35
W Henley Beach Rd. 11,29,26. 9734 8582 -1152 -12
NW Port Road 20,31,12. 8014 10387 +2373 +30
N Main North Rd. 9,17,7,23,3, 17846 18722 +876 +5
21.
NE Main North East Rd. 25,4,19,22, 12660 14092 +1432 +11
28.
E Greenhill Rd. 24,6,3,13. 8246 6937 -1309 -15
SE Belair Rd. 15,16,5,27. 13278 12200 -1511 -8
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In section 5.2.2 the line-of-best-fit between predicted and
observed numbers of trips was determined to be Y = X, then the
coefficient of correlation was calculated to be R = 0.972. Thus
95% of the variation between observed numbers of trips could be
accounted for by the gravity model. It was also shown that a predicted
number of trips can be expected to be accurate to within approximately
fifteen times its square root.

Section 5.3 showed that ninety-seven per cent of the individual
movements (involving 97% of all trips) were reproduced to within either
100 trips or a factor of two, and that most of the remaining three
per cent of trips were made to or from outer zones.

Section 5.4 investigated the prediction of significant movements.
Ninety-nine per cent of all trips were involved in movements of more
than 30 trips. These movements were modelled to within 37% (mean
percentage error). Furthermore some 65% of trips were involved in 63
movements of more than 1000 trips and these were modelled to within

23%.
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b. MODELLING SEPARATE CATEGORIES OF WORKER

6.0 INTRODUCTION

In the previous chapter the effectiveness of the gravity
model and its calibration process in synthesizing the observed
distribution of total work-trips was discussed. No model of total
work-trip numbers can do more than model the "average" worker's_trip
to work. As reported in section 2.4, workers in different
occupations and different sexes can have very different distributions
of trips. Hathaway (1975) suggested that separate modelling of work-
trips in each of several categories and subsequent additions should
produce a more'accurate over-all model.

As described in section 4.1 the data on observed distribution
of work-trips in Adelaide was separated into categories at three
different levels of disaggregation:

1. by SEX - MALE trips were separated from all FEMALE trips
i.e. two categories;

2. by OCC - All trips were divided into the eight categories of
occupation described in section 4.1 producing eight
separate trip matrices; and

3. by SEX & OCC - the eight occupational trip matrices were
further subdivided into MALE and FEMALE trips,
producing sixteen distinct trip matrices.

The Gravity Model was calibrated 27 times, once for each
category given above. The ability of the model to reproduce the
particular trip distribution of each category was tested as in chapter
5 using the coefficient of correlation, between the square roots of

predicted and observed numbers of trips.
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The predicted numbers of trips between zones from each of
these 27 calibrations were aggregated over sex, occupation and both
sex and occupation to produce three additional predictions of the
total number of trips between each pair of zones. The accuracy of
each of these predictions was compared to the accuracy of the prediction
from chapter 5 using the statistics of chapter 5.
6.1 CALIBRATION FOR EACH CATEGORY
6.1.1 Calibration Parameters

When the gravity model was calibrated with the data for each
category of trip-maker, the values shown in Table 6.1 were obtained
for the parameters C and 1/A(min). The reciprocal of X was
preferred for comparison purposes as it has the units of minutes and
is some measure of the propensity of the trip-makers to travel longer
journeys.

The values of parameters varied from C = 1260, 1/A = 5 min
for the small number of female transport workers whose trips were
mainly intra-zonal to C = 34 and 1/\ = 28 min for male professional
workers whose trips were more evenly spread between all zones. Table
6.2 and Figure 6.1 show how markedly different these two extreme
friction factor functions are.
6.1.2 BAnalysis of Correlation

Analysis of correlation between observed and predicted numbers
of trips was based on the square roots of numbers of trips as discussed
in section 5.2.2.

Statistics of correlation for the 27 categories are presented
in Tables 6.3 to 6.5; F%gures 6.2 and 6.3 are typical graphs of the

relationship between the square roots of predicted and observed



TABLE 6.1:  CALIBRATION PARAMETERS FOR DIFFERENT CATEGORIES OF
TRIP-MAKER.
Category Male Female Aggregated by sex
1/A C* 1/ Cc* 1/ C*
(min) (trips) (min) (trips) (min) (trips)
1. Professional 28 34 15 52 22 40
2. Administrative 21 37 7 275 19 39
3. Clerical 21 38 12 83 16 56
4. sales , 20 46 10 110 14 70
7. Trans/Comm. 16 56 5 1260 17 55
8. Craft 17 65 10 154 16 71
9. Service 13 70 10 69 11 67
12. Other 15 43 8 180 15 40
13. Aggregated by
Occupation 19 54 11 78 16 57

Note: the value of the parameter

distribution (since it occurs in the numerator and denominator
of the trip distribution function)} but that it is an essential

part of the calibration process is obvious from the wide range

of values.

"

C has no effect on the trip



TABLE 6.2:  FRICTION FACTOR FUNCTIONS OF EXTREME VALUES.

Time . Friction Factor
Interval Female Trans/Comm. Male Professional
(min) Calculated Adjusted
0 -3 239 10.2 102
3 ~5 929 5.7 57
5 -7 49 3.8 38
7 -9 27 2.7 27
9 - 11 ’ 15 2.1 21
11 - 13 8.6 1.6 16
13 - 15 5.1 1.3 13
15 - 17 3.1 1.1 11
17 - 19 1.9 .91 9
19 - 21 1.2 77 8
21 - 23 .75 .65 7
23 - 25 .47 .56 6
25 - 27 .30 .48 5
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.TABLE 6.3: STATISTICS OF CORRELATION OF SQUARE ROOTS OF NUMBERS
OF TRIPS MADE BY MALE WORKERS WHEN DISAGGREGATED BY

OCCUPATION.
Category Number Corr. Intercept Slope Standard 'Max—value
of Occupation of trips Coeff. (n) (B) Error (Se) of YY
(R)
1 Professional 20340 .970 -.07 .990 .90 32
2 Administrative 19063 .963 . -.18 1.002 .96 29
3 Clerical 20526 .976 .07 .976 .85 32
4 Sales 13789 .965 -.09 .993 .81 25
7 Trans/Comm. 11870 .956 -.12 .993 .84 22
8 Craft 93900 .963 ~-.18 1.015 1.86 43
9 Service 8118 .954 -.02 .975 .74 20
12 Other 7242 .908 -.14 .971 .96 21

13 Total 194848 .977 -.03 .988 2.37 81
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TABLE 6.4: STATISTICS OF CORRELATION OF SQUARE ROOTS OF NUMBERS
OF TRIPS MADE BY FEMALE WORKERS WHEN DISAGGREGATED BY
OCCUPATION.

Category Number Corr. Intercept Slope Standard Max-value
of Occupation of trips C?:ff. (a) (B) Error (Se) of V¥
1 Professional 15450 .996 .09 .992 .85 25
2 Admin- 2850 .922 .06 931 .59 9

istrative -
3 Clerical 33830 .978 .42 1.020 1.08 41
4 sales 13820 .958 .21 .998 .95 26
7 Trans/Comm. 2082 .913 .12 .901 .55 10
8 Craft 14332 .948 .01 .961 1.06 24
9 Service 17148 .961 .23 1.000 1.01 29
12 Other 2080 .894 .05 .912 .59 12
13 Total 101791 .978 .25 1.000 1.79 63
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TABLE 6.5: STATISTICS OF CORRELATION OF SQUARE ROOTS OF NUMBERS

OF TRIPS MADE BY TOTAL WORKERS WHEN DISAGGREGATED BY

OCCUPATION ONLY.

Category Number Corr. Intercept Slope Standard - Max-value
of Occupation of trips Coeff. (a) (B) Exror (Se) of V¥
(R)
1 pProfessional 35990 .976 -.22 . 007 1.07 38
2 Administrative 21913 .963 -.24 .008 1.03 30
3 Clerical ’ 54356 .982 -.37 .015 1.19 54
4 Sales 27602 .969 -.33 .015 .10 32
7 Trans/Comm 13952 .960 -.07 .985 0.87 24
8 Craft 108232 .969 .00 .980 2.09 76
9 Service 25266 . 967 -.24 .003 1.10 34
12 Other 9322 .918 -.21 .987 1.04 24
13 Total 296693 .976 -.84 .016 3.00 106
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numbers of trips. The clustering of points around the line W% = VX
shown in these graphs occurred in all 27 categories.

The line-of-best-fit was calculated for each category and
in all cases the inte?cept was very close to zero and the slope of
the line Qas very close to 1.0: Values of the slope are shown in
Tables 6.3 - 6.5. Apart from the categories; female administrative
{slope = 0.931), female transpoit (0.901), and female other (0.912);
the slope varies between 0.975 and 1.021, i.e. the central estimate
of the observed value lies within 2.5% of the predicted value,
whatever the magnitude. Hence proximity to the line of best fit
represents progimity to the line V¥ = VX with little error in all
categories.

The coefficient of correlation (R) is very close to unity
for all categories except those containing small numbers of workers,
viz. female transport/communication 2082 trips, female administrative
2850 trips, female other 2080 trips and male other 7242 trips. These
categories have coefficients of correlation as low as R = 0.89 but
in the overall planning context these are of small importance. In
general higher coefficients of correlation were obtained for categories
with larger numbers of trips.

The standard error of the estimate of /Y (Se), which is a
measure of the size of the variation from the line of best fit due
to random errors inherent in any modelling process, varied between
0.74 and 1.19 in all categories except those with very large or very
small total numbers of trips. For the large categories the standard
error was higher than average and the small categories all had low

standard errors - Table 6.6.
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TABLE 6.6: STANDARD ERROR VALUES FOR VERY SMALL AND VERY LARGE
CATEGORIES.
Category Number of trips Maximum Standard Correlation
VY value Erxor coefficient
Female Admin. 2850 9 0.59 0.922
Female Transprot 2082 10 0.55 0.913
Female Other 2080 12 0.59 0.894
Male Craftsmen 93900 43 1.86 0.963
All Female 101791 63 1.79 0.978
All Craftsmen 108232 76 2.09 0.969
All Male 194848 81 2.37 0.977
All Workers 296639 106 3.00 0.976
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The values in Table 6.6 show that the coefficient of
correlation varies with the size of the standard error relative to
the range of values of the ordinate (maximum VY value). Although
very small standard errors (about 0.59) were obtained for the
categories with very few trips (female admin., female transport and
female other) the correlation coefficients were lower than average
(about R = 0.91) because the range of the ordinate was very small
in each case. On the other hand the larger categories of male
craftsmen, all female, all craftsmen, all male and all workers had
higher coefficients (about R = 0.98) and the standard errors were
lower relative’to the maximum ¥ values.

The 95% confidence limits of prediction calculated as described
in section 5.2.2 for typical categories are given in Table 6.7. It
is apparent that the range of confidence when expreséed as a percentage
of the central estimate decreases as that estimate increases. As
movements of more than 1000 trips were considered significant, the
confidence ranges on predictions of that order (X = 900 was used for
case of calculation) were presented in Table 6.7. The male professional,
female clerical, female sales and all administrative categories, which
all have typical numbers of trips, all have 95% confidence ranges
within *16% at X = 900 trips. The male craftsmen category which
at 93900 trips is by far the largest single category achieved a
confidence range of *27%. Thus for each cateogry there was a
significant improvement in predictive accuracy (at X = 900 trips)
over the *42% from modelling all workers.
6.2 FOUR PREDICTED TRIP DISTRIBUTIONS

The predicted numbers of trips were aggregated over the two

sexes, the eight occupational categories and the sixteen sex/occupation



TABLE 6.7:

95% CONFIDENCE LIMITS OF PREDICTION FOR SOME TYPICAL CATEGORIES.

Category 95% Confidence limits of prediction 95% Conf. range Total number
. . of trips
= %

General at X = 900 trips Trips of X (000's)

Male Professional <.98X+3.4v/X+3 <987 +87 +10 20

‘ >.98%X-3.7/%X+4 >775 -125 -14

Male Craftsmen <1.02X+7.1VX+12 <1143 +243 +27 94
>1.02%X-7.9/X+15 >700 -200 -22

Female Clerical <1.04X+3.6/%X+3 <1047 +147 +16 34
>1.04X=-3.2/%X+7 >847 -53 -6

Female Sales <1.00X+3.4¢/%X+3 <1004 +104 +12 14
>1.00X-4.2/X+4 >778 ~-122 -14

211 Administrative <1.02X+3.7¢X+3 <1032 +132 +15 22
>1.02X-4.7VX+5 >785 -115 -13

All Workers <1.04X+10.5V%+26 <1277 +377 +42 297
>1.04X+10.5/%+26 >562 -338 -37

“56
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categories to produce three additional (i.e. additional to the
prediction obtained by calibrating the model for all workers)
predictions of the total number of trips between each pair of zones.

The accuracy of the four predictions was compared using the
analysis of correlation between squaré roots of numbers of trips
described in section 5.2.2.

Graphical presentations of the relationship between the square
roots of the predicted and observed numbers of trips are given in
Figs. 6.4 to 6.7. Table 6.8 contains a summary of the statistics of
correlation obtained from these graphs.

It can be seen from Table 6.8 that each of the predictions had
a line of best fit with a slope very close to 1.0 and intercept not
significantly different from zero. The slope for each of the three
predictions from disaggregated data was closer to 1.0 than for the
prediction from fully aggregated data, indicating some improvement in
accuracy.

As discussed in section 5.2.2 the proximity of the coefficient
of correlation to unity, given by the value of (1-R), is a comparative
measure of goodness-of-fit. It can be seen from Table 6.8 that
disaggregating data by sex and by occupation caused a 12% decrease in
the value of 1-R from the fully aggregated prediction. This decrease
comprised a.16% decrease due to disaggregation by occupation and a
4% increase due to disaggregation by sex. Thus a significant increase
in accuracy resulted when data for workers in different occupations
were modelled separately, and a less significant decrease in accuracy
resulted when data for male and female workers were modelled separately.

The 95% confidence limits of prediction at X = 900 trips

indicate that disaggregation by sex (%43%) decreases accuracy slightly
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TABLE 6.8: STATISTICS OF CORRELATION FOR SQUARE ROOTS OF NUMBERS
OF TRIPS FOR FOUR PREDICTIONS OF ALL TRIPS.

Level of Number of R (1-R) Intercept Slope Standard
disaggregation categories (n) (B) error of
summed (1) (2) (3) estimate
(4)
None 1 .976 .024 ~.84 ~.1.016 3.00
By sex 2 .975 .025 -.29 .995 3.08
By occupation 8 .980 .020 -.36 1.000 2.77
By sex and occ. 16 .979 .021 -.13 .993 2.79

In all cases: 0 < YY < 103

Notes: (1) R is the coefficient of correlation.
(2) A is the intercept at vX=0 of the line of best fit.
(3) B is the slope of the line of best fit between YY and VvX.
(4) The standard error of the estimate can be used to calculate
confidence intervals for the predicted values YX since

the points are normally distributed about the line Y = vX.
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while disaggregation by occupation (38%) or by sex and occupation
(+40%) increases accuracy slightly from the original value of *42%.
6.3 MAJOR MOVEMENTS

The accuracy of the four predictions in modelling the significant
movements (more than 1000 trips) of section 5.4 was compared using the
mean-percentage error. For each prediction the mean percentage errors
in estimation of the significant intra-zonal, inter-zonal to CBD and
inter-zonal non-~CBD movements are given in Table 6.9. These values
show that disaggregating data by occupation improved accuracy of
estimation of inter-zonal movements but decreased that of intra-zonal
movements, diséggregating data by sex decreased the accuracy of
estimation of all three types of significant movement and disaggregating
data by sex and occupation decreased the accuracy of estimation of
intra-zonal movements but increased the accuracy for inter-zonal move-
ments (both CBD and non-CBD).

Tables 6.10 - 6.12 which give the mean percentage errors for
each of the four predictions of the 63 movements, show that in general
disaggregating data by sex decreases accuracy of estimation slightly
while disaggregating data by occupation or by sex and occupation
increases the accuracy of estimation.

6.4 SUMMARY

This chapter has examined.the accuracy of prediction achieved
by the gravity model when applied to data disaggregated by sex and
occupation.

Section 6.1 showed that the model is sensitive to changes in
the observed distribution of trips (i.e. between categories). The

parameters of the friction factor function varied between 1/)A = 5 minutes
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TABLE 6.9: ANALYSIS OF MEAN PERCENTAGE ERROR OF PREDICTION OF

SIGNIFICANT

MOVEMENTS (MORE THAN 1000 OBSERVED TRIPS).

Type of movement

Level of disaggregation of data

None by sex by occ by sex & occ
Intra-zonal 20 27 21 24
to CBD 21 22 16 17
Inter-zonal (non-CBD) 26 26 25 25
All movements 23 25 21 22
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TABLE 6.10: MAJOR INTRA-ZONAL MOVEMENTS ( MORE THAN 1000 OBSERVED
TRIPS).
Zone Obs. Level of disaggregation of data
Eaips None By sex By occ By sex & occ
Pred % Pred % Pred % Pred %

trips diff. trips diff. trips diff. trips diff
1 3871 4953 +28 5001 +29 4850 +25 4405 +14
2 1258 1521 +21 1724 +37 1517 +21 1648 +31
3 2197 2159 -2 2363 +8 2203 0 2416 +10
4 1912 1430 -25 1473 -23 1382 -28 1603 -16
7 4032 4855 +20 5170 +28 4923 +22 4536 +13
8 7285 9016 +24 9305 +28 9435 +30 9704 +33
14 5951 8165 +37 8656 +45 8020 +35 8427 +42
16 3978 4437 +11 4751 +19 4344 +9 4114 +3
17 1103 139%6 +27 1614 +46 1623 +47 1784 +62
18 3384 4059 +20 4569 +35 4196 +24 4504 +33
20 6814 5309 -22 5281 -22 5434 -20 5578 -18
23 4321 5306 +22 5673 +31 5289 +22 5509 +27
25 1851 2068 +12 2412 +30 2159 +17 2398 +30
27 2624 1534 -42 1680 ~36 1609 -39 1730 -34
29 4928 4989 +1 5158 +5 4906 0 5117 +4
31 11167 11294 +1 11661 +4 11531 +3 12401 +11
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TABLE 6.11: MAJOR MOVEMENTS TO THE CBD (MORE THAN 1000 OBSERVED

TRIPS).
Origin Obs Level of disaggregation of data

Zone Trips

None By sex By occ By sex & occ
Pred % Pred % Pred % Pred %

trips diff. +trips diff. trips diff. trips diff.
2 2772 1586 -43 1419 -49 1946 -30 1831 -34
3 5798 3971 -32 3677 -37 4340 -25 4181 -28
4 4460 5315 +19 5007 +12 5044 +13 4906  +10
7 1823 ’ 1698 -7 1479 -19 1672 -8 1485 -19
8 8146 8126 0 7902 -3 7677 -6 7470 -8
10 1928 1452 -25 1367 -29 1627 -16 1549 -20
11 2010 2170 +8 2121 +6 2340 +16 2307 +15
13 1236 1380 +12 1313 +6 1318 +7 1267 +3
14 7778 5267 -32 4801 -38 5848 -25 5480 -30
16 6928 5753 -17 5272 ~-24 6218 -10 5992 -14
18 1647 1382 -15 1128 -32 1329 -19 1175 -29
19 2104 2769 +32 2657 +26 2584 +23 2543 +21
20 1721 2806 +63 2729 +59 2485 +44 2370 +38
21 2673 3012 +13 2948 +10 2936 +10 2899 +8
22 1228 1566 +28 1515 +23 1471 +20 1442 +17
23 4281 4685 +9 4329 +1 4322 +1 4066 -5
25 3760 3351 -11 3025 ~20 3280 -13 3090 -18
26 1005 1686 +68 1661 +65 1413 +41 1410 +40
27 5437 5607 +3 5436 0 5642 +4 5520 +2
28 1108 1091 -1 1066 -4 1144 +3 1135 +3
29 6719 5726 -15 5543 -18 6113 -9 5947 -11
31 5816 6311 +8 6089 +5 6253 +8 5870 +1
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TABLE 6.12: MAJOR INTER-ZONAL MOVEMENTS (OTHER THAN TO CBD)
(MORE THAN 1000 OBSERVED TRIPS).
Zones Obs Level of disaggregation of data
trips
By sex By occ By sex & occ
Pred % Pred % Pred % Pred %

trips diff. +trips diff. trips diff. trips diff.
7-23 2131 1256 ~42 1219 -43 1258 -41 1268 -40
8-20 1382 1448 +5 1387 0 1454 +5 1430. +3
8-29 1170 682 -42 670 -43 729 -38 716 -39
8-31 3394 2077 -39 2029 -40 2139 =37 2110 -38
11-31 1006 1117 +11 1127 +12 1035 +3 1037 +3
14-16 1992 1366 -30 1397 -30 1240 -38 1354 -32
14-29 2744 3043 +11 3036 +11 2939 +7 2972 +8
16-14 1891 1341 -29 1463 -23 1257 -34 1263 -33
16-27 1105 1709 +55 1808 +64 1686 +53 1736 +57
16-29 1122 1104 -2 1113 -1 9993 -11 1007 -10
17-7 1603 1469 -8 1509 -6 1525 -5 1529 -5
17-23 1052 459 -56 453 -57 457 -57 446 -58
18-14 1643 914 -44 889 -46 973 -41 934 -43
20-31 3079 2852 -7 2945 -4 3002 = 3143 +2
21-8 1227 1061 -13 1086 -11 1086 -11 1097 -11
23-7 1825 1820 0 1928 +6 2006 +10 2064 +13
23-8 2582 2165 -16 2180 -16 2172 ~-16 2262 ~-12
23-31 1721 990 -42 951 -45 1038 -40 1018 -41
24-8 1399 1225 -13 1235 -12 1237 -12 1238 -12
29-14 1163 1107 -5 1151 -1 1094 -6 1097 -6
21-31 1564 2362 +51 2346 +50 2208 +41 2187 +40
31-8 1389 1000 -28 1009 -27 965 -31 954 -31
31-12 1289 893 -31 868 -33 883 -31 892 -31
31-20 3439 2948 -14 2842 -17 2925 -15 2881 -16
31-27 1369 1972 +44 1985 +45 2055 +50 2063 +51
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and 1/X = 28 minutes.

Section 6.1.2 examined the correlation between predicted and
observed values on the basis of the square roots of numbers of trips.
Proximity to the line-of-best-fit closely represented proximity to
the line ¥ = VX in almost every category as the line-of-best-fit
was within 2.5% of the line VY = ¥X in every category except three
with small numbers of trips. For those categories with line-of-best-
fit equal to VY = VX the coefficient of correlation varied between
R = 0.948 and R = 0.978 and the standard error between 0.7 and 3.0.

The 95% confidence limits of prediction were typically +16%
for a predicted value of 900 trips. However the larger categories
such as male craftsmen and all workers achieved less accuracy (#27%
and *42% respectively) at that value. The confidence limits become
a smaller percentage of the central estimate as that estimate increases
which indicates that the model is able to predict larger movements
more satisfactorily than smaller movements.

Sections 6.2 and 6.3 examined the accuracy of the four total
predictions obtained by summing the predictions from the separate
categories. It was established that the line-of-best-fit between
square roots of predicted and observed numbers of trips was very close
to VY = /X for each of the predictions, and that the correlation
coefficient was a legitimate statistic of goodness-of-fit.

The proximity to unity of the coefficient of correlation was
shown to have increased by 16% as a result of separately modelling
data for workers in different occupations, and to have decreased by
4% due to separately mo@elling male and female workers. Similarly the

mean percentage error in "estimation of significant movements" went
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from 23% fof a single application of the model to 25% for separate
modelling of male and female workers, and to 21% for separate modelling
of the different occupational categories.

The 95% confidence limits of prediction at X = 900 trips
(i.e. the maximum error of prediction for 65% of trips) also indicated
a slight decrease in accuracy due to disaggregation by sex (from 42%

to +43%) and slight increases due to disaggregation by occupation

(+38%) or by occupation and sex (%40%).
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7. CONCLUSIONS
7.1 THE LITERATURE

The conventional process for analysis of transport was described
in chapter 1. 1In this process the relation between travel and the
factors that affect it is quantified using computer-based mathematical
modelling.

From the literature reviewed in chapter 2 it was established
that gravity models of various forms have been successful in providing
that quantification in many cities throughout the world. The gravity
model, of which Wilson (1967) provided a derivation, infers that
movement between two zones is proportional to the sizes of the zones
and inversely proportional to some function of their separation.

Investigation showed that the many different models discussed
in chapter 2 were generally reduceable to that simple premise. However
there have been many interesting variations to the basic model intended
to increase the level of detail at which travel behaviour could be
predicted.

For instance Edens (1970) used different functions of
separation for zones of different accessibility, and showed that the
function of separation used in any conventional gravity model was an
area-wide average. Whilst the use of such a family of functions was
beyond the scope of this study it was recognized that by using an
area-wide average function some inaccuracy of prediction was likely
to result, especially in outer zones where accessibilities are much
lower than average. This and other variations to the basic model were
rejected in the interest of maintaining simplicity.

7.2 DATA
Another cause of modelling inaccuracy was the choice of zones.

As explained in chapter 4 the choice of zone system was restricted
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by the availability of data, the ability to handle large amounts of
data, the travel time data available and the smallness of the
numbers of trips. Beardwood and Kirby (1975) claimed that data is
"compressible” within the gravity model i.e. that the level of zonal
aggregation does not affect the accuracy of prediction. However
their claim required that the travel-times be "suitably averaged".

By aggregating data to zones as large as those used in this
study, the travel times used were forced to represent wider ranges
of travel times, thus introducing inaccuracy into the modelling.

Beardwood and Kirby (1975) also claimed that data is
"excludable" ice. omitting all trips to or from a zone does not
affect the predictions of the model. This implied that the treatment
of a study area as a closed system involved no error. However most
authors recognized that small errors result from the omission of all
trips not completely contained within the study area.

In addition to being average values the travel-times used were
not entirely appropriate for use with work-trips as the Bureau of
Public Roads (1965) recommendation that off-peak times be used was
followed in this study. Most journeys to work occur during the
morning peak hour when congestion in some areas can severely increase
some travel-times. However only off-peak travel-time data was
available since the S.A. Highways Department uses a planning package
which uses off-peak travel times and automatically allows for peak-
hour congestion. While this lack of data is recognized it is
difficult to estimate the error involved and the resulting lack of
accuracy of the model.

Bnother inadequacy of the available data was the relative sizes

of the Local Government Areas which were used as zones in this study.
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The zones varied widely in spatial area (figure 4.1) and the size

of resident workforce varied from 1200 in Col. Light Gardens to

28000 in Enfield (Table 4.4). 1Ideally zones for use in a predictive
model should be similar in either area or population but this is

not always possible in a developing centralized city such as Adelaide.

Similarly the division of data into occupational categories
was very uneven with the male craftsmen category including 94006
workers and the female transport category including only 2000 workers.
Ideally occupations should be grouped to give similar sized categories.
7.3 THE MODEL

Although the model used in this study was able to predict
trip movements with reasonable accuracy, the calibration procedure
was not as sensitive as it might have been.

The use of the trip length frequency distribution as a
statistic to be matched is the main area of concern. It was apparent
from the intermediate results of the calibration process (appendix C)
that the calibration parameters converged gquickly towards the final
values, and that the several iterations required to match the trip
length frequency distribution often caused only very small changes
in the values of the parameters and in the individual predicted
movements. The difficulty arises because of the large number of
degrees of freedom involved in predicting the 961 movements of this
study compared to the small number of degrees of freedom involved in
matching the 25 intervals of the trip length frequency distributions.
There are many trip distributions that have the same trip length
frequency distribution given a fixed travel-time matrix.

Thus the calibration process does not generally force the

predicted distribution much closer to the observed distribution once
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the basic shape of the deterrence function has been established,
but conversely the process does establish the basic shape of the
deterrence function very quickly.

To cause large changes to the predicted trip distribution
it would be necessary to use a statistic with many more degrees of
freedom such as a trip length frequency distribution with interwvals
of one-half minutes instead of two minutes. The use of intervals of
one-minute was investigated but it was found that the trip length
frequency distribution exhibited an unacceptable irregular "saw-tooth"
shape due to the limited accuracy of the available data on travel
times. ’
7.4 THE RESULTS

In chapter 5 it was shown that:
(i) Common statistics such as mean percentage error and root-mean
~square-error give a misleading impression of goodness-of-fit;
(ii) Linear correlation and regression analyses, including
confidence limits of prediction based on standard errors, gave a
much more realistic assessment of accuracy; and
(iii) Graphical presentation was useful in demonstrating goodness-
of-fit.

Considering all journeys to work, about 65% of all trips
were involved in 63 movements containing more than 1000 trips. The
mean percentage error in prediction of these movements was 23% but
more importantly the 95% confidence limits on the prediction of
these 63 movements was less than #42% and this figure decreased
rapidly as the value of the prediction increased (e.g. at X = 5000

trips the confidence range is *23%).
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It was éoncluded that since: (i) the accuracy of the travel
times is probably no better than 12%; (ii) an area-wide average
deterrence function was used; (iii) external trips were omitted;

(iv) off-peak travel times were used to represent peak-hour trips;
and (v) the size of the zones varied widely; the performance of the
model is predicting 95% of movements to within fifteen times their
square root is satisfactory.

Many of the significant errors in prediction occurred with
movements to or from outer zones due probably to the mixture of urban
and rural travel behaviour within the same zones.

In chapter 6 it was shown that the 95% confidence limits of
prediction at X = 900 trips were within %16% for almost every category
of worker. Only the larger categories had wider confidence ranges.
Hence it was concluded that there can be reasonable confidence in any
prediction over about 900 trips from application of the model used
in this study to any of the 27 categories of worker.

In section 6.3 it was shown that a small but significant
increase in accuracy could be achieved by separate modelling of trips
by workers in different occupations, but that separate modelling of
male and female workers produced slightly less accurate predictions.
The result of separating data by sex and occupation was to increase
the accuracy slightly less than for separate modelling of the
occupational categories.

The increase in accuracy from disaggregation of data by
occupation was expected since workers in any one occupation were
expected to behave more like each other than like any other workers.

The only explanation offered for the decrease in accuracy due to
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disaggregation by sex is the interdependence of the two sexes due
to marriage, cohabitation and the restriction of the freedom of
choice of at least one spouse with regard to location of employment.

It was concluded that, for general planning purposes, the
improvement in predictive accuracy from disaggregation of data by
occupation is not worth the extra time and computing costs involved.
The same may not be true of other socio-economic variables such as
car ownership, income age etc. - there is scope for further research.
However it is probable that the inherent errors discussed earlier
masked the real effect of the additional variables.

When applied to the overall trip data the model achieved an
accuracy of prediction sufficient for general planning purposes
(+23% at 5000 trips). By paying slightly more attention to accuracy
of input data (particularly travel-times) the accuracy of prediction
obtainable with this model could probably be increased. There could
be real confidence in the model as a planning tool. Expected changes
in trip distribution over short time periods could be confidently
predicted provided origin, destination and travel-time information

was available for the design year.
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APPENDIX A:  CLASSIFICATION OF OCCUPATIONS

(1)

(2)

(3)

(4)

PROFESSIONAL, TECHNICAL AND RELATED WORKERS:

Architects, Engineers and Surveyors, Professional;

Chemists, Physicists, Geologists and Other Physical Scientists;
Biologists, Veterinarians, Agronomists and Related Scientists;
Medical Practitioners and Dentists;

Nurses, including Probationers or !Trainees;

Professional Medical Workers, n.e.c.;

Teachers;

Clergy and Related Members of Religious Orders;

Law Profesgionals;

Artists, Entertainers, Writers and Related Workers;

Draftsmen and Technicians, n.e.c.;.

Other Professional, Technical and Related Workers.

ADMINISTRATIVE, EXECUTIVE AND MANAGERIAL WORKERS:
Administrative and Executive Officials, Government, n.e.c.;
Employers, Workers on Own Account, Status O, Directors, Managers,

n.e.c..

CLERICAL WORKERS:
B&ok—keepers and Cashiers;
Stenographers and Typists;

Other Clerical Workers.

SALES WORKERS:

Insurance, Real Estate Salesmen, Auctioneers and Valuers;
Commercial Travellers and Manufacturers Agents;

Proprietors and Shopkeepers, Workers on Own Account, n.e.c.;
Status O, Retail and Wholesale Trade, Salesmen, Shop Assistants

and Related Workers.



121.

(5) FARMERS, FISHERMEN, HUNTERS, TIMBER GETTERS AND RELATED WORKERS:
Farmers and Farm Managers;
Farm Workers, including Farm Foremen;
Wool Classers;
Hunters and Trappers;
Fishermen and Related Workers;

Timber Getters and Other Forestry Workers.

(6) MINERS, QUARRYMEN AND RELATED WORKERS:
Miners, Mineral Prospectors and Quarrymen;
Well Drillers, 0il, Water and Related Workers;

Mineral Treaters.

(7) WORKERS IN TRANSPORT AND COMMUNICATION:
Deck and Engineer Officers, Ship, not Services;
Deck and Engine Room Hands, Ship and Boatmen, not Services;
Aircraft Pilots, Navigators and Flight Engineers, not Services;
Drivers and Firemen, Rail Transport;
Drivers, Road Transport;
Guards and Conductors, Railway;
Inspectors, Supervisors, Traffic Controllers and Despatchers,
Transport;
Telephone, Telegraph and Related Telecommunication Operators;
Postmasters, Postmen and Messengers;

Workers in Transport and Communication, n.e.c..

(8) TRADESMEN, PRODUCTION-PROCESS WORKERS AND LABOURERS, N.E.C.:
Spinners, Weavers, Knitters, Dyers and Related Workers:
Tailors, Cutters, Furriers and Related Workers;

Leather Cutters, Lasters, Sewers (except Gloves and Garments)

and Related Workers;
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Furnacemen, Rollers, Drawers, Moulders and Related Metal Making
and Treating Workers;

Precision Instrument Makers, Watchmakers, Jewellers and Related
Workers;

Toolmakers, Metal Machinists, Mechanics, Plumbers and Related
Metal Workers;

Electricians and Related Electrical and Electronic Workers;
Metal Workers, Metal and Electrical Production-Process Workers,
n.e.c.;

Carpenters, Woodworking Machinists, Cabinetmakers and Related
Workers, Painters and Decorators;

Bricklayers, Plasterers and Construction Workers, n.e.c.;
Compositors, Printing Machinists, Engravers, Bookbinders and
Related Workers;

Potters, Kilnmen, Glass and Clay Formers and Related Workers;
Millers, Bakers, Butchers, Brewers and Related Food and Drink
Workers;

Chemical, Sugar and Paper Production-Process Workers;

Tobacco Preparers and Tobacco Product Makers;

Paper Products, Rubber, Plastic and Production-Process Workers,
n.e.c.;

Packers; Wrappers, Labellers,

Stationary Engine, Excavating and Lifting Equipment Operators;
Storemen and Freight Handlers;

Labourers, n.e.c.

SERVICE, SPORT AND RECREATION WORKERS:
Fire Brigade, Police and Other Protective Service Workers;

Housekeepers, Cooks, Maids and Related Workers;
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(11)

Waiters, Bartenders;

Caretakers, Cleaners, Buildings;
Barbers, Hairdressers and Beauticians;
Launderers, Dry Cleaners and Pressers;
Athletes, Sportsmen and Related Workers;
Photographers and Camera Operators;
Undertakers and Crematorium Workers;

Service, Sport, Recreation Workers, n.e.c.

MEMBERS OF ARMED SERVICES:

Officers, Royal RAustralian Air Force;
Other Rank;, Royal Australian Air Force;
Officers, Australian Military Forces;
Other Ranks, Australian Military Foxces;
Officers, Royal Australian Navy;

Other Ranks, Royal Australian Navy;

Officers, Overseas Forces in Australia;

Other Ranks, Overseas Forces in Australia.

OCCUPATION INADEQUATELY DESCRIBED OR NOT STATED:

Occupation Inadequately Described or Not Stated:

123.

excluding

Managerial Workers, "Other and Inadequately Described or Not

Stated” code No. 119 Major Group 1.
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APPENDIX B: STATISTICAL PROCEDURES

B.1

GOODNESS-OF-FIT STATISTICS.

Chi-squared is defined as:

Mean percentage error is:

|n . -m .
100 2 z ij ij
N . mj

Root-mean-square-error is:

il

1 21%
{ﬁ ; ; (nij—n}j) i

where nij is the observed number of trips;

m is the synthesized number of trips; and

N is the number of cells in the matrix.

(Source: Burington and May, 1970).

B.2

REGRESSTION AND CORRELATION ANALYSIS.

A simple linear regression was used to fit a straight line to

a series of data points in Section 5.3. The line was of the form:

Y = a + bX

and the formulae used to calculate a and b were:

L (X -X) (Y, -Y)
i=1 '

b =

I x -2

i=1



125.

where xi = +the ith observation of variable X (horizontal axis);
Y; = the ith observation of variable Y (vertical axis);
N = number of observations;
X = mean of variable X; and
Y = mean of variable Y;

and a = Y - DbX.

The Pearson product—momen; correlation coefficient (r) was
used to measure the strength of relationship between the two variables.
In this case, the strength of relationship indicates both the goodness-
of-fit of the linear regression line to the data and - when r is
squared, the pr&portion of variance in one variable explained by the
other.

The correlation coefficient varies between -1 and +1 with a
coefficient of O indicating that there is no relation between the two
variables; coefficients of +1 and -1 indicate perfect positive
and negative correlation respectively.

Mathematically, r is defined as the ratio of covariation to
square root of the product of the variation in X and the variation
in Y, where X and Y symbolize the two variables. This corresponds
to the formula:

n
I (X -X(x -v)

The standard error of the estimate is the standard deviation of the
"residuals". Residuals are the errors made in predicting Y from X

by the use of the regression equation. The formula for standard error
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of the estimate is:

[Yi (Yi -a—bxi 3]
1

1 o~

\ %
} &

i

_
Se—-\

n- 2
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APPENDIX C:  THE CALIBRATION PROGRAM
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CF THL SYNTHESIZZD TRIP MATRIX TQ THF OPRSCRVEID.
1HE PPDGRAN wiS SPECIFICALLY DESIGNS0 FOR USE IN ADCLAIDE dITH

3
T

6486
647

€4?

Géo

1 LOCAL GNVERNMENT ARIAS PUT MODIFICATIONS CAN EASILY BE “ADE
0 CPFRAYC WITH ANOTHoR NUMBER OF ZPAFSa
FROGGRAMME wR1TTLMN, DEVELDPED AND TLSTED 8Y

T. Wao HILL

DePTe COF CIVIL ENGIMEERING
UNIVFeSITY OF ADELAIOF
1977-8

comMMON E(31,3
sn{en),FREQU (&
COMMON TTE31.
DIMENSTINN 0OCC
CCMMON RATIO(

s FREQU 8O
)

13, Ty
01, sAYAA(31
3s)

ta)
314310 ,DIFF{31,31),0PT

AUTPUT OPTICN APT=1 FOP MINIMUM CUTPUT

aPT#1 fUR FULL CUTPUT

PUAD 16.CFT
FORMATIFI.0)

NUMARER OF ZONES
po=2t
MILTIM=2

MAX¥TIM=
IMC=2

READ TRAVEL TIME MATRIX 5S5(T,4J)

-

LI RI N Il e

z

s -~ D
{m e il

s J) g J=ieNQ)

0T O Ha s

VI
o

D a7

MeMOOT
~Tmomon
T DB

INTER?NNAL TRAVEL TIME MATRIX SS5{l,J)%!
ne
W 3T
COhTIN
CONTI

TMETMT Y

(SS5(I,Jd)y9=2yNQ)

- ™

REFD ACTUAL TRIP TABLE €(I,J) FOR CALIARATION

ALMAT(8MQ,0CC)
Tz14M0
.
J

CrnNTINUE

COLTTINUS

DO sS40 J=14k0
AY(SY=0.

NG f&42 T=14NC
AVII)zAY (o) +5 (T,
ACLTISUE
AYCEIA(JY=AY LN
EONTINUE
APITEL LR, E62)

FF(8Q),FO(31,531),
)

)

)

&

"871

S
Fm_ﬂw
-~ 5 -
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80

85

an

95

1090

105

11¢

11%

129

125

130

135

1540

145

150

FROGRAM BPRGM 37172 OPT=1

OO0

a0

0noo

000 OO0 O00O0NOn

OO0

641l
642
64°%

644

10¢
in3

102

420

o
[#]
n

i1e¢

L 30

(PY(TI)gI=1,p,NO}

/7/71X,*TRIP PRODUCTIONS OF ZONE I}
]
TXy#PY(T)®,3X,10F8.0)

(AYLJ) g I=1,4NO)

)
*TRIP ATTRACTIONS OF ZONE Je)
)
LX gk AY (J)®y3XK,10F 860}

CALCULATET ALTUAL AV TRIP LENGTH (DBAR) FROM E{l,J)

CALL EPRARILOL,CUT,TRIPS,DBRAR]
CONTINUE

CALCULATE ACTUAL FREQUENCY TAPRLE

WPITELG4S
FCRMATUZH
0PTizv.

CALLFRTDLE NG FREC,ySSyEyTRIPS (DBARyMINTIMyMAXTIM,INC,0PT, QP T1}

249
i

s PACTUAL FREQUENCY TABLE®)

1, MAXTIM '

IAL TRAVEL TIMF FACTORSe®)
I=MINTIMyMAXTINM,INC)
?

D pe b e b
AT LR
- "Cha0
T Nw
A v h
Zz x 23
qe - x
Pt Ne
TwmMas
“ T e
HoeMZ
Ze -
aODe -

cOnTINUE
CALCULATE TFAVEL TIMF FACTYORS FO{TI,J)

CALL TTFACY (MINTIMyMAXTIMyINCyNQy,FACTOR)
CONTINUE
MM=VMmseq

CALC TRIP TABLE TTI(I,J) FROM KNOWN TRIP ENDS PY(I) AND AY {J)

CALL TTRIST(NOQ)
CALCULATE AV TRIP LENGYH (SYNTHETIC) SBAR FROM TT(I,J)

CALL MODAVLINQ,TOTT,TTRPP4SRAR)

EREME= ARS[(DPARP=SBAR)/DBAR®100.)

WRITEl6,420) ERRCR

FURMAT(1IHO,#TRAVIL TIME ZRROR®,,FT7.2,° PER CENT®)

CALCULATZ SYNTHETIC FRCQ TARLE

IFINPT,0e1e) GO TO E36

WEITEL64E235)

FORMATI1HI, *SYNTHETIC FREQUENCY TABLE®)

CONTINUE

TF(UPT.EQals) NPTL=1.

CALL FRTRLLlNU,FF;QU,SS,TT,TTQPP.SBAR,MINTIH.MAXTIH;!NC,OPT,OPTI,
OFPT2=0.

COFPARF. TRIP LENGTH FRCO, DISTRIBUTIONS AND MODIFY TRAVEL TIME
FACTORS FF TYF NECESSARY

nCCUNT=0

DO 187 K=MIPTIM,MAXTIM,INGC
PIFZAE“(FOIQ(K)=FRTQUIK))

TE(DIFLLIatsl) NEODUNTZRCOUNTHL

cArTINUE

MAR AT (MAXTIF=MINTI®)/ZINCHL

PEINT 43y ,NCOUNT,MAXN

FORIATI1HO, // /% THERE ARI®,Thy* OUT OF*,I
ACLPLCY WITHIN 4. PER CUNY OF ACTUAL FPREQU
FEEMAYTL M= TNTIMI®G/5/LNC

byt VALUES OF SYNTH FRET
ENCY*)

FIN A,74478 80706709

19.28.47

PAGE

"6CT

¢ € e © ®© © &8 © © © © © © © © o O O

€

® ©
it e

By TR



O & © 0 L © & v o o O 0 © O o °

155

160

168%

170

175

140

198

200

20%

215

220

225

PROGRAM BPRGM 73/173 0PT=31 FTN 4,7¢476 89706709
TEFINCOUNT.GTaNSaANDLERRORSLEeSa) GO TO 148
IF(MM.FQe%s) GO TO 146
¢
¢ MODIFY TRAVEL TT#Z FACTORS
c
WRITE(6,4554)
654 FPRMAT(zH:,eCQMPAchoh UNSATISFACTORY = MODIFY YRAVEL TIME FACTORS
& AND CUPEAT®,/777)
nn 200 k:HI'TIM,MAXTI“,INC
TF(TR-.CUIK) eNEsCo) FFIKIZFFIK)®FREQIK)/FREQUIK}
200 CONLTINLF
WRITF(E,20%) (FFLI) 4 1=MINTIM,MAXTIM,INC)
30E FORMAT(11A, ovONIFIED TRAVEL TIME FACTORS®y (/74X 915F042))
PRINT 306,MINTIM,INC
c
c FIT FUNCTIONM TO MODIFIED TRAVZL TIME FACTORS
(S
CALL TAN(FF,MINTTIM,MAXTIM,INC)
WRITZUE,300) (FFUY) 1= MINTIM,VAXTIM,INC}
aoo FORNATILHC 329X,
62 TREAYSL TTME FACTURS MODIFIED TO FIT THE CURVER (/74X ,15F8421})
SRINT 300, MINTIM,INC
20€ FuRIFAT(®0LFIRPST VALUE = 0=w,I13,% MINUTES , EACM SUCCISSIVE VALUE =
C MIYTe,I3,% MINUT: INTERVAL)S®)
GO TU 14S
246 CHWTIKLUE
c
c CALCULATT SYNTHETIC COLUMN SUMS AND COMPARE TO ACTUAL AY VALUES
<
CALL SOMAING)
NAATO
CN 685 J=1,iK0
CRITALZANS(L=AYAA(J}])
THICHITAAGL T a0a20) NAAZNAA+L
683 CONTIRUE
WHTTENE,687) NAA
&7 FOPMATI(IHC,®THCRE ARZ®,14,8 VALUES OF AYALJ) WITHIN 10 PER CENT O
2F AYGFRIGULJ) #)
MAYTNL=0.E®N0
MANTNN4Y
TFULN.EO.2. UReNAALGESNAYTOL) GO TO 1999
¢
c MCGLFY AY VALUSS AND RESTART CALIPRATION
c
WRITE(6,FA84)
684 FORKMAT(1H1,2COMPARISON UNSATISFACTORY = MODIFY ATTRACTIONS AND REP
SEATe, 7/ 1 7)
MMz 2
no ree J=i,K0
AY(J)=AY(J)RAYORIGIJ)ZAYA L)
684 CONTINUE
GO TO 15°€

1999 CONTINDE
thTE(S,BE !
6§85 TORMAT({AHG, #COMPARISGN SATISFACTORY = CALIBRATION COMPLETES)

c
[} MYMNIMUM OUTPUT OPTION
C

IFIOPT.NCla1e) GO TO 7Rv
PRINT 7190

TL0 FORMATILHL 36Xy ®SYNTHETIC TRIP TABLE®,//)
DO T72S I=la.b0
T20 PETINT 730.(TT('.J),J'1,NOI
T3 FARMAT(1H 4.6F8aC)
PETNT 7«0,1CTT,TTR°° SEBAR
740 FPkHAT(iHO.IOX,QTnTAL LENGTH CF TRAVEL® ("X F12.07/
+ 11X,*TOTAL NUMAER OF Tn)Ps‘.sx,Fiz.OIl
+ 11X, ®AV TRIP LENGTH SPAR® 77X, 1043)
PEINT 420 4FRROR
orT=n
Prit.T 3%

CAL! FETHLFINC,FRENU,SSyTT 3y TTRPPySRAR, MINTIMGMAXTIM,INC,0PT,,0PT1)
PRINT 430 HhCONNTMAXN
?0¢C CoMTINLUE

196108047
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249
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PRCGRAM APRGM 737273 9OPT=1

anon

60

61

937

490D
a9s

CALL TESTMATINQ)

FTIN 4,74476

CALCULATE ACTUAL AND SYNTHETIC AVERAGE INTRA=ZONAL PERCENTAGE

TCTRF=TOTKG=0.
DD 65 T=1,.22

TOTKF=TOTKF+TT{IZ1V1/PY(I)
TECTRG=TOTKC+Z(I,I)V/PY LI
TOIKG=TOYKG/731a*1v0,

TOTKF=TATKF/31,0100,

PRIMT 61,TOTKG, TAOTKF

FOFMAT(/1H0,9ACTUAL AV, PER CENTS®,
$0TNTRA=ZONAL IS®,F8.2,9Xo®SYNTHETIC AV,
43158, F842)

REVIMOD &

WREITEl4,597) OCC

FORMATER SYNTHTTIC TRIP TABLE FOR®,8A10!)
00 100U T=1l,N0O

UPTTel4,998) (TTUIJ)eI=2yNQ)

FORIMPATILH 3325F8eN)

EMDFILFE 4

LTOP

END

PER CENT INTRA=ZONAL ¢

860706709

1918447
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SUBPOQUTINE RTZADMAT 727272 OFT=1 FIN A.74478 80706709 19018047
SUBROUTINE RCANPMATI(NG,0CC)
COMMON E(3L431)1555(31,531) ,PY(31),AY{32),"REQLB0I,FF(80),FQt31,31),
AD(BO) yFREFQU(2C) 4y AYAL311,AYORIG(A1),RR(3IL},AYAA(DIL}
cCOMPMCN TTI31,21)
COMMON RATICI31,31),DIFF(31,31),0CPT
DIMFNSTUN DCCHM)

THEREZ AKRE 11 CCCUPATIONM CATZIGORIES
CATEGTRY 12 COMPRISES CATLZGORIES 5,6,10 AND 11
CATEGORY 13 1S THE TOTAL

INTTG R POS(13),CAT,5EX
DATA POS/142,3,4904095,64730,0,58,987

REWIND 1

REWIND 2

RIWIND 2 s
MALT=1 FEMALE=2 TOTAL=3

READ{T,2) CAT,SEX

FCRMAT(212)

NUS=(PIC(CATI=1)2125 -

IFINUM.ECey) GO TO 5

DO A Tzi,NUM

RUAD (22Xy4) DUMMY

FRPAMAY (AL}

READ{SEX,208) 2CC

FAKMATEIBATZ )

JFLiTL(E,201) GCC

FORMAT(LH1, #ACTUAL TRIP TABLE FOR®,10X40A10/77)

CO 9c6 T=i,hQ

READ ACTUAL TRIP TASLE AND TRIP PRODUCTIONS

9071 (F(IyJd),yJd=1,4NQ)

52X,
FOFMAT(1IUF B aN)
WRITEIG,308) IZtTaJ),J=1,NQ)
FOPMAT (LH 316F8343)
CONTINUE
RFTURN
IND
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SUBROUTINE EDBAR ?3/7173 O0PT=1 FIN 4,7+478 80/06/709

1 SUBROUTINE FDBARINQ,COT,TRIPS,08AR)
COMMON [131,31)3S5(31431),°PY(32),AY(31),FREQIPOD,FF (80),F0(32,31),
eD (L0 ) yTRLCUILC) yAYAL3L) ,AYORIGI3L) 4RRI31) 9AYAA(D])
COMMCN TT{2,231)

5 CUMMON RATIDI(21,21)4D1FF!131,31),0PT

c
[+
< CrLC AV ACTUAL TRIP LEANGTH DBAR(MINUTES)
[

10 c
c ACTUAL TOQTAL LENGTH OF TRAVEL COT(MINS)
c CALC ACTUAL TOTAL NO OF TRIPS = TRIPS
C

is

20

OF TRAVEL TIME® ,F12,0320X,*TOT NOe OF TRIPS
* c

2% C CALC ACTUAL AV TRIP LENGTH DBAR(MINS]

<

DBAR = COT/TRIPS
WRIT:Sleg920) DBAR
915 FARMAT(LHG,“Xy#AV ACTUAL TRIP LENGTH DBAR(MIN)I® ;3X,F10.2)
20 RPETHRM
TND
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SUBRCUTINE FRTALE 737173 0PT=1 FTN A.T+ATS 83706/09 19.18447 PAGE 1 e
1 SURROUTIMNE FRTBLE(NQ,TABLE,TIME,TTMTRX, TOTgAV,MINTI My MAXTIM,INC,
+0P1,0FT1) @
CIMENTION TABLZ (801 ,TIME(IL,31), TTMTRX(32,31)
DIFENSIUN TAB(40)
E OTMKSION %tBUI,Y(EDD
IF(0PT.CCul) GO TO EAO 2]
WRITT{G,615)
615  FUPSAT(1HG,3X,#TIME INTERVAL TRIPS prC ®)
680  CONTINUF
c ©
c CALCULATT TCTAL FREQUENCY DISTRIRUTION
c
VAR=U,.
£O ECs K=1,¢60 5]
is TAELZ(K)=ue
600 CONTINYE Ex
E0 6.2 Jst,t0
DO 512 I=1,K0 e
DO 638 K=MINTIM,MAXTTHM,INC
“K=k
TF(TIMF{I,J)ebLELTK) GO TR 610
60a CONTILUT ©
TABLE (MAXTINV)=TABLE (MAXTIM) 4 TTMIRX(I,d)
en 16 611
610 TAELE(K)STAFLEIK)4TTMTRXI1,d)
6§12 CAnTLe b e
622 CONTINUE
PE 582 K=MIRTIM,MAXTIM,INC
TAR(KISTABRL E LX)
TAPLF (K)=TABLE(KI/TOT®1C0, (<]
682  CORTINUZ
c
c FRECE-D ONLY WHEN FULL OUTPUT REQUIRED, DTHERYISE RETURN e
c
35 IF(GPTLle Qa0 RITURN
¢
¢ CALCULATE FFEOUENCY DISTRIBUTYON OF TRIPS
c
L=0 S
£0 6513 K=MINTIM,MAXTIM,INC
WPTTE 16,6241 LoKyTABIK) s TABLE (K}
as £14 FORMAT(iIHO,1h,% TO®,Tds% MINSsFB8s0,F6a2)
L=k )
£13 CONTINUE
BEINT 20, TCT,TNT#AV, AV
520  FARWAT(/LHe,9TRIPS s,Fla.e
50 + 71HO,8TRI® MINS *,F14.0 S
+ /1HQ 4*AY TRIP MIN®F14,2)
c
c CALCULATE STANDARD DEVIATION OF TRAVEL TIVE ©
[ .
s FINC=INC
N3 60 PEMINTIM,MAXTIM,INC .
FKr=K
VARZVAR+TAR(K) S [FKmoS4FINC=AV) #8027 (TOT=14) @
656 CONTINUT
60 SIGMAZEQSTIVARY
WRITL(6,65:1) VAK,SIGMA
651 FORMAT(IHO, " AMPLE VARIANCE®,F16a2/1H0,*STANDARD DIVIATION® ,FT,2) — @
c
c PLCT FHEOUSNCY TABLE s
c .
LINTT=(MAXTI#=1) /INC+2 @
OO 3317 JY=1,LTI™IT
IX=INCeJX—IrCas
Xtaxy=1x -
Yeaxy=TagLr 41Xy €&
317 conTTan” ;
ey CALL CTRPLTIXsY,=LIMIT,1,23HYTRAVEL TIME (MINUTES)® ,16H®TRIP FREQU
o crNCY ) ' 3
RETURN ﬁ;
75 KArle
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SUBROUTINE TTFACT 737173 0OPT=1 FTN AoT¢+ATE 80706709 19418.47
1 SUBROUTINKE TTFACT (MINTIMZMAXTIM,IAC,NO)}
COMMON F{31431),95(31 4320 4PY(32),AYI21),FREQIB0),FFI80),FQI31L,31),
*D(2C),FREQUI(E0)4AYAII1)},AYORIG(D1},2R{31)sAYAALML)

COMMON TTI22,31)

5 COMMON KATIU(31,31),0IFF(31,211,0PT
c
c CALCULAT{ TRAV.L TIMT FACYORS FOF FTACH ZONE SAIR
c FRONM FACTOR VSe TIME CURVE
c

10 DG 1C6 I=14MNQ
DR 104 J=i,t0
DC 107 R=MINTTIMyMAXTIM,INC
SK=K
IFI3511,4J)aGTaSK) GO TO 107
15 FO(LaJ) = FF{K)
G0 1C 104 =
1CT CONTINUC
FQligJ)=FF{MAXTIM)
104 CCNTINUE
20 106 CONTIRULD

IF(CPT,
WRPITE(SG

E }) 60 TO 109
.
293 FNRMAT (1
I
[
1

Xy *TRAVFL TIME FACTORS BETWEEN ZONE PAIRS FQ(I,J)*)

25 co 1v?2
¢RTY . (¢

FORMATH

CULT I N

CCiHiTINUY

30 RZTURN
END

T5(FQlIaJd)yd=1,NQ)
FO(®aI34% 4J )®,15F842/46Xe16F842)

Py
DC
O ren

)

1
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SUBROUTINE TTOIST T3ar:17: NPT=1 FTN 4,72478 83/06709

1
5
c
LS
c
c
10
c
(s
C
c
15 Cc
6% 7
1642
20 C
c
[«
25
658
30 L6
6L4
[+
[
c
3=
658
§2¢
49
660
5% 661
6%9

SURRQUTINE TTOISTI(NG)

COMMON 7({31.31),75(31,32),PY(31), FFILAO)sFOL 231,310,
*D{aN) yFRECUINDY,AYA{21),AYORIG (3L ]

COMMON TTU31,31)
COMMON KATIU(21431) 40IFF(21,31),0PT

OUTPUT OF ACCTZCIBILITIES OPTICN 0PT2s1 DO NOT PRINT

OPT2x1 PRINT
0PT2=1.

TRIP DISTKRIBUTICN AND CALCULATION OF 2Z0ONAL ACCESSIBILITIES

IFICFT?eE0a1s) GN TO 1642 N
WRiTI(8,657)

FORMAT(1HO,10X,*CALC ZCNAL ACCESSIBILITIESe®)
CONT INUE

CALC OF ZONAL ACCESSIBILITIES

PO 654 J=1,00

RELJYI=Ca

LO & JA=1,NQ

RRPIJYT RPIJI+ LAY(JA)RFQlJsJA))Y
CORTINLUF

TF(NFPT2.£002e) GO TO 6548
Y¥PITL{E46°68) RP{J)
FURVYATI1HOyEX431€CF10,0)

COCNTINUD

CALC OF TRYP DISTN TABLE{CALIBR)
IF(CFTeFQelas? GO YO 620
WEITHLESBEER)
FORIATI1IH1I 10X, *SYNTHETIC TRIFP TABLE®, 7/}
CUNTINYE

D 5698 I=tyND

DU ©6C u=1,h0
TTII,J)=(PY(1)SAYLJI*FO(I,J))/RRULY
cCrYTINUED

IF(FTeFQele? GO TO 659
WEEZTEO(F,662) (TTIT,d) yJ=3ynN0)
FOPMATILH ,3i6F8.0)

CONTINUT

PTLRL

EMD
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SUBROUTINE MOQOAVL 737172 O0PT=2 FTIN 4.T¢ATS 80/06709 191047

AON0O0

SURPOUTIN
cCOVMMON £

. AVLINQy, TOTT, TTR®P,5S8BAR)
3
N (R0 ,FKER
{
T

1955031,31),PY(31),AYL2
) s AYAL31) ,AYORIG(31) ,RR
)

31931) ,DIFF121,31),0°T

oOrg
-~

Fr{ag) ,FC{ 31,310,
)

covMvon TY
CUMNMOMN RA

CALCULATE SYNTHETIC AV TRIP LENGTH SBAR (MINI,
TOTAL LENGTH OF TRPAVEL TOTT{MIN? AND
TOTAL NO NS TOIPS TTRPP,

TATT=0,
TTHPP=0,
LU 90u T=1,M0

DC s¢v =24NO

TOTT=TUTT+TT(IsJ)®558T1,J)

TTRFP= TTRPP + TTH{I,Jd} -
2300 CURTINUY

TRAR = TUTT/TTFRPD

WRITT(649533) TOTTHTTRPFySBAR
90F FOIMATILHI ,10X4®*TOTAL LENGTH OF TRAVEL®y5X,F12.0//711X9*TOTAL NUMBE

®R CF TRINE®,6XyF12.07/711%X3%AVe TRIP LENGTH SBAR®,TX4F10.31

RETURN

END
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SUBROUTINE LSTSAQS Tas1r: 0OPT=1 FIN 470478 00/Q6/709 194108647 PAGE

1 SUBPOUTINE LSTSOS(Y,MINTIMy,MAXTIM,INC)
DIMENSIONYL20)

CALCULATEF PARABOLA OF BEST FIT Y = F{x)

0o

Z54=T0=T1=T2=0.

ra 3
MINTIMGMAXTIM,INC

3

T

1=3
000
LOG(DT)

19 =ALOG(Y (T))

T <O gin

24{D1)er3
2 4+ {(DTYe24

=Ty Y (1) -
=T314Y(T)eDI

24Y(T)sDT8D1

INUF

LS A 82 )R (SANTR2=529T L) =(S19253=52052)8 (S500T2=52¢TO0)1/7((SO"

-

1000

——] -

25

T

MyrOI<XO0D0r DIRON A
DU =N NN DN
PR I Iy e
~
~N
=
1"
<
e
<
-
r
z
-
=z
>
x
-
]
<
-
-
2
2

=

30 1001 AMETEKS ARE A = ®,Ff8,2,
Ba29p/3M0g20X,*WHERE FUNCTION IS LN(FF) =

DYe®s277)

rso
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&
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SUBROUTINE TANNEPR 737373 0PT=1

v

~N

FTN 474476 80706709 1918407

SUBROUTINE TANNER(YZMINTIMZMAXTIM,INC)
DIMENSINNY(281Y

RFEAL NglLiNCyLAMADA

FLIT TANMER CURVE TO DATA Y = SXP{(=LAMROA®D) /De2N
AA=ZAR=AC=AD=AE=AF=AG=AH=AI=0C,

DO ¢ 1=MIKNTIM,MAXTIM, INC

I LY IV el Tafa) YiI}=a400G0002

YIT)=ALNGIY (T)}Y

hi=l

D=ALOGIDT)

AATAL4Y{T)ENT

A3=ABR+4DTaD]

AC=AC+D1I%D

AD:AD*Y('I‘D -
Ac=AT4DeD

AF=aF +1

ACG=AG4+DT

AH=8H+D

AI=AT+YILI)

cChilt e

Br=AASAE=AC®AD

RIZARANEF=AC®AC

PITALEACG=ACHAH

B4mAACAH=ACPAT

BT =ARRAH—-ACSOAG

RESAG®AH—=ACRAF

LAMOGLA=(R2%P4=B1*36)/(B2°086=D3*05)
LAC={bLl+4LANFDASR2) /R3S

P=lLAC®AG=AR=LAMADACAR)/AC

c=r¥o{LKC)

EDINT 2, CyLAMANA,N

CORMATIIHO , 22 [1H2} s *TANNCR PARAMETERS ARE CEt,FE,24,% LAMEDAZ®,
+F 6.t 40 \" FRa2/1HO0,20Xy*WHELRE FUNCTION IS FF = CecXP{=LAMBS®
4%DA.ND) /D ’H"M/l/l)

[RES T I:*ANT‘M,AAXTIM,INC

DI=I

YIIV=aeEXP{=LANBDASDL)/DI®SN

CCWTINUE

RTTURN

ZND
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SUBROUTINE TAN

(s XeXe]

737173 0OPT=1

SUBROUTINFE TAM{Y4MINTIMyMAXTIM,INC)

FTN A,7+476 e0/706/09

FIT MORIFIED TANNER CURVE TO DATA Y =2 C*EXP{=LAMBDASDI/D

DIMINSICONY (2D
A2=A2=A3=A4=AS=AB=AT=O
MINT=MINTIM4INC

DR & I=MIGNT«MAXTIM,INC

Tr(Y(l)leLlZala) YII)=o000R02
Yi{i)=rLOGLIYL(I))

rIi=1

L=/LG6(0TY

Alz=pi4.

Az=AR40DT

A3=A3+Y LI
A4=A4u+D1eDI

ArL=8a<4+ALQGICIY
AE=AB+DT*ALLGI(DI)
A?=AT7+0TInY (1)

CrisTIMUF
C={(AZ+AL)TAL=LAT+AC)*A2)Y/{ALeAA=ARSA2)
ALAM=(C®AL=A3=AB]) /A2

czrxP(C)

PRINT Z,CoALAN

FCHMATILHO 930 (LHE) 48 CURVE OF BEST FIT IS
1H® 3 XP[~8 g FGadglH®,#D)/D*/ /1 7)

PG 6 I=HMIMTIM MAXTIM,INC

Y(T)=CerxXo(=ALAMSDI) /DT

COMNTINUE

RrTHOFRI

NP

FFeE®y,F5.1

19.28.47
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SUBROUTINE SPrMA

[z XeXe)

540

B7¢

OO0

67TR
677

737173 OPT=3 FTN 4,7¢47¢ 80706709 191847

SUBRQUTINE & tNoY
)

OMA

COMMON S{3ie31)95S{34,31),PYI321,AY(31),FREQIBO),FFL80),FOt31,31),
PO{2C) ,FFTQUIAG) s AYA(I1),AYORIGIZ1),RRIIL)I,AYAA(DL)

chm4ch TTL31,210)

COUMMUN RATIUC{3.,31),01FF(31,431},0PT

CALCULAT: SYNTHETIC COLUMN TOTALS AYAL(J)

N0 64 1s0hQ

AYALY

U sa4 1,00

AYALY ALY 4+TTILI,J)

ClieTIH

weTTIH )

FORMA 910X ,%COMPARE MODEL AYA(J) WITH ACTUAL AYORIG(J)?*)
WEITE 6) N
FORMA P TN g 1B CAYORIG(II Ty LAX,*AY (I 0,24 X,0AYALSIO 12X,
ORXAY ALY CRTGIJ) )

CALCULATL F£T1I0S SYNTHETIC/ACTUAL ATTRACTIONS - AYAA(S}

DO RTIT J=1,t0

AYAARLJ)=LYA(J)I/ZAYORIG (J)

WRFITI(E,676) JeAYORIGUJI) JAY(J)SAYAL{J) JAYAALJYY

FORMPATHIIHC g 7X 318 315X3F 000922 XpF8adyl2XyFBelsl2XyFls23)
CONTINUE

RETURN

=HD
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SUBROUTINE TESTMAT 737172 QPT=1 FTIN A,74478 80/06/709 191847
1 SUBROUTIN: TESTMATI(NQ)Y
COMMON {321,310 ,55032,21),PY(31),AY{31),FREQLB0),FF (80),FQ(31,31),
*0(60),FREQUIE0Y,AYA(31),AYORIGIIL1),RR{31))AYAA(IL)
CrAMMON TT{31,31)
5 COVMON PATICG(31,31),DIFF{32,31),0PY
c
c CALCULATE MUAN PERCFNTAGE ERROQOR PE
[ FONT=FMEAN=SCUARL ERROR RMS .
[ RPATIOS SYNTHETIC/ZACTUAL RATIN(T, J}
io 4 DIFF_FENCES SYNTHLTIC=ACTUAL DIFF(L4J)
c

15 5

’
a ~
Q
=STTUL,J)ZH{E(TI,,J) 4400002
TTEIZJ)=ELI,J}
29 I,J3=TTI(T,J3)) *
s LTeoNv0ud1) Ge Te 9
£ +0 F(1,J)
N N+1
9 ConTINUE
25 RMEZPME4DIF A2 .
2 CCWTItuUs
PRINT 4, IRATICI{T,J),J=14N0)
4 FORMATEIH 4 1R58,3 )
L CcOoNTINUT
30 PRINLT &
8 FORMAT (LH1,*SY4THETIC=ACTUAL®)
00 F I=1,M0
6 PRIMT 74,[DTFF{l,J) =140
7 FORMATI1IH 436F340)
335 Pr=nc/Me iyl
OME=SCRTIRME/NQe®2)
PRIMT 3,PC4,FMSE
3 FURMAT(LHC 4#CNAPARISON STATISTICS BETWEEN OBSERVED AND SYNTHESIZED
Z TRIP NMATRLICESS
49 ¥ /1H40¢2MT AN PEDCUNTAGT ZRROR IS,
EFl0a2,/1H04*RCOT-MTAN=SQUARE ERRCR IS®,F10.2!}
RCTURK B
END
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ACTUAL TRIP TABLC FOR

38T, 1C. A7 a
Te 4o la
2772. 12%4d. 102a
Se €2 i4a
2798 i5e 2197,
1F. 23 14¢e
4450, 22 6§72
Tae &a €36,
436 15 16,
Oe X la
3099, ba SRVEAN
Je Ze 1fa
i823. 7. St
40"%a 2 - 23
814K, 32 3n4,
29, $e 244,
192, [ e
Q1. Ce .
132*r. 157 .
de PR -
2019, 2", .
7a 1ia .
805, 4o .
Na 2 .
1226 LY -
4 4 .
7778, ASa, .
e 262 -
477, 31. .
e 10F -
6328, Lae2. .
Ll 139, .
721, 3a .
1103, Qe .
1647, 143. [Zr
1. 3324, 12,
2104, fa 240
Fe 9 T4l
1721, 17a 83,
Le 4o ta
2672, €a 127
-4, € 2%
122484 6o 122
10 1Ce 1749,
4251 i7. 141,
120, Ee RS a
Snil. 12 147,
2 l4e G
3TRC, e 278,
25a 22 163,
1vas, 11 3t
3. 13 fe
£437. £V e 5.6
Ce 23, 4L
11ne., le 4P,
3. ‘e 24,
6§71¢%,. 121, 238,
ifa Zf. 430
LN IPN ', 4o
0. 84, 3
C81FR. £ENe 20 v a
14, 21 35

TRIP PRNNUCTIUKS OF ZOLE I

7387, 1
Irar,
3444, 1

DY (I B637,
PY (T} Fubue
EY{(T) Thbl,
rYLT) 27872,

w

»

o e e
[ WY YR

or
P OPWN DWW MR
s 8.

Yy
A BN

"
[P
ras

»
[~ PN S I N Q

w

[N )
e

™
~»
Prera VTR KRR

w N o -
FYNEN)

-1

v
5
4
[
2
hal
b}
(.
4
o
=
o
7
3
5
2
?
o
2
8
2
c
2
L3
B
4
=
3
2
A
6
s
e
b
©
2
3
2
3
]

TCTAL

1. Q. SS9, 220 LX) Se 10, T6e
46 2Re 66 2 14, 119, 87 e
ba 1. 14, 121, 1. 37 3. 27 104,
23. 44, 61la 3 Se 11121. ie3. 27
Se 1. Tle 321, le 28, L0 196,
23, 208 . 177. 1e. 42, iri. 555 82,
le 46 20%. 7i6. 2. 13. 1va 247,
109, 343 135, 234 155, 226 267, L4a
“Sae D T A0 e Oe S le 22
3 Te 1% 2 2. 2Ffe £9, e
[ 436, 4 42 1. [ 0o 11.
Te ibe 17. > e 3. 15. 20, Be
1. 1. 4032, 968, 76 2 10 142,
ifas 28, 2131 1e TSe 104 9. e
iCe 9. 457, 72685, 15 9 Y e 905
€75 21z. 805, G 327, S680. 362 3244
e e 14z 98. 994, e 1. Te
Se 1. 18%. Je Qe 113, 6, Sa
€a 1 17 91, 2. 293, 3z, Tie
17a 3% 49 3. 6o 10%. 143, 13
2. le 41, 183, 3. 62 655, 16%.
2Se i%. “6a ie i1. 20Pr, 86a 18,
O Ca 78 AC5. Ga 3e Se 3C 1
40, 8o 27 Ue 4o 203, 33. 1éa
2e Ca £6a 143, Oe Te 6o S8,
2k, 91, E4, 1l 20, 84A, 1, 19,
33 LXY "6 446, 1. 643, 56 3486
Sase 37 1c2e il 24 L - 807 98,
ba [ Je 40 Oe L6, 3. 244
e 64 le 12. 1. 35 62 3.
106, 5 51 356, e 10 %, 20, 238,
Avr. 112, 167, 2%, 23, 238, 110%. 36
[ Ve 1663 H4t, 280, 0o LY 76,
46, 12 1052. 0. 33, 35, 426 16,
7. Se 8 6ia 1. 69. 14 89,
18, 22 21 Se 3. L34, 226, AV
1. Re 132, 373. Oe 8o Sa 1123,
45. 253 S7a 6o LI 3€6. 103, Sbe
Ce Ga pLEars 650 1. Se 40 263
4. 18, £9. 1. 13. 17 3. 73, 20,
X la 167, 1227. le 12, LS 246
Sk, Hea 205, 4o 39%. 169, 118, 140
Ve 2. R7e 159, 2. b4, 4 LY
31. 50%ea 43 - 15, 52 57 47
3. 3. 1825, 25 . 31. 15 1% 463,
312. 10%. 43<ce . 324, 236 1889, PR LIPS
ER 20 3 bele [ 11 [ 23.
1l. L6 706 031, LIS 20, 105, 26
3 4 29¢t. 1389, L L0 19. 2863
18, 162 &0 6o 1851, 209, 21Ce 166
44 2 9% 127 0o fa 19, 171.
19, 16 ?7. £ 190. 759, - % It
16 4o S~ e 367 44 46 21a 193,
724 94 138, i2s 254 256, 2624, 59
Ne 0. 30 230. O 4o ce 5Ge
L0, 39%. 17 3. 18. Tle 47 a 279
% 1. Y8 527. le 262 1c6. 437,
9% e Taw 104, . 27 834, 451 65
Tia p Ce . O e [ 1.
O Y 2 . 1e Se 0o 2a
£ 1 542, 1388, 3. 47, 24 ¢, 12r 9.
13F. 57 208 bo 32, T24. 2065, L3

287C. 13049%. 1211 . 1257 11142, 28312, 1318, 5363,

3794, 869424 28944 18787 €110, T2, 6038, 13847,

891°¢, 2737, 12484, 3943, 13812, 2673, 19275, T76%

83,
234,
LY
632,
T94s
475,

577,

Nou~NwWwwoULo

-
~
~
.

11167,

98
378,
312.
161,
192,

2.

53.
245,

8e
158.
$0.

30.

73

1992,
19¢f.
3878,
56a
317,

T7Te

90,

SA4,

70
180,
118,
154,

70
772,

Ave
453,

10,
225,

evT

e
©
e
e
@
@
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@
@
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TRIP ATIRACTIONS

AY (J)
AY L)
AY ()
AY D)

GF Z0NE J

atlfo. 3o
4257 T
3r0g, 26

307C3.

TOT LENRTH OF TRAVEL TIME

AV ACTUAL TRIP LENGTH

ACTUAL FREQUENCY TABLT

o T0 3 MIN 12127

3 T0 S MIN 140E0.

& TG0 7 MIN 5u1d1l.

7 TO b MIN a7s8e

9 T0 11 MIN 11150

11 T0 13 mIN 18842,
13 T0 1% FIN 21623,
1% TC 17 MIN 20uf0U.

T 70 19 MIN 13352,

19 TO 24 MIN 36776
21 TO 23 MIN 23437
23 TO 25 MIN 11433
2% TN 27 MIN 21840
27 TN 28 MIN 9372,
24 TN 3 MIN S4vie
31 TO 33 MIN 7334
33 TO a5 #IN 2162,
3t TO 37 MIN 2076,
37 TO a9 MIN 3718,
3¢ TO 41 MIN 124¢.
41 TO 43 MIN Te8Te
43 TO 45 MIN R4S
45 TO 47 MIN 123
47 TO 49 HIN 307
49 TO % MIN 290,
TRTIPS 296632,
TRIP WINE 49223 TE3 .
AV TRIP NMIN 16476
SAMPLE VARIANCE B4.40
STANDARD DEVIATION 3.29

93. T2R4.
€S o 0% o
[ 11157,

4312783,

DRARI(MIN)

g
022
s 04
«10

210

A370. 200,

163264 §A0 .

2C0%8e 3142,
16456

5?2 10487 21100,

112072,
6454

TOT NO.

1914, 4358,
8430 19286,
0F TRIPS

1433,
2628
19921,

296633,

2¢T0 e
1578% .
82%a

vrl

<
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INITIAL TRAVEL TIME FACTORS
1le 1. 1. 1. 1. 1. 1. 1. 1. le
1. le 1s 1. 1. 1. 1. 1. le 1.
tFIRST VALUE = 0= 3 MINUTES , EACH SUCCFSSIVE VALUE = NEXT 2 MINUTE INTERVAL)

TOTAL LENGTH OF TRAVEL T25ub609,
TOTAL NUMRER OF TFIPS 206632,
AVe TRIP LENGTYH SBAR 24,455

TRAVZL TIME EPROR 47.66 FPER CENT

THERE AREZ 3 O0UT OF 2% VALUES OF SYNTH FREQUENCY WITHIN 0.3 PER CINT OF ACTUAL FREQUENCY

~

1.

1.

1e

le

1.

“9vT
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COMPARISON UNSATISFACTORY =~ MODIFY TPAVTL TIME

MONDIFIEZD TPAVEL TIME FACTORS

22.38 Teul 4087 2.08 234
«39 «37 a24 «35 022
{FIRST VALUEZ = D= 3 MIKUTEE , EACH SUCCEISSIVCE

FACTORS AND REPEAT

1.94 1,19 1.27 «93 087 92

«19 213 =10 «09 «0 6
VALUE ® NEXT 2 MINUTE INTERVAL)

(IR ESEREEER AR NN REEEINRERYYSE N CURVE NF BEST F1T IS FFa &42,4%SXP(= e0AL®D ) /D
TRAVEL TIME FACTCRS MODIFIFD TO FIT THE CURVE
12.5¢ 5431 LY 3026 2046 1e.91 1.%3 1e26 1.02 083 T2
«33 e «25 022 «19 17 15 13 el2 10

(FIRST VALVE = €= 3 MIMKUTZS o+ EACH SUCCESSIVE VALUE = NEXT 2 MINUTE INTERVAL)

TOTAL LZNGTH OF TRAVEL 5071945,

TOTAL NUMBER OF TFIPS 296699,

AVe TKRIP LEZNGTH SBAR 17.09¢

TRAVZL TIMZI ERRGR Je2¢ Pt F CHENT

THEFE APE ¢ auT of 25

VALUES OF SYNTH FREQUENCY WITHIN 0.5 PTR CENT OF ACTUAL FREOUENCY

«50

o 79

ohd

abdl

e38

Lyl
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COMPARISON UNSATISFACTORY = MODIFY TFRAVEL TIME

MODIFIED TRAVEL TIME FACTORS

16e16 Te78 Lol 2423

«30 26 218 20
(FIRST VALUE = g= 3 MINUTES , EACH

[(FARFRSRNRENEAN NI RIRE SRR AN 2N CVUR

2.49 1.87

«16 230
SUCCESSTIVE VALUVE

VE OF BEST FIT IS

127

a9
= NEXT

FfF=

TRAVEL TIME FACTORS MOODIFIED TO FIT THE

15467 8,37 £432 3.68
e25% s21 «17 «15
(FIRST VALUE = B= 3 MINUTZS , cACH

TOTAL LENMGTH 0OF TRAVIL
TOTAL MUMBER OF THTPS
AVae TFRIP LEWGTH Z:BAR

TRAVEL TIHE ERRO® a2t PR CENT

ouT OF 25

2468 2,02

12 «11

SUCCESSIVI VALVE

4652597
2966389,

15.F38

VALUES DOF SYNTH FREIOUSNCY

135

Q9

= NEXT

WITHIN

FACTORS AND REPEAT

l1a22 1.04 088 «78 obS

=06 «03 23
2 MINUTE INTERVAL)

564 0*EXP (= o058°D)/D
CURVE
1622 297 78 o563 e32
«08 «07 08

2 MINUTE INTEZRVAL)

05 PER CENT OF ACTUAL FREOUENCY

o3

b8

¢35

33

“8¥%1
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COMPARISON UNSATISFACTORY = MODIFY TRAVEL TIME

MODIFILD TRAVEL YIME FACTURS

L.z t.12 4a77 2421 2.40

29 «25 217 «18 «15
{FIRST VALYT = 6= 3 MIMUTES 4 CACH SUCCESSIVE

B0 9020 F40RTLBIANLEOI NSRRIk Y CURVE OF BES

FACTORS AND REPEAT

1.82 1.37 1.19 1.03 «86 « 75

«29 «CO «0% «03 «d3

VALUE = NEXT 2 MINUTE INTERVAL])

TRAVEL TIME FACTORS MODIFIED TD FIT THE CURVE

A%.823 9.62 5433 3.67 2466

e23 +20 .18 e14 «12

(FIPST VALUEC = 0= 3 MINUYES , cACH SUCCLSSIVE

FIY 1S FF= B7.0%EXPLl= ,L061°*0)/D
1,29 1.2 1.29% . «93 o768 082
«10 a0t «07 «06 °05

VALUE = NEXT 2 MINUTE INTERVAL)

TOTAL LENGTH OF TRAVEL 46O562E,
TOTAL NUMBER OF TRIPS 296628,
AVs TRI® LINGTH f2AR 15.526

TRAVEL TIMz cRRGR 625 PER CENT

THERE AREY 1% 0UT NF 25

VALUES OF SYNTH FREQUENCY WITHIN 0o5 PSR CENT OF ACTUAL FREQUENCY

b5 50 Xl 032

30 onl 34 28

‘671

®© © e o © © e © ©®© © © O 0o o 0 2 @

© © © © ©

oy



a

8 © © © ©

D

©

©

Q)

o @ 9O

o ©

¢ o ©

©

THERE ART

COMPARE MODEL AYALJ)

& WN O O

19
2¢
21
22
23
24
25
26
27
28
29
£l
21

9

VALUES OF AYA(JQ)

AYCRTG LY
28156
2¢83,.
T34,
3370,
280,
72
104F7a
21100,

435,

P

2677
1397.
7165,
6F94,
16326,
680,
a127 2.
1314,
4358
2626
15795,
3558
2RC4,
11157,
1059,
3142,
6494,
Aa2n o
1928,
18931,
529,

20783,

WITH ACTUAL AYORIG(J}

AY (J)
381%6,
2c83.
T34,
3370,
208G
572 e
10467
21160,
1635,
26790
1247,
Ti165.
Bobuae
1€32Ce
680,
11202,
1914,
4350,
262¢€,
15745,
Inog,
2604,
11177,
195¢2,
3142,
6694,
Ba3d.
1528,
19831,
823

30703

WITHIN 1¢ PER CENT QF AYORIG V)

AYALI)

50147,
410%.
7611,
3204,
278.
Aa2,
12011,
24632,
1051,
24504
10289,
65402,
7071,

198514,

- 526

12347,
2516
6514,
2922,

12277,
4001,
3197,

12500
1002,
%5397
5066

12513,
1872,

22437,

462,

32337,

AYA(J}/AYORIGIJ)
« 773
1.327
2.032
0951
2393
«773
lel4s
14167
733
928
«737
«893
1.058
le185
«TT4
1.102
13153
le6895
1.114
777
1,112
1,191
1.22v
e 948
Le718
«903
let 84
«971
1,128
«557

1.253
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COMPARISON UNSATISFACTORY

TOTAL LENATH OF
TOTAL MNUMBER CF
AVs TRIP LENGTH

TRAVEL TIME FREROR 2020

THER®T ARE 2C CUT OF 25,

= MODIFY ATTRACTIONS AND REPEAT

TRAVEL AP04T25.
TRIPS 296A39.
SRAR 1664137
PER CENT

VALUES OF SYNTH FREZQUENCY WITHIN 0.3 PER CENT 0F ACTUAL FREQUENCY
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COMPARE MODelL AYAL(J)

@ w o W N

LTS TR Y X
Noos o

[
'S

20
21
22
22
24
2%
2€
27
2t
28
30
31
THERE ARST

COMPARISON

30 VALUES OF AYA{J) WITHIN 10 PER CtNT CF AYORIG(J)

SATISFACTORY =

AYORPIGI(Y)
88156,
3093,
7384,
3370.
280,
72
10467,
231xMVe
1436,
2670 e

1397,

6494,
4439,
1528,
199231,
828,

36703,

CALIBRATION COMPLETE

WITH ACTUAL AYORIGI(J)

AYLY)
114039,
2330,
7164
A544.
2582,
7460,
8121,
18C74.
1959%.
2910,
1896,
80182,
6337
13629,
872,
10163,
1456
2916
2358
2¢322.
3226
2253,
3958,
1120
le2¢%.
7189,
SET79.
1086,
1770%.
lage,

291% 1,

AYA LYY
866651%a
3250,
7401,
3o,
297,
58Ce
10913,
21143
1436
2731,
1376,
708 ¢,
5617,
17039%.
Tode
114%0.
2041,
5044,
2588,
15145,
3%569.
2626,
11480,
1060,
3332.
6439,
848°%,
1912,
20025,
852,

32102,

AYALJ)/AYORIOGLJ?
«923
1253
l1.902
«882
led2d
«389
1043
1.002
0387
1e023
e3¢5
«989
2989
1.044
1.035
1.022
le067
1.157
=986
2959
«982
862
1e029
1.7201
1,069
987
1007
0992
1.008
1.029
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SYNTHETIC TRIF TABLE

P 4953, 23. le 1. 3. 11, 7. 1. 8. Te 50, a9, 29, le 2.
i 1. 15, %3, 20, 18, 21. 4. 4, 57. am, 12 87, R 114,
1595, St 14, 11, 4, 19 103, A 19, Sa, tize € 1. 1499, 83, 258,
3 1 FEN 23¢. 26 18, 29. 16 €, 169, 144, 11, 693, 17. 740,
3971, 1. 2159, 240, 10. Sas t5. 513, Be 684 36, 107, 954, 252, 14, 683,
@ 8, 3. 204. 188, 1390, 254, 132, 125. a3, 250, 855, 134, 7624 164 454,
5313, 7. F5¢ e 1420, R 85, 224, 687, 27, 36, 34, 250, 575, 1204 7. 261,
2. F e 474, 252 185, 340, 177. 4. 166, 2713, 265, 180, 3717, te 517,
aee. A 24, T 27, 1. 19, 23, 1. 1%, Se 22. 2l 150. 4 148,
@ c. s r. 22. £ fe €e 7. Y 37, 83, 44 116, 2. 54,
tea, Ze 70. 3s, 1. 75. 29, 58, 2. 4. 3. 21, 62, 14, s 33,
3. 4, 22. 27, L 29 15, 3. 7. 22, 3a, 1% 38, b5 52,
- 16835, .. 7L . 76" 2, 23 4855, P70 190 13, 14, 17ze 66 =2, 2, 53,
& 24, 5. 47 267, 12F. 28 1246, 7. A8 176 70. 52, 154, €. 432,
8126 . 327, 167, fe 3%, 650 90i6. 524 53, Y 8939, 452, 210, P 223,
56 1€, 210, 1a4c, 606 252, 1117, an, 162, 512, ~327. 285, £a2. 7. 2077,
249, 2. dpie N le e 312 113, €390, 3. 2. 25, 16, 15. e 124
65, 3. t. 44, Gle Te 31, 1. lie 11, 9. 6o 24, 2k 644
1852, 157, 7. 1. 7. P 15, S0 3. 323, E 102 a5, 691, ke 159,
& 2%, 17, 1Gie 23, 9. 25 14e 5. 62 173, 14, 896, Se 702,
. 217¢. 4a, §1. 1. 4, S. 26 153, 2. 87. 253, 1€3 65, 216G, e 72.
Q Ze L 20, 357 23, 28, 4. 8 " 275. 87, 20. 678 a, 1117,
1270, 7. 27. 14a ke 3. 29, 201, 3. L& 13, 62¢. 45, G 1. 32,
2. £o 13, 175 25, 16, 46 P Te 133, 59 22, 2524 le 415
1380, 5o 152, 43, 2. 11, 154 138, 1. e ce 62 1014, 3%, F18 98,
i} e 3. F3. €5 3e, 4. 34, 120 [t 59 115, hue 30, 1. 148,
. 267, £9%. 27z 45, RN 14 £1e 13a, 11 651 121, 451, 200, 8165+ - 118, 1366,
lae 249, PN 265, Bt Tie $3. 7. 2¢. S14, 763, 52 3043, 47 1641
455, c7. PR 7. T4 2. 9. 36. <e 37. il 23, 30. 333, 284, 158,
w 2. fo. t. 25, 9. 11 10 ", 2. 29. Y 5. e5. 10, =n
x753, 118, 703, ge, 61, 30, 62 s 247, 8. 147, 44, 2%, 493, 1341, 56, 4837,
£, 81 14%. 250 30, 221. 95, 163, 92, 296, 1709, 46, 1iuhe 17e SEU
251, Te 42, 2, 1. 12 1469, 4eya 227, a, 7. ac, 36, 52, 3. 31,
i) 1385, Y 22, 202 27. 16 aea, 4., 46, 50, 40 25, 59, L3 243,
1362, 156, 2164 51 10. ic. “1. °s, S. 87 27, 165, £5. 91 4. 73. 303,
7065 4082, 17. S.e 24, 19, as, 15. e 124, 17¢. 1% 641, a8, 420,
2769, S 2z%, 195, 2 23. 52, 34t 4a 17 13, 100 242 6% 3 157,
2 5. ‘e 4uie 36 100, 168 £3. 27. a4, 11l 176, sGe 189 2. 263,
2906. 32, Sé, 235, 3 7. 126 67%. 3. 2t 71, 273, 87 76, 3. 6§96
12 Te 27, 5307, 7 0. 1. 201, 9. 30 268, 95, 33, 426, 4. 2852,
3012, 10 1260, 59, 2. 12, 124, 1761, 19, 18, 17 242, 167 71, 3, 76
L4 4, R o B0, 225, 601, 99. 209, 10. 1. 121, 119, 117. 240, 2. 610,
1566, 4. 128, €3 2. 13. 16 164, 4 9. 9, 5c, 208, 34 2o 109,
2. 2, Tos 51, Sde 520 ac, 12, 5e 81 102, 65 38, 1. 131,
. 4695, 16, 151, 83, 3. 17. 18020, 21654 51, 29, 25, 402, 215, 113, ae 1138,
2 FIEIeh S 15, 97 837, 307, 113, 5306, IS, 360, 188, 160, 122, 346, 8e 390,
1031, . AvEl. 21, 4, 7. 12, £, 1. 17. e 29, 115, 10G, 4. 241,
G 6o 34 42 15, 32. 16 211, 7. 53,4 173, 1t 163, la 37,
3351, 14, 2htds Z0%e 2 33, 446 12254 1a, 20, 22, 236, 278, 96, 4, 447,
3 43, 11, 207 493, 176, 45, 1430, 27, 2068, 144, 114, 170G 2t 7. o 586,
1689, 1. P iTe EN 4 21, 133, 2. 10 28, 155, 58 100, 2. 49,
2 6o 17 169, 24, 1. 23, ‘. S ss=, 84, LEe 341, 3. 337,
56,7 a6, §12 TG 24, 23. 57 357, “e 117e 37. 2640 406. 525, 21, 1197,
@ £, 32, 116 b7, sa, 144 90 0g, 17, 353, 1534, at, 1134, S 5764
109, 3. 59 34, 1. Tts 30, 221, 2 Te 6e 77 TG 26 o0 21,
2. 2. 3e. 55, 59, 6R 4 59, 7. 17. 5%, as, 133, 71, le 177
i 5726, 117. 286, 55, 18 13 66 214, 6o 33 7. L34 650, 168, 1107, i1le 408,
] 54 53, €3 cag, 107, 73. 103, ac, 15, 7394 594, va. 4849, 13, 2362,
23, o, 1t 3. b e 6o 12 1. " 2. 10, 4, 50, 4, 18,
1. i01. 2 12, 28 i. 7e 1. le 22, 7. 1. 38, az7. 27.
. €311, 106, 147. §h e i 15, 1585, 1000, 14 231, 211, 893, 231.. 497, 6o 173,
2 15, 3e, 7. 2942, z23. B2, 2866, 21, 37, 516, 254, 110, 1972, 8. 11294,
TOTAL LENGTH CF TRAV:L “80472%,
@ TOTAL NUMBER OF TR1PS 296639,
AV TFIP LENGTH SBAR 1664197
(5 TRAVEL TTMc EKROK 2.20 PLR €FRT
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SYNTHETIC FREQUENCY TAPLE

TIME INTERVAL

6 TC
3 TO
S To
? TN
9 TO
11 ToO
13 710
1% 7O
17 T0
19 TO
21 TO
22 J0O
25 TO
27 ToO
29 TO
31 TC
33 TO
3s TO
37 719
3s TO
41 YO
43 TO
At TO
47 TO
49 TO
TRIPS

TRIP MINS

3
5

11
13
15
17
19
21
23
2t
27
29
2]
33
3%
i d
39
41
43
45
47
49

51

AV TRIP MIN

MIN
MTN
MIN
KIN
MIN
MIN
MIN
HIN
MIN
MIN
MIM
FIN
MIN
MIN
MIN
MIN
MIN
MIN
MIN
MIN
MIN
MIN
MIN
M1N

MIN

SAMPLE VARIAMCL

STANCARD DUVIATION

TRICS
11368,
13691,
52752,

3575,
111644
1957¢.
2es8e,
257¢¢,
13029.
35770,
22082,
13493,
L8917

7320,

472¢,

62354

1842,

263G

2594,

94(a
£96.
636,
164
351

534,

296628,

48C472¢%,

16620
2,77

9,10
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«578 1.269 578 24390 2.759 3.544 13569 PLEY ] 4,117 2856 20203 1279 «a722 1e398 e85 «886
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250" 3941 k «392 l1.67¢8 1222 o T4HE Tsu20 1ad14 LaebF4 Les4C le640 2604 1664 €5 923
1.192 «7i7 «74L Sa5mJ leRER 1.122 e %58 8af1b 2+773 3,363 1.012 2674 0462 30265 1.623
1.561 4525 1.548 Je710 392 e301 1.%50 1270 1209 «98i 2e143 0654 3.%589 «789
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s TR AR AR BNINS LD SO 3.410 3.352 59,2 EEFALERELERELLE NN LN M el12 1.2317 24764
«7% 3 709 l1e43¢ 1ed73 Te1i22 3ebTh « 858 «S86 1267 1004 1.438 2745 e938
528 Led 42 1.€80 Zevw7T3 1353 e 5HE 3 620 be752 «7%9 14207 1aC91 1e4670080060 30 24372
1.9°¢ TetFa4 «fEQ 1,483 ie763 fe20 S s 6846 et 23 R 32 14406 ) 28925 785 1258 2.062 «785
311 1e20"7 le.E€H0 «960 1.1439 leb 8B «613 Tet 80 «5 82 1.32a 1.C017 1.135 1e12508 000800 1.120
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16117 1378 «haC «e73 2 1aTz4 2.7922 a270C e 3 T200 N0t an 1,142 l1.315 1.0063 lelZ3 e b7 iwd®0 1336
e387 LE-R] Led7F 1ab .9 Zez56 «a3.9 «a©33 17.235 « 569 1.078 leckB 201¢C7 «489 «7686 wBEB
«677 61T « B3 lalfa 17132 3.4C5 1085 o lh6 11205 16213 24338 1.3c9 e 728 Le372 «508 a6 86
2.714 0229 Leb7* «863 «375 733 «751 Bawt? «333 1379 e 946 «532 1.109 Sef72 LaT3d
s3%13 1.83% 1e.7°€ Salaab “e 932 enots b 3.139 A TELL AL LERE 26282 34623 «338 1,210 1.122 1,006 e786
l1e213 527 24t28 1305 1eB26 1.792 A,409 s 6068 2e2053 319 1,421 1567 587 e6t6 1000
« P2 e85 R LTao0?® 7e58¢ «5 "0 660287 le.218 «975 2723 l.425 2107 «9 34 L.454 «709 1,034 10,115
PR oI F 4 2941 1379 «300 2147 ab45 T7e323 Lot 12 e922 1a04€ e 22 984 8002 2914
1310 26297 1.637 EPEENAAL LR LEE A A « 517 e 904 TR LN RN 20292 1.2%0 1.298 2eT4TOEBESIIRS 560
1,2¢589009 a0 Le 2s%°2 =aFl& LZe320 shifcaeddsna 1.381 Lell4 s GT1 240815 e3830%ssnsIen e321
atry 3a.03u0 46 1Ce il 1,498 3.0512 Seli lel 7% 8s779 1.2589 Le953 lebta 14879 558 «0904 e371
6eSct Talcy L1y Jalt€ 1.313 «777 24125 3.228 911 «923 af22 «e?725 1.040 1e%13 14+835
la216 leUEE a? «790 2,723 2673 s394 PR E LR R RS RS 24275 24642 s b8 « 768 oh 2 1461 2,035
«%¢cb «Eahb . 1.270 2.1t #6502 « 857 4e532 1,009 1.155 1.712 l1e487 538000 ce RS w707
3.531 1e057 . JeTuinesocovenporsann «67¢ 1.038 9.627 3,102 1.769 1.420 1.4682 1011 « 645 «T783
11.70R led22 3. a?753 26942 1727 26249 Sevi39 264343 Le%51 Le285 1853 1,402 3.718 #8926
14227 1676 . 20380y 1eU%E 12.424 e 774 « 8K 8 10,121 Le50% 2.152 o863 le431 a6 47 143236 «810
2168 «B9y 2e leta2 2620 7708 1017 2.742 «7287 ed 1V L0008 « 633 62 14673 1.172
1.275 o661 1. 1.022¢R82x20¢ BabB17 s 184 1ac?20 1.230 20214 2.132 0343 e714 « 367 #3922 1.558
elu2 256 . 1ed14 1876 w628 1a04l 24408 «3013 1.178 1.782 1380 A R X R LEE R L «hth
1034 eJLF lae PR 1002 TeTlO eb97 &30 24602 1.3u4 147423 «0 69 082 610 2e240 e6586
a%22 lLebcs8 1091 14283 +2n5 1.077 lez2? 1.718% 1.201 «658 <t 65 14122 s 4L Te5 85 »573
1e342 2 THE3 Jeuid Del 337 « 334 3abs2 PEAS L LN ENE N {57600 800000 1704 2253 1,109 «7C8 200461
e34cC «506 et b3 ' 1,423 24003 « 215 75y 922 L8877 1.7v9 «689 1758 134 1372
832 1e72h a 7T 1. NE-E] £el131 1,563 «876 4,319 2038 leloe «833 a796 AL LERER N 2900
1e711 PR le237 ie .34 a279 2e 5645 4524 1.117 «631 «543 1.0¢3 e385%Cstses 589
1.F6806 1.027 lalel 24 «6547 17394 «217 leChTo0002 000 L3591 1L.477 a9u4 32ecll PEX 2] ehSh « 704
« E48 -] debn? le 1e282 14252 83" 1efl1y a4 47 «?760 16334 1021 eB5 320 88t 00 s e732
1.032 2972 983 1. 1575 5637 a St & » 9213 1aiv8 2421 LeTHha 1.2¢6 1339 807 3,066 1.551
«9u5 e £ 36 24027 1. 1.0y 1a453°F 552 74958 «a661 120821 «d bl 872 o203 16562
PR 26565 Tebe? 2a AL AR LA R LE LR 599 eJ61%0eRTO R 1.635 34217 15234 2,103 «T30 o761
«908 «2*7 13¢5 i st 1694 + 636 27658 «972 « 768 o734 2 47H Lettl3 e20C2
L «d63 leci2 ) Ze.98"% A3.c292 s f79 e 747 Ea205 l1e172 La249 1487 e G214 0852 «93C3
« 400 14124 Tea"26 p PEE e 9862 «E By SsC1a e38R «319 1ea3<89 s T64 1.012 12,803 .
1.678 1a7C* b4 ofE2 - - LA LR S LR A4 sY4COOEEDEED 20493900 ancan Be22100 80 ¢ en 13244 4ho2db 34335 Led42 16824
LA A NE N aslC3 S22 la3727%0¥sinonsvestas 3.205 1,211 Lalla 43800000 t0ny .4 23 4,725 «5D9 Sedé3
1.,0¢8°% 2.ut? 733 1.472 2,321 15167 «2b7 2720 445K be274 862 «093 1.133 1,154 5TV s 769
1.062 1eESS 2.0L5 «257 1.6E5 le442 1,194 o729 1270 865 1.240 1,69 lLebbl 3.812 le211

“9ST

© ¢ © © © © © © © ® o O © ® O o0 8 © © @

€

eg



L.

D O

o

©

@

SYNTHLTIC=ACTUAL

1082,
-F
-117¢.
=24
=14627,
-,
8B5S,
~le
=R1l,
Oa
245,
ER
=224,
=1%5.
=20
27

128
=2
=409,
1te
583,
=1l
AR P
~-1.
=T
-G
-5493,
~iia
36

43"
1.

COMPARISON STATISTIC:

—=Eeo
=2
253
-1la
12,
52

2ta

=3

v
.

L)

LaP )

-%
-2

-z

p
POUMEL A PP WROPINNRNWOHZWSULNNNYNY QYN
6 o % 6 5 4 & B B E DS S S O EDEEYOIO IR S

MEAN P:IQCTNTAGL

ROOT~MEAN=SQUAFE

ACTUAL AV,

PZR €

=74, -3 -0, 3. -48,
-6 -4, -26. -10. ~43.
-33. g 7. 2. Se
-1, 116, 2. =25, -32.
-3t L7 <, 53, 16,
HE o -2 S6e Af o -48,
-c2. -4tz 4. 40, 2%,
3 a9, ?7. -2, -19,
0 -30. 1. 3.

12. 3. 1. -8,

~Fa Te =351, 25.

26, 9. 13, -2,

LE 2. 22, 823,

a7t 25 g =873,

=19, -4, <6 193,

56 -5, 4ie 312,

S le 2. 166

31. 12. 5a —24,

%o RS 3. -1,

Tas 5. -16., -15,

7a 24 4 o -15 o

-16. 4, S —224

9 1. 3. -49,

A 594 -4, Ba 19,
-i18, -14. 1. 5a -41.
N 17. 4, -7, -20.
-5Ca 7 20, 19. fe
20, -4?. -4 -26, -29.
lce fa G 2. 6o
£. 6o b 5. VG
166 £6 o -4z, 25, il.
97. 372 -10. ERW I -%2,
17. 30. o 13, =124,
a, 123, “17. 4, -533,
244, P 3. 10, EE
4 a 28 €e -6, 24
=18 =51a Te 15 X
—-332. 2ue Sa,. -835. -4,
-25. 13, 3. 7. -62
154 =15065. 29, 13, 122.
-7 3s, Ce Lie -26.
4% 9 -343, 41, 4a
6o 1. A5 Zle -71.
-31. 5e 27. -18%. ?e
24l -3 EN 14, -c,
. e 108, - e. 38%,
23. 12, 1. -13, fa
27, 27, 5. 154 -4,
-67. 77 -1 29, 198,
36, 0. -12, -117. 836,
Ee 114 -ie 2 -Th4a
12, 67 c N —4,
-4 7. A 19, —41.
75 42, 27. 2o, —40,
2k 24, 1. 7. -0
4, 1% ~iia 27 -24.
50, ite 9. 12, -22.
22 85 o 10 -1, =81a
14, 3. afs -G 6
-2, B 2. 1. e
=53 1%, 4. ¥l ~387.
36 ~6391, fd. 25, 40

TRRNR 1S 1vbaif
ERROR 185 221a58¢C
FNTINTRA=ZONAL 1S 25,86

=148,

=18,
13
132.
APt
=29
20
-7,
Se
i€
=20,
=548
8a
1731,
24,
15

=1le
Jia
=30,

=104,
4o
-
16
=113,
€5
-l 4

Pt
< b
3y

[ o
o
> o
a

J
NN e
ENHANE D> S

=166,

SEYNTHETIC AVe

RETWEEN OBSERVED AND SYNTHESIZED TRIP MATRICES

PER CENT

L =3
=820 =52,
=56, 32a

36 =33,
40, 26
T Au0.
23. Zhae
47 -2
6o b4e
11. 24a
L 3.
4 P
11. 4
20 11.
4bo 39
=48 -3,
3. 1
[ - le
=530 26a
-4 3, 30
2%, =402,
67 ise
11, 8
=70, 17,

1. 2.

e 24

8a T%e
169 =4

21, Y
=6 2€.
44, 24,
-2 604,
beo 4 e
25, -2
10, i3,
=1Ce =36

Se e

25 T3
189 31
36, 27
6a %
=20, 1.
Se Se
9. 45
14, 11,
=384 =29
6a 6a

Se T4a

10. 3.
=55, =20,

4o 9

=184, 21.
56 16e
97 =-3909C,

Ja 4o

=1fe ~12
4% a PALEY
=75 la8a

be 2.

17. Te
194, =34,
—3to 49

INTRA=2ONAL IS

22,57

—=hb,
=147

50

=295,

-T2
=331,

=301,

=103, =0,
Qe =131,
560 =8
13e 409
12, 11
15 =39
=140 Se
6o =13PRa

bo =0

2e 24,

4o 1.
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