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SYNOPSIS

In this thesis we consider the Active Adaptive Cancellat-
ion of Low Frequency Sound propagating down a duct., Active
Sound Cancellers operate by injecting into a duct an
anti-phase copy (anti-sound) of the primary sound propagating
down the duct. Cancellation results when the primary sound
and the anti-sound destructively interfere,

We have conducted a theoretical analysis of a practical
Active Adaptive Sound Canceller based on the time domain LMS
algorithm. This Adaptive Sound Canceller generates an estim-
ate of the anti-sound by convolving an input signal (obtai-
ned from a microphone placed to sense the primary sound in
the duct) with the tap weights of a transversal filter. The
tap weights are updated using the IMS algorithm. We have
further constructed and tested such an LMS Adaptive Sound
Canceller,

We have recognised that the active cancellation of sound
involves conditions additional to those of conventional ele-
ctrical noise cancellation systems (i.e. the Adaptive Noise
Canceller). In the case of the LMS Adaptive Sound Canceller,
the adaptive algorithm does not have direct access to the
sound that is to be controlled, but must sense this sound
using electro-acoustic transducers. The cancelling sound
cannot simply be subtracted from the sound in the duct, but
must be added acoustically using a loudspeaker. Also, the
algorithm only has access to a delayed error signal sensed
by a microphone. The additional electro-acoustic transfer
functions can be allowed for if known, but in most cases

they will not be known accurately. We call this difference

between the actual and estimated transfer functions mismatch.



The effect of the delayed error signal is to reduce the
stability limit on the convergence constant of the LMS algo-
rithm by a factor Sin(w/2(2d2+1)) where d2 is the discrete
delay between the loudspeazker and error sensing microphone,
For a general mismatch it is found that the élgorithm will
become unstable if a mismatch in phase of greater than +90°
occurs between the actual and estimated transfer functions
at any frequency of operation.

The work on the delayed error signal is an application of
the work undertaken by Kabal on the stability of IMS adaptive
Equalizers with delayed adjustment, to the LMS Adaptive Sound
Canceller. The work on mismatch is an extension of the work
of Morgan on the stability of Multiple Correlation Cancella-
tion Loops with filters in their auxiliary paths. We have
recognised that the "filter in the auxiliary path'" as propo-
sed by Morgan is the same as the mismatch for the Adaptive
Sound Canceller, We have extended Morgans work to consider
the effect of mismatch on the stability of our system.

As a result of our theoretical analysis, a control unit
for a time domain LMS Adaptive Sound Canceller has been built
using two TMS32010 Digital Signal Processing chips. The design
incorporates a compensating filter that is used to reduce the
effect of mismatch. Tests of this system have been conducted
at the CSIRO Division of Energy Technology in Melbourne.

We have also conducted a theoretical analysis of an Adap-
tive Sound Canceller based on the frequency domain LMS algo-
rithm, It is found that each frequency channel of the frequ-
ency domain LMS Adaptive Sound Canceller is similar to a
time domain LMS A.S.C. with only two taps and a narrowband

input signal. The stability conditions applicable to the time

domain LMS Adaptive Sound Canceller can be applied to the



frequency domain LMS Adaptive Sound Canceller on a channel

by channel basis.
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1. INTRODUCTION

1,1 LOW FREQUENCY NOISE IN DUCTS

There are many examples of high level low frequency sound
sources in the range 0-500Hz that occur in everyday life. Some
of these sources are man made such as compressors, transformers,
airconditioners, cars, ships and planes, and some are natural
such as wind, turbulence, storms and earthquakes(0).

In this thesis we shall be concentrating on the cancellation
of low frequency sound that is propagating down a duct. The
classic example of this is sound propagating down an aircondi-
tioning duct however the duct may also be some form of exhaust,
ventillation shaft, or chimney stack. For the case of sound
propagating down a duct the low frequency noise is usually
generated by a turbine or fan, and this noise will propagate
through the duct until it reaches an outlet(0).

A typical fan sound power spectrum consists of a broadband
portion with superimposed discrete peaks at the blade passage
frequency and subsequent harmonics. The relative contribution
of the broadband and discrete components depends upon the type
and geometry of the fan used(?75). Figure 1.1 shows typical
sound power spectra for axial and centrifugal fans.

There has been considerable research into the effects of
low frequency noise on people., It is generally accepted that
exposure to high levels of low frequency noise result in . .°
nausia, fatigue, disorientation, pain and general disturbance.
However, there is still much debate about the level of noise
and the exposure period that is required to bring about these
effects(0).

It has also been suggested by some researchers that even low
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FIG 1.1: Typical Fan Sound Power Spectra*

a: A 10 blade vaneaxial fan at 1470 RPM,
b: An 8 backward curved blade centrifugal

fan at 1750 RPM,

* Taken from Ref(75)



levels of some specific freguencies can affect bodily functions
such as speech, eyesight, balance and thought processes. Here
again, there is a good deal of contention as to the level and
duration of the exposure that produce these effects(0).
Although there may be some dispute about the more drastic
effects of low frequency sound, most people would agree that
it can be quite annoying in too large a dose., It is for this
reason that quite a bit of effort has gone into.the design and
development of systems that can attenuate the level of low

freguency noise,

1.2 ACTIVE SOUND ATTENUATION IN DUCTS

In general, there have been two types of systems that have
been designed to attenuate sound propagating down ducts; sys-
tems that employ passive techniques, and systems that employ
active techniques.,

Passive, or conventional systems are still in wide use today.
They consist of such measures as lining ducts with absorbent
sheeting, plenum chambers, splitters and helmholtz resonators(2,
42,75)

A plenum chamber is a large enclosed space containing some
sound absorbent material which is inserted into the duct, usu-
ally just after the fan. The inlet and outlet are displaced
relative to each other so that only some of the incident sound
passes directly to the outlet, the rest being internally refl-
ected and absorbed(?5). A lined duct simply uses special absor-
bent sheeting on the inside of the duct to absorb the sound,
and a splitter is a device formed from absorbent material that
is inserted into the duct, dividing it up into a number of

smaller sections, thus giving a larger surface area to absorb

the sound(75). A helmholtz resonator is a resonant acoustic
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cavity that is coupled té the duct, and lined with sound abs-
orbing sheeting(2). Figure 1.2 shows the main passive techni-
ques for obtaining sound attenuation in ducts.

The conventional attenuators are inexpensive to manufacture,
but have the disadvantage of giving poor performance at low
frequencies. This is due to the low absorption coefficients
of the sound absorbing material at low frequencies(2). The
poor low frequency performance leads to the need to install
much bulkier absorbing sheets than would be required to achieve
satisfactory performance at the middle and upper frequencies,
that is, above 500Hz(25).

Other disadvantages of passive absorbers at low frequencies
are that if they are too bulky they can obstruct the airflow
down the duct, and also plenum chambers and helmholtz resona-
tors become too large at low frequencies(2,25).

To overcome the problems of passive sound absorption syst-
ems, Active Sound Cancellation systems have been proposed and
tested., As yet however these systems have not found wide
application in industry. Active sound cancellation systems
operate by injecting into the duct an anii—phase copy (anti-
sound) of the offending sound which cancels out this sound by
destructively interfering with it. Active sound cancellation
systems have the potential of yielding considerably improved
low frequency performance over passive systems, a reduction
of size and weight in comparison with the passive systems, and
zero or very low back pressure as there are no obstructions
in the duct(5,25). A block diagram of a general Active Sound
Cancellation system is shown in Fig. 1.3,

In general, theré are two types of active system that have
been proposed. The first of these injects the anti-sound into

the duct so that it propagates in both the upstream and down-

stream directions. In this case the sound will be cancelled
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in the downstream direction but will cause a standing wave
to be produced in the upstream direction. In effect, the
incident sound has simply been reflected back upstream.

The second system injects the anti-sound into the duct so
that it propagates in the downstream direction only. In this
case, the sound is cancelled in the downstream direction but
there are no standing waves in the upstream direction, and so
effectively the incident sound has been absorbed. The two
different types of active cancellation systems are shown in
Fig 1.4.

Passive attenuation systems give good performance at high-
er frequencies (i.e. above 500Hz), and active systems have
shown promising performance at low frequencies. For this rea-
son, it has been suggested that future systems for the atten-
unation of sound in ducts will be a combination of active and
passive systems(5). The projected performance of such a
hybrid active-passive sound attenuation system taken from a

recent review(5) is shown in Fig 1.5.

1.3 OVERVIEW OF THESIS

In this thesis we will be considering the active adaptive
cancellation of low frequency sound propagating down a duct.
As an introduction to this topic in Chapter 2 and Chapter 3
we consider the development of Active Sound Cancellers,

Chapter 2 follows the development of non-adaptive Active
Sound Cancellers from when they were first proposed by Leug
in 1933, up until modern times when practical systems were
being tested, There is a discussion of the first attempts to

construct active sound cancellers by Olson and May, and Cono-

ver in the 1950'gs and the theoretical work of Jessel in the



1960's which resulted in his "Principle of Active Absorption',
A major section of Chapter 2 is a discussion of the work
undertaken by various researchers in the 1970's as they atte-
mpted to build practical sound cancellers. The discussion of

this work is split up into the development of Monopole, or
Sound Reflecting Systems, and the development of Active Sound
Absorbers.,

Chapter 3 follows the development of Active Adaptive Sound
Cancellers, and also takes a look at the future directions
that this field may take. There is a discussion of the work
undertaken by the "Essex Team" on the cancellation of repeti-
tive, and random noise, and the adaptive algorithm proposed by
Ross.

A major section of Chapter 3 is a discussion of the devel-
opment of LMS Adaptive Sound Cancellers. These systems devel-
oped from work by Sondhi and Presti on the Adaptive Echo
Canceller, and Widrow et al on the Adaptive Noise Canceller.
Burgess in 1981 based his Adaptive Sound Canceller (ASC) on
a blend of these two systems, and conducted computer simulat-
ions on a simplified model. Warnaka et al have since developed
a working system, the Adaptive Acoustic Canceller that is
similar to the ASC proposed by Burgess, but more sophisticated.

In Chapter 4 we undertake a mathematical analysis of a
practical Active Adaptive Sound Canceller based on the time
domain IMS algorithm. The Adaptive Sound Canceller that is
studied is an extension of the simplified ASC proposed by
Burgess to take into consideration all of the practical
effects,

The mathematical analysis concentrates on the stability and
convergence of the LMS algorithm used to update the weights

of the transversal filter which forms part of the ASC. The
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stability of this algorithm is found to be dependent on a
convergence constant, certain acoustic delays, and a quantity
known as mismatch. This work is based on the work of Kabal on
the stability of adaptive LMS Equalizers using delayed adjus-
tment, and also the work of Morgan on Multiple Correlation
Cancellation Loops (LMS algorithms) with a filter in the
auxiliary path,

In a truly practical ASC system the Noisy Gradient LMS
(NGLMS) algorithm would be employed rather than the LMS algo-
rithm which requires the calculation of a data correlation
matrix, In Chapter 4 we also consider the stability of an ASC
based on the NGLMS algorithm. This turns out to be a very
similar problem to the stability of the LMS Adaptive Sound
Canceller,

In the final section of Chapter 4 we consider extensions
that can be made to the practical ASC to improve its
performance,

In Chapter 5 the-design and construction of a practical
Active Adaptive Sound Canceller based on the TMS32010 Digital
Signal Processing chip is considered, The ASC uses a normali-
zed form of the time domain LMS algorithm to update a 32 tap
transversal filter that is used to model the anti-phase path,
The design also incorporates a compensating filter that is
used to condition the error signal and reduce the effects of
mismatch,

A description, and results are given for' tests conducted
at the CSIRO Division of Energy Technology in Melbourne, and
also tests conducted using a simulation circuit.

In Chapter 6 we consider the implementation of an Adaptive

Sound Canceller based on a frequency domain adaptive algorithm.

This includes a discussion of frequency domain LMS algorithms,
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Transform domain algorithms, and Frequency Sampling Filters.

The final section of Chapter 6 considers the implementation
of a frequency dpmain Adaptive Sound Canceller employing
Frequency Sampling Filters.

We conclude the thesis in Chapter 7 with a summary of the
main points-arising from the theoretical work undertaken in
Chapters 4 and 6, and comments and conclusions based on the
theoretical work, and tests performed on the time domain

LMS Adaptive Sound Canceller.
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2. DEVELOPMENT OF ACTIVE SOUND CANCELLIRS

21 OVERVIEW

In this chapter we will be looking at the development of
Active Sound Cancellation systems from when they were first
proposed by Leug in 1933, up until modern times when practical
systems were being tested in. the laboratory and in the field,

Leug's proposals for active sound cancellation contained
many features that are evident in modern cancellers, however
they were somewhat ahead of their time. Leug lacked the tech-
nology to realize his system and his ideas lay dormant for
over twenty years. These first steps in the development of
active sound cancellers are described in Section 2.2.

In 1953, Olson and May revived the field of active sound
cancellation with the introduction of their Electronic Sound
Absorber, This system was tested in the laboratory, and alth-
ough they could achieve some attenuation, their results were
by and large unsatisfactory. Olson and May's work inspired
other researchers such as Conover to investigate active sound
cancellation, but yet again due to dinadequate technology
satisfactory results could not be obtained and by the late
1950's interest in active cancellers had died down. The work
of Olson and May, and Conover was the first attempt to build
and test practical sound cancellers. This work is described
in Section 2.3.

The first attempts at sound cancelling were based on rather
inexact theory. In 1968, Jessel introduced his "Principle of
Active Absorption' based on Huygens Theory of Wave Propagation,
and this set the field of active sound cancellation on a more

solid base, The development of this principle, and its appli-

cation to the cancellation of sound in ducts is described
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in Section 2.4,

The 70's saw a period of increased interest in active sound
cancellation, and there was considerable effort aimed at deve-
loping a practical wide band sound canceller. This interest
was partly due to Jessels work in 1968, and a theoretical st-
udy by Swinbanks in 1973, but was also due to the fact that
technology had finally caught up with theory. Researchers
were now able to obtain encouraging results in the laboratory,
and work began on the development of practical systems that
would find applications in industry. The work of Swinbanks and
the various other researchers who worked to produce a pract-
ical active sound cancellation system is described in Section

2.5.

2.2 ANCIENT HISTORY ~ THE BIRTH OF ACTIVE SOUND CANCELLATION

The field of Active Sound Cancellation first came into being
in 1933 when Paul Leug filed for a patent in Germany. Leug
filed for a U.S. patent in the following year, "Process of
Silencing Sound Oscillations", and this was granted in 1936(4,
5).

An inspection of Leug's patent application shows that he
was aware of the two main principles on which active sound
cancellation is based(5).

Firstly, he made use of the well known Principle of
Superposition of acoustic waves, and the constructive and
destructive interference that results when two wavés mix(5).

Sécondly, it is obvious that he understood the concept of
'megative time"(28). In leug's own words this is(5):-

"The speed of sound in air is very much less than the

speed of electrical impulses., This means that while a
relatively slow sound wave is moving from a location
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where it is detected to a location where it can be
attenuated, there is ample time available within the
electronic circuit for signal processing and activation
of the control elements, to a greater or lesser degree
depending on the frequency range, the type of noise, and
the physical extent of the system."

Although Leug did not build or test his proposed canceller,
he discussed several applications in which it could be used.
These include the cancellation of sound propagating down a
duct, the cancellation of sound in a limited area around a
loudspeaker, and noise reduction in an open space(5). A
diagram showing Leug's proposal for the cancellation of noise
in a duct is shown in Fig. 2.1.

Unfortunately, the electronic technology of the 1930's was
not adequate to meet the needs placed upon it by Leug's
proposals, and he took their development no further. In part-
icular, this was true of the amplifier whose phase character-
istics could not %be controlled adequately to meet the
requirements of active sound cancellation(5). Active Sound

Cancellers would have to wait another 20 years until Leug's

ideas in some sense became a reality.

2.3 THE MIDDLE AGES.— A BRIEF REVIVAL

2.3.1 OLSON & MAY'S ELECTRONIC SOUND ABSORBER:-

Olson and May first introduced their Electronic Sound
Absorber in 1953(1), and Olson extended these initial ideas
in 1956(2) to cover more applications. Their work heralded a
brief period of renewed interest in the field of active sound
cancellation,

The basic Electronic Sound Absorber unit consisted of a
microphone, amplifier and loudspeaker combination connected

in an inverse feedback manner, the feedback being acoustic
in nature(1,2). Olson and May went to considerable trouble



FIG 2.1: Leug's Proposed Active Sound Canceller*

* Taken from Ref(5)
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with the system components, especlally the microphones and

loudspeakers which were designed for low frequency operation

(1), A schematic diagram of the basic Electronic Sound Absor-

ber unit is shown in Fig. 2.2.

The Flectronic Sound Absorber (ESA) system was connected

so that for an incident sound pressure wave the pressure at

the microphone was reduced, and the system could be used in

two basic ways:-

(1)

(ii)

In its most simple form the ESA could be used as a
sound pressure reducer. In this way it was used to
reduce the pressure in a zone around the microphone
by destructively interfering with the incident
pressure wave(142,5).

The ESA could be used to absorb the sound falling on
the microphone. This required the addition of a
special acoustic barrier around the microphone and

loudspeaker(1,2,5).

Starting with these two basic configurations, Olson and

May suggested many applications in which their ESA could be

used, These applications include:-

(a)

(b)

Spot type sound reducers for reducing the sound level
over a limited space. They suggested that this would
find applications in the reduction of noise in airpl-
anes, automobiles, trains, factories, ships and
offices., Their idea was to place the ESA unit in a
position such that it reduced the noise in the vicinity
of a persons ears(1,2).

Noise reduction for ducts and exhausts., Applications
here include the reduction of noise at the outlet of
a duct or exhauxt, and the cancellation of noise
propagating down a duct, Diagrams showing the way in

which Olson and May proposed to construct these systems
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are shown in Fig. 2.3 (1,2).

(c) Noise reduction in closed places, Suggested applicati-
ons here were a noise reducing helmet, and a noise
reducing headset(2).

Olson and May tested many of these vroposed devices in the
laboratory, but found that their performance was limited by
the performance of the basic ESA unit. The noise reduction
that could be obtained by this unit was limited to a fairly
narrow frequency band, and the performance dropped off rapidly
only a short distance from the microphone., At a distance of
only 30cm, the system was of marginal utility(1,2,5). The
performance of Olson and May's Electronic Sound Absorber as
it varies with distance is shown in Fig. 2.4

Olson and May's accomplishment lies in the fact that they
were the first to test an active sound canceller in the lab-
oratory, and were able to suggest many ways in which such a
device could be used. The limited usefulness of the ESA in
practical applications was due in part to the poor low frequ-
ency response of the loudspeaker(5), phase problems and
limitations of the amplifier electronics(5), and also the fact
that the ESA in essence was only a narrow band canceller by
virtue of its construction, This final point is dealt with in
more detail in Section 2.5.2 when Monopole Systems are

investigated.

2.%.2 THE REDUCTION OF TRANSFORMER NOISE:-

In 1956, William Conover(3) in work undertaken for General
Flectric was the first to investigate the attenuation of
transformer hum by active means. This has now become the

classic three dimensional active sound cancellation problem.

Conovers work differed from that of Leug, and Olson and May
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in that he did not drive the cancelling source from the inci-
dent sound that was to be cancelled. Transformer hum consisted
of several harmonic components (120,240,360Hz etc), and the
driving signal was obtained by filtering out these components
from the power supply(3,L,5).

Conover aimed to reduce the hum directly infront of the
transformer. To achiecve this he placed his cancellihg loudsp-
caker very close to the surface of the offending transformer
so that in the far field good cancellation could be obtained
(3,5) .

The system was set up by recording the residual sound and
analysing each frequency component in turn. For instance, the
phase and amplitude of the filtered 120Hz component was adju-
sted so that a null was obtained in the residual sound(3,4,5).

In preliminary tests Conover found that he could obtain
reasonably good results, 20-25dB of attenuation at 100ft,
but that the attenuation fell away as he moved off axis, and
that after about 250 the sound level was increased rather than
reduced(3,4,5)., As it turned out Conover was only able to
produce a beam of attenuation.

After these initial tests, Conover attempted to apply his
technique in several field tests, but was disappointed with
the results. He found that the transformers had a sound output
that varied with time, and that it would be necessary to keep
adjusting his controller to maintain good performance(3) .
Another interesting observation was that, "It was noted that
reduction at maximum position varied between 15 and 3%5dB, and
appeared to:be a function of wind velocity'"(3).

Thus Conover found that the attenuation that could be
achieved was a function of the type of sound that was to be
attenuated, and also on system parameters such as wind veloc~

ity, and that there was a possibility (probability) that they



vould change with time.

Conover suggested that an adaptive controller could be used

to meet changes in the sound output, but considered its cons-
truction too difficult and expensive. Due to the expense
involved with upgrading the performance of Conover's Transfo-
rmer Noise canceller that had performed poorly in field tests,
further experiments with Conover's techniques were postponed
by General Electric(3).

Olson and May, and Conover were the first to attempt the
practical implementation of Active Sound Cancellers. Although
they did have some SUCCESS, they were still Iimited by the
technology that was available, and they found that their res-
ults were not good enough‘to warrant further investigation.
Thus work on active sound cancellaton came to a halt yet

again.,

2., THE RENAISSANCE - AT LAST A THEORETICAL BASIS

2.4,1 INTRODUCTION:-

Leug realized that Active Sound Cancellation was based on
the principle of destructive interference of sound waves(5).
Olson and May's understanding of it was based on an equivalent
circuit and impedence description of the acoustic system(1,2).
Conover noted the importance of the placement of the cancell-
ing source, and the possible necessity of multiple cancellat-
ion sources if good attenuation was to be achieved(3), but as
yet there was no unified theoretical basis on which active
sound cancellation could be placed.

In 1968, Jessel introduced his "principle of Active Absor-
ption", This was based on a lemma on Field Perturbation(6)

from which both Huygens Principle of Wave Propagation, and

26,



Jessels principle could be deduced as special cases(6).

2.4,2 HUYGENS PRINCIPLE OF WAVE PROPAGATION:-

Huygens introduced his general theory of wave propagation
in 1690, With reference to Fig 2.5, this can be stated as
follows(6,8,10):~

"Consider primary sound sources =P that are contained
in the space v,, and bounded by the surface E. These
sources radiate a sound field F1 into the space Voo
Then, a set of secondary sources SH éxisf such thaf
when properly distributed over I they will radiate a
field 7 yhich sums to zero in the space Vi, and is

equal to F1 in the space vo. Thus the primary sources

H

5, can be replaced by the Huygens sources s with no

effect on the radiated field in V2'"

21

These Huygens sources are infinitesimal and are distributed

over the surface E. To compute the sources the primary field,

and the partitioning surface must be known(6,8,9,10).

2.4.3 THE PRINCIPLE OF ACTIVE ABSORPTION:-

Now, let us consider the case when we have a set of secon-
dary sources sA obtained simply by reversing the sign of the
Huygens sources stﬁDue to linearity these sources will
radiate a field F* = -FI = -F, into the space v5(6,8,10).

A

If we now let the sources s* interfere with the primary

A

SouUrces S;, the resulting field FT = F1 + F* will be equal to

Fi(Fy +0) in vy, and zero (F,-F,) in v,(6,8,10). This is
shown diagramatically in Fig. 2.6.

Thus the principle of active absorption shows that it is

possible to cancel a sound field in any given domain by using
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a2 suitable distribution of secondary sources over a surface

enclosing that domain.

2.4.4 THE NATURE OF THEL SECONDARY SOURCLS:-

The absorbing sources g% are continuously distributed,
and can be calculated exactly only when the primary field and
absorbing surface are known(9,10).

In (9), Canevet notes that the Principle of Active Absorp-
tion has established that for perfect absorption to take place,
the boundary E must contain an infinite number of sources, the
characteristicé of which are highly dependent on the mnoise to
be cancelled,

In practice a continuous distribution cannot be obtained
and therefore perfect sound absorption is unobtainable, Howe-
ver, by using an array of discrete sources distributed around
the boundary E it will be possible to attenuate the noise
to a certain extent over the region Vs depending on the number,
distribution and the nature of the secondary sources used(9,
10).

In general Jessel and Mangiante(6) have shown that there
are three types of sources that are required for use as the
secondary absorbing sources; monopoles, dipoles, and gquadrop-
0les(9). The monopole and dipole sources may be combined to

form a tripole source which has a cardoid radiation pattern

(8,9).

2.4,5 THE PRINCIPLE OF ACTIVE ABSORPTION APPLIED TO DUCT NOISE:-

Although the Principle of Active Absorption was formulated

for the three dimensional case, the practical problems

associated with implementing a three dimensional cancelling



system are large(9), T'or this reason many researchers have
considered the simpler one dimensional problem of cancelling
sound propagating dowvn a duct.

When the Principle of Active Absorption is applied to this
problem, the region v, becomes the upstream section of the
duct from whence the sound propagates, and Vo becomes the
downstream section of the duct where it is required that the
sound be cancelled., The absorbing region E is the region in
which the absorbing sources are placed(6,9).

Jessel and Mangiante(6) proposed an active sound absorption
system for the cancellation of sound in a duct that used an
acoustic tripole as the absorbing source. A diagram of this
system is shown in Fig. 2.7.

Due to the cardoid radiation pattern of the tripole there
is radiation in the downstream direction, but not in the ups-
tream direction. Although Jessel and Mangiante do not indicate
how the tripole:is driven in (6), the principle of active ab-
sorption tells us that it must radiate a field in the downst-
ream direction that is equal in magnitude, but opposite in
vhase to the pfimary sound field.,

Although the fine detail of Jessel's theory can become
mathematically complicated, the principle is in essence
simple. All that needs to be understood is that for active
absorption to take place in a duct, the secondary sources must
be unidirectional and must reproduce the incident sound in

anti-phase.

2.5 MODERN HISTORY ~ THE QUEST FOR A PRACTICAL SOUND CANCELLER

25«1 INTRODUCTION:-

Once the Principle of Active Absorption proposed by Jessel



had laid a solid Dbasis for the theory of active sound absor-
ption, the task that still lay ahead was to implement a pract-
ical sound canceller based on this theory and to obtain sati-
sfactory experimental results. The alm was to produce a canc-
eller that could achieve a high level of attenuation over a
considerable frequency range; that is, to produce a broadband
sound canceller.

An 2lternative apnroach that was taken was to construct a
broadbandmonopole canceller instead of an active sound absor-
ber. Such a isystem would not absorb sound but rather reflect
the incident wave upstream. Although monopole systems were
first proposed by Leug(lL,5), and Olson and May(1,2) they soon
rell out of favour because they could only produce narrowband
attenuation. More recently however Eghtesadi and Leventhall
(24) have shown that the narrowband nature of the monopole
system is due mainly to the acoustic feedback from the
monopole to the sensing microphone. In an attempt to increase
the bandwidth of the monopole systems, recent work has attem-
pted to reduce "the effects of the acoustic feedback(24,25).

In the 70's a number of researchers attempted to construct
broadband active sound cancellers that would perform well in
practical applications. Initial attempts to improve the band-
width of the systems, (whether monopole or active absorbers),
have involved the use of compensation circuits to account for
the nature of the secondary sources used. In this section we
will look at the major developments that have taken place in
the 70's and early 80's as researchers have gone in search of
the practical active sound canceller. We will treat the
development of monopole systems and active sound absorbers
separately as there is a fundamental difference between the

two din the way in which the sound is cancelled, In this sec-
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tion we will not consider the recent development of adapt-
ive active sound cancelling systems, but this will be dealt
with separately in the next chavter. The work on adaptive
systems was based largely on the work carried out on non-
adaptive systems during the 70's, and the need for adaptive
systems became evident from this work.

Monopole Systems:

The renewed interest in monopole systems has been led
largely by Lghtesadi, . Leventhall and Hong(24,25). These
researchers proposed a system known as the Chelsea Monopole
that aimed to compensate for the acoustic feedback ( that
limits system bandwidth) by feeding back an electrical signal
to negate its effect. We begin our treatment of monopole sys-
tems in Section 2.5.2 with a look at conventional monopole
systems such as those proposed by Leug, and Olson and May.
This is followed in Section 2.5.3 with a discussion of the
Chelsea Monopole system.

The Chelsea Monopole idea was taken further by Eghtesadi,
Hong and Leventhall(25), and independently by Trinder and
Nelson(26) with the development of the tight coupled active
attenuator. This consisted of a Chelsea Monopole in which the
sensing microphone had been shifted to be placed directly over
the secondary source, In this way it was possible to produce
a very simple system consisting oniy of a loudspeaker, a
microphone and a high gain amplifier. The tight coupled atte-
nuator is dealt with in section 2.5.4.

Another unusual system that was proposed by Eghtesadi and
Leventhall(20,21,22) was the Chelsea Dipole. Although this
system used two secondary sources, it was monopole in nature
as it radiated in both the upstream and downstream directi-

ons. A unique feature of this system was that the sensing



microvhone was placed between the two secondary sources, and
the sources phased so that the microphone sensed only the
incident primary wave. The Chelsea Dipole is discussed in
Section 2.5.5.

Active Sound Absorbers:

Tn recent times there have been two main approaches taken
to implement active sound absorbers based on Jessels theory.,
The first approach was to implement a system using Jessels
acoustic tripole to obtain unidirectional radiation. This
system was developed by Jessel and Mangiante(6), and further
by Canevet(9)., The general properties of Jessels acoustic
tripole are discussed in Section 2.5;6, and the practical
implementation of sound cancelling.éyStémsfusing this tripole
in Section 2.5.7.

The second approach was based on the work of Swinbanks(11),
who conducted a thorough investigation into the cancellation
of sound propagating dovn a duct., Swinbanks set out by assu-
ming that his system required unidirectional sources, and
working from a general source arrangement deduced a source
array to meet his requirements. The secondary source arrays
devised by Swinbanks were not tripoles such as Jessel had
proposed but consisted of two or three rings of secondary so-
urces placed symmetrically around the duct., Swinbanks theore-
tical investigations are summarized -in Section 2.5.8.

Swinbanks initial proposals were developed experimentally
by Poole and Leventhall(12,13), and this work is discussed in
Section 2.5.9. These authors then went on to extend Swinbanks
basic concepts to general N-source arrays, and this work is
dealt with in Section 2.5.10.

Finally, in Section 2.5.11 we look at some new work that

has been conducted in the early 80's. Although this work is
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in part based on that of Jessel and Swinbanks, it shows a
subtle shift of emphasis that has largely been made possible
by the development of digital technology.

Instead of starting with a theoretically proposed system
and compensating it to overcome inherent shortcomings, the
2im of this new work(15,18,19) has been to generate an anti-

vhase path for the sound incident at the sensing microphone,

2.5.2 CONVENTIONAL MONOPOLE SYSTEMS: -

The conventional monopole canceller as proposed by Leug(y,
5), and Olson and May(1,2) consists of a microphone located
upstream from the secondary source with a suitable time delay
in between. Such a system is shown in Fig, 2.8, The radiation
from the single secondary source S propagates in both the
upstream and downstream directions. In the downstream direct-
ion the secondary sound acts to cancel out the primary sound
but in the upstream direction standing waves are formed. In
effect, the primary sound is reflected back upstream.

The monopole attenuator is equivalent to an impedence
change in the duct. This causes a redistribution of the energy
in the system without necessarily causing the energy to be
dissipated., '3

Let us now consider an analysis of the operation of a con-
ventional monopole, Note that the upstream radiation from the
secondary source acts as an acoustic feedback signal, and the
microphone detects this along with the primary sound., A block
diagram of the relationship between the primary sound P and
secondary sound C is shown in Fig. 2.9.

With reference to Fig 2.9 it can be seen that the transfer

function of the conventional monopole is as follows(24):-



a(s) = C(s) = -g=8D

P(s) 1T + e_ZSD

(2.1)

where D= time delay 1/c sec.

C(s) cancelling sound.,

P(s) = primary sound.

The magnitude and phase of the transfer function G(s) is(24):-

(1)

1/25in(wD) —1

(2.2)

¥G(jw)

1l

/2 *J

It can be seen from equation (2.2) that the acoustic feed-

back modifies the phase of the output from the loudspeaker

with respect to the phase of the input signal

to the microph-

one, changing it from a linear function of frequency (i.e.

a time delay 1/c), to a constant value of W/2, which corresp-

onds to a physical delay of =-3n/2(24).

Full cancellation can only occur at one particular frequency,

that is, when the phase of the primary sound arriving at the

loudspeaker is -N/2 with respect to its phase

at the microph-

one(24). This occurs for the frequency at which f:1/4D, and

corresponds to the particular frequency for which the

microphone-loudspeaker spacing is A/4 (2L4).
Also, there will be particular frequencies
upstream radiation from the loudspeaker is in
the primary sound arriving at the loudspeaker
frequencies there will be no cancellation. It

that the conventional monopole cannot provide

at which the
phase with the

s and for these
can be seen then

attenuation over

a broadband, but is limited to a narrow band of operation(2i).
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2.5,3 THE CHELSEA MONOPOLE SOUND CANCELLER:-

The avproach taken by Ightesadi and Leventhell in overcom-
ing the feedback problems associated with the conventional
monopole that ultimately lead to a narrowband of operation,
was to include a compensating circuit to counteract the acou-
stic feedback. This new arrangement is known as the Chelsea
Monopole. The compensating circuit consisted of an electrical
feedback path that was the negative of the acoustic feedback
path(Zq Y., A diagram of the Chelsea Monopole is shown in Fig
2.10, and a block diagram of the relationship between the
primary sound P and secondary sound C is shown in Tig. 2.11,

In the ideal case, (i.e. the electrical compensating path
is exactly the negative of the acoustic feedback path), it can
easily be seen from Fig. 2.11 that the transfer function, and
magnitude'and phase of the transfer function of the Chelsea

Monopole are as follows :-

e () = C(s)/P(s) = —e 5P
e (3] = 1 (2.3)
¥a'(jo) =m-wD |

This transfer function provides exactly the phase shift
that is required for cancellation of the primary sound in the
downstream region. Theoretically, the Chelsea Monopole has
the potential to provide cancellation irrespective of ﬁhe
frequency of the primary sound. However, in practical impleme-
ntations of the system it is found that the bandwidth is still
1imited. The reasons for this are as follows(24):-

(1) The frequency response of the loudspeaker inside the

duct is not regular, and acoustic interactions due to
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the driving source inside the duct produce fluctuations
which reduce the attenuation.

(2) The electronic system does not provide the precise

amplitude and phase response that is required.

(3) The microphone and power amplifier do not maintain an

ideal response.

In experimental tests of their Chelsea Monopole, Eghtesadi
and Leventhall(24) were able to obtain 5 to 18dB of attenua-
tion between 90 and 200Hz for a 30Hz bandwidth random noise,
and 5‘to 10dB of attenuation between LO and 200Hz for a 100HZ

bandwidth random noise.,

2.,5.4 THE TIGHT COUPLED ATTENUATOR:-

Eghtesadi, Hong and Leventhall(25) introduced the Tight
Coupled Attenuator as an extension to the Chelsea Monopole
system proposed by Ightesadi and Leventhall, Trinder and
Nelson(26) have also theoretically analysed such a system, and
investigated the optimum placement of the sensing microphone.

Trinder and Nelson(26) point out that it was Olson and May
(4,5) who first used a tightly coupled monopole arrangement.
Olson and May developed a simple technique of applying closed
loop feedback of a microphone signal to a loudspeaker via an
inverting amplifier. The microphone was placed close to the
loudspeaker, and a sound pressure null was produced at the
microphone, The system operated on the "virtual earth princ-
iple'" which is familiar from operational amplifier theory(26).

In this section we shall consider Eghtesadi, Hong and
Leventhall's treatment of the theory. Refer to Figures 2.10,
and 2.11 showing the Chelsea Monopole, and the block diagram

of the secondary source and compensating network., As ﬁe bring

the sensing microphone closer to the loudspeaker, which



corresponds to reducing the length of the delay D, then the
transfer function of the Chelsea Monopole elements ( e-SD)
approaches unity(25). At zero separation (D:O,e_jUD:1), the
system block diagram is as shown in Tig 2.12.

Tf we treat the electrical and acoustic paths in Tig 2.11

separately , then we can write the transfer function for a

Chelsea Monopole as follows(25):-

Ge(s) = e8P B

1_e—ZSD
G (s) = e~ 5P (2.4)
G (s) = Gy (s)

17— Ge(s)Ga(s)

From equation (2.4) it can be seen that as the delay D
approaches zero, the transfer function of the electrical path
Ge(s) approaches infinity. In practice, this amounts to Ge(s)
being a high gain amplifier(25). Thus, a practical tight cou-
pled monopole attenuator can be constructed using only a high
gain amplifier as shown in Fig 2.13. This system has the tra-

nsfer function(25):=

a'(s) = C(s) = -2 —\

(2.5)
P(s) T+ A __J

Equation (2.5) reduces to -1 as required when A approaches

infinity.

So far, our analysis has assumed the use of ideal compone-
nts, However, Eghtesadi, Hong and Leventhall have shown that
even when the loudspeaker response and acoustic interactions
in the duct are taken into account, the system transfer func-

tion will still approach -1 as required as long as the ampli-
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fier pgain A is large(25).

Under experimental conditions Eghtesadi, Hong and Leventh-
all found that the stability of the tight coupled attenuator
depended on the gain of the feedback loop., Below a certain
gain setting the attenuator system was found to be stable (25).
However, is was found that there were still limitations to
the performance of the system(25):-

(1) Cross modes are present - in the near field radiation
from the loudspeaker, and these are sensed by the mic-
rophone. Trinder and Nelson(26) have investigated the
influence of the loudspeaker near field on the sensing
microphone., They have demonstrated that the qontribut—
ion of the transverse modes can be minimized by plac-
ing the microphone just below the centre line of the
duct.

(2) The frequency response of the loudspeakers can change.

Both Eghtesadi, Hong and Leventhall(25), and Trinder and
Nelson(26) have reported gquite good results using tight coup-
led systems. Leventhall(l) has reported the development of a
monopole device that 1is one metre in length and can produce
20dB of attenuation from 31.5 Hz up to high frequencies.

So far, tight cbupled attenuators have only been applied
in situations in which there is no airflow, However, it would
be expected that they would be reasonably insensitive to this.
The main advantage of tight coupled systems seems to lie in
their simplicity, and that they can use low gquality components
without demanding high precision in amplitude and phase resp-

onse(25).

2e5¢5 THE CHELSEA DIPOLE:-

In 1976 Leventhall of Chelsea College introduced the theo-



retical aspects of a new type of active attenuator known as
the Chelsea Dipole. The vractical implementation and devel-
opment of this device was followed up by Eghtesadi(20,21,22).

Although the secondary source proposed by Leventhall was
dipole in nature, it did not produce unidirectional radiation
as did Swinbanks dipole ( see. section 2.5.8 ), but instead
radiated in both the upstream and downstream directions.

The most radical feature of the new system was the placem-
ent of the sensing microphone. In an attempt to isolate the
microphone from the acoustic feedback from the secondary sou-
rces it was placed midway between them., The distance between
the two secondary sources is chosen to be Xo/a where fozhb/c
is the central operating frequency., A diagram of the Chelsea
Dipole sound canceller is shown in Fig 2.14.

When the Chelsea Dipole system is correctly energised, the
sound radiating from the two secondary sources sl and s2 sho-
uld cancel in the microphone region, and hence the microphone
will sense only the incident primary sound(20,21,22).

The secondary sources sl and s2 radiate in both the:upstr-
cam and the downstream directions. In the upstream direction
the radiation from the secondary sources interferes with the
primary sound causing standing waves. In the downstream
direction the sum of the radiation from both sources is given

by(21,22) -

5, = ped(wt-kx)  =i(k1/2) _ 3(kl/2)

|s, | = 2| sin(k1/2)|

= =T . .
¥sy /2 L (2.53)
where k.= wave number,

1
A

separation between s1 and s2.

1

constant.
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Trom equation (2.5a) we can see that the downstream radia-
tion from the secondary sources has a constant phase shift of
-T2, and a frequency dependent amplitude response. The requ-
irements that must be met by the system for perfect cancella-
tion to occur are(20,21,22):~

(1) The input to the loudspeakers from the microphone must
be delayed by 900.

(2) The phase shifter must.have a transfer function with
modulus véSin(w/qfo) where fo is the centre frequency
of the system,

Although a theoretical analysis of the ideal system shows
that the Chelsea Dipole should operate over a wide range of
frequencies, in practice there are some practical limitations
that reduce the bandwidth. Eghtesadi and Leventhall(21,22)
have found that there are three different factors of primary
importance that affect the operation of their system; The
centre frequency, the bandwidth, and the level of attenuation.

(1) Centre Frequency:

This d4is usually chosen to coincide with the highest peak
in the primary sound spectrum. The centre frequency fo
determines the distance between the secondary sources, and
the exact form of the compensation circuit required(21,22).

Once the centre frequency of the system has been chosen,
then the centre frequency of the actual system can be caused
to deviate by a change in air flow in the duct, a change in
alr temperature, and an error in the placement of the second-
ary sources(21,22).

(2) Bandwidth:

The bandwidth of the ideal system is largely determined by
the half sine response of the secondary sources in the

downstream direction, and this in turn is determined by their

spacinge. In practice, the bandwidth of the system is limited

Ly,
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further by the following factors(21,22):-

(a) The compensation network requires very high gains,
corresponding to the poles ofLéSinOd/qfo). This has
a sipgnificant effect on the compensating circuit, and
it cannot provide 900 phase shift at freguencies close
to 2fo.

(b) The lack of accuracy in positioning the secondary sou-
rces and microphone introduces a variable phase shift
directly related to frequency. This means that the
signalé from the secondary sources no.longer sum to
zero at the microphone, and acoustic feedback occurs.
This causes stability problems that effect the upper
and lower frequencies of operation,

(¢) The response of the secondary sources fluctuate due to
the non-ideal nature of the freguency responcc of the
individual loudspeakers, and also due to the acoustical
interactions inside the duct.

(3) Level of Attenuation:

The level of attenuation that can be obtained is linked
to how accurately the anti-phase sound can be produced.
Factors that influence the level of attenuation are(21,22):-

(a). The actual bandwidth of the system. This is determined
by the centre frequency, and half sine response, and
also the compenastion network.

(b) Tnaccuracies in the positioning of the 1oudspeakers and
microphone that result in acoustic feedback to the
microphone,

In experimental tests of their Chelsea Dipole canceller,
Tghtesadi and Leventhall were able to obtain 10-30dB of
attenuation in the range from 500 to 1500Hz, the centre freg-
uency being 1000Hz(21,22).
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2.5.6 GENERAL PROPIRTIES OFF TRIPOLE ABSORBIRS:-

The active sound absorbing system proposed by Jessel known
as the Jessel System(6,8,9,20) is shown in Fig., 2.15. In
general, the tripole (sl,s2,s3) shown in this diagram can
be considered to be constructed from a dipole (s1,s2) and
the monopole s3 acting as separate entities, This dichotomy
of construction gives the acoustic tripole some well defined
properties(20).

The Jessel tripole absorber can be analysed by treating the
radiation from the monopole and dipole separately, and adding
the contributions to get the nett result., If we consider only
the dipole, then the radiation from the dipole in the dovin-

stream direction is given by(20):-

C o od(wbekx) -3(kL/2)_ (3(K1/2)y ]

xD ~

s pl= 21sin(k1/2)]

L (2.6)
-T/2

<l}":SXD

where k

wave number,

1l = separation of s1 and s2.

The radiation from the dipole in the upstream direction

IS has the same amplitude response, but has the phase

-xD
X s_y,p = W/2. Thus it can be seen that the radiation from the
dipole in the downstream direction is -W/2 out of phase
with the input t6 the dipole, and -T out of phase with the
upstream radiation., The radiation from the monopole on the
other hand has the same phase in both the upstream and

downstream directions(20).

Now, if the dipole is compensated for its)halfesine
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amplitude response, and if the phase of the monopole is suit-
ably adjusted, the tripole can be set up so that it radiates

in only the downstream direction. This will be so if(20):-

(1) The dipole is compensated by the transfer function
1/Lsin(k1/2).

(2) The input to the monopole is multiplied by % and the
prhase of the monopole is adjusted so that the downstr-
eam radiation from the monopole SyM is in phase with
the downstream radiation from the dipole SR This
means that the upstream radiations S_«] and S_wM
will then cancel.

If the tripole has been set up so -that it radiates in only
the downstream direction, it can be used as a sound absorber
if the inputs to the dipole and the monopole are phase shif-
ted by ~T/2 and also if a delay is included to account for the

separation between the microphone and the tripole.

2.5.,7 PRACTICAL IMPLEMENTATION OF THE JESSEL SYSTEM:-

Tn 1968, Jessel and Mangiante(6) first attempted the prac-
tical implementation of the Jessel System. Initially they
concentrated on constructing a unidirectional tripole. In th-
ese initial experiments, no sensing microphone was used and
the driving signal for the secondary source was obtained from
the oscillator driving the primary source(6).

With this arrangement they were able to obtain 50dB of
attenuation for single 1000Hz tones., However, standing waves
were ‘observed in the upstream direction indicating that the
source was not truly unidirectional(6).

In a second attempt in 1972 Jessel and Mangiante modified

the feeding arrangement to the tripole, making it more flex-

¥9.
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ible and tuned it for unidirectionality. With this arrangement
they were able to considerably reduce the standing waves, and
still obtain 50dB of attenuation at a single frequency.

Canevet(9) repeated the single frequency experiments that
Jessel and Mangiante had conducted in 1972, and obtained 50dB
of attenuation at 300Hz. However, Canevet found that this
system was narrowband, and once tuned to a particular freque-
ncy would behave poorly at other frequencies., There were also
problems in that the loudspeakers he was using were ineffici-
ent below 300Hz. For these reasons, Canevet attempted to con-
struct a broadband tripole system.

Canevet first attempted to construct a broadband acoustic
dipole, The arrangement that he selected consisted of two
identical loudspeakers mounted back to back in an enclosure.
This arrangement had good symmetry properties, and the
loudspeaker dimensions were not restricted so that low freqg-
uency absorbers could be constructed(9)., To complete the tri-
pole an identical loudspeaker was placed on the opposite side
of the duct. This arrangement is shown in Fig. 2.16.

Vith this new tripole arrangement, Canevet set up an aut-
onomous cancellation system(9), which included a sensing
microphone upstream from the secondary sources to provide the
driving signal for these sources, For single frequency sounds,
superimposed on airconditioner noise, Canevet was able to
obtain attenuation of approximately 40dB in the 100-800Hz
frequency range(9). For narrowband noise he found that the
system could produce approximately 15dB of attenuation, howe-
ver the performance deteriorated significantly as soon as the

bandwidth was appreciably broadened(9).

Canevet suggested that this was mainly due to the separat-

ion of the monopole and dipole when forming the tripole, For
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this reason he developed another tripole source, this time

wvith the dipole and the monopole integrated
enclosure, VWith this arrangement Canevet was
10-15dB of attenuation of broadband noise in

200Hz(9) .

2.5.8 SWINBANKS THEORETICAL INVESTIGATION:

In 1972, Swinbanks(11) published a rather

in the same
able to obtain

the range 70-

extensive work

entitled "The Active Control of Sound Propagation in Long

Ducts'", In this paper the problem that he considered was the

cancellation of a plaﬂe wave disturbance propagating down a

duct that contained a fluid flowing steadily

and uniformly

with a Mach number M less than one. This investigation was

prompted by the need to control very low freguency pressure

fluctuations in a large gas pipeline.

In his paper Swinbanks(11) does not refer

to the work of

Jessel and Mangiante(6). However, he does insist that his

secondary sources be unidirectional so that they radiate in

the downstream direction only, and thus are

the incident primary sound,

able to absorb

Swinbanks main contribution to the field of active sound

cancellation was the arrangement for the secondary sources

and sensing microphones that he developed. He started by

considering an arbitary distribution.of point sources around

an arbitary duct wall, and from there deduced the most suita-

ble arrangement to meet his systems requirements.

Swinbanks objective was to find the distribution of point

sources that would generate a plane wave interfering with the

incident wave and thus reduce its effect, As he was only int-

erested in plane waves, it was a requirement of his system

that this point source distribution did not exite any propa-



gating transverse modes, He set out by considering that this
arbitary point source distribution could be regarded as a
superposition of annular source rings. In this case, the
contribution to the plane wave term made by the rings depe-
nds on total source strength, but the distribution around the
circumference determines which of the transverse modes will be
generated.

Swinbanks first determined the distribution that would not
allow transverse modes to propagate, and showed that there
was a certain frequency fu(M) above which a single ring must
excite propagating transverse modes no matter how the circu-
mferential distribution-is chosen. For a square duct Swinbanks
showed that the best arrangement was four point sources placed
symmetrically around the duct walls. In this case, fu(M)z
2.8fC(M) where fC(M) is the fundamental cutoff frequency of
the duct. Thus providing the source array is made up from ring
sources of the type mentioned above, and providing only
freguencies below fu(M) are of interest, it is necessary to
consider only the total source strength m(t) of each ring, and
its corresponding distribution to the plane wave.

Swinbanks next turned to the problem of producing a unid-
irectional output from his secondary source array. He found
that by using two separated ring sources it was possible to
generate such a unidirectional output. However, this arrang-
ement was found to operate satisfactorally over only a
certain limited frequency range. It was found that by adding
another source ring it was possible to extend this frequency
range.

Swinbanks also considered the case when there was uniform
flow with mach number M. In this case the modes which are

excited by a given ring source remain the same, so that
the previous choice of ring source distribution is not affec-

52.



ted, although the upper operating limit fu(M) is reduced by
a factor of (1—M)%.

/e shall now consider an active sound cancellation system
of the type proposed by Swinbanks(11) in which the secondary
sourée is comprised of two ring sources. We shall assume that
there is no airflow in the duct and thus M=0., A diagram of
this systen is shown in Fig 2.17. The signal to drive these
secondary sources is obtained from a microphone placed a di-
stance a upstream from the source sl1. Swinbanks showed that
there will be zero output from the secondary source combinat-
ion s1 and s2 in the upstream direction if the sources are

driven such that(11,12,23):-

s2(t) = -s1(t - b/c) _1

where ¢ = speed of sound.

(2.7)

When the secondary sources are energised in the above
manner, there is an output in the downstream direction which
is dependent on the angular frequency of the sound wave in

the following manner(11,12,23).:-

SDUO)U-Sin(wD/2)COS(tO(t - (x=b)/c - D/2))

(2.8)
where D = 2b/¢

A plot of the expression given in equation (2.8) is shown
in Fig 2.18. As can be seen from Fig. 2.18 the Swinbanks ac-
tive ( two ring ) attenuator displays a half sine frequency
resﬁonSe in the downstream direction as have other multiple
source cancellers siich as the Chelsea Dipole and the Jessels
Tripole, One way that has been used to determine the useful
frequency range of a unidirectional source(12,23) is to dete-

rmine the range over which the output is greater than that for

a single source. The ratio of the output from Swinbanks uni-

53,
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directional source in the downstream direction to the output

of a monopole is given by(12,23):-

R = Downstream output from Swinbanks = 2Sin(wD/2)

Downstream output from monopole

(2.9)
This gives a useful frequency range of Swinbanks two ring

source as(23):-

/3D & w < 51/3D (2.10)

This gives a fundamental interval of 2% octaves for such
a two ring source, The corresponding figure for a three ring
source is 3 octaves(23). However, the shape of the downstream
frequency response is not really satisfactory for broadband
active absorption, and in practical cases the response of the
secondary sources would have to be compensated for by using an
equalizer circuit.

For the two ring canceller there are three requirements
that must exist for cancellation to take place(20,23):-

(1) The output from the sensing microphone must be delayed

by a time equal to a/c.

(2) Before being fed to the secondary source, the signal
should be passed through an equalizing circuit with
the frequency response 1/2Sin(wD/2).

(3). The input signal to s1 should be delayed by a -time b/c
and inverted before being fed to s2.

In his paper, Swinbanks(11) proposed a sound cancelling
system based on a three ring secondary source. Although this
system was essentially similar to the two ring system descri-
bed above, it did not include compensation for the half sine
response., He suggested that a directional microphone be used

to sense the incident sound so that the effects of acoustic



feedback could be minimised. This directional microphone could
be constructed in an identical manner to the way in which the

unidirectional secondary sources were constructed.

2.5.9 EXPIRIMENTAL INVESTIGATION OF SWINBANKS '/ORK:-

In 1976, Poole and Leventhall(12) conducted an experimental
investigation of the active attenuation system proposed by
Swinbanks(11). The experimental rig used by Poole and Levent-
hall was very similar to that proposed by Swinbanks, except
that it used a two ring source. The sensing microphone that
was used was unidirectional, and two types were tested. The
first was a directional cardoid microphone, and the second a
two ring microphone array a' la Swinbanks.

In initial experiments the system was tuned to a particular
frequency by adjusting the long delay (a/c), or the microphone
position, and the gains of the amplifiers feeding the second-
ary sources. However, this method of setting up eliminated the
phase and amplitude errors for one frequency only, and altho-
ugh good performance (40-50dB of attenuation in the range
140 - 200 Hz) can be obtained for this frequency, amplitude
and phase errors seriously effect performance at other frequ-
encies(12,13)., Thus, using this system Poole and Leventhall
could only obtain narrowband absorption centered on the set
up frequency.

Due to the fact that the first system that they tested was
only capable of narrowband absorption, Poole and Leventhall
(13) decided that it was necessary to try and construct a
broadband system. This time they employed an equalizer circuit
to compensate for the half sine response of the directional -

microphone and loudspeaker combinations, and also to compen-

sate for the intrinsic frequency response of the loudspeakers

5é.



51

and microphones. 'fith this imvproved system Poole and Leventh-
all were able to obtain a significantly imoproved range of
operation, with an attenuation in excess of 20dB being obtei-
ned from 50 to 200Hz. Although these results were quite enco-
uraging, Poole and Leventhall felt that the performance of
the canceller could be improved in some respects,

Firstly they considered that the design of the transducers
could be improved. In particular, it was felt necessary to
design the loudspeakers with a resonant frequency below the
lowest frequency of operation,

Secondly, they noted that the speed of sound in the duct
was a function of temperature and air flow rate. Due to the
nature of the construction of the canceller, any change in
speed of sound in the duct reguires an adjustment of the
system parameters. Poole and Leventhall suggested that the
required compensation could be obtained by wusing flow and

temperature sensors, or perhaps some form of closed loop

control.

2.5.10 BEYOND SWINBANKS = GENERAL N-SOURCE ACTIVE CANCELLERS:-

We have seen in the previous section that Poole and Leven-
thall have conducted experiments using a Swinbanks type sound
canceller employing a two ring secondary source. Eghtesadi
and Leventhall(23) found that although the two ring source
could produce a unidirectional output with cardoid directivity,
there were still a number of problems with this arrangement.

(1) The frequency response of the secondary source in the

downstream direction is a sinusoidal function of freq-
uency., This limits the useful range of operation and

it 4is necessary to provide an electronic compensating

system with a transfer function that is the inverse of
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this half sine freguency response,

(2) The cardoid radiation vnattern of the two ring source
results in reflections inside the duct, the effects
of which are difficult to predict(23).

Swinbanks(11) showed that by adding an extra ring source
to the dipole arrangement, the bandwidth could be increased,
but there was no attempt to investigate the practical appli-
cation or performance of this system.

Recently, Fghtesadi and Leventhall(23) have investigated
the extension of Swinbanks work to a general N-source system.
Berngier and Roure(14) have also considered this problem,
but their analysis went no further than three sources.

For an N-source sound canceller, we have N secondary sour-
ces located in the duct uniformly spaced by a distance b,
Such an N-source cancellation system is shown in Fig. 2.19.
Eghtesadi and Leventhall have shown that to obtain a unidire-
ctional secondary source array giving zero output in the ups-
tream direction, and some frequency dependent output in the
downstream direction, then the component sources must bear

the following relation(23):-

s,(t) = =( sa(fc;}b/c) + s3(t+2b/c) + ... + sn(t+(n—‘1)b/o))

(2.11)

Thus, the sources should each be delayed by b/c with
respect to the previous one, and the sum of the sources s,
to = in the upstream direction is equal and opposite to Sqe
To achieve this the amplitudes of 55 to 5, can all be scaled
down by a factor 1/(N-1). Note however that this is not the

only arrangement that will result in unidirectionality.Beren-

iger and Roure(14) show that the sum of the amplification

constants must be zero. The summed output of the N-source
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array in the downstream direction is given by(23):-

5, = Aej(wt—kx)( T = (1/N—1)(e_j2“’b/C + e'jL*""b/C +

s o0

+ e"'j(N"] )wb/C))

where k = wave number. (2.12)

Taking the Laplace Transform of equation (2.12) we obtain the

following expression(23):-

R (s) = 1 - (1/(N-1))R,(s)

where R1(s) = (e'SND - e—S:D)/(e_SD - 1) (2.13)

D = 2b/c

This response is a function of two parameters, the freque-
ncy and the number of sources N. The magnitude of this overall

response is given by:(23):-

|R_(jo)| =[ 1 + Sin®((N-1)3wD) - 28in((IN-1)4wD)Cos(LHwD)
(N-1)281in® (3wD) (N-1)Sin(1wD)
(2:14)

The useful frequency range of the N-source array is the
range over which IRXI>1 (23). Eghtesadi and Leventhall(EB)
have outlined a method by which one can solve an expression to
obtain these frequency limits. For values of N larger than 2,
the bandwidth is increased, Eghtesadi and Leventhall have
calculated the bandwidth for values of N up to 8, and these
results are shown in Table 2.1. The amplitude response for
values of N=3,4, and 5 are shown in Fig., 2.20.

Adding to the number of secondary sources in the array in-
creases the bandwidth, and also reduces the level of deviat-

ions of the amplitude response. However, it is still neces-~

sary to use an electronic equalizer circuit to compensate for



No. of No. of £,=2005Hz
Sources octaves fl fu
2 2.55 100 500
3 3.00 66 531
y 3.33 48 552
5 3.70 L2 558
6 4.00 35.4 564.6
7 L,.21 31.5 568.5
8 Loyl 27 573

TABLE 4.1: Useful Bandwidth of N-Source Arrays.

o= centre frequency

f
fl lower 1limit of frequency range
f

= WPper limit of frequency range

* Taken from Ref(23)
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the secondary source response(23%).

Another advantage of increasing the number of sources is
that the directivity of the secondary source is sharpened, and
there are less reflections and other acoustical problems in-
side the duct(23).

The N-source cancellation system gives the promise of
wideband active cancellation, but as yet the literature shows
no reports of a practical system being implemented with any

more than two sources.

2.5.11 DIGITAL SOUND CANCELLERS - THE ANTI-PHASE PATH: -

Most of the researchers that have been discussed so far
have aimed to generate the anti-sound required for cancellat-
ion by correctly delaying the incident sound wave recorded
at & sensing microphone, or changing its phase sO that it is
an exact anti-phase copy of the primary sound arriving at the
secondary sources when played back through those secondary
sources,

When multiple source secondary arrays are used they have
a frequency dependent amplitude response, and this must be
compensated for by using an equalizing circuit if broadband
operation is desired. If a monopole secondary source is used,
a compensating circuit must be employed to negate the effect
of the acoustic feedback,

Although most of the researchers have used compensating
circuits to overcome the frequency dependence due to the
geometrical arrangement of their cancelling systems, few have
attempted to compensate for the intrinsic frequency responses
of the system elements such as the loudspeakers and micropho-
nes.

Eghtesadi and Leventhall(13,22,23) have indicated that
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non-idealities in the response of the system components leads
to a reduction in the bandwidth of the attenuation that can
be obtained, With the introduction and development of digital
technigues (i.e. digital filtering, FFT's) some researchers
have been developing systems that rely on what we will call
the "anti-phase path' to generate the anti-sound. The anti-
phase path takes into account not only the time delay, and the
frequency dependent response of the secondary source array,
but also the intrinsic frequency response of the system
components,

The Ross Algorithm:

Ross's introduction to the field of active noilse cancella-
tion came when he investigated the problem of the cancellation
of transformer noise(16). The approach taken by Ross in this
case was very similar to that adopted by Conover(3), except
that he obtained the driving signal for his system from micr-
ophones placed to sense the incident sound wave rather than
filtering out the harmonics from the power supprly.

Ross next tackled the classic problem of the cancellation
of sound propagating down an airconditioning duct(18,19). This
time his approach was to sense the incident sound with a
microphone and process the signal with a digital filter that
would compensate for all of the system non-idealities.

To obtain the desired filter characteristic required a
knowlege of the frequency response of the individual system
elements. As this would require many measurements, Ross
devised a scheme by which the required characteristic could
be obtained by taking only three measurements., The measurement

procedure that Ross employed was to record the required sign-

als , transform them to the frequency domain, obtain the

anti-phase transfer function, and transform this back to the



time domain to give the impulse response of the required dig-
ital filter.

Once he had set up his system, Ross was able to obtain
15-20 &B of attenuation over a three octave range.

Ross also applied this technigue to the cancellation of

noise in a lobby(17) with some success.

A Broadband Active Attenuator:

More recently, Shepherd and La Fontain(15) have used a
transversal filter to compensate for the effects of the seco-
ndary source response and system non-idealities.

These researchers first compensate for the frequency resp-

onse of the directional microphone and loudspeasker arrays

bl

using an equalizer circuit, Next, an adjustable gain and phase

is inserted between the sensing microphone and the secondary
source array. The gain and phase are then adjusted so that at
individual frequencies a null is found at the output of the
duct. In this way, the required frequency characteristic for
the controller that is used to generate the anti-phase path
is obtained. Once this characteristic has been obtained, a
minicomputer is used to determine the tap weights of a 32
tap transversal filter so that this filter approximates the
required characteristic as closely as possible,

Although Shepherd and La Fontain's system is rather compl-
icated to set up initially, they have reported good results;
10-30dB of attenuation over a range 30-650Hz(15).

In (15) Shepherd and La Fontain investigate the accuracy
with which the required controller characteristic can be
reproduced with respect to the attenuation that can be obtai-
ned. They show that if approximately 20dB of attenuation is

desired, then the accuracy of sensing and reproduction must
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be within 1dB on amplitude, and 5 degrees on phase angle.
Shepherd and La Fontain(15) and Eghtesadl and Leventhall
(22) point out that the loudspeaker 1is responsible for much
of the system% departure from ideal behaviour. Shepherd and
La Fontain have employed velocity feedback on their loudspea-
ker units in an attempt to give them a better response.
Shevherd and La Fontain have also investigated the use of
their system in a duct with air flow. They found that this
reduced the attenuation that they could obtain in the range
20-650Hz to 14.5dB at 8.6m/s and to 7dB at 20m/s. Part of the
reason for this degredation in performance is the turbulence
generated by the air flow in the duct, and part is due to the
fact that the controller characteristic was determined for no

air flow and is no longer optimum.

2.5.12 SUMMARY

Whether or not we are considering cancellation systems that
absorb the incident sound wave(6,9,11,12,13,23,25), or merely
reflect it (1,2,20,21,24,25,26), it is evident that all
practical systems that have been proposed have followed simi-
lar lines of development, and have come up against similar
practical problems.

When the various systems were first investigated they were
found to be narrowband in nature, and therefore not useful
in most practical applications. It has been the desire to
produce a practical wideband active sound canceller that has
been the driving force behind research efforts in' the field
of active sound cancellation over the last decade or so.

The first attempts that researchers made to increase the

bandwidth of their systems was to compensate for the frequency
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devendence of the radiation from the secondary sources in the
downstream direction (sound absorbers), or the upstream dire-
ction ( monopole systems). This dependence was largely due to
the geometrical arrangement of the system and the secondary
sources., However, even after these attempts most researchers
found that their systems still had a somewhat limited band of
attenuation.

Lghtesadl and Leventhall(22,23%) noted that the attenuation
bandwidth is also limited by the intrinsic frequency response
of the system components such as microphones and loudspeakers,
and acoustic interactions within the duct. The latest work on
practical active sound cancellers has attempted to compensate
for these non-idealities.

Most of the systems that have been proposed have only been
tested under experimental conditions in which there was no air
flow in the duct. Some researchers such as Shepherd and La
Fontain(15), and Ross(18,19) have tested their systems in
ducts with air flow, but have found that the performance of
the system is degraded under these conditions.

All of the systems discussed involve elements such as time
or phase delays that are a function of the speed of the sound
in the duct. If this speed changes due to a change in the
velocity of the air, or a change in air temperature, then the
systems can no longer be expected to provide optimum perform-
ance,

Another problem that is associated with air flow that has
been noted by Ross(42), and Shepherd and La Fontain(15) is
the turbulence that is created by the flow of air in the
duct. The turbulence acts as a noise input to the sensing

microphone and this can also degrade the performance of the

canceller,
To accommodgte the changes that are brought about by the
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changes in system narameters such as velocity of air flow, or
temperature, a number Of researchers have studied closed loop
or adaptive schemes. The development of such systems is

outlined in the next chapter.
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%, THEL DEVELOPMENT OF ACTIVIL ADAPTIVE SOUND CANCELLERS

2.1 INTRODUCTION AND OVERVIEW

It has already been noted in Chapter 2 that changes in
system parameters such as temperature and air flow velocity
that affect the speed of sound in the duct can lead to a deg-
redation in the performance of the sound canceller, Appart
from some of the monopole systems, all of the systems discus-
sed in Chapter 2 were open loop, that is they did not rely on
the feeeback of an error signal obtained from the residual
noise left after cancellation had been attemptéd to adjust
their performance. These open loop cancellers were set up to
operate under a certain set of conditions, and could not
respond to changes in system parameters. If the sytem parame-
ters were to change, then the open loop cancellers could no
longer provide optimum performance.

It is for this reason that recent research in the field of
active sound cancellation has concentrated on the development
of closed loop adaptive systems. These systems monitor- the
residual sound left after cancellation has been attempted, and
feed this signal back to a controller that can adjust the
parameters of the anti-phase path. A major advantage of these
adaptive systems is that they require no initial knowlege of
the system in which they are operatiﬁg, and can adjust to
meet changes in the system parameters, thus maintaining opti-
mum performance.

In general Adaptive Sound Cancellers are based on some
form of adaptive algorithm, and due to the complicated nature
of these algorithms they are run on mini or microcomputers.

The development of Digital Signal Processing has been crucial
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to the development of these adaptive sound cancellers,

Tn this chapter we shall look at the adaptive sound cance-
1ling systems that have slready been proposed and tested, and
also take a look at the future directions that these systems
may take.

Firstly, in Section 3.2 we shall look at systems that have
been designed to cancel repetitive noise. These systems repr-
esent a radical departure from Vconventional' active sound
cancellers in that they adantively construct a cancelling
signal, rather then adaptively constructing an anti-phase path
that acts on the primary sound to form the anti-sound. These
systems rély on the fact that some of the low frequency noises
that are required to be cancelled are repetitive in nature. A
team of researchers from Essex University have had considera-
ble success with these systems, and have explored many appli-
cations.

In Section 3.3, we look at work undertaken by Ross who has
developed a closed loop adaptivé version of the sound cancel-
ler discussed in Section 2.5.11, and in Section 3.4 we look
at further work undertaken by the researchers at Essex Unive-
rsity, this time on the cancellation of random noise propag-
ating down ducts.

One adaptive scheme that has recently been proposed by
Burgess, and that seems well suited to the problem of cance-
11ing sound propagating down a duct, is one that employes the
LMS algorithm., This algorithm updates a transversal filter
that is required to approximate the anti-phase path, The work
of Burgess is an extension of Sondhi's adaptive echo canceller
that was used to cancel echoes on long distance telephone
lines, and also from the theory of the Adaptive Noise Cancel~-

ler developed by Widrow et al. Warnaka et al have developed

practical systems based on the LMS algorithm. The development



0.

of LM5 adantive sound cancellers is described in Section 3%.5.
Finally in Section 3.6 we look at the possibilities for the

future development of Adaptive Sound Cancellers.

3.2 THE ADAPTIVE CANCELLATION OF REPETITIVI NOISE

In 1976, a research group at Essex University noted that a
high proportion of unwanted noise and vibration produced by
machines is of a periodic nature. Based on this observation
they proposed a new method for generating the anti-sound which
they termed "Waveform Synthesis"(27,28). The Essex Team found
that by storing the noise made during one firing cycle, that
of the next cycle could be predicted with better than 95%
accuracy. Any remaining error could be dealt with in the fol-
lowing cycle(27,28).

For the case of cyclic noise the Essex team have developed
adaptive active attenuators, and have investigated many
nractical situations in which these can be applied. At the
heart of the Essex system is the so called Adaptive Waveform
Synthesiseér, a microprocessor based unit in which the signal
processing is performed(27,28).

Ross(36,37) has also carried out work on the adaptive
cancellation of repetitive noise, and in:: (36) looks at a
number of algorithms that can be used to achieve this.

An example of the application of the Essex teams Adaptive
Waveform Synthesiser is an adaptive silencer for a diesel
engine exhaust. A diagram of this system is shown in Fig 3.1.

The cancelling waveform in the adaptive silencer is synch-
ronised with the cyclic noise from the diesel engine by sens-
ing the motion of the engine using a toothrate sensor. The

synchronising signal, along with the residual noise sensed
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at the outlet to the duct is fed into an algorithm controlled
by the waveform systhesiser(2?).

The waveform synthesiser starts from a zero cancelling
vaveform, and thereafter adjusts each portion of the wave in
turn by subtracting the residual microphone signal from the
appropriate part of the cancelling waveform, ready for the
following repeat cycle. The first algorithms that were devel-
oped by the Hssex team relied on the residual noise powver only,
and adjustments of the synthesised waveform segments were made
on a trial and error basis(27). Ross(36) also describes
similar algorithms,

More fecent algorithms that have been developed by the
Essex team make use of information contained in the residual
waveform shape, or transform the residual waveform into the
frequency domain to extract phase and magnitude information.
Unfortunately however no detailed information on these algor-
ithms is available.

A unique feature of the Essex system is that it is highly
selective with regards to the noise that it cancels. The more
accurately the waveform synthesiser is synchronised to the
incident sound, the greater is the selectivity. This is found
to be particularly useful in certain applications where there
is annoying low frequency noise to be cancelled but it is
still necessary to respond to speech and warning signals.

Other applications that the Essex team have found for their
adaptive waveform synthesiser include a light active ear
defender that they claim will give 40dB of attenuation up to
1000Hz, and the cancellation of ship engine noise in the
funnel. This last application has required the development of
special high power, low frequency loudspeakers but has been

guite successful in field tests,



3,3 THE ROSS ADAPTIVE ALGORITHM FOR SOUND IN DUCTS

V!e have already seen in section 2.5.11 that Ross has deve-
loped and tested a non-adaptive sound canceller based on the
digital signal processing of various signals in the frequency
domain to obtain the transfer function of the anti-phase path.
In (36 and 37), Ross describes an extension of his digital
sound canceller(17,18,19) in which an adaptive algorithm is
used to update the transfer function of the anti-phase path
to acccount for changes in the system parameters. A block
diagram of the system developed by Ross 1s shown in Fig 3.2.

With reference to Fig 3.2; The detector signal D is proce-
ssed by the controller T to produce the cancelling signal S.
The net signal received at P, the detector signal, and the

cancelling signal are given by the following exXpressions (36,

37) -

P = ApnN +ALS
D= Ag N+ Ay.S (3.1)
S = TD )

Eliminating the cancelling signal S from (3.1), we obtain

the following expressions for P and D:-

D

(3.2)

d
)

ApnN - T(AdSAPn - ApsAdn) N

Tt can be seen from (3.2) that if the controller transfer

function is chosen to be:
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then P=0, and we would get perfect cancellation. If it were
possible to continually measure all of the quantities oOn the
R.H.S. of equation (3.3), then it would be possible to adjust
T so that P would always equal zero. However, during operation
of the canceller we only ha&e access to the signals D,S and

P. To develop an adaptive algorithm from equation (3.3) Ross
proceeds as follows: Before the controller is switched on, the
microphones will hear the noise source only. These microphone
signals ApnN and Aan can be used to construct a filter F with
the characteristic Apn /Adn' Using the filter F, Ross(36,37)
shows that:-

FTD A —}
—_—— = = (3.4)

FD - P Bashon = Apshan _J

The L.H.S. of equation (3.4) is the required canceller

characteristic to give perfect cancellation. The expression
(3.4) will however only yield perfect cancellation so long as
Apn and A,  do not change from the values used to calculate ¥,
In a practical application in which system parameters change
with ‘ time this will not be the case, For this reason, Ross

proposed an algorithm to update the system controller. At the

;¥ Steration, this algorithm is as follows(36,37):-

—

Di = Adn N
1 - AdsTi
(3.5)
Py = Apn - Ti(AdsApn - ApsAdn) N
1~ AgsTy

cont,



Tivg = Ts
Agn = FApn * FTi(Ads m~ ApsAdn)
= T.
i
1= T Ag) (T = (/T )

Where Ta = Actual controller characteristic

required for perfect cancellation

According to Ross, his algorithm will converge if the

following conditions are met(36,37):-

les] > 2l s <
1-|e

whereu:ﬁ(Adn/Apn) 1

.= (T;/T.)

T (3.6)
Si: Ti - T
€47 e €1
O“—Bl(o"*'])

Ross does not describe in any of his papers the basis on

which he choses the

the controller T, If,

expression in equation (3.5) to update

as would seem likely he uses the

following expression:-

{ FDi - P.

1

.
|

(3.7)

then it is difficult to see how he arrives at the expression

given in equation (3.

5). None the less, Ross has conducted

experimental tests using this algorithm, and reported quite

6.
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good results(36,37).

In these tests, (cancelling noise in a wind tunnel), Ross
uses a minicomputer to run his adaptive algorithm, and store
the three signals required for his calculations. Ross collects
data for 16 seconds, and then calculates a new controller
characteristic using this data. Although the data collection
is time consuming, Ross reports that the controller characte-
ristic converges after only a few iterations.

In these tests Ross was able to obtain 11.2dB of attenuat-
ion from 40 to 160Hz.

2.4 THE TSSEX SYSTEM FOR CANCELLING RANDOM SOUND IN DUCTS

In addition to the work on the cancellation of repetitive
noise, the Essex team has also developed adaptive systems for
the cancellation of random noise propagating down a duct. A
diagram of this system is shown in Fig 3.3. This system is
different to the one in which waveform synthesis is used as
it generates an anti-phase path rather than building up a
cancelling waveform(27).

The Essex duct noise cancellation system uses two time
domain filters. The first of these is used to generate the
anti-phase path, and the second is used to cancel out the
effect of the acoustic feedback from the loudspeaker(27).

The time domain filters operate by continually convolving
the sensed primary signal with the impulse response of the
filter. The microprocessor updates the impulse response of
the filters on a trial and error basis. Early prototypes of
this system used the average residual noise power to guide the
adaptation, but more recent systems use the phase and amplit-

ude information that can be extracted from the residual signal.
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5.5 ADLPTIVE LMS SOUND CANCSLLERS

%.5.,1 INTRODUCTION:~

The time domain Adaptive Least Mean Sguare (LMS) Cancellers
are a result of the application of the Adaptive Echo Canceller
developed by Sondhi and Presti(31,35), and the Adaptive Noise
Canceller developed by Widrow et al(39,40) to the problem of
the cancellation of sound propagating down a duct,

The Adaptive Echo Canceller was introduced by Sondhi and
Presti(31) in 1966, and further developed by many other rese-
archers(32,53,54,55). The Adaptive Echo Canceller was used to
cancel out an echo on a telephone line by subtracting from the
incoming speech sigmnal an estimate of the echo derived from
the outgoing speech signal. The operstion of the Adaptive Echo
Canceller is described in Section %.5.2.

The Adaptive Noise Canceller has been widely used in signal
processing applications, and was based on the LMS adaptive
algorithm introduced by Widrow and Hoff(39) in 1960, The LMS
algorithm is very similar in form to the equations that
govern the operation of the Adaptive Echo Canceller. In Sect-
ion 3.5.% we describe the operation of a special form of the
Adaptive Noise Canceller.

The similarity of adaptive echo cancellation and adaptive
noise cancellation to the prbblem of cancelling a sound prop-
agating down a duct led Burgess(42) to apply a blend of the
two to .form his Adaptive Sound Canceller. Burgess conducted
computer simulations on a simplified version of the Adaptive
Sound Canceller, and found that due to its construction it
had pfoperties that differed slightly from those of the Adap-

tive Noise Canceller.
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At sbout the same time, Warnaka et al(29, 4%, 44,48) begun
work on their Adaptive Acoustic Canceller, that was similar
to the Adaptive Sound Canceller but was developed into a
working vpractical system. The work of Burgess, and ‘Yarnaka
et al that 1led to the development of practical LMS adaptive
sound cancellers is described in Section 3,5.4, A more detai-

led mathematical analysis of these systems is given in chapter

L"o

3,5.,2 BEGINNINGS I - THE ADAPTIVE ECHO CANCELLER

In the mid 1960's when telecommunications satellites were
first introduced, problems with echoes degrading the quality
of telephone conversations became more pronounced, The echo
suppresion techniques that had been used previously to suppr-
ess echoes on terrestrial lines were found to be inadequate
to cope with the long round trip delays ( approx. 600-1200ms)
that resulted when telecommunications satellites were used(31,
35).

Echoes on telephone lines arise when there is a transition
between a two wire circuit (used for local calls), and a four
wire circuit (used for long distance calls). This transition
takes place at a Jjunction known as a hybrid, and the echoes
occur as a result of imperfect matching at this hybrid(51,35).
A diasgramatic representation of the production of echoes on a
telephone line is shown in Fig 3.4,

In 1966 Sondhi and Presti, and independently Becker and
Rudin introduced an adaptive device based on a suggestion by
J.L, Kelly and B.F., Logan that aimed to cancel out the echo

by subtracting from the incoming speech signal an estimate

of the echo derived from the outgoing speech signal(31,35).
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To generate the estimate of the echo Sondhi and Presti fi-
rst aimed to estimate the parameters of a model for the echo
vath, The model that was used was a simple tapped delay 1line,
or Finite Impulse Resnonse (TFIR) filter. The estimate of the
echo was obtained by passing the outgoing speech signal thro-
ugh the FIR filter(31,35).

The first echo cancellers that were proposed relied upon an
impulse to be sent, and the impulse response of the echo path
to be recorded. This impulse response was then used to deter-
mine the elements of the FIR filter. However, in practice it
was found that the echo path could change with time, and so
it would be necessary to update the estimated echo path from
time to time to account for this, It was for this reason that
adaptive echo cancellers were proposed. One such adaptive echo
canceller is described by Sondhi in (31). The echo canceller
proposed in this case was analogue in nature and a diagram of
the system is shown in Fig 3.5.

With reference to Fig 3.5, the signal x(t) is the speech
signal of speaker A, and y(t) is the sum of the echo z(t) of
A's speech and a component n(t). In the case when A zlone is
talking, n(t) is just low level circuit noise, but during
periods of double talking n(t) will be predominately B's
speech which may be large compared to the echo(31).

In the system proposed by Sondhi(31), the FIR filter gene-

rates the estimate Z(t) of the echo according to the followi-

ng equation:-

N-1 ,
2(t) = > h_(£)x(t-nT)

n=0

A . . i th 5
where hn(t) is gain of the n tap in —————(3.8)
FIR estimate of echo path.

x(t) is outgoing speech signal.
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The control loown uses the error e(t) to update the FIR fil-

ter tap gains, and hence the estimate of the echo. Ideally,
the system should drive itsealf to the condition e(t)=n(t).
The input to the nth integrator in Fig 3.5 is dﬁn/dt, and
thus the tap welghts %n satisfy the following set of differe-

ntial equations(31):-
A
dh/dt = KF(e)X

where X = [x(t),x(t—T), cus ,X(t-(N—1)T)]T

A e A A T

h _[ho(t),h1(t), ,hN_1(t):|

K = constant —(3.9)
F(e) = monotonic non-decreasing and odd

function of the error e(t)

In (31) Sondhi shows that for a suitable choice of the fu-
nction F(e) the adaptive echo canceller will converge so that
the estimated echo is a good estimate of the actual echo, and
he calculates the bounds on the convergence rate,

Sondhi's proposal for an adaptive echo canceller has been
followed up by many researchers(32,33%,34,35), and although the
basic configuration of the canceller has not changed, the FIR
filter has come to be implemented in digital form. A digital
implementation of the echo canceller is shown in Fig 3.6. The

update equation used in this case is (35):-

A

R _
oy =8y * KF(em)xm

here & =[hy,h A
vhere dp = fosfys eee ’hN-1:|m

X [x(n),x(n—1), cee ,X(n-(N-1)i]$

—(3,10)

K constant

FQem) = function of the error
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The pronerties of this digital algorithm have been discus-
sed in many references(32,33%,34,3%5), and it can be shown that
in many cases it will converge, and a reasonable estimate of
the impulse response can be obtained,

A careful study of echo cancellation reveals that this
problem is very similar to that of the cancellation of sound
propagating down a duct. Both require that an anti-noise path
(echo path or anti-phase path) model be estimated so that an
estimate of the anti-noise (echo or anti-sound) can be gener-
ated from the incident sighal (outgoing speech signal , or
primary sound)., In both cases, due to changes that occur in
the system parameters it is desirable that adaptive schemes
be used to update the estimate of the anti-noise path.

It is not surprising then that some of the modern Adaptive
Sound Cancellers have been based on Sondhi's Adaptive Icho

Canceller,

%.5.3 BEGINNINGS II - THL ADAPTIVE NOISE CANCELLIR:-

In this section, we shall consider the operation of a sim-
ple Adaptive Noise Canceller that is based on the Widrow-Hoff
Least Mean Square (LMS) algorithm, The block.diagram of a
time domain Adaptive Noise Canceller is given in Fig 3.7. In
this noise canceller, the LMS adaptive algorithm is used to
update the coefficients of a transversal filter W that is used
to estimate some transfer function H.

The time domain LMS algorithm was first introduced by
Widrow and Hoff in 1960(39), and since then has found many
applications in signal processing, estimation and control(40).

One such of these apnlications is the Adaptive Noise Canceller.

We will be considering a special case of the adaptive noise
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canceller in this section; one in vhich both the signal to be
cancelled dn’ and the invut to the transversal filter x, are
obtained directly from the same signal 5 (In a more general
ANC, the signal X need only be correlated with some noise
component of Sn). By processing the signal Xy, with the trans-
versal filter W, an estimate Bisa of the desired resnonse dn is
obtained, and the residual error e, is used to drive the LMS
algorithm,

With reference to Fig 3.7, the output of the transversal

filter, Y is given by:-

. T
a4 i = / B ¢ e
where W VigaWqs e ’WN-1|1'1 (3.11)

X = [x X X T
=n n?*“ n-1? *°*°* ?n-N+1

and the residual error e, is given by:-

ep = dp = ¥y _w
. (3.12)
= dy - WXy _J

The LMS algorithm is a steepest descent algorithm that aims
to minimize the mean square error (E(ei)) with respect to the
filter taps, or weight vector ¥. The steepest descent algori-
thm for adjusting the transversal filter taps of our noise

canceller is given by:-

oy = 8y - Mgy

where g,

, |
B(3eZ/al,) —(3.13)

~E(2e X))

E( ) means take the expectation of ( )

R
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The LMS algorithm apvlied to thc noise canceller thus

becomes: —

dopq = 3+ 2pE(e X)) (2.14)

Wow, assuming that Hn and X, are independent from each
other, we can expand the gradient term E(enzn) in (3,14) as

follows(41):~

—
0 - T _ ¥ ¢
Ale X)) = B( (d, - WX (X))
. (3.15)
= B(d,%n) - B(ZX)My
Substituting for E(engn) into equation (3.14) yields:-
"finﬂ = H‘l’l - 2}4( 5\11’1 “'2() —‘
4 — | ’T
where R = E(X X) (3.16)
= B(d,X) N

By decoupling the set of equations given in (3.16), VWidrow
et al(41) have obtained the stability limits for this algori-
thm as a function of the convergence factor/A. They have shown
that for convergence to take place, M must lie within the

following limits(41):-

0 <& p < 1/ ]

max

(3.17)

where Amax is the largest

eigenvalue of R

.For the case when X is an NXN vector, (3.16) can be
decoupled into N separate scaler equations. Each of these has
its own stability limits with respect to the parameterfi, and
also its own convergence rate, Widrow et al(L41) have shown

that for slow adaptation, the. time constant for the converg-

th

ence of the p mode is giveﬁ by:~



Tp T /2,

where Ap is the eigenvalue
th

(%.18)

of the » mode

In the time domain implementation of the Adaptive Noise
Canceller, it is not possible to actually separate these N
different modes, and thus the stability is dependent on the
maximum eigenvalue, and the convergence is regulated by the
most slowly converging mode . Widrow et al(41) have shown that
the convergence rate is dependent on the condition number

(A

condition number, the algorithm will converge quickly, but for

max/)\min) of the data auto-correlation matrix R. For a small
a large condition number the algorithm will converge more
slowly.

Tn practical implementations of the Adaptive Noise Cancel~
ler, the Noisy Gradient LMS algorithm of Widrow-Hoff(41) is
used to update the weight vector. In this algorithm the grad-
ient of the mean square error E(enxn) is replaced by its
instantaneous estimate e X . The update equation for the wei-

ght vector then becomes:-

i = T Z
Upeq = Uy * 2pepdy (3.19)

Widrow et al(41) have suggested that the stability of this

algorithm can be assured if the convergence factor satisfies:-

0 & m < 1/Tr(R) (3.20)

" Burgess(42), and Bitmead and Anderson(57) suggest a norma-
lized form of the algorithm given in (3.19). The normalized

algorithm and its stability limits are as follows:-

T
r - T \
Wy = 8y ?ﬂenxn/znzn

(3.21)
O & m < J

89.



The limits for pm in this case are not exact, but converg-
ence is assured 1f it lies within these limits.,

The time domain Adantive Noise Canceller is basically a
signal processing problem, and only electrical signals are
involved, This means that we have direct access to the signals
Sn and €, and that we can subtract 7 directly from dn.

In the next section we shall consider the application of
the the adaptive noise canceller to the problem of cancelling
sound propagating down a duct. This is not simply a signal
processing problem as the entity to be controlled is not
directly accessible, but must be sensed through transducers,
and "acoustic addition™ must be used rather than direct

subtraction,

%.5.4 THE ADAPTIVE LMS SOUND CANCELLER IN A DUCT:-

The LMS algorithm, and the concept of adaptive echo cance-
llation was first extended to the field of Adaptive Sound
Cancellation by Burgess(42) in 1981. Warnaka et al(L43,L44,48)
have taken a similar approach to Burgess, and have built and
successfully tested systems based on the LMS algorithm.

The Adaptive Sound Canceller differs from the adaptive no-
ise canceller in that we are no longer dealing entirely with
electrical signals, but instead we use a combination of elec-
trical and acoustical signals., We sense the incident and
residual field, and inject the cancelling signal with electro-
acoustic transducers, and we also have delays associated with
the sound propagating down the duct., These delays and trans-
ducers have associated with them a frequency dependent trans-

fer function. As a result of these transfer functions the

adaptive noise canceller as described in Section 3%.5.3% cannot

90.



be directly apnlied to the problem of cancelling sound prova-
gating down a duct, but must be modified somewhat. These mod-
ifications impose extra limits on the performance of the
adaptive sound canceller,

The scheme proposed by Burgess(42) was a blend of Sondhi's
adaptive echo canceller(31,35), and the Adaptive Noise Cance-
ller based on the Widrow-Hoff LMS algorithm. Burgess conduc-
ted a theoretical analysis, and subsequent computer simulation
of a somewhat simplified version of an adaptive sound cancel-
ler in a duct., A diagram shoving the general arrangement of
an adaptive sound canceller is given in Fig 3.8, and the
block diagram that Burgess used as the basis of his simulati-
ons is shown in Fig 3%.9.

In Fig 3.9 the blocks H2 and H3 represent the loudspeaker
and the error sensing microphone respectively, and H4 is equal
to the combination of H2 and H3 in series. The transfer
function HL4 has been included so that the problem can be for-
mulated in terms of the adaptive noise canceller., Figure 3.9
is a simplified representation of the adaptive sound canceller
shown in Fig 3.8 in that Burgess has ignored the effect of the
primary sound sensing microphone, and the acoustic delays
between the two microphones and the loudspeaker,

The update algorithm that has been proposed by Burgess
is as follows(42):-

Yoo = By - 2pery
where r =|:r T T ]T —(3.22)
=n n? n=1? *** 17 n=N+] ‘

: T
‘_\In =[Wo,\v‘|’ oo e ,\NN—-I]n

Burgess has investigated the performance of the algorithm

given in equation (3.22) by computer simulation, He has found

aq,
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that the convergence rate and stability of the algorithm
depends upon M the convergence constant, N the length of the
transversal filter W, the frequency of the input S the
signal to noise ratioc, and on the relationship between the
blocks Hi,and H2 and H3(42).

The most obvious dependence is that of the convergence
rate and stability on the constant Mo For small values of
M , the algorithm converges slowly and for large values of M
there is a fast convergence rate. However, if,x is made too
large the algorithm becomes unstable(42). This is familiar
from the theory of operation of the adaptive noise canceller
(40, 41).

Another interesting dependence noted by Burgess was that
of the relation of H4 to H2 and H3, In his simulation, Burg-
ess used simple time delays to represent these transfer fun-
ctions. He found that if HL was exactly equal to H2 and H3
then the system behaved as expected (i.e. like an adaptive
noise canceller). However, if H4 was different to HZ and H?
then the system converged more slowly, and furthermore if the
difference between these time delays became equal to % the
period of the input sinusoid,the system became unstable(42).
Burgess did not offer a theoretical explanation for this
instability, and took his development of the Adaptive Sound
Canceller no further than these computer simulations. A
model of a practical Adaptive Sound Canceller based on the
LMS algorithm is analysed in detaid in Chapter L4, and from
this analysis the reason for the instability observed by
Burgess becomes evident.

Warnaka et al(29,43,44,48) have investigated the applica-
tion of the LMS algorithm to practical adaptive sound cance-
1lers in ducts. This work has involved the investigation of

the arrangement of secondary sources and duct geometry to get
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good acoustic mixing of the primary and seconcdary =sound fie-
1ds (29), and the development of the Adaptive Acoustic Canc-
eller(43,44,48) which is based on a modified form of the
Widrow-Hoff LMS algorithm, and similar to the Adaptive Sound
Canceller provosed by Burgess(L2).

The system proposed by Varnaka et al differs from that
proposed by Burgess in that it tskes into account all of the
practical effects associated with implementing an LMS adapt-
ive sound canceller in a duct, For instance, the Adaptive
Acoustic Canceller takes into consideration the frequency
response of the microphones and loudspeakers, and the acous-
tic delays between the microphones and loudspeakers,

Warnaka et al have reported cquite good results for their
Adaptive Acoustic Canceller; 4O-504B of attenuation for low
freguency sinusoids, and 20-30dB of attenuation for broadband

random noise(L4L).

%.6 THE FUTURL OF ACTIVE ADAPTIVE SOUND CANCELLATION

Although adaptive sound cancelling systems such as those
developed by the BEssex team(27,28), Warnaka et al(43,4L,4L8),
and Ross(36,3%7) have been tested in practical applications,
and in some cases appear to perform quite well, some of the
algorithms used suffer from inherent limitations. It may be
possible that new algorithms will show superior performance,

The algorithms developed by the Essex team, and Ross to
cancel repetitive nolse are of no use when random noise is
to be cancelled, Also, we have seen from the computer simul-
ations conducted by Burgess that the sound cancelling syst-
ems based on the time domain LMS algorithm can become unsta-

ble if incorrect modelling of certain transfer functions

takes place. This problem is studied in more detail in



as;
Chapter 4.

So far, most of the successful adaptive cancellers have
been based on time domain algorithms. Ross(36) has proposed
an algorithm in which certain calculations are performed in
the fregquency domain, however due to the long data esquisition
times the actual convergence time of the algorithm is quite
long. Recently there has been quite a lot of discussion of
frequency domain algorithms in the signal processing litera-
ture. In general, these algorithms have an advantage over
the time domain algorithms in that they have faster converg-
ence rates, which means that they can adapt more quickly to
changes in system parameters. With powerful signal processing
chips becoming available commercially, it should be possible
to apply these algorithms to adaptive sound cancelling,

e have already seen in Section 3.5 that the time domain
LMS algorithm can be applied to the problem of adaptive sound
cancellation. It should also be possible to apply the freaqu-
ency domain LMS algorithm to this problem. The time domain
signals that are available to the adaptive sound canceller
can be transformed to the freguency domain using block tran-
sforms such as the FFT, or by using running transforms such
as Frequency Sampling Filters(47,72). In both cases, the
frequency domain LMS algorithm has the advantage over its
time domain counterpart in that it has a faster convergence
rate. The application of frequency domain LMS algorithms to
adaptive sound cancellation is considered is Chapter 6.

It may also be possible to employ different algorithms in
the frequency domain other than LMS algorithms. Bogner(45)
has suggested the use of hill climbing algorithms in conjun-
ction with Frequency Sampling Filters, and Shepherd and Le
Fontain have suggested the use of the Simplex Algorithm(L6).

As yet there have been no revorts of attempts to implement



an sdavntive sound canceller based on a freguency domain
algorithm, The implementation of practical adaptive sound
cancellers based on freguency domain adantive algorithms is

considered in Chanter 6.
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4., TIME DOMAIN ADAPTIVE LMS SOUND CANCELLIRS

4,1 INTRODUCTION - ADAPTIVHI SOUND CAWNCELLATION IN DUCTS:-

As we have seen in Chapter 3, researchers in the field of
Active Sound Cancellation have been concentrating on the
development of adaptive systems that can self-adjust to meet
changes in the operating conditions and thus maintain optimum
performance. In this chanter we will be considering an adap-
tive system based on the Time Domain Adaptive LMS algorithm.
The development of Adaptive LMS Sound Cancellers has been
described in Section 3.5, and a diagram of the general
arrangement of an Adaptive LMS Sound Canceller is given in
Fig 3.8,

In Fig 3.8, Ma and M, are unidirectional microphones that
sense sound incident from the upstream direction only, and L
is a unidirectional loudsveaker that injects the anti-sound
into the duct so that it pronagates in the downstream direc-
tion only. Unidirectional microphones are used to prevent
acoustic feedback from the loudspeaker to Ma’ and from refl-
ections at the end of the duct to Mb. The unidirectional
loudspeaker is used so that the Adaptive Sound Canceller
absorbs the incident sound rather than reflecting it back
upstream.

In Section 3.5.3 we looked at the theory of operation of
the Adaptive Noise Canceller on which the LMS Adaptive Sound
Canceller is largely based. When the Adaptive Noise Canceller
is applied to the problem of cancelling sound propagating
down a duct, the sound signal that is to be cancelled S,
and the residual error signal e, that are used to drive the

1MS algorithm are no longer directly available, but must be



sensed using a microphone. Also, the cancelling signal Y, can
no longer be directly subtracted from the desired response

d

0 but must be added acoustically to it using a loudspeaker

system. This means that Vi must be an exact anti-phase cony
(anti-sound) of the incident sound for perfect cancellation
to take place.

A block diagram representation of a practical Adaptive
Sound Canceller based on the time domain IMS algorithm is
shown in Fig 4.1. In this diagram the blocks Ma and Mb repr-
esent the incident sound and residual error sensing microph-
ones respectively, and the block L represents the loudspeaker
that is used to inject the cancelling sound into the duct.
A1l of these elements have frequency dependent amplitude and
phase characteristics.

The blocks D1 and D2 represent the acoustic delays that
occur due to the physical separation of the microphones and
loudspeakers in the duct. These delays mey change during the
course of operation due to temperature or air speed changes,
and the system is required to track these changes to maintain
optimum performance,

The practical Adaptive Sound Canceller also includes the
estimated delays ﬁ1 and 62 and the estimated transfer functi-

A A A
ons L and Mb' The estimated delay D, is included so that the

1
transversal filter W does not have to compensate for the
delay D] as this would require too many taps. It is not imm-

A A A
ediately obvious why the estimates L, D, and M have been

2
included, In part, the explanation is that they allow the
Adaptive Noise Canceller to be applied to the Adaptive Sound
Canceller, but to determine their actual effect requires a

detailed mathematical analysis of the system., This analysis

is undertaken in section 4.2 and L.3.
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FIG 4,1: Practical LMS Adaptive Sound Canceller

Note: D1 and D2 are transfer functions representing
acoustic delays in the duct.

51 ahd 52 are estimates of D1 and DZ‘

d1 and d2 are discrete delays corresponding to
D1 and D5, i.e. delay/D where D is the sampling
period. 51 and 32 are estimates of d, and d,



“hen the delays D1 and D5y and the transfer functions L
and Mb sre initially estimated it is nossible for errors to
occur. It is also likely that during the course of operation
0f the sound canceller that these narameters will change, and
thus the estimates 51, %2, i and ﬁb will differ from the
sctual values; that is, mismatches will occur in the estima-
tes of these transfer functions.

In the following sections we ¥ill be investigating the
performance of the practical Adaotive Sound Canceller as
shown in Fig L4.1. In particular we will be interested in the
convergence rate and the stability of the adaptive algorithm.
as a function of various canceller parameters such as the
convergence factor M s system delays, and the mismatch in
the estimation of transfer functions.

Tn section 4.2 we investigate the stability and converge-
nce of a practical LMS Adaptive Sound Canceller based on the
LMS algorithm as was used in eguation (3.16). This work is
based on the work of Kabal(13) who investigated the stability
of Adaptive LMS Equalizers using delayed adjustment, and
Morgan(5) who investigated Multiple Cofrelation Cancellation
Loops with Filters in their Auxiliary Paths, and is an
extension of the work of Burgess(42) who conducted computer
simulations of simplified versions of the Adaptive Sound
Canceller considered in this chapter.

The algorithm considered in Section 4.2 requires a knowl-
edge of the correlation function of the input signal (primary
sound) to calculate the gradient of the mean square error.

In practical applications of the Adaptive Sound Canceller,
these correlation functions are usually unknown and so the
gradient of the mean square error is replaced by its insta-

ntancous estimate,resulting in the so called Noisy Gradient



IMS slgorithm. In Section 4.3 we dnvestigate the stability
and convergence of a practical LMS Adaptive Sound Canceller
based on the Noisy Gradient ILMS algorithm,

In sections 4,2 and 4.3 the effect of the mismatch in
estimation of system parameters D2’ I, and Mb on the nerfor-
mance of the LMS algorithm is investigated. In Section 4.L4
we consider the mismatches that may occur in practice,

Finally, in Section 4.5 we look at possible extensions
that may be made to the time domain LMS Adaptive Sound Canc-

eller shown in TFig L.1 to improve its performance.

4,2 THE STABILITY AND CONVERGENCE OF THE

PRACTICAL LMS ADAPTIVE SOUND CANCELLER

L.,2,1 INTRODUCTION:~-

An inspection of TFigures 3.7, and 4,1 shows that the
Adaptive Sound Canceller (ASC) is more complex than the
Adaptive Noise Canceller (ANC), This is because in the ASC
we have acoustic delays associated with the duct, and also
the sound must be sensed and controlled by electro-acoustic
transducers.,

As the ASC is more complex than the ANC, we also require
a more complicated adaptive LMS update algorithm. Ixtending
the algorithm given by Burgess(42) to the ASC shown in Fig
4.1, the update equation for the weight vector of the

transversal filter W becomes:-

oo = B, - 2pE(e, )

where W

T
! =1 X ¥
n ‘["o-_’“w ’”,N-Jn F— (4. 1)

r —[} i r X ]T
-n " n?n-1? *°°° * "n-N+1
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From Fig 4.1 we can see that the error signal Gn, and the

incident sound vector r, available to the LMS algorithm are

given by:-

. _ T )
Jo&p T (Kn—dgn—dzl * dn—dz*mb
m
L - - 7 - i 3
* 'El'l - dl’l—d:mb u 2\"1’]..-'d{{'j'l'l,"-d':l-xmb
r =X "*i*ﬁ
-n =n-d, b —(4.2)

where 1 and m, are impulse responses of L and Mb
i and ﬁb are estimates of 1 and my
9% :[%n’xn-1’ crt ’Xn—N+1]T
d,= delay in discrete time i.e. delay/D
where D is the sampling interval.
é;: estimate of dg

* represents correlation

—_—

Expanding the expected square error gradient term in (4.1)

we obtain:-

—

] T Y A‘:A n
E(Enzn) E[Edn—d:mb ¥ zn—da-Wﬂ-drlémb)_(}—(-n—d:l*mb)]
=y Ao

. [( Ap_aymp) @n_a:l*mb)]

T %7 % ax =D
’ E[(X-n—dl—vn-del mb)(?in—dei mb):l

where E() is the expectation of ()

Substituting for E(Engn) into equation (4.1) we obtain:

Uper = 8y - meéwn-dz+ g)

} : 2 T A

where A = EBz_n_d:l*mb)(zn_az‘i*mb)]
_Ci =

P A
I:Bdh‘d:mb)(zn—azi*mbﬂ

—(4.3)

— (L4.4)



f1lthough equation (L.L) is of a similar form to the equi-
valent ANC expression ecuation (3.16), the matricies é.and B
are more complicated than‘gland >, and devendent on a lerger
number of varameters. As a result of this, the performance
of the algorithm (4.4) i1s dependent on a larger number of
parameters. In particular, we will see in the following sec—
tions that the convergence factor Mo the delay dy, and the
mismatch (see below) all have an important influence on the
stability and convergence of the adantive algorithm,

In the practical ASC, the acoustic delay d, between the
cancelling loudspeaker and the error sensing microphone means
that the LMS algorithm only has access to a delayed error
signal., The effect of this is to reduce the stability limits
for the convergence factor'}k. The effect of the delayed
error signal on the performance of the LMS adaptive algorithm
is considered in Section L.2.Z2.

fhen talking about mismatch, we refer to the collective
error in the estimation of the loudspeaker and error sensing
microphone transfer functions, and the delay d,. This misma-
tch can be expressed as a simple phase and gain at a single
frequency, or in general by a mismatch transfer function M

defined as follows:-

M = 1D.M. - LD.P L.5)
= LDMy = LDoMy, (4.5

As an introduction to the effect of mismatch on the perf-
ormance of the adaptive LMS algorithm, in Section L4.2.3 we
consider a system with a purely sinusoidal input signal. In
this case we can consider the mismatch to be represented by
a phase and a gain only.

Next, in Section L.2.4 we consider the effect of a general

mismatch on the verformance of the ASC for any input signal.,

103,
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This work is based largely on the work of Morgan(51) who
conducted an analysis of multinle correlation cancellation
loops with a filter in the auxiliary npath. In (51) Morgan
included a general linear filter directly after the transve-
rsal filter, and investigated the effect of this filter on
the stability and convergence of the LMS algorithm. To
determine stability, Morgan considered the complex eigenval-
ues of the data correlation matrix, an importent part of
this work being to define a relationship between the comvplex
eigenvalues and the cross-power spectrum formed by feeding
the input signal through the linear filter that had been
introduced into the auxiliary path, In our analysis, we
extend the work of Burgess(42) by including an estimate of
the cumulative transfer function LDZMb between the input to
the transversal filter, znd the input to the LMS adaptive
algorithm., (Burgess used only simple delays to represent L
and Mb’ and made no attempt to conduct a theoretical analysis
of the effect of mismatch). It is then the mismatch between
the the estimated transfer function.iibﬁb and the actual
transfer function LDEMb which becomes the "filter in the
auxiliary path" as considered by Morgan. We then follow
Morgan's analysis to determine the stability limits of the
1MS algorithm with respect to the mismatch.

Finally, in section L.2.5 we consider the effect of the

mismatch on the residual error signal.

L4,2,2 THE EFFECT OF THE DELAY D, ON THE PERFORMANCE OF

THE ADAPTIVE SOUND CANCLELLER:—

In this section, we will be considering the stability of

the algorithm given in equation (4.4) as a function



(05,

of the delay d,. Due to the presence of this delay in the
ASC, the adaptive algorithm only has aveilable to it a dela-
ved version of the residual error signal, and as Ve shall see
the effect of this is to reduce the stability margins for the
convergence factor M.

This section is largely an adaptation of the work carried
out by Kabal(59) on the stability of Adaptive LMS Equalizers
using delayed adjustment.

In Section 3.5.3%, we saw that the stability of the ANC
update equation (3,16) is dependent on the eigenvalues of the
data auto-correlation matrix R. Again, in this section we
will be looking at eigenvalues to determine stability, but
in this case they will be the eigenvalues of the data
correlation matrix A.

v[ith reference to equation (L4.4), it can be seen that the
optimum weight vector, (i.e. the one for which there is no

error term in (L4.4)) is given by(59):-

[ (4.6)

How, in order to determine the stability of equation (L..4)
it is desirable that it be decoupled into a set of N scalar
eouations. To accomplish this we use the orthonormal matrix
P that diagonalizes the correlation matrix £§ g:being defined

as follows(59):«

A = P lyp B
3 = ==

(4.7)

vhere V is a diagonal matrix of

the eigenvalues of A.

Multiplication of the vector W in ggquation (4.4) by gnyields

\. } .
the decoupled vector W<, Thus, with reference to equation



(L.7) we cen write a decoupled version of ecquation (L.l)

as follows(59):-

oy =W, = w' - oulvml o+ PCJ (4.8)
Sntl T a1 T - Pl=n~-d, " == :

We now define the weight vector error hn(59):—

! 1w -
h,o= W - ¥
where W. = DW (4+:9)
=n - =-n
v %
w'"= pu

Now, from (4.,7) and (4.6) it can be shown that(59) :=

Pc = YPA ¢ W
T (L4.10)
1%
Pc = -T¥ J
Thus, substituting for Pc into (4.8) we obtain(59):-
1

by = by - 2, d, )

(4.11)

= hy - 2p

Nov, as ¥ is a diagonal matrix, the system of equations (4.8)

have been decoupled and we can treat each one separately.

Thus we have(59):-

hi?n+1 = hi,n—’%NAihi,n—de

2]

———— (4.12)

where i o= [y weme v e

are the eigenvalues of

the correlation matrix A.

th

Talkking the Z-Transform of the 1 equation, we obtain the

transform function Hi(z) (59):~
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H.(z) = 2% 1 (0) W
+ . (Le13)
Zoil-T - Uy Zf“\i —|

We define the polynomial F(z) such that(59):-
F(z) = 2587 - 2%+ 8 _|

(Lo1l)
vieref = 2}1)\i —J

Thus for stebility of equation (4.4) all of the roots of I'(z)

o, |-

must lie within the unit circle(59). By w»utting z=e9® into
(L,14) we can determine the values of B for vhich F(z) has
roots on the unit circle. Substituting for z into (L,14) we

-obtain(59) :-

LJB(dH1) 80 B

=0 (4.15)

Now, B :%pAi where the Ai are eigenvalues of the correlation
matrix A., It can be seen from equation (4,L) that in general
A will not be a symmetric matrix, and thus the eigenvalues

+ jbi

can in general be complex and of the fOIﬂlAi = ay

Eguating real and imaginary terms in equation (4,15) we

obtain(59): =«

S

T
%

H-
0

Cqs(ﬁdg - Cos(g(dg+1)) :;]

(4,16)
Sin(gd) - Sin(e(dF1)) -il

]
i

o
}_I.

11

From equation (A1.8) Appendix 1, we see that the value of M

that yields marginal stability for expression (L4.14) is:-

M= i_Sin[%rctan(ai/—bi) a
Ay 2dg + 1
(L4o17)
where Ai =&y t jbi

1= 1, veu ,N



Thus the stobility limit for equation (4o1L) becomes:-

(a1 -
0 < m < ﬁﬂ uln[%rctan(ai/ bi)]
max 24, + 1

. _'—(LI-.-I8)
wherelxhnax :|ai * Jbilmax

i: ], «s 0 ,N-

For the case when all the eigenvalues of A are real, (i.e.
vhen we have only the delay d,in the ASC), equation (4.18)
becones(59) : -

O p L sl W EI (4.19)
Max 5 0

(2de+ ‘]

In (59), Kabal shows that it is also possible to use root

locus techniques to obtain fhe stability limits of eguation
(4,13), but this method yields the same results. They do
hovever give an insight into the convergence rate, and also
the envelope of the weight vector error. Root locus technig~
ues are considered in Appendix 2.

The stability limits obtained in (4.19) for the Adaptive
Sound Canceller are very similar to those for the Adaptive
Noise Canceller, but the extra sine term in (4.18) accounts
for the fact that only a delayed version of the residual -
error signal is available to the algorithm, The effect of
the delay is to impose a stricter limit on the convergence
factor M. For the purpose of building a practical ASC it is
desirable to make the delay d,(i.e. the spacing between the
error sensing microphone and loudspeaker) as small as possi-
ble. However, there may be an acoustic limitation to the

amount by which this spacing can be reduced,
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Lh,2.3 THE TFFECTS OF MISMATCH FOR A PURGLY SINUSOIDAL

IHPUT SIGNAL -

Tn this section we wish to investigete the effect of =
mismatch on the performence of the LMS Adaptive Sound Cance-
1ler for a purely sinusoidal input. As we will be working at
a single frequency fo, we can represent the mismatch as a
simple gain and phase delay.

We shall use the simplified block diagram as shown in Fig
L.2 in this case as neglecting Ma’L and Mg will make no dif-

ference to our analysis, The simplified version of the LMS

update algorithm that applies to Fig 4.2 1is:-

Uper = 8y - ZPE(?n-qgn) (4.20)

Expanding the expected error square gradient term in (4.20)

Ve have:=-
E(en_dgn) = mE(dn-T%n-ag * mE(Xﬁ-d¥n2d§n—§2
where 32: d, * 4, te2t)
Thus we can write (4,20) as:-
Wy =¥, - Z;xm(é\ﬁn_d; c) N
where A = E(Kn;d§g-32 (4.22)
S - B ok 2) i

To simplify our analysis further we shall assume that the
delay dy= O as we realy only wish to consider the effect of

the mismatch. Under this simplification, equation (4.22)

becomes: -~
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] ]
Uppr = 8y - pm (Al c)
vhere A = B(X Xg ) (4.23)
L= E(dnzn—Az )
We can rearrange (4.23) to yield:-
o, = (L - 2pmB)i, - Zpme (L4o2h)

Now, in a similar way to that used in Section L.2.2 we
can use the orthonormal matrix P to transform (L4.24) and sO
obtain a set of decoupled equations. The transformation

matrix P was defined as follows:-

w' o= PW ]

(14-025)

where V is the diagonal matrix

of eigenvalues of A.

In general, the matrix A will be non-symmetric and thus

its eigenvalues will in general be complex. Thus we shall

represent the eigenvalues of aS)\l jbi. Premultipl-
ying equation (4.24) by the matrix P ylelas:-
' v
ﬂnﬂz (; —/Zyml)ﬂn - Zngg (L4.26)

It can be easily seen from (4.26) that the algorithm will be
stable as long as(51):-

2 - gmy] < L B
|1 - gpmA| < 1, 1= 1, el T

« The expression in equation (4,27) can be given a geometr-

(4.27)

ical interpretation(51), A diagram showing this interpretat-

ion is given in Fig L%, The algorithm will be stable if for



e,
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FIG 4.3: Geometrical Interpretation of Equation (4.27)




all the complex elgenvalues of the correlation matrix A, the
vector 1 - 2HmAi lies within the unit circle centered on
(1,0) in the complex plane. Substituting the real and imagi-
nary components of the eigenvalue Ai into equation (4.27) and

expanding wve get:-

4(1 - %pmai)a + (Z}Ambi)2 <

S = 2umag )€ (oumb; )¢ &

S < (%) -
(55)° + (05)°

1
o< Wl
bl

(L4.28)

Thus, if we constrain M to be positive, then the stabil-

ity limits for the convergence factor M are:-

0 ¢ p< W
).A

iy (4.29)
|Aﬂ min

Equation (4.29) gives the stability limits for pm given
some matrix A with eigenvalues Ai = a; * by, and assuming
that p must be positive. Now, we wish to set = M- at some
positive constant value and consider how the stability of the
algorithm is dependent on the mismatch,

Tt can be seen from (4.29) that the mismatch in the gain
m has the effect of reducing the stability far/A:in proport-
ion to the mismatch. We can see from equations (L4.27), (L.28)
and (4.29) that if‘g is set at a positive constant value

within the limits set in (4.29), then the algorithm will



converge as long as the real part of )\i is nositive., It can
also be seen from eguation (4.2%) that the matrix é is a
function of the mismatch A;, and thus the eigenvalues)\.l
are also a function of the mismatch.

For our special case of a purely sinusoidal invut we

have:-

5, = Cos(wOnT) (4.30)

The auto-correlation function for a sinusoid of angular fre-

guency wo is given by:-

R__() - 1CosW iT) (4.31)

If we take the special case of N=2, then in general we can

write the A matrix as:-

RXX(A?-) RXX( 1+ 8,)
-_‘A=‘ =
RXX(AZ_1) RXX( Aa)
— (4.32)
Cos(w, &,T) Cos(w (1+5,)T)
Cos(w (8,~1)T) Cos(w B, T)

The eigenvalues of the A matrix in this case are given

by : -

A= %l:Cos(wOAaT) E-dCosa(wOAzT) - Sina(«)oT)]

(4e33)

From (4.33) vwe can see the way in which the mismatch aff-
ects the eigenvalues of the A matrix for the case of a simple

sinusoidal input. Instability will occur as a result of



mismatch when the real part of the eigenvalue A becomes
negative. For our spccial case of a sinusoidal inmut this

will occur vhen:-
o] < 1 /ut,

where il

1

sampling frequency ———— (4.3L4)

.
1}

invut sinusoid frequency

o

This 1is in agreement with the results reported by Burgess
(42) who conducted computer simulations, and Morgan(51) who
carried out a theoretical study.

50 we see that instability due to mismatch will occur when
the error in the estimation of the delay is equal to one
quarter of the period of the input sinusoid, or conversely
if it represents a phase shift of greater than¥ 900 at that
frequency. It is also interesting to note that this is a
cyclic effect, and that we will get bands of stability and
instability depending on the magnitude of the mismatch in -
phase, We get stability when the phasor representing the

T

mismatch is in the 1°° or qth quadrants, and instability

when this phasor is in the 2nd and Brd quadrants.

The effect of mismatch in gain was to reduce the stability
limits for the convergence factor Mo This can be taken
account of by simply reducing the convergence factor. However,
mismatch im phase cannot be accounted for and will always
result in instability if greater than the allowable limits.

In this section we have considered the effect of mismmich
on the performance of the ASC for a purely sinusoidal input.,
In practice, we are likely to have 2 broadband input signal

and thus we will also have to consider the effect of the

mismatch in gain and phase at these other frequencies,



L,2,h THE BFFECTS OF A GENXRAL MISMATCH OIT THIL STABILITY

OF THE ADAPTIVS S0UND CANCELLER: -

Tn this section we will be considering the effects of a
general mismatch in the estimation of system parameters on
the stability of the Adaptive Sound Canceller for any input
signal Sy

We start from the weight vector update equation (Lo4)
which applies to the practicel Adaptive Sound Canceller shovn
in Fig L4.1. As we have seen in Section 4.,2.3 for the simple
case of a purely sinusoidal input, it is the effect of the
mismatch on the eigenvalues of the data correlation matrix
éﬁthat determines the dependence of the algorithm stability
and convergence on that mismatch. We shall start by conside-
ringvthis dependence. From (4.4), the cross correlation

matrix A is given by:-

A E[(_}gn_dfl*mb)(Xg_g:i*?ﬂb)] (4.35)

If we define the following quantities;

l*mb FW
R (L4.36)
% = l*ﬁb _J

then we can rewrite (4.35) as follows:-

=
il

A= B[z, g0 (X, _gh] . (4.37)

We can represent the RHS of (4.37) in terms of a cross
correlation matrix associatéd with a mismatch transfer
function. A diagram showing this relationship is given in
Tig L4.4.

From (4.%7) and Fig 4.4 we see that we can think of the
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2 =dy * 4,
m = mismatch impulse response
M = mismatch transfer function
FT = Discrete Fourier Transform

FIG L.4: Diagramatic Representation of Equation (4.37)
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date correlation matrix A as being ecuivalent to the cross
correlation matrix of the input signal X dawith the convol-
ved version obtained by passing it through the mismatch

transfer function M. Thus we could write:-

A= R ]

where p. =
£n zn- 0|z

——— (4.38)

b4 *

q
=n -~ “n-d,

m = mismatch impulse response

The elements of the matrix R are given by(51):-

=DPQ

1

Tkl = E(pn—kqn-l> = R(k-1)

1/2T )
if g (f)e—Jaﬂ(k—l)def
~1/2m P4

—1(4.39)

where S 0(f) = sampled cross spectral

density function

T = sampling period

If we know the input signal s, and thus p, (Xn-dg’ and
the mismatch transfer function M, then it would be possible
to explicitly calculate ay (Kﬁ_ *m) and thus the cross

correlation matrix R

pq(g). From this we could calculate the

1e.

eigenvalues, and thus determine the stability of the system,

To follow this procedure however would be time consuming and

also we are not likely to be able. to obtain the information

required (i.,e, M). Iqstead, we wish only to know the effect

of the mismatch transfer function M on the eigenvalues of
gpq (A), and thus on system stability.

The eigenvalues of the cross correlation matriX.BDO are

related to the maximum and minimum values of the cross



"W,

spectral density Spo(f) (51). ALlso, the cross spectral
density function is related to the mismatch transfer function

in the following vay(51):-

qu(f) = ,spp(f)1-q“(f)

(L4.50)

.where M*(f) is the

conjugate of M(T)

In (51), Morgan derived the relationship between the maxi-
mum and minimum values of his equivalent to the cross spect-
ral density function Spq(f) and the eigenvalues of his
equivalent to the deta correlation matrix 5@0. Using this
relationship he was then able to determine the stability
1imits for the LMS algorithm in terms of the bounds on the
cross spectral density function. In our analysis, we will use
Morgan's relationship between the bounds on the cross spect-
ral density function and the eigenvalues of the date correl-
ation matrix. However, instead of considering only the bounds
of the cross spectral density Spq(f), we will consider the
bounds on Spp(f) and M?f) so that we can see the effect that
the mismatch has on the stability of the LMS algorithm.

Je shall assume that the power spectral density of p, can

be bounded as follows:-

L, £ 3e(spp(f)) < U, (Loelt1)

Spp(f) will always be real and positive, The auto-correlation

matrix Epp

will be real and positive., Morgan(51) has shown that the

of P, vill be symmetric, and thus the eigenvalues

eigenvalues of R__ will be bounded as follows:-

PD

Ly & Ay &0 T A‘

(Lo42)
vhere L, > 0 J




e shall also assume that the mismatch transfer function

M is bounded as follovis:-

2

L, £ Re(M (£)) £ U —l
. (Lo43)
| Im( (£))] & v ‘l

2

Now, we wish to consider the eigenvalues of the correclat-

ion matrix Bno‘ Vle shall assume that the cross spectral

D L

density an(f) is bounded within the following limits(51):-

L & Re(s,(f) £ U B

(Lo lily)
(s, ()| < v J

From (4.40), (L.41), (L4.42) and (L4.43) we can see that:-

-
L 2 LL,

v L U, (4. 45)

v < U,V

It follows from (L4.45) that:-

LiL, &£ Re(s () < U,

| (1.56)
lIm(Spq(f))l < Uy,

Given the bounds on the cross spectral density in (L4.46),
we can determine the bounds on the eigenvalues Of=§pq by
using Morgans relationship. Thus according to Morgan(51)
these bounds will be:-

L,L, < 6 £ U1,

Wl £ W, v,/7

(L4.47)

where A =6 + jw
Pa

N = number of weights.



To simnlify our analysis, we shall sssume that the delay
d2 is zero, as we only wish to consider the effect of the
mismatch in this secction., The effect of some finite delay
d2 will be to reduce the margin on the stability limit for
the convergence factor as described in section L4.2.2. Tor
d2 = 0, the update algorithm given in equation (4.L4) can be

rearranged to give:-

oy o= (L - 20004, - 2 (14.48)

Using the orthonormal matrix g:(as defined previously),

to premultiply (L4.48) we obtain:-

1 1
Uppq = (L - 3DH, - uEe

(Lo49)

vhere YV is a diagonal matrix of

the eigenvalues of A

From (4.49) it can be seen that the algorithm will be

stable as long as:-

z-2w| < L

(4.50)
|1 - 2,Aqu’i| L1, A=1, eee oW
From (4.50) we can determine the bounds on the magnitude
of the convergence factor M that should assure convergence
of the weight vector undate equation. Then, assuming that

the convergence factor is set within these limits we can

further determine the limits on the mismatch transfer funct-

el

ion to assure convergence, With reference to equations (4.28),

(L.4l) and (L4.50) we see that convergence will be assured as

long aS/uIiS within the following limits:-

0 < p < L N (4.51)
(U2 + (WV/m)2) _J




llorgan in (51) also obtains the result given in (4.51),
hoviever he does not show how he derives (4.51) from his
equivalent expression to (4.44).

llote that the stability limits given in ecuations (L.28),
and (4.29) for a single frequency invout are of a similar
form to equation (4.51). The difference is that in (L4.51)
the bounds of the cross spectral density are used to determ-
ine the upver bound of the convergence factor, rather than
the real and imaginary components of the eigenvalues. The
bounds on the cross spectral density, and the eigenvalues
of the data correlation matrix are releted by equations
(4o4l), (Lo45) and (L4.47). The terms L, U and V in equation
(L4,51) are chosen to give the lowest possible upper bound
for the convergence factor,

We can now extend the result (4.51) that was also obtained
by Morgan(51) to take into account the effect of the mismatch
on stability. With reference to equations (4.45) and (L4.46)

e can express the result given in (4.51) as:-

0 & pm o< T L
((U,U,)% + (WU U, /M)

(4.52)

Iow, we shall assume that the convergence factor M has
been chosen so that it satisfies equations (4.51), or (4.52).
It can be seen from (4.,50) that instability will occur if the
real part of any eigenvalue of:é:(gpq) becomes negative. As
L1 will always be positive, it can %e seen that the possibi-
lity of this occuring first takes place when L2 is negative,
(See equation (4.47)). This will first occur wvhen the argua-
ment of M*(f), or M(f) is greater than *90°,

Thus we can see that the stability of the weight vector

update equation (L4.4) is not only dependent on the converge-

12%.
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nce factor Pos end the delay 6, but 2lso on the argusment
(48
of the mismatch transfer function. In general the stability

limits for equation (4.L) could be stated as follows: -

o < M 4 ,Ts sinl .
((U1U2)2 + (z\m]vz/ﬂ)a) l:f?(ada-l"fl

|2;M(f)\ < 90° for all frequencies at which

the input signal spectrum is

non-zero,

(L.522)

The stability limit on the arguament of the mismatch
trensfer function is not a strict limit, The possibility of
2 mismatch causing instability telkes place if the phase of
the mismatch transfer function is greater thanﬂt900 at any
frequency for which the input signal spectrum is non-zero.

To arrive at the expression given in equation (L.52a) we
have considered the effect of the mismatch transfer function
M on the eigenvalues of the data correlation matrix A, The
eigenvalue approach to determine stability of LMS adaptive
algorithms is a well established practice, and has been used
by many authors(41,51,59 and others).

The form of the data correlation matrix é:(see equation
(4.35)) is obtained by extending the simplified analysis of
Burgess(42) to cover a practical Adaptive Sound Canceller.

Tt was Burgess who first proposed the idea of including the
elements iﬁzﬁb between the input to the transversal filter
and the input to the update algorithm. Burgess however used
only simple delays to model L and Mb’ and ignored the delays
D1 and D2 in his model, He did not conduct a theoretical

analysis of his system.
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It was recognised by the author that the so called
mismatch transfer function that is peculiar to the LMS
Adantive Sound Canceller shown in Fig L.1 was equivalent to
the inclusion of a filter in the auxiliary path of a "Multi-
ple Correlation Cancellation Loop", (LMS Algorithm) as
described by Morgan(51), A similar analysis to that used by
Morgan was used to obtzin equation (4.51)., The most important
part of this analysis was to relate the data correlation
matrix é=(5@q) to the cross spectrum of the signal Kn—da
convolved with the mismatch transfer function, and further
to derive a relationship between the eigenvalues of A and the
bounds of the cross spectral density function an(f).

By using equations (L4.40), (L4.41), (L.42), (L.43) and
(4.45), the result in (4.51) was extended by this author to
consider the effect of the mismatch on the stability of the
LMS elgorithm, and in this sense equation (4.523) is an exte-

nsion of the work of Morgan.

4,2.5 THE EFFECTS OF A GENIERAL MISMATCH ON THE CONVERGENCE

OF THE RESIDUAL ERROR:-

In section L.2.4 we considered the effect of the mismatch
on the stability of the IMS adaptive algorithm. Now, we will
consider the effect of the mismatch on the residual error,
that is, the sound that remains after cancellation has been
attempted. An inspection of Fig 4.1 shows that the residual

error en-is given by:-

e = d + XW % (4.53)

If we define ﬂ% as the optimum weight vector(41), that is,
the weight vector for which there is no error term in equat-

ion (L4.4), then it can be seen from equation (4.4) that:-



¥ -1
W= -AT e —l

(L4.50)
Ty, * \
d = X W ¥l
n -n—

Substituting into (L4.53) for dn we can show that:-

e = XoW. -
n -—n —n -

)*l (4¢55)

We shall call the term En - ﬂ%the vieight vector error. It
can be seen from equation (4,55) that the form of the resid-
ual error is directly related to the weight vector error. Vie
shall consider the effect of the mismatch on the welght
vector error, as this will give an indication of the effect
of the mismatch on the residuval error, In considering the
weight vector error we will be following a similar analysis
to that of Widrow et al(41), and Morgan(51).

Starting with equation (4.48) we substitute for ¢ using
equation (L4.54), and subtract_ﬂ% from both sides of the

equation, This yields:-

W = W v - W
Wy ~ B = (L - SPAIE, + ZpAN - 1
(4.56)
Woo-w =W -0 - 2ua, - W)
—n+1 = ~ -n - /"‘é- -n =
If we define v, = ﬂn - W* then we can write equation

(4,56) as follows:~=

Y4 = & - 2uA) Y, (4457)

Transforming equation (4,57) into the primed frame of
reference using the orthonormal matrix P as defined in

(4.25), we obtain(41):-

Ty = @ DY, |

‘ (4.50)
cIn+1 - (L - %pggv' =0 _J

-

1£D.



TLquation (4.58) is a homogenecous vector difference equat-
ion in the primed, or uncoupled frame, This equation has a

simnle geometric solution(41,51):-

v, = (L- 20"y, ‘l

] oy - W
where v = W, - W

From (4.59) it can be seen that the transients in the

(4.59)

primed co-ordinates will be geometric, and it is possible to
fit an exponential envelope to this geometric sequence(41).,
In (41) Widrow et al follow through this arguament to estim-

ate the time constant for the ith primed co-ordinate as:-

Now, for a general mismatch, the eigenvalues Apo of
the data correlation matrix A can be complex. Thus in general

th

the envelope of the i primed co-ordinate will be of the

form: -

cophai opes r 390

_ 2P - 2P _J

(L.61)

Tt can be seen from (4.61) that this envelope will have
two general components, One will be an exponential decay with
time constant 1/2pme;, and the other will be a sinusoid of
frequencyv)npi/v.‘ S

In general, the response time of the most slowly converg-
ing mode (i.e. cm2ME UMMy S5 taken to be indicative of system
performance(41,51)., The exponential time constant of the

slowest mode is given by(41,51):~

T max = /361 (min) (4.62)

With reference to equations (4.,28) and (4L,50) we can see

126.
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that the exact limits on the convergence factar}x to ensure

stability are(51):=

L |

2 (L.63)
|qu,i| min
Substituting (4.63) into (4.62) then gives(51):-
2
Tnmx> Dxp%il/ggmw: (L. 6L)

S—

26i(min)

Tor the Adaptive Noise Canceller, the equivalent expressions

to (4,63%) and (4.64) are(lL1,51):-
o < M < Apin _‘

Tmax > )‘max/z'\min J

Now, using (4.47) we can rewrite (L4.64) to show the effect of

the mismatch on the convergence of the weight vector error,

and thus through (4.55) the convergence of the error.

5 (W7 + (wv,/mE)

max >
Z(L]La)

(4.,66)

From (4.66) it can be seen that the mismatch, through U,,
L2 and V2 will have an effect on the convergence rate of the
weight vector error and residual error, and from (4.61) it
can be seen that the mismatch can also introduce an oscilla-
tion into the convergence envelope, However, it is difficult
to describe in general terms the effect of. the mismatch in

these respects, but the effect of a varticular mismatch could

be calculated explicitly in each case.
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L.% THEZ STABILITY AND CONVIRGINCE OF THE PRACTYCAL ITGLMS

ADAPTIVE SOUND CANCELITE

4,3.1 INTRODUCTION:-

Tn Section L.2 we investigated the performance of a prac-
tical Adaptive Sound Canceller based on the time domein LMS
algorithm. The weight vector update equation used in this
case, eguation (L.1) reauired the calculation of the mean
square error gradient E(engn). Tor real time anvlicatioins
of the ASC it is not feasible to calculate the mean, and SO
the instantaneous square error gradient, enzn is used insteead,
This leads to the so called Noisy Gradient form of equation

(4o1) (41):-
-

i = ¥
Hn+‘| \in Z)JEnEn

n [‘”o""’ﬂ "”1‘!—1:\?1 — (4.67)

_ T
Ly = [rn’rn—1’ ""rn—N+{]

where W

If we substitute for € and T (as given in equation (4.2))

into (4.67), and rearrange we obtain:-

Wowrp =Xy - 2f‘"(énwn—dz+ Sp) ]
where é; = ((zn_d:l*mb)(zg_aii*ﬁb)) - (4.68)
o = ((ay_gomy) (X, g*1+hy))

Although equation (4.68) is of a gimilar form to equation
« 3 - » ‘ ’
(4e4), it differs in the respect that ﬁm and c, are now a
function of the time index n,
Tn Section L.3? we will be considering the performance of

an Adaptive Sound Canceller based on the Noisy Gradient LMS
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(NGLMS) algorithm. Due to the time varying nature of the
matrix éé, the problem of determining the stability of the
elgorithm is more complicated. Several approaches have heen
taken to this oroblem by various authors.

problem of the stability and convergence of the mean weight
vector. For a stationary signal, and a stationary mismatch
transfer function this approach yields results that are sim-
ilar to those obtained in Section 4.2. For a non-stetionary
signal, or a time varying mismatch transfer function we still
have time varying matricies., However, for our applications
this time variation is likely to he slow (comvared to the
rate of convergence) and can most probably be ignored, The
stability and convergence of the mean weight vector is
congidered in Section L.%.2.

Another approach that has been used with signal processing
and control applications of LMS type algorithms has been to
use Lyapunov Techniques(56,57) to determine the stability of
the algorithm, For the simple case of no delays, end no
mismatch Lyapunov Techniques lead to results similar to those
obtained in Section L4.2. It would appear however that the
extension of these techniques to cover the problem of a pra-
ctical WGLMS Adaptive Sound Canceller would be rather compl-
icated, The application of Lyapunov Techniques to this
problem are considered in section L4.3.5.

A final approach that has been suggested by Wu(54,55) is
to try and determine stability directly from equation (4.68)
by calculating the time varying eigenvalues of the matrix
:ég.Thé stability limits for the convergence factor p can then

be calculated from these eigenvalues, This approach 1is

discussed in Section 4.,3.L.
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3,2 STABILITY AND CONVERGIHCE OF THE MEAR TTEIGHT VICTOR: -~

The stability and convergence of the mean veight vector
has been investigated by Triechler(49,50), Bershad et al
(52), and of the mean weight vector error by Farden(53) .

To formulate the problem for the Adaptive Sound Canceller we

start with equation (4.68) and teke the expectation of both

sides., This yields:-

: n(A'W ' |
E(lln_ﬂ) = E(V_\fn) - Epsu(gn_n_da'* cy,)
—(4.69)
1 !
= E(wn) - %M(E(én)E(wn—dg i E(gﬁ))
Tn equation (4.69) we have assumed that A and W, are
v =n N~y

uncorrelated., This assumption is not strictly true(53), but
it does simplify the analysis, and results obtained under
this assumption agree well with experimental results for
small values of /1(49,50,52).

By defining the mean welght vector E(ﬂn) as @n we can

rewrite (4.69) as follows:-

T T 7 =

oy = ¥y - Efﬂémwn-dg+ gn)

where A = B((X_ *1*m )(XT **m. ) ————(4,70)
=n -~ T ‘=n-d, b -ﬂ-ﬁz b *

1]

g = B, grmp) (X a¥idy))

e

The retention of the time index for A and ¢ is in recogn-
ition of the fact that the primary input sound s, (and thus
-zn) may be non-stationary, or the mismatch transfer function
may be time varying. In both of these cases the 1I1atrixé_n
will be time varying. However, this time variation would

be at a much slower rate than that of éé

For the special case when A and g, are constant with

resvect to n (i.e. time), equation (4,70) is identical to



equation (4.4) in Section L.2, except that in this case we
are considering the mean and not the actual weight vector.
Thus it can be seen that in this cease the stability limits
for the convergence factor‘fn, the delay d2’ and the mismatch
transfer function will be identical to those obtained in
section 4.2

If the matrix Al is time varying, then we have the problem
of determining the eigenvalues of a slowly time varying
matrix to determine stability. For the purposes of cancelling
low frequency sound propagating down a duct, it is unlikely
that the time variation in the statistics of the input
signal, or the rate of change of the mismatch transfer func-
tion will be very large. That is, these changes will be slow
in comparison to the convergence rate of the Adaptive Sound
Canceller., Under these conditions the algorithm will still
be stable so long as the convergence factor satisfiles the
limits as expressed in equation (4,52a) where in this case
dazda(max)’ and L] and U, are the minimum and maximum values
of the power spectral density of the input signal over time,
and the mismatch at no time exceeds the required limits.

However, due to the time variation of A, there is an extra
constraint placed on the convergence factor }l so that the
algorithm can track the changes, Farden(53) sets this limit

as8i-

—

Py mexl ¥ - l’!;|)

(4.70a)

where W; is the optimal weight

vector at time n

The actual choice of P is arbitary, (within the stability
limits), as increasing M leads to better tracking, but also

to a greater mean square error(L41). As we envisage only slow

12V,



changes of system parameters we would not exwvect that trac-

king will be a problem for the pdaptive Sound Canceller.

L,3.% LYAPUNOV TECHNIAOUES APPLIED TO THE STABILITY AND

CONVERGENCE OF THI NGLMS ADAPTIVE SOUND CANCELLER: -

Tn (56) Bitmead and Anderson consider the stability of
discrete time varying difference equations using Lyapunov
Techniques, and in (57) they consider the stability of &
number of different NGLMS algorithms,

Bitmead and Andersons results apply to a simplified vers-
ion of equation (4.68), in which there is no delay d, and
there is no mismatch. For this case, and for a stationary
input signal they obtain the followihg stability 1limits for

the convergence factor ke

0 < m < 1/F° |
P —_l (4.71)
where Iinlé p L ©° 4‘

The number P, which is equal to the maximum value of lZﬂ|

is related to the maximum value of the power spectral density
of_sn. We have vreviously seen that the maximum eigenvalue of
the data correlation matrix A can be related to the maximum
value of the power spectral density function, Thus it can be

seen that (4.71) is similar to egquation (4.,52a) for a zero

delay d,, and for no mismatch, although it is more conserva-

2

tive as in general'U1( P
Lyapunov Techniques do not appear to be suitable for

determining the stability of equation (L,68) when the delay

1

dos and the mismatch are taken into account. However, it
would seem reasonable to assume that the effect of the delay

q

A5, and the mismatch transfer function M on the update
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equation given in (4.,68) would be the same as the effect of
these wmarameters on equation (4.1)., Using this assumption we

obtain the folloving stebility limits for equation (4.68):-

0 < pu < (1/P2)Sinl: L :l =

)

_(Edz + 1)
vhere |Sn| L PLoo F :
—(4.72)
|4 1(£) | £ 90°

for all frecuencies at which

S(f) is non-zero

5,4 TIME VARYING EIGENVALUES AND THE STABILITY OF THX

MGLMS ADAPTIVE SOUND CANCELLIR:-

In (54) Wu considers the stability of the linear time

varying system:-

2(t) = A(E)x(t) (L4.73)
In this note Wu .shows by example that the stability of
(4.73) cannot be determined from the eigenvalues of the
matrix:é}t) if the eigenvalues are calculated using the
conventional definition. YWu follows up this theme in (55)
in which he introduces a new definition for eigenvalues and

. -. . Ty ' . . .
eigenvectors of a time varying system. Wu s new definition

for eigenvalues is:-

Alt)e(t) = Mt)e(t) + &lt) =
— (L.74)

where A(t) is time varying eigenvalue

e(t) is time varying eigenvector

If this definition is valid then it should be possible to

calculate the time varying eigenvalues of the time varying
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system matrix é§t) and thus determine the stability of the
adavtive algorithm, and convergence of the weight vector
directly from equation (L.68). However, nroblems arise when
actuslly trying to calculate the eigenvalues as they are not
unique, and there would appear to be an infinite number of
eigenvector-eigenvalue pairs.

The application of this method to determine the stability
of the weight vector update equation reguires some basis on
which a particular eigenvalue or eigenvector can be chosen.
As yet, the theory to do this has not been developed, and SO
the time varying eigenvalue method of Vu is of 1little use to
determine stability. From our survey, it would seen that the
methods described in Section 4.3%.2 and Section L.%3.3 equation

(4,72) are the most useful for determing stability.

I,y MISMATCHES AND DELAYS IN PRACTICE

In sections 4.2 and 4.3 we have investigated the perform-
ance of the practical LMS Adaptive Sound Canceller as a
function of the convergence factor Mo the delay d, and the
mismatch transfer function M, For the case of the delay d2,
or a mismatch in gain we can always assure stability by
making f* small enough. However, when we are considering
mismatch in phase when estimating the cumulative transfer
function LD2Mb we must ensure that the phase mismatch is
within certain limits as otherwise the algorithm will be
unstable independent of the convergence factor.

Mismatches in the estimation of LD2Mb can occur when the

A

- L] . L] AA ]
original estimation LD My is made, due to measurement and

modelling errors, but they are more likely to occur during

the course of operation of the Adaptive Sound Canceller as



the actual values of T, D2 or My change.

The most 1likely ceause of mismatch is the variation of the
delay dz 25 s result of changes in the speed of sound in the
duct. Such changes lead directly to a vhase mismatch vhich
is a linear function of frequency. The effective speed of
sound in a duct is dependent on both the air temperature and

the air flow rate, the relationship being(60):-

.

¢ = 331.4(1 + M1 + T/273

where T temperature in °c

(4.75)

M = Mach Number v/c

¢ = 331.441 + T/273

v = speed of air flow ms” ]

Tn this section we will consider the way in which changes in
air temperature and air flow rate affect the speed of sound
in a duct, and how changes in these parameters affect
mismatch and thus the stability of the system.
We shall start by considering the speed of sound in the
duct as a function of the temperature and air flow rate that
we may expect under operating conditions say for an aircond-
itioner. A table setting out the variation of the speed of
sound in a duct as a function of these parameters is given
in Table 4.1,
As an example of the way in which changes in the speed
of sound in the duct can affect mismatch and thus system
stability we will consider an Adaptive Sound Canceller with
the following parameters:-
Normal operating temperature = SOOC =
Méximum operating temperature = 5OOC

Minimum operating temperature 10°¢

Normal air flow rate = 10 ms'1




; v=Oms™ v=5ms” v=10ms™ | v=20ms™

(o ) M L c_1 M : c~1 M . c"1 I\e] c_
(x10'] (ms') | (x10)| (ms")|[(x107) (ms") [(x107) | (ms')
0 0 321.4 | 0.150 | 336.4[0.300]341.3| 0.600| 351.3
10 0 337,54 | 0,148 | 342.4]0.296]347.4 | 0.593| 357.4
20 0 212,35 | 0.146 | 348.3]0.291|353.3| 0.583] 263.3
%0 0 5491 0.143 | 354.1]0.286[359.1] 0.573| 369.1
LO 0 354.9 | 0,141 | 359.9]0.282|364.9| 0.564| 374.9
50 0 360.5 | 0.139 | 365.5(0.277|370.5] 0.555| 380.5
60 0 366.0 | 0.137 | 371.0]0.273]376.0| 0.546| 385.0

136.

TABLE L,1: Variation of Sound Speed with

Temperature

And Adir Flow Rate
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Maxdimum alr flow rate 20ms

Minimum air flow rate = Oms_1

(L.76)
Sampling Freguency = 2000Hz

Maximum ownerating frequency = 500z

From (4.76) and Table 4.1 we can see that the maximum

veriations in the speed of sound in the duct are as follows:-

T . =10°  v_._ = Oms" c. = 337.4ms
Ac=21.7ms]

T = 30° v = 10ms™! Com = 359.1ms_1

150:21.4m§1

1 1

= 50°C o = 20ms Crax™ 380,.5ms

Trom this we can see that the maximum variation in the

speed of sound in the duct is 21.7ms']

. Now, we wish to see
how this will affect the mismatch at different frequencies
and for different distances of separation between the
loudspeaker and the error sensing microphone (which determi-
nes the length of the delay da).

We have seen from Sections 4,2 and 4.3 that the possibil-
ity of instability due to mismatch first arises when the
mismatch in phase at any frequency is equal to 90°, The most
critical frequency in this respect is the highest frequency
of operation., Assuming that we use the value of d2 for normal
operating conditions, then the mismatch A, (in seconds)
is given by:-

1
A2 = dAc/c Cop

where d = distance between L and Mb
cOp = speed of sound under S
normal operating conditions

¢ = speed of sound in duct

AC:C —C‘
op —




Lxvressing (4.77) as & phase difference we have:-

A, = D,T(360°) T

(4.78)
vhere f = frequency of sound _J

In table L.2 we show the devendence of the vhase mismatch
ZS¢2 on the distance of separation d, and the freguency of
overation f for the worst operating conditions as gshovn in
(4,76), This dependence is shown in graphical form in-Fig
beDe

For our example we can see that for spacings up to 2m, we
do not get enough mismatch in delay, even under the - most
extreme conditions, to cause instsbility. It should be noted
however that some of the phase mismatch will be due to vari-
ations and incorrect modelling of the loudspeaker and micro-
phone transfer functions. The shaded region in Iig 4,5 shows
the amount by which these characteristics can vary at diffe-
rent frequencies for a spacing of 2 meters before instability
can result,

It can be seen from equation (4.77) that the absolute
value of the mismatch in the delay d2 is dependent on the
magnitude of variations in the operating conditions., The
actual value of pvhase mismatch that results from these
variations is devendent on the separation of the loudspeaker
and error sensing microphone, and the frequency. Tdeally,
this spacing should be as small as possible, However, there

may be acoustic limitations as to how small this spacing can

be made,
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T'reaq. Separation d (m)
(Hz) 0.5 1.0 1.5 2.0
100 3, 24° 6. uL° 9.68° 12.89°
200 6.48° 12.89° 19.,37° 25,78°
200 9.72° 19.3%3° 29.05° 38.66°
10O 12.96° 25,780 28,740 51.55°
500 16.20° z2,22° L8, 120 61, 44°
B 0.09 0.18 0.27 0.36
(msec)

TABLE L.2: Phase Mismatch Vs Separation and T'requency

18]
degrees
100 T
80 A
60 d=2.0m
i d=1.5m
40 -
i d=1,0m
20 - d=0.5m
100 200 300 LOO 500

Frequency (Hz)

FIZ 4.,5: Phase Mismatch Vs Frequency
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1,5 BYTENSIONS TC THE ADAPTIVE LM3 SOUND CANCELLIER

L.5.1 INTRODUCTION:-

In Section 4.2 and 4,3 we have investigated the performa-
nce of the nractical Adeptive Sound Canceller as shown in
Fig 4.1 as a function of various system paremeters. Iin
particular, the dependence of the stability of the system
on the delay d,, the convergence factor Mo and the mismatch
transfer function M were investigated.

The approach taken in the theorectical investigations of
sections 4.2 and 4.3 was to calculate the eigenvalues of the
data correlation matrix éﬁfor a certain set of ovperating
conditions, and from these elgenvalues determine stability.
In Section L4.3% when investigating the stability of the
Adaptive Sound Canceller based on the NGLMS algorithm we saw
that some technigues did not require the eigenvalues to be
explicitly calculated but required the maximum value of |§ﬂ|
to be known.

In practical situations, it may not always be possible to
calculate the correlation matrix é=and thus the eigenvalues,
and it may not even be possible to determine the masximum
value of|§ﬂL If these are not known then the choice of M
vill be made more complicated. In Section 4.5.2 we will look
at some modifications that can be made to the NGLMS algorithm
to overcome this problen,

In Section 4,1 it was noted that our analysis assumed that
the Adaptive Sound Canceller shown in Fig L.1 used ideal
unidirectional microphones and loudspegkers, In practical
situations it is not ©possible to achieve this ideality and
thus some acoustic feedback will result between the loudspe-

sker and the incident sound sensing microphone which
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degrades the nerformance of the canceller. One way oif overc-
oming this problem is to feed back an electriceal signal

to negate the effect of the acoustic feedback, In Section
4.5,% we look at 2 method of doing this using an adantive
LMS filter so that we can track changes in the acoustic
feedback path.

In Sections L.2.3, L4.2.4 and 4.3 we considered the conve-
rgence and stability of the Adaptive Sound Canceller as a
function of the mismatch transfer function, and in Section
L.,4 we looked at the mismatch that was likely to occur in
practice. A large proportion of this mismatch was due to the
variation in the system delay dZ' In these sections it was

[

assumed that the cumulative estimate iﬁaM remained constant

fs)
and that the mismatch would vary during the course of
operation as the true values varied around the estimate. To
keep the mismatch as small as possible it has been suggested
by Warnaka et al(L4h) that an sdaptive LMS filter can be used
to obtain the estimate iﬁzﬁb' This aporoach has been
considered in Section L.5.L4.

Taking into account the extensions to the Adaptive Sound
Canceller suggested in Sections 4.5.2, 4.5.35 and L.5.4 we
arrive at what we propose is a truly practical system based

on the time domain LMS adaptive algorithm. A block diagram

of this system is shown in Fig 4.6.

4,5,2 THE NORMALIZED NGLMS ADAPTIVE SOUND CANCELLER:-

A number of authors(42,57) have suggested the use of a
normalized NGLMS algorithm in practical applications. One
such form of this algorithm is given in equation (4.79)

along with the corresponding stebility limit for the conver-

gence factor,
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, , T
1 = W -
Jn+1 - ln %Venzn/(zngn)

(La79)
O</,A<1

In equation (4.79), the effective convergence constant is
9*/(£g£n)) where zggn is the instantaneous estimate of the
power in the input signal vector. With reference to equations
(L.67) and (4.72) it can be seen that as long as the conver-
gence factor M is constrained to be less than unity then the
effective convergence factor will always be less than 1/P§
where Pi is equal to the instantaneous value of the magnitude
of r , and thus according to (4,72) and assuming zero delay
and mismatch the algorithm should be stable., The algorithm
given in (4.79) could be stated in a more general way to take

into account the effect of the delay d,, and the mismatch,

T
M — Y -
-in+1 _-En %Penzn/(snzn)

where 0 < M C Sin[#/Z(Edz + 1ﬂ —(14.80)

X ucs)] <« 90°

One of the main advantages of the algorithm shown in
equation (4.80) is that it is no longer necessary to have a
knowlege of the eigenvalues of the data correlation matrix,
or the maximum value of the magnitude of the input signal
vector, Also, we now have in effect an adaptive convergence
factor which adjusts to suit the input vector magnitude,

Problems can arise‘with equations (4.79) and (4,80) when
the magnitude of I, is too small, An alternative form has
been suggested in (57) to overcome these problems, A small
positive constant € is added to gggn to make this less sens-

itive to noise when the input signal is small., The new

algorithm thus formed is:-
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. 2 r
By = 8y - __th%%ﬁ_
€+ ror
=n=n
wvhere 0 < /JL < S:'LlrlE'!/Z(Ed2 + 1)] —(4.81)

€ > 0 and small

4.5.3 ACOUSTIC FLEDBACK COMPENSATION:-

To overcome the problem of acoustical feedback due to the
non-ideal properties of the unidirectional loudspeakers and
microphones an electrical signal can be fed back and subtra-
cted from the acoustic signal to negate its effect. This was
the approach that was taken with the Chelsea Dipole(21,22).

However, a Chelsea Dipole type arrangement would be of
limited use in our case, as we have a system that may change
with time (due to changes in air speed) and thus we can have
a variable acoustic feedback path. Instead of using a const-
ant electrical filter to compensate for the acoustic feedback
we can use an adaptive filter to estimate and track any
variations in the acoustic feedback path.

The use of such an adaptive compensating filter was first
suggested by the Essex Team(27,28) but has also been invest-
igated by Warnaka et al(4L) in a practical sytem., The
adaptive filter to compensate for acoustic feedback is shown

as EF in Fig L4.6.

L4.5.4 COMPENSATION FOR THE MISMATCH TRANSFER FUNCTION:-

In a similar way to that in which we used an adaptive LMS
filter to compensate for the acoustic feedback, we now wish

to use an adaptive filter to obtain an estimate of the

cumulative transfer function LDsz. If we can employ an
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adantive filter, then we cen track changes in this transfer
function and thus we should be able to minimize the amount
of mismatch that occurs.

A filter to adantively estimate the transfer function
LD,M, is shown as the combination 32, CF in Tig 4.6. As shovwn
in Fig 4.6 the filter CF is adaptively updated during the
operation of the sound canceller. However in this case, the
signal dn will act as a noise input to the algorithm, and
since it is of approximately the same magnitude as e and
roughly correlated to it, it will mean that a poor estimate
may result. The idea of including a compensating filter to
condition the error signal was first proposed by Warnaka et
al(L44), and this system has been reported to perform well in
nractical situations.

Tven if the compensating filter in Fig 4,6 is not used to
track the transfer function LDsz, the filter CF could be
used to make an initial estimate of this transfer function.
If this was the case then it could be arranged so that there
was no incident sound in the duct and thus no signal dn to
act as a noise input to the algorithm. This would reguire that
a test signal be played out of the loudspeaker L while
the estimation was being made,

In (44) Warnaka et 2l use a slightly different arrangement
of the compensating filter CF. In this case the filter is
arranged to adaptively estimate the inverse transfer funct-
ion of LMb’ and the residual error signal is processed by
this filter to compensate for the error sensing microphone
and loudspeaker. The arrangement used by Warnaka et al(lLl)
is shown in Fig 4.7. In (44) Warnaka et a2l do not discuss the
theoretical reasons for their inclusion of the compensating

filter. However, they do indicate that it helops with



\b.

acoustic feedback

o

1
€n- e
D, D>
M
M L b
a
!
) [
QB:.__ - e
| |
X
n
I~ " W "
I delay
+
+
NGLMS
r €
n- Adaptive ¥ ! CF -
Algorithm J

*
FIG 4,7: Warnaka et al's Adaptive Sound Canceller

* Based on Fig III Ref(L4l)



157

the stability of the LMS algorithm.

"le shall now consider briefly the stability of a simnlif-
ied form of the Adaptive Sound Canceller wnroposed by Warnaka
et 21 in (44). The Adaptive Sound Canceller to be considered
is showvn in Fig 4.8. Note that we have omitted the filter EF,
but we will assume ideal unidirectional microphones and
loudsneakers.

Vith the arrangement shown in Fig 4.8, we will assume that
the LMS algorithm is used to initially estimate the compens-
ating filter transfer function CF. During the course of
operation of the ASC the compensating filter will not be
updated but will simply be used to condition the error signal.

To aid in our analysis we define the following quentities:-

~ _ -
oF = (U},)7! = estimate of (1) o
cf = impulse response of CF

(4.81)

H

q' = (CF)(LMy)

1
m = impulse response of M

The update equation of the transversal filter is:-

W = Wy - 2B ) (4.82)

From Fig 4.8 we have:-

€y = ep_g mpef
% (4.83)
T
- (dn-d2+ Kn—dgn— *1)*mb*-Cf
& o*mo*ef + XYW %m
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1n———¥%£—§9 M

A m
= X 2 = *m'
=n T —n-d, In= =n=-czb,
where m = mismatch impulse response
M = Mismatch transfer function
FT = Discrete Fourier Transform
A 7
d2 = d2 +L§2
_ R, BN
Bpg = E(Xn-di—(n—azm )

I'IG 4.9: Relationship Between Mismatch Transfer Function

And Data Correlation Matrix




liow, substituting for I, and en into (4,8%) we obtain:-

: T o N
W = W~ 2:E((d ‘m, ¥c { ¢l ‘m )X &
—n+1 ln %HF((On—d;”bef " é»n—-d;'-—'n--d:” >—n—.a
] — 2)*(A‘ﬂn—w + Q)
'2
1 L C
where A = E(X11-d->—<-r?—(‘)‘\*m> (Ly.8L4)
= 3 2
. ¥ *
@ E(dn dé}_in—é\gmb cf)

To determine the stability of equation (L4.82) we will

need to determine the eigenvalues of the matrix é:in ecnation
(4.84)., We can represent the RHS of the expression for_éhin
terms of a cross correlation matrix associated with a misma-
tch transfer function in a similar way to that in Sectiom
L2, A disgram showing this arrangement is given in Tig 4,9,
Tt follows from this that the stability of the algorithm
given in (4.84) will also depend upon the phase of the mism-
atch transfer function, the delay d2, and the convergence

factor }J . The stability limits for this algorithm will thus

be: -
0o < m < L,L, sin[ W ]
l:(U1U2)2 ¥ (NU1V2/TT)2] 2(2d, + 1)
lxv ()] < 90°
where L, < Re(M " (£)) £ T,
|l "(e)] g Vs
U, and L, as defined in (4.41) B
(4.85)

Thus it can be seen that the Adaptive Sound Canceller

chovm in Fig 4.8 is very much similar to the one shown in



Fig 41, the main difference being in the way in which the

mismatch is defineca.

\50.
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5. COMSTRUGTION AND TRSTING OF LDAPTIVI S0UMD CANCRLI MR

A et

5,1 DESIGN AND CONSTRUCTIOW OF ADAPTIVI SOUND CAMCIHLLIR

5.1.,1 OVERVIEW OF HARDWARK:-

In Chanrter 4 we considered the theory of operation of a
practical Adaptive Sound Canceller besed on the time domain
TMS algorithm. In this section we will consider the implemen-
tation of such an Adaptive Sound Cenceller. An ASC Control
Unit was designed and constructed by the author. This unit wes
designed to be used in conjunction with the test rig employed
by Shepherd and La Fontein(15) when testing their broadhand
active attenuator, but with suitable interfacing could be
applied to other systems,

A simplified block disgram of the final design of the
Adaptive Sound Canceller Control Unit is shown in Tig 5.1, and
photographs of the unit are shown in Tig 5.2. Figure 5.2(2)
shows a front view of the canceller, and Fig 5.2(b) gives an
oblicue view of the canceller showing the TMS1/THMS2 Interface
card extracted.

The design shown in Fig 5.1 is based upon two TMS32010
Digital Signal Processing chips; TM31 has been used to imple-
ment the adaptivevtransversal filter W, (that approximates the
anti-phase path); TMS2 is used to implement the compensating
filter CF and is also used to communicate with the outside
world via an 8225 Programmable Peripheral Interface to a host
computer. The two processors TMS] and TMS? can 'talk' to each
other via a parallel interface. |

The arrangement of the Adaptive Sound Canceller in Fig 5.1

is very similar to the one used by Warnaka et al(hl), (see
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Fig 4,7 ané Tig 4.8). In this arrangement the comnensating
filter (F is used to estimate the impulse response of the
inverse transfer function (LMb)_] of the loudsmneaker and error
sensing microphone., The conditioned error signal Gn 1s then
passed across to TMS!1 for use in the weight vector update
equation for the transversal filter W. This particular arran-
gement has been used as 1t requires less processor memory to
implement than an arrangement based on the Adantive Sound
Canceller in Fig 4.6, and the programming is less complicated,
(Initially a system was designed based on one TMS32010, and
Fig 4.6, The TMS32010 has 144 words of internal data memory
and if any extra data memory is required this must be interf-
aced to the processor. Reading from and writing to external
data memory is more time consuming than the same operat-
ions performed on internal data memory., Also, shuffling blocks
of data between internal and external memory reguires more
comvnlicated programming and also wastes time. The initial
design based on Fig 4,6 would have required externeal data
memory, resulting in a complicated program with long loop
times in its sound cancelling mode. The design shown in Fig
5,1 is well suited to using two processors, and requires no
external data memory,)

In (44) Warnaka et al have indicated that the compensating
filter CF would be continuously updated during the course of
operation of the ASC., In our implementation the compensating
filter CF is to be initially estimated using a test signal
fhat is played out of the loudspeaker, The compensating filter
tap weights are not updated during the course of operation of
the sound canceller, the compensating filter being used only

to condition the error signal,

The weight vectors of both the transversal filters W and

153,
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Fig 5.2: Adaptive Sound Canceller Control Unit
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are undnted using a normalized form of the Noisy Gracdient
TS (1711i%) algorithm. The uncdate coucstions used are shown in
Fig 5.1. Both of the algorithms are similar to ecuation (L.81).
The trensversel filter W hes 32 taps. This figure was chosen

a5 the broadband attenuator of Shepherc and La Fontain(15)

also used 32 tens. The compensating filter wes chosen to heve
16 tas.

Both processors TMS1, and TMSZ2 sample the incident sound
s, and the residual error signal e resnectively at a rate of
2L00Hz, This sampling rate was chosen to suit the equivment
(i.e., anti-aliasing filters) used by Shepherd and Le Fontain,
The blocks shown as A/D1 and A/D2 in Fig 5.1 comprise both a
sample and hold circuit and a 10-bit analogue to digital
convertor. A single sampling clock is used to drive both A/D's
in synchronism, The sampling clock starts the conversion
process of the A/D's and when conversion is complete, the
A/D's interrupt thelr respective processors and the signal
processing, and update algorithms can nroceed.

The 10-bit digital to analogue convertor D/A1 is used to
transform the digital cancelling signal Y into its analogue
form. The convertor D/A2 is used as a n"diagnostic channel™ soO
that the internal workings of the processor can be accessed.
The diagnostic channel is used to view the error signal &, in
the estimation stage, and used to follow the adaptation of
the weight vector W during the operation of the Adaptive

Sound Canceller,

The discrete delay aﬁ has been included in the ASC so that
)

it

the transversal filter W does not have to account for all of
the acoustic delay d1£ This delay has been implemented using

a First In First Out (FIFO) memory chip. The FIFO hes 512

bytes of memory, and can be configured to act as a variable
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length digital deley line. The FIFO has the advantoge thet

it saves westing internal memory space in the processor THSI,

A
k]

The delays G, used for estimating both transversal filters el

[hS]

and CF are digital delay lines implemented internally in
processor memory. As the delay 32 will in general only be
small this does not recuire much memory.

The incident sound sensing microvhone, and the loudsneaker
are required to be unidirectional for use with an 1LMS Adaptive
Sound Canceller, Ideally, the error sensing microphone will
also be unidirectional so that it does not sense reflections
from the end of the duct. (This will be more of a problem at
low freguencies.) The microphones and loudspeakers also requ-
ire anti-aliesing and low pass filters respectively, and
analogue interface circuits to the ASC Control Unit. These are

not showvn in Fig 5.1.

5.1.2 OVERVIE? OF SOFTWARE:-

The software for the Adaptive Sound Canceller has been
written in four stages; (1) Initialization, (2) Estimation,
(5) Adaptive Sound Cancelling, (4) Readout of results. The
programs written for ©both TMS1 and TMS2 follow this four
stage format, and run in parallel;, A simplified flow chart of
the Adaptive Sound Canceller program is shown in Fig 5.3.

The programs for the ASC were developed using the Texas
Instruments TMS320 Imulator kit, and the combleted programs
stored in PROM.

The user starts the operatién of the ASC after power-up by
pressing a RESTART button common to both processors. This
causes both programs to jump to memory location O, the begin-

ning of the initialization routine, At the end of each vrogram
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stage, both wrocessors weit for the user to wnress & common RBIO

EFeY e

button before advancing to the next stage. The current status

of the idawtive Sound Canceller is disnplayed on a set of
lemps connected to a status register that is controlled by
TS

In this section we will consider the operation of the
Adaptive Sound Canceller as it nrogresses through the four

program stsges.

Stage 1 - Initielization:

The Initialization stage is entered by vressing a RESTART
button that is common to both processors., This ceuses both
TMS320's to commence oweration at »nrogrem memory location O.
In the initialization stage the uscr enters certain program
narameters using a host computer that is connected to TMS2
via the 8225 PPI. The Adavtive Sound Canceller can be connec-—
ted to any host computer, as long as it has two 8225 PPI's
available. The program on the host computer is written so
that it promwnts the user to enter the required data, and this
is then transferred to TMSZ2.

Four bytes of data are entered; The convergence constant M,
the estimated delays 31 and &2, and the constant & . As well
as being prompted by the host Compufer, the ASC displays the
data that is reguired to be entered using its status lamps.
The data is first entered into the data'memory of TMS2, and
is then transferred to TMS1 via the parallel interface.

At the end of the initialization stagé both processors wait

in a loop for the BIO button to be pressed.

Stage 2 - Fstimation:

In this stage the compensating filter coefficients are

estimated using a normalized NGLMS algorithm. A test signal

158.
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(inout from 2 signal generator vis 2/01) is Dlzyed out of the

4

loudsneaker so that this estimation can tske »lace, and therc
is no »rimery sound propagating down the duct.

The analogue to digital convertor 4A/D1 is switched to input
the test signal from a signel gencrator, THMS1 is used simnly
to digitize the test signel, and then play it out of D/A1l.
Also, the test signal is transferred across to THS2 for use
in the estimation of CI.

The LMS slgorithm run on TMSZ2 is arranged so that the fil-
ter CF estimates the impulse resvonse of the inverse transfer
function (LMb)_1. During the estimation process, the error
signal &, is transferred to TMS1 and is outnut through the
diagnostic channel. The estimetion »process is stopped when
the user presses the BIO button. (The BIO input to both
THMS320's acts as a software onolled interrupt). The 16 taps
of the compensating filter are then output to the host compu-
ter (via the 8225 PPI), and displayed.

At the end of the initialization stage both ﬁrocessors walt

in a loop for the BIO button to be pressed.

Stage 3 - Adaptive Sound Cancellation:

In this stage, TMS1 is used to produce the estimate of the
anti-sound by convolving the transversal filter W with the
input sound signal, and the coefficients of W are updated
using the normalized NGLMS algorithm, The compensating filter
CF on TMS2 is used to condition the error signal e, to prod-
uce the signal En that is used in the update equation for
the transversal filter W. The weights of the compensating
filter are not updated during this stage but remain fixed,

The "taps of the transversal filter W can be observed as

as they adept via the diagnostic channel. At each iteration
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the 32 tawns are outrut to the cdiagnostic chnnnel in successi-
on and so the "impulse response’ of the filter can be observed

at the output of D/A2 as an analogue signal. The diagnostic
channel vias found to be a very useful tool for trouble
shooting.

The adaptation of the weights cen be stopped by pressing
the BIO button. Once this has occurred, the transversal filter
will still operate but the tans remasin fixed, The operation

of the sound canceller continues until BIO is agein »ressed

whereupon the final program stege is entered,

Stege L - Readout of Results:

In this final stage the coesfficients of the transversal
filter ¥ are transferred from TKS1 to TMS2 , and then to the
host computer (via the 8225 PPI) where they are displayed. At
the end of stage L both processors wait in an infinite loop

for the overation of the ASC to be restarted.

5.2 TESTING OF ADAPTIVE SOUND CANCELLER

5.2.1 INITIAT, T®ESTS USING CSIRO DUCT:-

Two test series were conducted using the experimental rig
of Shepherd and La Fontain at the CSIRC Division of Energy
Technology, Melbourne. The experimental arrangement used for
these tests is shown in Fig 5.4. The Adaptive Sound Canceller
Control Unit was connected to the rest of the ASC via an
analogue interface board to adjust signals to the levels
required by the control unit,

The tests were conducted using a 244mm square duct with
25mm thick perspex side walls, and 13mm thick aluminium top

and bottom walls, The primary sound was generated using an
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array of eight 100mm diameter loudspezkers placed around one

r

N

enc

of the duct and ¢riven from = signal) generator. Both the

(

incident sound sensing microwhone, and the cancelling loudsp-
cakers were two element Swinbanks errays; The microphone
spacing of 160mm gives a centre freguency of 1075Hz, and the
loudspealker spacing of 225mm a centre frequency of 76411z, The
half-sine amplitude resnonse of both arrays is compensated for
by an equalizer circuit to flatten out the response. The
incident sound sensing microvhone and cancelling loudspeaker
are separated by 4.7m. This represents an acoustic delay of
1%,7ns (for no air flow), equivalent to 32.8 sampling periods
of the ASC., The 0.32m spacing between the loudspeaker and
error sensing microvhone represents an acoustic delay of 2.54
ms and is equivalent to 5.8 sampling periods.

In the first test series the sound canceller was unable to
cancel random sound, and could cancel single frecquency sounds
for a short period only. For single frequency sounds the
system eventually became unstable and would "search', somtimes
producing cancellation but at most times adding to the sound

level,

5.2.2 DIAGNOSTIC TESTS:-

After the initial test series, a disgnostic channel was -
added to TMS1 so that the impulse response of the transversal
filter W could be observed as this filter adapted, and so
that the error signal from the update algorithm,for the comp-
ensating filter could be observed during the estimation stage.

With the diagnostic channel operational it became evident that

a dc drift was being introduced into the tap weights of the

transversal filter W, causing them to eventually run up
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agsinst the numerical limits of the accumulator, (Viewed from
the diagnostic channel, the impulse response of W could be
seen to drift downwards in a negative sense until the weights
reached the limits of the accumulator, whereafter the impulse
resnonse would be random.)

The dc drift was caused by 2 small dc offset introduced to
the input signals Xy and ey at the snalogue to digital conve-
rtors due to incorrect alignment of the convertors, or the
input signals which were required to have an offset of 2.5v
to suit the A/D's. This offset enters the weight vector
update equations for W via the terms r, and en and is added
to the weight vector at each iteration, resulting in the
observed drift,

To overcome the'problem of drift, the dc¢ component of the
weight vector was calculated at each iteration, and then sub-
tracted from the individual weights. The update algorithms for
both the compensating filter CF and the transversal filter W

were modified in this way to eliminate dc drift.

5.2.3 SECOND SERIES OF TESTS AT CSIRO:-

In the second test series the performance of the Adaptive
Sound Canceller was observed for both' sinusoidal and random
sounds.

For sinusoidal sound signals the ASC was able to obtain
an attenuation of 20-40dB in the range 220-280Hz. However,
below 220Hz and at most freguencies above 280 Hz the ASC was
unable to cancel the primary sound, the sound level being
increased,

The impulse response of the compensating filter CF and the

transversal filter W for sinusoidal sound signals are shown
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—_ =

in ¥ig 5

5.5, znd the frequency sw»cctra of the residual crror
signals with the cenceller both on 2ndé off are shown in

Tig 5.7

s

From Fig 5.5 it can be seen that the impulse resmonse 0O
the transversal filter W is (aoproximately) a truncated sinu-
s0id with the same frequency as the input signal. Tor the
frequencies at which cancellation could not be obtained, the
impulse response of the transversel filter W woulad either
become too large in magnitude anc overflow the limits of the
accumulator, or when the impulse response had reached = cert-
2in magnitude the system would ring guite loudly at the input
freguency.

Tn some cases, the impulse response of the compensatin

[0

filter CI is also a truncated sinusoid, but in most cases
they have an irregular shape. However, in all cases the error
signal from the update algorithm for CF was observed to
converge,

For random sound signals, the widest band of operation that
could be achieved was from 160-370Hz for a random sound of
bandwidth 95Hz centered on 250Hz. (The random sound was proc-
uced by passing the signel from a white noise generator thro-
ugh a band limiting filter.) If the bandwidth of the primary
sound signal was increased further, then no cancellation could
be obtained and the system would ring loudly at certain freg-
uencies,

The impulse responses of the filters W and CF for different
bandwidth signals are shown in Fig 5.6, and the frequency
spectra of the corresponding error signals in Fig 5.8.

From Fig 5.6 it can be seen that the impulse response of
the transversal filter W has a sinusoidal component of appro-

ximately 240Hz. The imoulse response of the filter W changes



only silghtly as the bandwidth of the in»ut signsl is increa-
sed, although the bandwidth of the signal has not changed
greatly. The compensating filter on the other hand has an
irregular shapne and seems to vary as the bandwicdth is

increased,

5,2, TESTS CONDUCTED USING SIMULATION CIRCUIT:-

To see what affect acoustic considerations have on the
performance of the ASC Control Unit some tests were conducted
using an electronic circuit to simulate the experimental arr-
angement that had been used in Melbourne. A block diagram of
the simulation circuit that wes used for these tests is shown
in Tig 5.9.

The acoustic delays in the duct have been simulated using
a transversal filter chip acting as a tapped delay line, and
have been set to be similar to those avplicable to the duct
in Melbourne. The directional loudspeaker and microphones
have been simulated using low pass filters.

The simulation circuit is ideal in the sense that there
is no coupling between the '"loudspealer™ and the "incident
sound sensing microphone", and there can be no reflections
of "sound" at the ends of the 'duct" as may occur in the real
life canceller.

For sinusoidal input signals, attenuations of 22-454B were
obtained in the range 30-290Hz. Above 290Hz the system became
unstable and the “sound'" level was increased rather than

decreased. It is interesting to note that if the canceller was

first set up to cancel at a frequency below 290Hz and then
the input frequency increased, cancellation could be obtained

up to at least 600Hz.

1.
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Tests vere also conducted using nscudo rancom input signols,
(The random signals vere obtained from a Tavetek mooal 132
VCG/Foise Generator set to output & nseudo random sequence
of Jength 215 - 1, and a Nolse Frequency oI aniroX. 400z,
The outout from the signal generator was vassed through =
Krohn-Hite model %202 filter set to low ness and a cut off
freguency in the range 200-400Hz.) The frequency spectra of
the residual error signals for two random signals of different
bandwidth are shovn in Fig 5.10. The spectra shown in ¥Fig 5.10
(a) is for a random signal passed through a low pass filter
with a cut off frequency of 250Hz, and the spectra shown in
Fig 5.10 (b) are for a random signal passed through a low
vass filter with a cut off frequency of LOOHz. (The freguency
spectra shown in Fig 5.10 were recorded using a Telktronix
760% oscilloscope/7L5 Spectrum Analyser combination set to
have a Freguency Span of 500Hz, a resolution of 10Hz and a
Time/Div setting of 2 sec.)

The best performance that could be obtained vas cancellat-
ion in the range 60-375Hz for a random signal passed through
a filter with a cut off frequency of LOOHz. In this case
attenuation of 5-20dB could be obtained in the range 100-360Hz,
If the bandwidth of the input signal was increased further,
then the system became unstable and cencellation could not be

achieved.

5.2.5 COMMENTS ON TEST RESULTS:-

In theory, the Adaptive Sound Canceller should be able to
produce attenuation over a wider bandwidth than has been
obtained for the tests conducted both in the duct in Melbourne

and using a simulation circuit. For tests conducted in the
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duct in Melbourne cancelletion could be obtaoined over the
range 160-370Hz for a random signal of bendwidth §5Hz centered
on 250iz, and for the simulation circuit cancellation could
be obtained over the range 40-%75Hz for a nseudo random signal
passed through a filter with a cut off frequency of 400Hz., In
both cases, if the bendwidth of the input signal is increased
then cancellation can no longer be obtained.

For tests conducted in both the duct, and simulation circ-
uit, the upper freguency limit at which cancellation takes
place is about the same, (approx. 370Hz), but for tests
conducted using the simwlation circuit better low freguency
performance was obtained., This is reflected in the frequency
range over vhich single freauency sinusoids could be cancell-
ed; 220-280Hz for the duct, and 30-290Hz for the simulation
circuit.

A possible explanation for the difference in low freguency
performance between the two systems is that the duct is
subject to acoustic reflections from its ends (especially at
low frequencies), and due to this the output from the loudsp~
eaker can be fed back to the incident sound sensing microphone,
resulting in a degredation in performance, The simulation
circuit on the other hand does not suffer from reflections.

The output end of the duct is oven to the air, but at low
frequencies has quite a high reflection coefficient; The
source end of the duct has been covered by a steel plate
which is a good reflector of acoustic waves. At low frequenc-
ies reflections from the open end of the duct travel back
upstream and are reflected from the steel plate, thereby
coupling back into the incident sound sensing microphone, We

thus have an acoustic feedback path, and if the loop gain is

large enough instability will occur,
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T sec what ceffect the acoustic reflections from the end

of the cduct have on the performence of the AS87, a number oOF

o

este vere conducted for single frequency sinusoilds in *hich

the inwut signal to the ASC vas not obtoined from the incicdent
souné sensing microphone hut instead from the signal genecrator.
In this case no acoustic feedﬁack can occur, Jith this arran-
gement, sinusoldal signals could be cancelled down to about
5087, |

Tor both the duct and the simulation circuit the uvwnper
freouency limit for which cancellation can be obtained 1s
approximately the seme. This suggests that the limitation is
due to the internal workings of the ASC Control Unit, and not
acoustic considerations.

Trom Tig 5.5 and Tig 5.6 it cen be seen that the shape of

the comwnensating filter impulse response is irregular. For 2

sinusoi.del signel the impulse response Of the compensating

filter vould be expected to also be sinusoidal, ana for a

random signel it would be expected to have & similer shave

|
cr

0
that of the transversal filter W, In the case of a sinusoidal
input it wes noted that the error signel from the compensating
filter update algorithm converged to zero, and for a random
input the error signal was reduced only slightly as the weight
vector CF' adapted. Although the impulse response of CI' has &n
irregular shape for a sinusoidal input,it is still possible
for the algorithm to converge as long as the transfer function
of CI' has the correct phase and gain at the input frequency.
There sre many possible impulse responses that would meet this
requirement for a given input frequency. For = random signal
the impulse response of CF must be more precise. Not only must
the combination 62’ CF provide the correct cdelay, but CF must

also have the correct frequency characteristic (i,e, pPhase and
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g1 o )
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zain) over thoe bandvidth of the inout sizsnal,. It woula

secn that for random siznals that

[0

he corrcct Irecuency
characteristic cannot be obtained, resulting in o~ mismatch

o0

vhich we have seen can result in instability. The cffect o

5

S

X

this mismatch would become more nronounced at higher frequen-
cles,

lore work nceds to be undertaken to sce how the imnulse
response of the compensating filter behaves during adavtation.

L

To do this a diagnostic channel needs to be installed on TMSZ
50 that the weights of the compensating filter can Dbe
observed at each iteration.

For random signals the best results were obtained with the
estimated delay 31:0, and the estimated delay a2:12. The
transversal filter W has 32 taps, and the acoustic delay bet-
ween the incident sound sensing microphone and loudspesker 1s
equivalent to 32.8 smapling periods. It seems that the taps
of the transversal filter W are adapting to a solution such
that W acounts for the acoustic delay in the duct, In the
case of the compensating filter CI', the estimated delay 32 is
close to the acoustic delay between the loudspeaker and crror
sensing microphone (5.8 sampling periods) added to one half
the length of the filter CF ( 8 sampling periods). More theo-
retical work needs to be undertaken to understand the perfor-
mance of the transversal filters W and CF, In particular this
work needs to concentrate on the delay that is inherent in the
transversal filters after adaptation, and the effect of
varying the parameters 31 and 32. This will be important when
considering the physical dimensions (i.e. spacing of loudspe-
akers and microphones) of practical systems, and the length

of the transversal filter W and the compensating filter CF.



6. TRECUZNCY DOMAIN ADAPTIVE SOUND CANCFLLIRS

6.1 INTRODUCTION

In chapters 4 and 5 we considered the theory of oweration,
and the imnlementation of an Adapntive Sound Canceller based
on the time domain LMS algorithm. In this chapter we will be
considering the implementation of an Adawntive Sound Cenceller
in the frequency domein, and in particular an ASC besed on
the frequency domain LMS algorithm.

As an introduction to freocuency domain adantive algorithms,
in Section 6.2 we consider frequency domein LMS algorithms
based on block transforms such as the Fast Fourier Transform.

In most cases, frequency domain LMS algorithms converge at
a2 Taster rate than the basic time domain TMS algorithm. The
freguency domain is a special case of a general trensform
domain. In Section 6.3 we investigate transform domain TLMS
algorithms and comnare their convergence properties with the
time domain ILMS algorithm,

In Section 6.4 we consider Freguency Sampling Filters. A
Freguency Sampling Filter is an arrangement to implement a
running freouency transform. Running transforms differ from
block transforms in that they vroduce an output at every
sampling period, rather than after every N samples.

Finally, in Section 6.5 we consider the implementation of
a practical Adantive Sound Canceller in the freguency domain.
Most of this section is occupied with the analysis of an ASC
based on the frequency domain LMS algorithm, but a brief look
is also taken at some alternative freguency domain algorithms.

This chapter has been included in the thesis to serve as

178.
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zn introduction to frequency domain Adantive Sound Cancellers,
and is not intended to be a comvlete treatment of the subject.
"le have seen in Chapter 4 that the time domain LMS Adantive
Sound Csnceller suffers from a stability limit imvnosed by the
mismatch transfer function. It may be wnossible that a freoue-
ncy domain ASC can overcome this constraint. However, there
is still much work that needs to be undertsken in regard to
the theoretical and nractical aspects of a frequency domain
ASC. Chanter 6 is a first step in this direction, and a noin-

ter to further vwork thalt needs to be done.

6.2 TFREGUINCY DOMAIN LMS ALGORITHMS

6.2.1 TINTRODUCTION:-

There have been two different approaches to adaptive filt-
ering using LMS algorithms in the frequency domain, One appr-
oach has been to use the frequency domain via Fast Fourier
Transforms (FFT's) to reduce the computational requirement
for the time domain ILMS algorithm(63,64). The other approach
(65,68) has been to use the frequency domain to increase the
convergence rate of the LMS algorithm, -In this case, special
freguency domain algorithms have been proposed. This is éppo-
sed to the first case in which frequency domain arithmetic is
used to reelize time domain algorithms. In some cases (67),
both of the objectives computational efficiency and faster
convergence have been achieved,

In Section 6.2 we will be looking at some of the frequency
domain algorithms that have been provosed. This will not
involve a detailed analysis of the algorithms, but will be a

brief review and comparison of thelr properties. In Appendix 3



we derive a basic form of the frecguency domein UMS algorithm
from first princinles.

In Section 6.2.2 we consider freaquency domein algorithms
that result in a reduction in computation compared to the
basic time domain LMS algorithm, and in Section 6.2.3 we
consider fregquency domain LMS algorithms that have improved
convergence rates. In Section 6.2.4 we compare the various

freguency domain LMS algorithms that have been proposed,

6.2.2 REDUCTION OF COMPUTATIGN USING THE FREQUENCY DOMATN:-

In (63,64, and 67), the underlying incentive for using a
frequency domain IMS algorithm is to reduce the amount of
computation that is required.

In (63), Dentino et al have proposed that the input data
should be processed in blocks of length N using N-point Fast
Fourier transforms (FFT's). The resulting N-point frequency
domain inout vector Zn is "multiplied" by an N-component com-
plex freguency domain weight vecfor Un, and the output is
found by inverse transforming this product. A block diagram
of the scheme propnosed by Dentino et al is shown in Fig 6.1.

In the adaptive filter shovn in Fig 6.1 the effect of
multiplying the individual elements of the input vector Zn by
their corresponding weights, and taking the inverse Ttransform
is the same as performing a circular convolution of the input
vector with the impulse response of the weight vector(64). As
we are working in the freguency domain, the LMS algorithm can

be split up into N separate scalar equations. Dentino et al:

(63) have used the complex LMS algorithm(62) to update the K th

component of the weight vector. Thus the algorithm proposed

by Dentino et al is as follows:-

180,
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FIG 6.1: Frequency Domain LMS Adaptive Filter of

Dentino et al*

* Taken from Ref (63)
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Hentino et 21(63%) have found that their elgorithm mromlscs
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() Wn("‘) "/“"n(L 11( )

1)

N
N

z eignificant reduction in comrutation over the conventional
time domain LMS algorithm when the numbher of weights used
exceeds sixteen.

Terrara(6l), and Mansour and Gray(67) have both started

L

0
M

with the time domain LMS algorithm and rearrenged it so th
it csn be reallzed in the frequency domain., The frequency
domain algorithm of Dentino et 21(A%) involves circular conv-
olution of the filter input with the tap welght impulse resp-
onse, whereas the conventional time domein LMS adaptive
filter dinvolves linear convolution(6h). This prevents the
filter of (63) from converging to the optimal Wiener solution
that is attained by the conventional time domain Filter(64).
Both of the algorithms proposed in (64) and (67) involve lin-
ear convolution, and hence the filter coefficients can conve-
rge to the Wiener solution(bL).

The Fast LMS (FLMS) algorithm (64) uses the FFT to transf-
orm the time domain signals, and uses the Yoverlan save'
method to realize the linear convolutions. For the overlad
save method, the weight vector must be padded with N zeroes,
and 2N-point FFT's must be used(64). The FLMS algorithm requ-
ires the calculation of five 2N-point FFT's, two of which are
required to impose a time domain constraint in which the last
W points of the time domain augmented impulse response are
made to be zero(67). For the number of tap weights N 264, the
FLMS algorithm yields computational savings over the conventi-
onal time domain LMS algorithm, However, it will converge at

the same rate as the time domain algorithm.
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The Unconstrasined Frequency domain LMS (UFLMS) algorithm
(67) is similar to the FLIS algorithm. However, the time
domain constraints on the impulse response have been removec.
The UFLMS algorithm requires the calculation of only three
2li-noint FFI's, but also requires the time windowing of the
error sequence(6?7). The UFLMS algorithm yields computational
savings vhen the number of tap weights exceeds thirty two.

Both the FLMS and the UFLMS algorithms have weight vector

update equations of the form:-

N - ~ * -~
Wppp = Uy + 2Dy (6.2)

where wn’ Zn ana En are complex frequency domain vectors of
length 2N.

In the UFLMS a2lgorithm, the convergence constant M is
also a vector of length 2N, that is, a separate convergence
constant is used for each channel. Mansour and Gray(67) have
also investigated the use of an adaptive convergence constant

My This is similar to normalizing the LMS algorithm in

each consecutive frequency bin.

The UFLMS algorithm requires less computation than the TLIIS
algorithm, and it also converges at a faster rate. This 1is
due to the fact that the UFLMS algorithm employs a different
convergence factor for each frequency channel, and also
because the UFLMS algorithm has been normalized.

For a more comprehensive analysis and comparison of the
algorithms considered in this section the reader is referred

to a recent study by Clark et al(76).

6£.2.% FASTER CONVERGENCE USING FREQUENCY DOMAIN ALGORITHMS: -

Although the UFLMS algorithm of (67) has resulted in faster
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convergence, it has not set out specifically to do so. In (65)
lerayan and Peterson aim to directly increase the convergence
rete of the LMS algorithm by implementing e frecuency domein
version of it. The scheme vpronosed by Haraysn and Feterson is
shovn in Fig 6.2. In this scheme Narayan and Peterson use a
Torm of running transform that produces an output for every
sampling interval. They do this by calculating a Discrete
Fourier Transform (DFT) at every samnling instent.

Wwe have seen in Section %.5.% that the convergence rate of

the time domain LMS algorithm is devendent of the condition

number S xmax/ A

R = B(X%T
- —n-n

by the relation(65):-

. ) of the data correlation matrix R where
min =

Y. This eigenvalue spreacd can be shown to be bound

L.
i

max |”(ejw)|2 hj

A max OgwWg 2 >
1< \ < min ‘o] 2
min Ogwe 2 fﬂea ﬂ
o _'(6-3)
vhere ¥(ed") is the Z-transform of the
g
%, evaluated at z = eY .

Narayan and Peterson (65) suggest that an approach to
accelerate the convergence rate of the LMS algorithm would be
to reduce the spectral dynamic range of the input signal, It
can be seen from (6.3) that this would have the effect of
decreasing the eigenvalue spread, or the condition number of
the data correlation matrix. The weight vector update equation

proposed by Narayan and Peterson is as follows(65):-

-2 ¥
Wopq = Wy + 2P0 e 2, (6.4)

2 . e . . . .
where U~ is an NxN diagonal matrix whose (1,1)th component is-

t)

equal to the power estimate of the i 1 DFT output X,(1).
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FIG 6.2: Adaptive Scheme of Narayan and Peterson
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e ’J . . [} . 1 . .
The use of T in controlling the adantive step s1ze 15

0]

functionally cquivalent to normalizing the mover in each of
the DFT bins to unity beforc weighting(65), This has the same
effect as that of vrevhitening the inmut signal, com ressing
the eigenvalue spread and thus gilving faster convergence(65).
Really all we have in this case is @& normalized form of the
IMS algorithm but this time in the frequency domain,

In Section 6.3 we consider transform domain TMS algorithms,
The freguency domein LMS algorithm is a snecial case of such
algorithms. In this section we shall consider other possible
reasons for the improved convergence rate of the algorithm
given in equation (6.4).

In (65) Narayan and Peterson have proposed an algorithm to
increase the convergence rate of the LMS algorithm by implem-
enting a freguency domain version of it. Recently, Reddi(77)
has proposed a modified version of the time domain LMS algor-
ithm that will converge at the same rate as the algorithm
proposed by Narayan and Peterson. The algorithm »ronosed by

Reddi is as follows(77):-

1y
A = T
ppq = By v Pl &

where R = B(X XV)
= —n=n

(6.5)

e

Taking the exvectation of both sides of (6.5), and substi-
tuting for e, as given in equation (3.12) and shown in Fig 3.7

we obtain:-

(L - o8 DB, + 3

(6.6)
where & = T( d, X))

From (6.6) we can see that the effective data correlation

matrix for eguation (6.5) is 5:15:: I. The identity matrix



ofcourse haes egual eigenvalues, and thus from (A,%) vie would
exnect a faster convergence rate. It has been shovm by Reddl
(77) that (6.5) is in fact the time domain equivalent of the
frecuency domain algorithm grorosed by Harayan and Peterson,
The effect of both of these algorithms was to prewhiten the
input signal. It should be possible then to »rocess the inout
signal X, with a whitening filter before allowing it to pass
through the transversal filter, This would result in an iden-

tity matrix for the deta correlation matrix R, and wvould thus

result in faster convergence,

6.2.4 COMPARISON OF FREQUINCY DOMAIN ALGORITHMS:-

Whether or not the freguency domsin LMS algorithm reguires
less computation than its time domain counterpart, it would
seem that the most important aspect of the frequency domain
algorithms is their potential for increasing the convergence
rate of the weight vector. It should be remembered however
that it is vossible to modify the time domain LMS algorithm
so that it will converge at the same rate as the algorithm
proposed by Narayan and Peterson(?77).

0f the various frequency domain algorithms considered in
sections 6.2.2 and 6.2.3 there were in general three types of

algorithm proposed:-

* =T
W'n+1 - V-‘In £ 2)"611—’7-'n 2
*
i —_
By = 8y 7 2 M B2 B (6.7)
W, =W I"%e 7.,
“n+l 7 =n * ZFL enz-n B

The algorithm of (6.7b), (67, and 64 with all elements of

My equal to}}) would seem to be the most general as it treats

181
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esch freguency channel as being completely indenendent, Tt is
similar to the elgorithm given in (4.7c¢) in that both are
normelized, However, in the latter the cffective convergence
constsnt does not change with time, and it uses the time
domain error seguence in the undete eguetion. The algorithms
(6.7¢c) and (6.72a) both use the time domzin error seguence in
the update equation and thus the update eguations in each
channel are not entirely independent.

The reason for the faster convergence rates of the freque-
ncy domain LMS algorithms over that of the conventional time
domain LMS algorithm is the reduction in eigenvalue spread of
the date correlation matrix that can be obtained. This reduc-

tion in eigenvalue spread is the basic mechanism by which the

convergence rate is increasead.

6.3 TRANSFORM DOMAIN LMS ALGORITHMS

In (68) Narayan et al consider a general Transform Domain
equivalent of the time domain edaptive LMS filter. There are
a number of nossible transforms that can be used, and the
Frequency Transform (i.e. FFT and DFT) that we have considered
in Section 6,2 was just one of these. &s was the case with
frequency domain algorithms , transform domain algorithms give
the promiée of improvements in the convergence rate over that
of the conventional time domain LMS algorithm., However, diff-
erent transform domain algorithms will converge at different
rates(68).

We have seen previously that the convergence rate of the
time domain LMS algorithm is dependent on the condition number
of the data correlation matrix. The approach taken in (68) to

accelerate the convergence rate is to transform the input
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signal Xy into another domain such that the data correlation
matrix of the transformed signal will have a smaller eigenva-
lue snread. This can be achieved by performing the adantive
filtering in some orthogonal transform domain. The scheme
oroposed in this case is the same as that shown in TFig 6.2
with the FFT replaced by a general NxH orthogonal transform.
The weight vector update equation vroposed by Narayan et
al is the same as that used in equation (6.4), but in this
case we transform the input vector Xn to Zn using some ortho-

gonal transform T such that:-

z, = IX, (6.8)

The new data correlation matrix thus becomes(68):-

*T om ¥
B, - K2, = WL |
(6.9)
where R = E(X Xg) ._J

The speed of convergence of the transform domain algorithm

now depends upon the eigenvalue spread of Ez’ which can be
seen from (6.9) is a transformation of the data correlation
matrix R. Warayen et 21(68) have shown that for a properly
chosen orthogonal transform some reduction in eigenvalue
spread can be expected, and thus the convergence rate can be
increased,

The reduction in eigenvalue spread that can be obtained
depends upon the nature of the input signal, and also the
transform that is used(68)., Narayan et al have compared DFT's
and Discrete Cosiné Transforms (DCT's) when the input data
was speech and found that the DCT's led to a smaller eigenva-
lue svread. The DCT has the advantage over the DFT in that

its outputs are real and no comnlex arithmetic is involved.,
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The convergence rate of the LMS algorithm oro=»oscd by
Harayen et al(68) is Ffurther increased by the use of the
matrix £—2 in conjunction with the convergence constant Mo
This has the effect of normalizing each chennel in
the transform domain , and thus results in faster convergence.

6.4 THE FREQUENCY SAMPLING FILTER

6.4.17 TINTRODUCTION: -

So far we have considered frequency and transform domain
algorithms that calculate the transformed signal from a block
of N data. In this section we will consider an arrengement for
implementing a running frequency transform known as a Ireque-
ncy Sampling Filter (FSF). Running transforms differ from
block transforms in that they produce an output at every sam-
pling instant rather than after every N semples(74).

Frequency Sampling Filters were introduced in 1967 by
Rader and Gold(78), and have since been studied by Bogner(72),
and Bitmead and Anderson(47). In Section 6.4.2 we will consi-
der the Frequency Sampling Filter proposed by Bogner(72).
Bogner has proposed a modified form of the 'conventional'
Frequency Sampling Filter that has as its output the convent-
ional FSF output and also a Hilbert Transformed version of it.
It is this type of FSF that we shall incorporate in our Adap-
tive Sound Canceller in Section 6.5.

A block diagram of a general Frequency Sampling Filter is
shown in Fig 6.3%. The Frequency Sampling Filter can be thought
of as being a bank of narrowband filters each centered on some
frequency fk' The output from each of these narrowband filters

is multiplied by a complex gain Vs and the outputs of the
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FIG 6.%: A General Frequency Sampling Filter




individual filters summed to produce the FSF output.

The outputs of the elemental filters are approximately
independent(4?7) and so we can treat each frequency channel
separately. This means that when we apply Frequency Sampling
Filters to problems such as adaptive filtering we can break
down possibly large dimensional i problems that we have in the
time domain into a number of smaller dimensional adaptations

in each frequency channel.

6.4.2 IMPLEMENTATION OF FREQUENCY SAMPLING FILTIRS:-

In (72) Bogner proposes a modified version of the convent-
ional Frequency Sampling Filter(78), Bogner starts his analy-
sis by considering a TFrequency Sampling Filter that is built
up from varallel banks of elemental filters whose frequency
responses are sinc ( or sampling ) functions centered on
some frequency fk' The transfer function of these elemental

filters is of the form(72):-

ol aat Beron 1=-jame . _ ~jome
v, (£) = Ak61n[ﬁ(f—fk)/fd]e e . Ak.S:Ln[-n'(f+fk)/fo]e- .

m(E-£) /1 W(ErD,) /2,

vihere A
k

value of amvplitude response at fk

fk = kth samoling frequency kfo

I

frequency interval between samples

a
I

grouon delay

The elemental imsulse resnonses of the filters Vk(f> are

de

delayed cosines that zre truncated to be of length UT; where

192.
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D = delay in samples, and T = sambhling neriod. The elemental
transfer function Vk(f)’ and the elemental im»Hulse resmonse
are shown in Fig 6.4a and 6.4b resnectively.

Bogner (72) suggests that the elemental filters can be
constructed from a comb filter of length DT, followed by a
second order resonator whose imnulse response is a cosine
wave of frequency an integral multiple of 1/DT., The filter
s a whole need only use one of these comb filters. A block
diagram of this scheme is shown in Fig 6.5.

Bogner (72) then takes the idea of the basic Frequency
Sempling Filter further by using a complex number resonator
in place of the second order resonator gk(t). If this is the
case then the output at cach sampling interval is e complex
number whose real vart corresponds to the output of a conven-
tional FSF, and whose imaginary part is an approximation to
the Hilbert Transform of the real vart. The complex number
resonator nroposed by Bogner is shown in Fig 6.6. The modified
Frequency Sampling Filter pronosed by Bogner is similar to the
ntransformed implementation! proposed by Bitmead and Anderson

in (47).

6.5 A PRACTICAL FREQUENCY DOMAIN ADAPTIVE SOUND CANCELLLR

6.5.1 INTRODUCTION:-

In the preceeding sections we have considered the implem-
entation of Adaptive LMS3 filters in the frequency and other
transform domains. We now wish to consider the implementation
of an Adaptive Sound Canceller based on a frequency domain
algorithm to estimate the parameters of the anti-phase path.

When constructing the Adaptive Sound Canceller we shall use
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Trecuency Samnling Filters to traznsform the time domain sign-
215 into the frequency domain., The FSF's have the advantage
over the FFT in that they rrovide a continuous outnut, and
2150 have = better transient res-onse(47). Rogner (72) hes
nronosed an implementation of the ¥SF using complex number
resonators that should be reasonably easy to implement on
nrocessors such as the TM$32010. 4 block dizgram of a general
frequency domain Adaptive Sound Canceller is shown in Tig 6.7.

In Section 6.5.2 we shall consider the imnlementation of
an LMS Adaptive Sound Canceller in the frequency domain. AS
with the time domain IMS Adantive Sound Canceller we shall
consider the stability of the LMS update equation as a funct-
ion of the convergence constant Mo the delay da, and the
mismatch. Ve will see in this section that the frequency
domain IMS Adaptive Sound Canceller can be split up into a
number of indevendent LMS algorithms; that is, one for each
frequency channel, Each of these channels is very similar to
a two tap time domain LMS Adaptive Sound Canceller, but with
o narrowband invout signal. It is not surprising then that the
frequency domsin implementation of the LIMS Adaptive Sound
Canceller suffers from the same limitations as its time domain
counterpart in regards to mismatch, but in this case the lim-
its on P and mismatch apply to each frequency channel inde-
pendently.

In Section 6.5.3 we consider the implementation of a
frequency domain Adaptive Sound Canceller using an adaptive
algorithm other than the LMS adaptive algorithm. It may be
vossible that other algorithms do not suffer from the limita-
tions due to mismatch that are inherent in the ILMS algorithm.

We shall briefly consider the application of two possible

algorithms to the Adaptive Sound Canceller; The Simplex
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slgorithm(46) suggested by Shenherd and La Fontain, and some

form of Hill Climbing algorithm suggested by Roegner(45).

6.5,2 A PRACTICAL FREGULNCY DOMATN LMS LDAPTIVE SOQUND

CANCELTER: -

4 block diagrem of a freguency domain LMS3 Adaptive Sound
Canceller is shown in Fig 6.8. We shall use Frequency Sampling
T™lters to transform the signals Xy and en_dzinto their
frequency domain counterparts Zn and En‘ To transform the
input signal X, We shall use the FSF's proposed by Bogner(72).
Tach of these filters outputs a frequency smaple, and the
estimate of the Hilbert Transform of the frequency samole., To
transform the error signal en_dzwe shall use a conventional
Frequency Sampling Filter.

In our analysis of the <frequency domain LMS Adawntive -Sound
Canceller shown in Fig 6.8 we will consider only the_kth fre-
quency channel as the welght vector update equations for the
different chennels are independent. A block diagram of the
kth frequency chennel is shown in T'ig 6.9.

With reference to Fig 6.9, the weight vector update edquat-

ion for the kth freguency channel is:-

BOD = W 2 ) E(I) R ()

where W£k)

[, wgd],

R (1Y [rn;‘(k), rnék‘ﬂ’f

(6.11)

-
5
1

From Fig 6.9, we can see that Eék)and Bék)are given by:-
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B = 2, 409 *1adh
vthere 1,mb,d2,l,1?1b, and d2 a‘re as
defined in chanter 4

Substituting for Eék) and Blgk) into (6.,11) we obtain:-

I

0,00 = 0 = 2 [1091, 40 + o03]

vy = *7 * T A *h
where én(k) I:( Zn-d(zk) 1¥*my ) (Zn_a(glf) *7] mb)] L (6.13)

c k) [( Dn-dg'?) *11y ) (Zv_n_ggk) «Tem ) :I

In (6.11) and (6.13) we have assumed that a NGLMS algorithm
hes been used. To consider the stability of this algorithm we
shall consider the eigenvalues of the cross-correlation matrix

A(X) defined as follows:-

A = B(A(K) = E[(gn_ds,«:) %l*mb)(ZE 409 *’i%r’ﬁb)]

(6.14)

Tt can be seen that equation (6.14) is very similar to
equation (4.35) except that now X has been replaced by Z .
In equation (4.35) the vector in has N elements, and the
data correlation matrix is of size NxN. In equation (6.14)
the vector Zﬁk) has two components , and the data correlation
matrix for the k! channel A(k) is of size 2x2.

7le can follow a similar analysis to that in Section 4.2

to determine the stability of the update equation given in

199.



Sn dn €n er\—d?_
*1 Ya
Ma L My
\
+
b,
€,
Y. (%)
()
FSF( 2o (K I\wn.?_(m FSF(K
Z (K l/||> §) '
wt\‘\(K)
T
+ t
update
’[\)?_(K)
i
A ()
2] F.p. 1MS €00
CaalK) Algorithm
FIG 6.9: k™ Channel of Freq. Domain LMS ASC

.00,



ol

(6.11). The signals ZN#K) and znék)are time verying nsrrowband
signals. Thus it can be seen that each freguency channel is

eguivalent to a time domain 1.MS Adantive Sound Canceller with
only two taps, and a narrowband input signal. Tt follows from

this that the stability limit for the kD

channel of the
freguency domain IMS Adantive Sound Canceller is the same as
that expressed in equation (4.52a) excent that in this case
the input signal vector Xn is now ZAKL the convergence cons-
tant - M is now }AOQ , and we need only consider the misma-
tch over the bandwidth of the k' channel.

Tor the frequency domain ILMS Adaptive Sound Canceller as =2
whole to be stable, the stability limit as expressed in (4,52a)
must be satisfied in each frequency channel. However, if the
stability limit is not satisfied in one of the frequency
channels this should not effect the performance of the other
channels,

The frequency domain implementation of the LMS Adavptive
Sound Canceller has a number of advantages over the time
domain implementation, and a number of possible disadvantages:

(1)The freguency domain LMS Adaptive Sound Canceller will

be more complicated to implement than its time domain
counterpart, especially if broadband operation is
required. The bandwidth over which sound attenuation
is required, and the spacing of the frequency channels
will determine the number of elemental FSF's that need
to be employed, and thus the complexity of the system.
More work needs to be undertaken to determine the
spacing of the frequency channels that is reguired for
good cancellation, This work will also need to consider

the possibility of interference between adjacent

channels.
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The frequency domain LMS Adz»tive Sound Cenceller vill
converge at a faster rate then the time domein Adantive
Sound Canceller, and thus will have better tracking
nronerties.

As the frequency domain LMS Adentive Sound Canceller is
snlit up into a number of sevarate frequency channels)it
will only become unstable in the chennels for which the
stability condition (i.e. convergence constant and mis-
match) is not met. The time domain LMS Adaptive Sound
Canceller on the other hand will become unstable due

to mismatch if for any freguency of operation the mism-
atch is too large.

The 'anti-rhase path! of an Adaptive Sound Canceller is
required to accommodate the acoustic propagation delay
d1 between the incident sound sensing microphone, and
the cancelling loudspeaker. For a purely sinusoidal
signal this amounts to- providing the correct gain and
vhase shift at the frequency of the input sinusoid.
Jowever, for random sighals the 'anti-phase path' must
provide the delay d1, as well as the correct phase and
gain required to produce the anti-sound. over the
bandwidth of overation of the canceller.

The frequency domain LMS Adaptive Sound Canceller has
only two taps w1(k)and WE(K)in each channel. These taps
can only provide a phase shift of +180°, The comb fil-
ter which forms part of the Frequency Sampling Filter
will provide a certain fixed delay depending on its
length. Any extra delay that is required will have to
be accounted for by a delay line at the input to the

FSF. The length of this delay line may need to be adap-

tively updated to account for changes in the speed of
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sound in the duct.
The 'enti-ohese path' of the time domain LIKS Adewntive
Sound Cenceller is formed from a transversal filter, or
tapped delay line. The transversal filter is more caslly
able to provide the variable delay d1 thian the freguency
domain TMS fidaptive Sound Canceller.
Tn this section, we have investigated the stability of
the kth freguency channel of a frequency domain LMS Adaptive
Sound Canceller, and found that it is a similar nroblem to
the stability of a time domain LMS Adaptive Sound Canceller.
lovever, we have also seen that there is more work that needs
to be undertaken to determine the performance of the overalid

freguency domain LMS Adantive Sound Canceller.

6.5.3 FREQUINCY DOMAIN A,S,C. USING OTHER ALGORITHMS:-

e have seen in Section 6.5.2 that the frequency domain LMS
Adaptivé sound Canceller suffers from some of the same probl-
ems as the time domain LMS Adaptive-Sound Canceller. If some
algorithm other than the LMS algorithm is used to update the
weight vector then it may be nossible to overcome problems
such as mismatch that can result in instability for the LMS
algorithm,

In this section we will briefly consilder two algorithms
that are possible candidates for replacing the LMS algorithm;
The Simplex algdrithm of Nelder and Mead(L46), and a Hill

Climbing algorithm proposed by Bogner(45).

The Simplex Algorithm:

The Simplex algorithm(46) is a method to minimize a funct-

ion of N variables. In the case of an Adaptive Sound Canceller
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the variables are the tan weights znd the delay d and the

‘]’
function to be minimized 1s the mean souare crror., The Simplex
algorithm starts with a set of W variables, (i.e. tap weights
and delay d1) that have 2 certain function value (i.e. mean
square error), From here, by reflection, contraction and
expansion of the starting point (or simnlex), the algorithm
searches for a new moint that has a lower function value, The
algorithm nroceeds in this manner until a minimum value is
found.

The application of this algorithm to Adantive Sound Cance-
llation was first suggested by Shepherd and La Fontain of the
CSIRO Division of Energy Technology.In the system proposed by
Shepherd and La Fontain a non-adantive transversal filter is
first tuned to v»rovide optimum cancelletion for no air flow in
the duct. The Simplex algorithm is then used to adaptively
update a phase and gain to account for changes in the speed
of sound in the duct.

It may be possible to use the Simplex algorithm to update
the tap weights and delay d1 for a frequency domain Acdaptive
Sound Canceller. Such a system would not appear to suffer from
problems associated with mismatch although there may be other

problems peculiar to the Simplex algorithm.

A Hill Climbing Algorithm:

The scheme - proposed by Bogner(L45) involves the adjustment
of a complex weight vector H(k) in each freguency channel,
The algorithm searches along orthogonal directions Re|H(k))
and Im|H(k)| to minimize a measure of the error in each frequ-
ency channel E (k) , With reference to Fig 6.7, Bogner sugg-

ested that a suitable measure of the error to use would be

[z g0l / 12 0] .
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Climbing algorithm oronosed by Bogner will not

by mism=ich, s yet the stability snd
the algorithm have not

been invest-
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7. SUMMARY AWND CORCLUSIOHS

We have considered the active 2dantive cencellation of
low Trequency sound propagating down a duct. The main body
of work for this thesis consists of a2 theoreticel anelysis,
and implementation of a practical Adaptive 3ound Canceller
based on the time domain LMS algorithm., This work is contained
in chapters 4 and 5 of the thesis respectively.

The Adaptive Sound Canceller (ASC) that has been studied
is shown in Fig 4.1, and is en extension of the simplified
ASC vrovosed by Burgess in 1981 and shown in Tig 3.9. The
Adaptive Sound Canceller proposed by Burgess was an extension
of the Adaptive Hoise Canceller of "idrow et al that has found
wide application in signal processing and control. An Adaptive
Noise Canceller that is very similar to the ASC of Fig 4.1 is
shown in Fig 3.7. The Adantive Noise Canceller is a signal
processing applicetion of the LMS algorithm and involves only
electrical signals.

Tn the case of the Adantive Sound Canceller, the LMS algo-
rithm used to update the weight vector does not have direct
access to the sound in the duct that is to Dbe cancelled, but
must sense this sound using electro-acoustic transducers. The
cancelling signal cannot simply be subtracted from the sound
in the duct, but must be added acoustically using a loudspea-
ker. Also, the duct has associated with it acoustic propagat-
ion delays. Due to the delay between the cancelling loudspea-
ker and the error éensing microphone the LMS algorithm has
access to a delayed error signal only.

Because of the electro-acoustic transducers, and delays
that are peculiar to the Adaptive Sound Canceller, an estimate

of the cumulative transfer function LD,M. (Fig 4.1) is
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included in the system. The input sign2l to the transversal

N
bl

filter ¥ is passed through this estimeted traznsfer Tunction

(o]

before being input to the LIS undate zlgorithm, The estimated

" A A AN
transfer function LDPM can differ from the actual transier

b
function LUBMb either because of an incorrect initial estimate,
or due to the fact that the actual transfer function may
change during the course of operation of the ASC, The differ-
ence between the estimated, and actuel transfer function is
knovwn as mismatch,

In Chapter 4 we have conducted a mathematical analysis of
the ASC shown in TFig 4.1. This analysis aimed to determine the
stability and convergence pnroperties of the weilght vector
update equation for the ASC given in equation (4.1). The
stability of this equation was found to be dependent on the

convergence factor Mo the discrete delay d and the mismatch

2’
3 transfer function M in the following way:-
i
) ]
0 ¢ f* < L1L2 Sin T
2 2
(U1U2) + (NU1V2/ﬂ7 2(2d,+1)
and
I%’-M(f)l < 90° for all frequencies at which
the input signal svectrum is
; non-zero.
i . AN A
: where M(Tf) = LD2Mb - LDsMy
= Mismatch Transfer Function
e L],U1 as defined in (4.41)
; LoyUs,V, as defined in (4.43) B
(7.1)

¥ It can be seen from (7.1) that the effect of the delay d2
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has been to reduce the stability limits on the convergence
constant M by & factor Sin(W/2(2d3,+1)). The mismatch imvosecs
another stability limit which is indewendent of the convergse-

as

nce constant. If the phase of the mismatch transfer function
is not within i9OO then there is a possibility thet the
algorithm will become unstable indenendent of the conversence
constant.

In practical applications, a modified form of the uwndate
equation given in (4.1) is usced. The mean square error gradi-

ent term E(engn) is replaced by its instantancous estimate

€

s which is knovmn as the Hoisy Gradient form of the algor-
ithm, This algorithm is given as equation (L.67). To determine
the stability and convergence pronerties of equation (4.67),
vwe can consider the stebility of the mean weight vector. This
analysis leads to a very similar stability condition to that
given in equation (7.1).

I'rom our esnalysis of the Adavtive Sound Canceller shown in
Fig L1 it beceame evident that it would be necessary to keep

L

the mismatch in vhase between the transfer functions LD-M
s

o

[63]

and iﬁaﬁb as small as possible., In section L.5.4 we considered
two possible schemes for reducing the mismatch; One scheme
involved estimating the transfer function LD2Mb using an LIS
algorithm, and the second scheme, pronosed by Wernske et al
involved estimating the transfer function (LMb)_1 using an

LMS algorithm, and conditioning the error signal with a
compensating filter, The stability of the system nroposed by
Warnalza et al was considered in section 4.5..4. Thé stebility
condition is identical to that given in equation (7.1) excent
that the mismatch transfer function is defined in a silghtly

different way.

In Chapter 5 we considered the imnlcementation of a practi-
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design included e comwensating filtor that was used to condi-

tion the crror signel and reduce the
In tests conducted in a duct in Melbourne using the experi-
mental rig of Shepherd and TLa Fontain, the band of zttenuation
that could be obtained 160-370Hz was somevhat less than that
expected From theory. For tests conducted using e simuletion
circuit, improved low frequency performsnce could be obtained
(i.e, cancellation dovm to 60Hz for rendom signals), but the

n~

upper frequency limit was about the same as for the duct,

0
=
0
-
@]

The poor low frecuency performance in the duct appea
be caused by reflections from the ends of the duct that caus
coupnling from the cancelling loudspesker to the incident sound
sensing microphone, The effect of reflections from the ends of
the duct on the performance of the Adaptive 3Sound Canceller
necds to be studied in more detail, In particular, the effect
of the termination at the source end of the duct should be
given more consideration. In the tests that were conducted
this terminstion was a steel plate that reflected sound stro-
ngly. This would not be the case for a true practical applic-
ation, but there is still likely to be some reflection.

The upver frequency limit on the performance of the
Adaptive Sound Canceller seems to be due to the internal
workings of the ASC Control Unit. Fér random signals the
error from the compensating filter update algorithm does not
converge properly, and so it would seem that there is still
some mismatch present., This mismatch could account for the

poor performance of the canceller for input signals with

appreciable components above 370Hz. More work needs to be

209,



Tilter veights during the adaptation process, & diasgnostic
channel could be added to THM32 to allow the impulsc response
of the combeonsating filter to be observed as the adavntation
proceeds,

In Cheoter 6 we have considered the implementation of an
hdantive Sound Canceller based on the frequency domain LMS
alpgorithm, The ASC that we consider employes Frequency Sampl-
ing Filters to transform the broadband sound signals into a
nunber of narrowband signals in the separate frequency
channels, The overall weight vector update equation for the
freguency domain A3C can be split up into separate two tap
update ecuations in each frequency channel.

The enalysis of the time domain ASC conducted in Chapter
L can be applied to the update eguations used for each frequ-
ency channel. It turns out that the same stability condition
applies to each frequency chennel as applied.to the time
domain ASC, except that in this case we have only two vweights
and ve need only consider the mismatch over the narrow frequ-
ency band of the channel in question.

There is still much work that needs to be done in regard
to the practical implementation of Adaptive Sound Cancellers
using frecuency domain algorithms., An important aspect of this
work will be to investigate the relationship between the
frequency channels. In our analysis so far we have assumed
that they are indevendent. We may find in practice that there
is interference between the channels that can affect the
performance of the ASC. A related matter is the spacing betw-
een the frequency channels that is required to ensure that a

good level of attenuation is achieved,
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APPINDIX 1

Al: SOLUTION OF RQUATION (L4.16)

We wish to find the solution for @ in the following

eguation:

1

%ua Cos(¢d2) - Cos(ng(d2 + 1)) -a

2pb = Sin(ed,) - sin(g(d, + 1)) =D ——(A1.1)

where )\ = a + jb
Using: Sin(u) - Sin(v) = 28inZ(u-v)Cosz(u+v)

Cos(v) - Cos(u) 28int(u+v)Sin¥(u=-v)

we can rewrite (A1.1) as follows:-

%pa = ZSin%(¢(2d2 + 1))Sind(¢) -a
(81.2)
2pb =-2Cost(g(2d, + 1))Sin(g) -b
Now, dividing (Al1.2a) by (A1.2b) we obtain:-
a/-b = Tanip(2d, + 1) (A1.3)
Taking the arctan of (A1.3) and rearranging yields:-
g = (2/(2d, + 1)) (arctan(a/-b) X n) — (A1.4)

Based on Kabals analysis(59), we chose n=0 to yield the value
of ¢ and A for which all roots of equation (4.14) lie inside

the unit circle. Thus we have:-

g = 2X/(2d2 + 1) _1

(A1.6)
where § = arctan(a/-b) _J
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Substituting into equation (A1.2) for @ we obtain:-

pa = Sin[%(ZdZH)(28/(2d2+1))]Sin[ZX/Z(ZdZH)] a
Sopa = Sin(x/(ad,2+1))SinX -a
Mo =—sin[2¥/2(2a,+1)] cos[3(20,+1) (2¥/2(2d,+1)]
.'.}Ab :-Sin(X/(2d2+1))CosX -b
(A1.6)

Squaring, adding and taking the square root of equations

(A1.62) and (A1,6b) we obtain:-

P“\Iaa + v° = sin(¥/(2d, + 1)) (A1.7)

Thus we obtain:-

Po= (1/INDsin(¥/(2a, + 1))

where A= a + jb (A1.8)

£ = arctan(a/-D)
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APPIENDIX 2

A2: ROOT LOCUS TECHNIGUES APPLIED TO STABILITY OF LMS

ALGORITHM WITH DTLAY IN THE ERROR PATH

In Section L4.2.2 we considered the effect of the delay d2
on the performance of the Adaptive Sound Canceller. Following
the analysis of Kabal(59) we obtained the following express-
ion for the ith element of the decoupled weight vector

errori-
H(z) =  2%'n;(0)

zqf1 B Zda+ %PAi

(A2.1)

The stability of equation (A2.1) can be determined by

considering the roots of the equation:-

F(z) = zdz+1 - zda+- ) __1
(r2.,2)
where f = 2pA; _J

One method of finding the roots of (A2.2) that result in

marginal stability was given in Section L4.2.2. Kabal(59) has
also suggested that Root Locus techniques can be used to
consider the stability of equation (A2.2). In this secstion
we look at some specific examples to see how root locus

techniques can be applied, and also consider the most general

case.,
Example 1:

In the first example we consider the special case when the

delay d, is zero, Thus equation (A2.2) becomes:-

F(Z)dfo =z-1+ B (A2.,3)
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Wow, for @ = O, I"(z) has the root z=1, and in the general
case the root is z=1-p . A plot showing the variation in
root wposition with B is given in Fig A.1. From the root
locus vlot we observe the following:-

(1) Tor =0 we are on the margin of stability as the root

" lies on the unit circle,

(2) For 0< @ <1, the weight vector error will follow
a simvle exponential decay, the time constant decrea-
sing as B approaches 1.

(3) For 1 < B £ 2, the weight vector error will still
converge exponentially, however it will also oscillate
with the frequency fS/Z. As ﬁ approaches 2 the time
constant will approach ©0,

(4) For P> 2 the weight vector diverges.
Example 2:

In this example we consider the case when d2:1. Thus

equation (A2.2) becomes:-

P2y, o = 22 -7+ B (A2.1)

For { =0, F(z) has the roots z=0,1 , and in the general

case the roots are given by:-

2z = (12T - 4p)/2 (82.5)

The root locus plot for (A2.4) showing the variation of

root position as p varies is given in Fig A.2. From the
root locus plot we observe the following:-
(1) For 0 < B < %+ the weight vector error converges
exponentially there being two time constants involved.
(2) For # < B < 1 the weight vector error still converges

however it also oscillates. AtP =1 the weight vector
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A

FIG A.1: Root Locus Plot For dg= O

FIG A.2: Root Locus Plot For dg= 1




error is marginally stable, and oscillates at a
frequency of fs/6.

(3) For Bp»1 the weight vector error diverges.

In the general case for any delay d,, then 1T @ =0 F(z)
has d2 roots at zero and one root at z= 1. As p increases
one of the roots at z=0, and the root at z=1 move towards
each other along the z-axis. These two roots meet and form
a complex conjugate palr that cross the unit circle at
' ::!v/(2d2 + 1) (59). The other d,-1 roots move out radially
from the origin(59).

Tt can be seen that the root locus technique yields the
same stability limits forjp(CHVJ) as the analysis in Section
L4.2.2, However, they give more insight into the nature of the
convergence envelope of the weight vector error as rxis

varied,

2lb.
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APPENDIN 5

A%: THF FRECULNCY DOMATIN 1145 ALGORTITHH

In this appendix we shall derive the basic freguency
domain LMS algorithm for the Ldantive Noise Canceller shown
in Fig A%,1. In this ANC we use the freguency transform FT to
transform the time domain signals into N complex frequency
domain signals. Ve shall assume that the frequency transfornm
outputs a new set of freguency samples every sampling period,

The derivation that we shall follow is based on that of
Vidrow, McCool and Ball(62)., With reference to Fig A3.1 we

start by defining the following:-

AT
B, = wéo),wé1), o ,wéh—]ﬂ

- FO(x) =[z(0),2 (1) 7 (-1
En - oV Tt ot T

E = FT(e,) :I:EI{O),ED(W, ,Enﬂ’%—W):T

FT(y_) :[Ylgo),ynm, N T Tk

where wék),ﬁék), Z{k) and V(<) are complex,

—(A3.1)
W) = w0+ gw (i
zf) = z fk) + jz K
Efk) = Enr(k) + JE )
T =¥ M) + iv, £

When the signals x end e, are transformed into the frequ-

ency domain they result in the formation of N complex signals.,

We also have N complex weight vectors., is we now have N
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channels, and each channel hes its ovn comnlex weight, ve can
treat esch channel senarately. Keening this in mind, the out-

put vector Y , and the crror vector L = are given by the foll-

11 11

owing expressions:-

vhere Yék) = wék}zﬁk)

k = 0y ves ,N-1

EéO) (A3.2)
= .
=N .

EAN—D

vhere Eék) = Dﬁk) = wﬁk)zﬁk)

k = O’ Tt e ,:N’"']

In the time domain Adaptive Noise Canceller we aimed to
minimize the mean square error E(ei). In the frequency domain,
as we have complex terms in the error vector, we aim to mini-
mize E(Eék)Egk)). Thus, the LM3 uvdate equation for the Adau-

tive Noise Canceller shown in Fig A3.1 is:-

W +'(k:\ = w xgk) EHEE( B Iga E:l(k) )/ dw 1{1&)]

where Ezk) E {8 - JE_{x)

(A3.3)

K = 0, eos oli~1

Expanding the mean square error gradient term in equation

(A3.%) we have:-
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(R Plgk) ) = (T 1:19) )+ 33 Egk) ) A7)
Qw_lgk) d v l(k) 3 wm(_k)

With reference to eguations (A3%.1) and (A5.2) e can exnand

!

the terms on the R3S of (A3Z.4) as follows(62):-

(B E(D ) EGMNEG  + EGREE
P W (s awn l(k5 ’éwn l(1{7

1l

E (1) (-z;fgk)) " Ef'gk) (-241))

3 (R EGD ) EOMNEQD  +  ENED
9 W 1(1.1) 3‘”n 3(_ k) ] wn j(_] )

——(A3.5)

= B (Jz0)  + B0 (-37d)

s % % %
Thel 5 (- -
where Ergk) Dn(_k) Jrgk) Zlgk)

Using (A3.5), and substituting (A3.4) into (A3.3) we obtein:-

wmp«:) = wél«:) + E)AE( Ergld zzk))

(A%.6)

1{ = O, ¢t e o0 ,N'—‘I

In practical anplications a Noisy Gradient form of the

algorithm given in (A3.6) can be used:

Wm(k) =W rgk) + 2ME ng) Z:(;k) —|

: (A3.7)
K =0, vee 5 N=1 J

We can write equation (43.7) in vector form as follows:-

T

*
- ¥ ; 3
= Wn + ZHEI!nZn (A3.8)

ﬂnﬂ

We can extend equation (A%.8)to include a separate converge-

nce constant for each frequency channel::

P, —
Wowr = g * 2221’1'&11 (A3.9)
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