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Summary

Vertical motions are difficult to measure in the
mesosphere and the measurements that have been
made have been found to contradict the theoretically
predicted results. It is this contradiction that
this thesis seeks to address.

The principles responsible for the theoretical
predictions are presented in Chapter one in the
form of a review of the relevant literature. There
is also some suggestion of misinterpretation of
the theory.

Experimental causes of error are addressed in
the second chapter, with particular emphasis on
the possibility of the radar receiving beam not
being truly vertical. Some evidence was found for
an effective beam tilt but this was considered to
be largely due to the scatterers themselves.

Chapter three describes an experiment that
compares the vertical velocities obtained through
radar beams of differing characteristics. It is
concluded, on the basis of the results of chapters
two and three that the current method of analysis
is susceptible to contamination from the horizontal
wind. A possible alternative is suggested.

The fourth and final chapter reviews the work

of thc thesis and makes proposals for future work.
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Preface:

The experiments described in chapters 1wo and three
and to a small extent, chapter four of this thesis,
were carried out at the University of Adelaide's
Buckland Park Field Station. Although information
of particular importance is presented as part of
the discussions of the experiments being described,
it may be in the interest of the reader to become
familiar with Appendix 1, which describes the
experimental facility in general terms.

The operational height range of the radar stretches
from 60 to 98 km. This encompasses the mesosphere
and lower thermosphere, and results are generally
presented over the entire available height range.
It is noted that, when discussing experiments and
in the title, the word "mesosphere' 1is used to
describe the 60 to 98 km height range, for

convenience.
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1. INTRODUCTION AND BACKGROUND

The work presented in this thesis concerns the
measurement of vertical velocities in the altitude range
60-100km, which encompasses the mesosphere and lower
thermosphere. Before any results can be considered,
however, the mechanisms thought to be responsible for

these vertical motions should be addressed.

The following section reviews the observations,
problems, and resulting theories that lead us to believe

vertical motions exist in the mesosphere.



1.1 The Mean Circulation

The wunderstanding of any physical system requires
familiarisation via both theory and observations. In this
case, it was observations that raised doubts about theor-
ies of the mean atmospheric circulation, so it is with

observations that this investigation will start.

Rocket-grenade measurements of temperature and wind
in the mesosphere were made at Fort Churchill, Canada (55°
N, 94°W) by Stroud, Nordberg, Bandeen, Bartman and Titus
(1960) using methods described by Ference, Stroud, Walsh
and Weisner (1956) and Weisner (1956). In this experiment,
Stroud et al. (1960) found the winter mesosphere to be
approximately 40K warmer than the mesosphere in summer at
the same height. This was consistent with the findings of
Kellogg and Schilling (1951), and in part with the work of
Murgatroyd and Goody (1958). In the latter paper, the
authors calculated the temperature changes, both positive
and negative, in the atmosphere due to absorption of solar
radiation and reradiation, by ozone, molecular oxygen and
carbon dioxide. They found that only from 30° latitude in
the winter hemisphere to 60° latitude in_the summer hemi-
sphere is the atmosphere very close to being in radiative
equilibrium. Outside this region, they suggest that non-
radiative effects would need to be invoked to account for

the disagreement.



A similar study was made of the stratosphere by
Ohring (1958). The result was a radiative source and sink
distribution like that of Murgatroyd and Goody even though
it was based on different assumptions, adding support to

the latter authors' findings.

The suggestion that the non-radiative processes
required are dynamical was made by Haurwitz (1961) who
argued that, because the mesosphere was warmer at high
winter latitudes than elsewhere, horizontal advection
alone could not explain the observations. This would be in
violation of the Second Law of Thermodynamics. On these
grounds Haurwitz proposed vertical motions over the poles
due to a meridional circulation. The way in which a
poleward flow requires vertical motion due to convergence
and the requirements of continuity is illustrated in Fig.
(1-1). The proposal was also made that the high ozone
content of the polar atmosphere at the end of winter,
which cannot be attributed to photochemical production,
could be explained by the vertical transport mechanism

"described above.

Further evidence for the existence of vertical
motions near the poles comes from attempts to explain the
presence of noctilucent clouds which are observed during
local summer. In a recent paper, Reid (1975) makes the
popular suggestion that these are ice clouds and proposes
a model for their formation. However, to obtain the condit-

ions required, a persistent upward motion must exist.



w A meridional flow requires vertical
motion over the poles to satisfy continuity "

Figure 1-1.



These observations and discussions imply that thé
presence of a meridional circulation would explain several
atmospheric phenomena if it could be justified. This
justification, however, does not come easily at all and
will be the subject of much of this discussion from here
on. Before this, however, it will be advantageous to
expand our observational data set to a full meridional
cross—section so that comparisons between theory and obser-

vations can be made at all latitudes.

To do this, we refer to the oft-quoted work of
Murgatroyd (1969) and in particular the temperature and
zonal wind profiles reproduced in Fig. (1-2). The cross-
sections shown are for the solstices and are obtained by
averaging zonally the data from radiosonde, rocketsondes,
and rocket-grenade experiments over a number of years,

principally in the Northern Hemisphere.

With this observational base we can now look at
attempts to recreate features consistent with Fig (1-2)
using theoretical models. One of the first groups of
workers to do this was Murgatroyd and Singleton (1961) who
calculated the vertical and meridional motions required to
transport heat between the radiative sources and sinks
suggested by Ohring (1958) and Murgatroyd and Goody
(1958). The resulting circulations are consistent with
observations of the paths of radioactive debris, as well
as being qualitatively what was required to explain the
vertical motions over the polar mesosphere. As 1is stated

by the authors, however, there is one thing missing in
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their model. This is that it does not attempt to balance

the angular momentum budget of the atmosphere.

The seriousness of this omission is illustrated by
the profiles from Geller (1983) shown in Fig (1-3). The
first of these shows the atmospheric temperature as a
function of height and latitude due to radiative effects
only. This '"Radiative Equilibrium'" or Local Thermodynamic
Equilibrium (LTE) cross-section 1is that obtained when
local solar heating and infrared cooling are in balance.
This representation does not allow for transport of heat
from outside the local environment by advection, so Fig
(1-3a) does not include heating or cooling due to horizon-
tal or vertical motions. The wind field that will result
from this temperature distribution can be found via the
geostrophic wind equation which balances the pressure
gradient force due to the thermal structure, with the
force experienced by a parcel of air which tries to move
in a way that would change the total angular momentum of
the atmosphere. The latter is known as the Coriolis force.
As the earth's atmosphere is isolated in space, the total
angular momentum must be constant so it is appropriate to
use the geostrophic wind equation and utilise its inherent
angular momentum conservation. The results are presented
in Fig (1-3b). The gap over the equatorial regions is due
to the inapplicability of the geostrophic equation in this
region, but is of little consequence to the arguments used
here. Comparison of Fig (1-3) with the observations in Fig
(1-2) show summer and winter mesopheric winds of the

correct sign but of extremely large magnitude and the wind
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profiles in Fig (1-3b) do not close over at the top, buﬁ
continue to increase upward out of the model domain.
Finally; this wind field is an equilibrium state so that
the flow shown is a steady state for this radiation
forcing configuration. Thus we have settled into a momen-
tum "niche'" and any flows that affect this balance cannot
be allowed. Unfortunately, vertical and meridional flows
fall into this category so that this model does not allow

for their existence.

This suggests that the model is incomplete. To have
meridional and vertical flow, another source of momentum
must be introduced to keep the mesospheric momentum budget
in balance. A landmark in attempts to do this came in the
work of Haurwitz (1961). In this paper two possible mechan-
isms were proposed to allow meridional flow. The first was
a zonal pressure gradient. This would cause a meridional
flow but only an oscillating one that would not give rise
to a mean mass transport along latitude lines. The second
suggestion was that friction due to eddy viscosity deceler-
ated the mean zonal flow. This would obviously result in a
momentum change and in turn a meridional flow to maintain
the momentum balance. Calculations based on this principle
showed qualitative agreement with observations in a broad
sense. It seemed that the right ideas were now there to be

built on.

Another important work appeared a few years later and
was due to Leovy (1964). In this, a set of linearised

equations requiring momentum and energy conservation were



used to model the atmosphere; however, these equationé
contained some significant refinements. In his treatment
of heating Leovy included terms due to radiation, which
were a function of season and temperature, as well as
terms which accounted for differences due to transport,
from the zonal mean temperature. He also assumed that
there was no exchange of radiation with adjacent layers,
just to and from space. This was later termed the 'Cooling
to Space Approximation'. Leovy also recognised that mechan-
ical dissipation of the zonal flow, (which would drive the
meridional circulation) would cause heat transport making
this effect extremely difficult to parameterise with the
data available. This was simplified by gathering these
effects into a Rayleigh friction term which acted to
decelerate the mean flow. For all the cases treated the
Rayleigh friction coefficient was held constant with
height although some different values were wused. The
results were once again in fair qualitative agreement with

observations.

Leovy's use of a constant Rayleigh friction coeffic-
ient was in the interest of simplicity and it would not be
expected to be so in actuality. However, the extent and
nature of variation with height is not 1in the 1least
obvious and the bulk features of the Rayleigh friction
profile required to Dbalance both the energy and momentum
budgets were found with no knowledge of the effects respon-
sible. This may in part explain the long period of time
that elapsed before the next ma jor work in this field

appeared. However, much important work was done in improv-



ing the understanding and parameterisation of atmospheric
heating and cooling during this time (e.g., Dickinson 1973
and references found in the following papers). In partic-
ular, ozone concentrations were investigated and it was
this work that produced the next attempt at atmospheric

modelling.

We have not so far been explicitly interested in the
transport of atmospheric constituents. The model by
Cunnold, Alyea, Phillips and Prinn (1975) was produced for
just this purpose. Based on the balance equations and
greatly improved heating formulations the model produced
results showing improved agreement with observations. The
results, however, were discussed mainly in terms of ozone
transport. The friction term used was derived from eddy
flux arguments with a coefficient that was not constant

but increased with height above 25km.

Because of its emphasis, the previous paper is often
not referenced and it is the work of Schoeberl and Strobel
(1978) that is discussed. In this important paper, the
basic model of Leovy (1964) was upgraded with improved
heating parameterisations (e.g., Strobel 1978) and allow-
ance was made for contributions to the heat and momentum
budgets of planetary waves with zonal wavenumbers 1 and 2.
The lack of knowledge of the required Rayleigh friction

was allowed for by making this an adjustable parameter.

Improved agreement with observations resulted when a

Rayleigh friction profile of the form

k_ =k _exp(z/c)



(where z is height) with c=4.1km, k,=30 days was used.
This expression resulted from the need to drive the merid-
ional circulation at greater heights but not damp the
quasi biennial oscillation further down. Thus the main

features of the momentum input required were now known.

Further improvements to the models by Holton and
Wehrbein (1980), Wehrbein and Leovy (1982) and Apruzese,
Schoeberl and Strobel (1982) involved changes to the treat-
ment of heating and the drag profiles required to maintain
agreement with observations. However, it is stated in
Holton and Wehrbein (1980) that the mechanical dissipation
(represented by Rayleigh friction) is supposedly due to
turbulence associated with gravity waves and tides. There-
fore it is important to remember that the Rayleigh drag
idea was a simplification and misleading when considering
the true nature of the processes involved. The nature of
this process is also not immediately obvious, thus we will
turn our attention to the mechanisms responsible for the

Hdragﬂ .
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1.2 Atmospheric Momentum Transport

In the previous section, it was described how
attempts to provide mechanical dissipation via local
effects such as eddy viscosity, and to balance the meso-
spheric momentum budget, did not give quantitative agree-
ment with observations (Haurwitz, 1961). This suggests
that the required momentum is being transported into the
mesosphere from sources at other levels. To understand how
this occurs, it is necessary to know the nature of the
momentum sources, and the properties of the transport
mechanism which enables momentum to be conveyed straight
through some levels and deposited into others. Experience
in other fields of physics would suggest that the process

was probably wave-like, but the question is: of what kind?

A theory to explain wave-like features of upper atmos-
phere wind profiles was proposed by Hines (1960) and
internal atmospheric gravity waves (or buoyancy waves)
came to the fore. Hines suggested that these waves could
be responsible for energy transport, and mechanical dissip-
ation due to the generation of turbulence. Recently, these
proposals have been shown to be correct but before they
can be discussed, an understanding of these waves is
required. Therefore, the theory, assumptions and character-
istics of internal atmospheric gravity waves will Dbe
reviewed briefly. For further information on the subject
the reader is referred to Hines (1960), Hines (1974) and

Gossard and Hooke (1975).
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The frequency with which a parcel of air in an
horizontally stratified fluid will oscillate if displaced
vertically from its mean position is known as the Brunt-

Vaisala frequency, N defined as

NZ(z) = & [:Qi + Fd J
T 9z

In terms of potential temperature 0,

N2(z) =

o3 ) 4)e}
Sl

where z is the height co-ordinate, T temperature, Ty the
dry adiabatic lapse rate and g the acceleration due to

gravity. Overbars denote mean values.

The Brunt-Vaisala frequency can be regarded as the
resonant frequency of oscillation for fluid parcels under
the influence of gravity and thus will represent a frequen-
cy limit of some kind. it is in fact the high frequency
limit for gravity wave oscillations. The 1low frequency
limit is known as the inertial frequency and is defined as

f = 2 Q sin ¢

where Q is the angular velocity of the earth and ¢ the

latitude.

These limitations make it possible to disregard some
of the terms in the continuity, force (momentum) and
conservation of energy equations, which are only of
interest when studying oscillations of a longer or shorter
time scale. These equations may be further simplified by
assuming the fluid is incompressible and in hydrostatic

balance and that the co-ordinate axes can be aligned,
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without 1loss of generality, such that the oscillations
occur in the x-z plane. If the field variables such as
pressure, density etc. are then represented by a mean, and

a perturbation about that mean
pix,z,t) = $(z) + ¥'(x,z,t)

(the overbar denoting a mean as before and the primed
variable a perturbation), and terms involving products of

primed quantities are ignored, the solutions, of the form

¢| (X,Z’t) ~ eZ/ZH el (kx + mz - kct)

(with m and u slowly varying) can be found. Here k and m
are the horizontal and vertical wavenumbers, u the mean
horizontal wind and ¢ the horizontal phase velocity of the

wave. These then yield the dispersion relation

m2 = Kk (N - w )

or

2 2 2 2
k N + m £
(kZ + m*4)

€
il

where @ =k(G-c) is the intrinsic frequency of the wave
motion, i.e., the frequency seen by an observer moving
with the mean wind. Similar manipulation of the equations
give relations between the field variables - the so-called

"polarisation relations" (see appendix 2 for details).

Further study of the dispersion relations shows that
high intrinsic frequency oscillations involve small horiz-
ontal displacements and large vertical displacements where-
as the inverse is true for low £frequency oscillations.

Thus the phase fronts for low frequency waves are aligned
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more nearly horizontally than those of high frequenéy
waves. It can also be shown (Hines, 1960) that for w<<N,
the phase and group velocities of a gravity wave are
perpendicular to each other with downward propagating

phase implying upward going energy.

While propagating through an environment where U
varies, it is possible that a gravity wave will encounter
a region where its horizontal phase speed equals the
background wind velocity and the quantity (u-c) becomes
zero. This represents a singularity in the linear,
inviscid, steady state mathematical treatment of gravity
waves and such layers are called critical levels. It has
been shown (Bretherton, 1966; Booker and Bretherton, 1967)
that gravity waves are strongly attenuated by critical
layers so that they act as a gravity wave screen to higher

levels.

Finally, to conserve wave energy as a gravity wave
propagates upward through the decreasing density of the
atmosphere, the wave amplitude must increase. This wave

growth goes as e2/2H,

Although the above outline relies on many assump-
tions, the relations given can be applied successfully
throughout the atmosphere to explain many atmospheric phen-

omena, and are thus of considerable significance.

It is considered likely that these gravity waves
propagate upward from the troposphere, as this region of
the atmosphere has the greatest energy density. This would

suggest that mesospheric gravity waves should be mainly
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upgoing but it is difficult to test this hypothesis. This
problem was addressed by Vincent (1984) who considered the
properties of low frequency gravity waves observed above
Adelaide (35§>S, 138° E). These motions are affected by
Coriolis forces making the velocity vector of the wave
rotate in a known £fashion. The sense of rotation is
different for upgoing and downgoing waves and can be found
using the vector spectral decomposition technique.
Vincent, using the method outlined by Leaman and Sanford
(1975) for the oceans, estimated that about 70% of the

long period wave energy over Adelaide is upgoing.

Similar conclusions were reached by Balsley, Ecklund
and Fritts (1983) for the Arctic mesosphere. In this work,
the MST echoes seen at Poker Flat, Alaska, were attributed

to the breakdown of upgoing gravity waves.

Therefore, it seems likely that sources of gravity
waves lie in the troposphere. But what mechanism or mechan-
isms are responéible for their excitation? The first and
probably most well-known involves prevailing wind flow
over large scale topography such as mountain ranges. The
resulting downwind oscillations are known as lee-waves.
Convection above "heat islands" is also thought to perturb
the. atmosphere in such a way as to produce gravity wave
oscillations. Instabilities arising from wind shears are
also considered. Gravity waves will be produced and will
propagate away from the shear level in both directions

(upward and downward).
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With these momentum sources and the momentum trans—
port properties of gravity waves in mind, we must now
consider how momentum might be deposited in the meso-
sphere. The key work in this field was due to Lindzen,
(1981) and it is largely this work that will be discussed.
It is by no means complete but illustrates some important
points. The author was also aided by the exhaustive review
due to Fritts (1984) which contributes to much of this
discussion. This review is recommended as a source of

further information on the subject.

Most treatments of this topic. begin with the Taylor-
Goldstein equation, which describes the vertical pertur-
bation velocity of a gravity wave under the assumptions
used in our previous theoretical development. It is stated
here for the case of gravity wave propagation parallel to

the x-axis with ﬁ;z , k?and 1 411 considered small, H

4y
being the scale height. Under these assumptions this

equation becomes

N
(u-c)
is the vertical wavenumber as before. This equation has

where the subscript denotes differentiation. Here m =

the approximate WKB solution (Bender and Orszag, 1978) for
m slowly varying:

- _' d|
wl(z) = Am%e ifm dz

or more simply

- i(kx + - ket)
w'(x,z,t) = A m & e T )
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This can be used to find other perturbation quan-
tities in terms of w' , importantly

u' = -—mw'

T

from continuity and from the adiabatic energy equation
g' = -8,
ik(u-c)

Wave breaking requires the presence of some form of
instability, in this case it is thought to be a static
instability. This occurs when the total temperature (mean
plus perturbation) lapse rate exceeds the adiabatic lapse
rate. Expressed in terms of the potential temperature we

have the condition

By assuming the e2/2H gng B _terms do not vary rapidly
with height, the above expressions for w' and 6' can be
combined and differentiated to yield the conditions for

instability in terms of u', u and c viz:

u' > ¢ - u

That is, the atmosphere is statically unstable when
the total (Eulerian) parcel velocity exceeds the intrinsic

phase speed of the wave.

These results must now be considered in relation to
the exponential growth of gravity waves with height.
Through much of the atmosphere, gravity waves will perturb
the mean flow but will not make it unstable. The process

could be considered reversible with all the momentum being
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retrieved as the wave packet leaves the level being consid-

ered.

Eventually, however, perturbation amplitudes grow to
the point such that the presence of the gravity wave makes
regions of the atmosphere unstable. The resulting stabilis-
ing processes rob the total flow (background plus pertur-
bation) of momentum and the wave, which cannot retrieve

this momentum, dissipates.

To parameterise these effects, Lindzen (1981) made
the assumption of earlier workers (Hodges, 1967, 1969 and
Lindzen, 1967) that convective instabilities in the wave
field produce only that level of turbulence necessary to
maintain near neutral static stability. This means that
momentum will be deposited into the flow above the level
of onset of breaking and that apart from generating enough
turbulence to keep perturbation amplitudes constant (for
u{z) constant), the wave is unaffected. If we define the
level at which saturation occurs as z , then we know that

the mean flow acceleration is

¢ 2 )
£ = Voot
pouwz

(Eliassen and Palm, 1960).

|
o O
N
A
N

H

Given that (c-u) does not increase faster than &/ Mye
know that the horizontal perturbation velocity above zg
will be

. _ =
lugl = ¢ u |

which combined with our previous expression for u', gives
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w,'oo= % ug = % (u - c)?
From this we get

= kG

ug' Wg 7 N

In differentiating, both the density p and (u-c) must

be considered, yielding an expression in two terms:

= -k (u-c)? [ (u-c) - 3 u ]
ut = 7N H .

which simplifies, for little variation in u to

u_ = -k (u-c)?

Inspection of this shows that when u>c, the mean flow
is decelerated, and for u<c the flow is accelerated. The
mean flow tends to be driven toward the horizontal phase
velocity of the wave, which need not be in the =zonal

direction.

We can now see that Rayleigh friction does not suit-
ably describe the processes responsible for decelerating
the mean flow. Previously, large drag was only possible
for large u. A linear term was being used where a u
dependence was required and Rayleigh drag was forcing the
flow to zero while this new process forées it towards the
wave phase speed. However, the modelling results of the
previous section showed that on average the mean flow must
be decelerated (not accelerated) therefore, there must be
some limitations on c¢ in the mesosphere to ensure that
this process normally results in deceleration. This will

be discussed shortly.
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Turbulence also results from gravity wave breaking
and Lindzen (1981) shows that the eddy diffusion coeffic-
ient Dth,(with the y-direction wave number 2=0 as in the

above formulation) is

u
z

= 11 =S 4 -
Deddy = k (u c) 1

3
2

N3 2H (u-c¢)

Lindzen also states that, because mean flow acceler-
ation cannot be produced by turbulence, both these effects
must be related but separate manifestations of wave

breaking.

The work of Lindzen, although an important advance,
does have its shortfalls. These include the neglect of
wave superposition, wave-wave interaction, wave packet
localisation and wave and mean flow transience (Fritts,

1984). It was, however, a good base on which to build.

The question of wave-wave interaction was approached
by Lindzen and Forbes (1983), who included the possibility
of breakdown of stable waves via the parametric sub-
harmonic instability of McComas and Bretherton (1977) to
produce turbulence, into Lindzen's (1981) work. It was

found that the results were not greatly affected.

Dunkerton (1982) included the effects of Lindzen
(1981) in his earlier studies of wave transience (Dunker-
ton, 1981) to yield a quasi-linear treatment of the topic
and a non-linear theory was developed by Weinstock (1982)
completing a spectrum of approaches to the problem of

gravity wave saturation.
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It is now possible to construct an overall picture of
the mechanisms that balance the atmospheric momentum
budget while allowing meridional and vertical flows. As
gravity waves propagate upward through the atmosphere and
their perturbation amplitudes increase, they may be affec-
ted in a variety of ways. Of principal interest here 1is
the possibility of the gravity wave (a) saturating (i.e.,
u' becomes equal to c-u) or (b) encountering a critical
level (c-u)=0 before saturation occurs. These gravity
waves blocked by critical levels below the mesosphere will
not contribute to the mesopheric momentum budget. Inspec-
tion of Fig 1-2 shows that, in both hemispheres for the
solstices, the flow in the stratosphere is in the opposite
direction to that in the mesosphere. If we consider a
spectrum of gravity waves propagating up from the tropo-
sphere with phase speeds symmetric about =zero, part of
this distribution will be filtered out in the stratosphere
by critical level encounters. This is illustrated in Fig
1-4 a,b (adapted from Lindzen, 1981). Upon reaching the
mesosphere, only the phase speeds of opposite sense tO the
flow at or above the breaking level remain, sO the effect
of bringing the mean flow speed to the wave phase speed is
equivalent to a deceleration. Once again this is an illus-
trative simplification of the real case, as only zonal
phase speeds are considered. The more correct approach of
using an isotropic gravity wave spectrum was taken by
Matsuno (1982) to examine the above stratospheric filter-

ing effects.
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It is possible that tides (see e.g., Lindzen, 1967;
Forbes, 1982) also make some contribution to the momentum
budget of the atmosphere. Lindzen (1981) concluded that
the propagating diurnal mode was a primary contributor to
this but only at tropical latitudes. However, it was noted
by Schoeberl, Strobel and Apruzese (1983) that, because of
the qualitative success of Rayleigh friction, the true
momentum deposition process must depend wupon the =zonal
wind velocity relative to the earth's surface velocity.
Because tides have phase velocities that are large relat-
ive to the earth, the arguments proposed for gravity waves
would not result in a deceleration. Thus tides are mnot
thought to contribute greatly to the mesospheric momentum

budget outside the tropics.

Planetary waves have also been considered as a momen-
tum source, however, momentum transport is required into
both the summer and winter mesospheres. As planetary waves
only occur in winter, they are not thought to be of key

importance (Houghton, 1978).

The gravity wave saturation results of Lindzen (1981)
were used to replace Rayleigh friction in the model of
Holton (1983) with good results. Thus it may be accepted
that the breaking of upward propagating gravity waves
provides the mesospheric momentum required to balance the

angular momentum budget of the atmosphere.
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a3 Interpretation Considerations

The principal aim of this thesis is to consider the
possible causes of error in vertical velocity measure-
ments. In most regards this is an experimental problem but
recently there have been some suggestions that the theoret-
ical interpretation of results so far obtained has been

lacking. These suggestions will now be briefly discussed.

In contrast to theoretical expectations, Balsley and
Riddle (1984) measure downward velocities in the summer
mesosphere. A discussion of possible sources of error
concludes that this effect cannot be explained away

experimentally so a polar circulation cell is proposed.

More recently, however, it has been suggested
(Fritts, private communication) that it is the interpret-
ation that is at fault. Fluid dynamics offers two represen-
tations of velocity for fluid flow. The Lagrangian
velocity is the velocity of a particular parcel of air and
it is this velocity that arises from large scale model
studies. The Eulerian velocity which is thought to be the
main contributor to ground based radar studies, 1is the
velocity of air parcels moving through a fixed point. It
is possible that these quantities differ and that differ-
ence is known as the Stokes drift defined (for vertical

components) as

R
The mesospheric temperature structure outlined

carlier and the adiabatic heating and cooling associated

with vertical motion suggest that the Lagrangian component
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is small (a few cm §J); however, it can be shown using
mass transport arguments that the Eulerian component for
gravity waves may be large in comparison (10-20 cm S-U.
This means that there is an associated Stokes drift and

care must be taken in interpreting the measured velocities.

It is unlikely, however, that observations made so
far are devoid of the experimental problems discussed
later in this thesis. The above arguments will account for
some but not all of the difference between theory and

observation.
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Summary

The mean atmospheric circulation in the mesosphere
has been investigated theoretically using global scale
models. The more useful of these models were found to be
those that attempted to satisfy the energy (heat) and
momentum equations simultaneously. It was found however,
that the features predicted by the models with no momentum
sources included were vastly different from observations.
Zonal flows were predicted but meridional and vertical
flows were not. This was in contrast with observations
which suggested there were vertical motions over the poles

and a related meridional flow.

It was later found that a secondary source of momen-
tum was required to reproduce the features observed in the
mesosphere. This source was parameterised using Rayleigh
drag to decelerate the mean flow, with considerable
success. The true momentum source Wwas found to be non-
local: gravity waves transporting momentum from the energy
dense troposphere and depositing it via wave breaking in
the mesosphere. In transit, parts of the gravity wave
phase speed spectrum are filtered out by prevailing winds

making the wave breaking process drag-like.

The inclusion of this secondary source of momentum in
theoretical models results in zonal and meridional flows
similar to those observed. This is not so for the vertical
velocities, which are found to be significantly different
from those predicted by theory. The possibility that this

may be due to errors of measurement is dealt with later in
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this thesis; however, there has been some suggestion that
a Stokes drift associated with gravity wave activity could

be causing a misinterpretation of the vertical velocities

being measured.
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. AN INVESTIGATION OF SYSTEMATIC ERRORS
IN VERTICAL VELOCITY DETERMINATION

But not being at that time in a disposition to
philosophize upon this phenomenon, I rather chose
to observe ...

Jonathan Swift, Gulliver's Travels

Some possible experimental causes of the disagreement
between theoretical and measured vertical velocities are

discussed in this and the following chapter of this thesis.

The most likely cause of experimental error is consid-
ered to be a '"vertical" beam that does not point exactly
vertically. An attempt to find the off-vertical angle and
direction (if any) of the BP array 1is now presented. A
discussion of other possible causes of experimental error

in vertical velocity determination then follows.

The vertical velocities wused in this chapter were
obtained using the phase of the autocorrelation function
(see Rastogi and Woodman, 1974). Possible alternative

methods to this are discussed in chapter Or.
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2.1 The Effects of an Off-Vertical Beam

Introduction

Scatterers moving horizontally across a monostatic
radar beam which is pointing truly vertically will produce
no Doppler shift in the returned signal and a zero radial
velocity will result when a suitable Doppler analysis is
used. However, attaining a truly vertical beam is diffic-
ult, particularly at HF where large arrays (e.g., 1km in
diameter at Buckland Park, Briggs et al., 1969) are
required to produce the narrow beams considered desirable.
The pointing accuracy required for measurements of the
vertical velocity is illustrated when we consider the
effect of a horizontal velocity of, say, 50ms "}, which is
typical of the mesosphere. If the beam is off-vertical at
an angle 6, then the radial velocity is Vr=50 sin6= 506,
for 6 small. The tilt in a nominally vertical beam required
to produce an apparent 0.5ms™' (typically measured in the
mesosphere) 'vertical velocity" by leakage into the beam
of horizontal motions is given by sin ! (0.5/50)=0.57° .
Even off-vertical tilts of the order of 0.1° will make
considerable contributions to the inferred vertical veloc—
ities and are thus undesirable. These tilts are determined
by the characteristics of the array ground plane. This,
however, is difficult to measure directly. Thus statis-
tical attempts were made to find the beam pointing angle

of the Buckland Park (BP) array.
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2.1.1 Statistical analysis of Buckland Park data

If the measured vertical velocities are in fact due
to the folding or leakage into the beam of horizontal
motions, then a comparison of the "yertical'" and horizon-
tal wvelocities should show a correlation. This section
describes a statistical method used in an attempt to find
a correlation of this kind for the BP array. The ultimate
aim was to find the effective pointing angle so that the
inferred vertical velocities can be corrected by removing

the effects of horizontal motions.

The routine operation of the.BP 2MHz radar currently
provides horizontal winds in real time, using the spaced
antenna method (Briggs, 1977) and Doppler inferred
nyertical" winds using the whole array with all elements
connected in phase to produce a narrow “"vertical' beam.
(Details of these methods of analysis are given in chapter
3.) The half power half width of this beam is 4.5°
(Hocking, 1981) and samples are taken every 2km in height
from 60 to 100km. These vertical and horizontal winds

suitably averaged form the data base for this analysis.

If we use the Cartesian components

zonal (E-W) component

cl
I

v = meridional (N-S) component
w o= vertical component

(with an overbar denoting a long-term average) to repres-
ent a three-dimensional wind velocity vector v(u,v,w)

passing through the sampling volume of a radar beam, and
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denote the direction in which the beam is pointing by the
unit vector b then the Doppler shift detected by the beam
will be proportional to the scalar product V.b. It is
convenient at this stage to introduce spherical polar

co-ordinates to represent the beam vector b(b ,b , b )
- 1 2 3

where
b1 = sing sing¢
b2 = sinb cos ¢ (2-1)
b = CcOS B

where 6 is the zenith angle and ¢ the angle measured
clockwise from north to the projection of b on to the

horizontal plane (see Fig 2-1). Thus

ﬁm=y.2=ﬁ sin6 sin¢ +v sin® cos ¢ +w cos® (2-2)

will be the mean measured Doppler velocity observed with

the beam in the direction b.

If we assume at this stage that the values of uand v
contained within our database are true velocities, then we
can infer g and ¢ without any knowledge of what the true
vertical velocity is. All that is required of w is that
its seasonal variations make only a small contribution to

variations in w_.
If we let the terms in Eq (2.2) involving the horizon-
tal velocities by X i.e.
X = u sinfsin¢ + v sin® cos ¢ (2-3)

and compare X with the measured "yertical" velocity Wm
using the BP narrow beam, then for the correct combination

of (g,¢ ), we should find a correlation. This comparison
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was made graphically wusing sets of (X,th) values and

linear regression techniques were used.

When the correct values of ( ©,¢) are chosen, (ﬁm,X)
values would appear as in Fig (2-2). Therefore, to obtain
an estimate of the true (6,4 ) values, we need to find

those values which give closest correspondence to Fig

(2-2).

Results of the least square analysis (as outlined in

appendix 3) are in the form of the following parameters:

a wm axis intercept

o, error in a

c slope of line

O, error in slope

d? residual sum of squares

(i.e., square of the vertical distances from points to the
fitted line)

where

w_=a+c X
m

An estimate of the correlation coefficient (P) 1is

also derivable from d” (see appendix 3).

Inspection of Eq (2-3) shows that for constant ¢ , u

and V, the value X is a function of 6. This means that a
variation in 6 corresponds to a stretch in the X-direction,
which will not affect the distance between the individual
data points and the fitted line. This in turn means that

p,a and d’will not vary with 6 making the method of finding
the correctg and ¢ simple. Firstly, ¢ is chosen to give the

highest correlation coefficient ¢ . Then the value of6(for
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this computed ¢ ) is varied until the value is found that
gives the line of best fit a slope of 1.0. This fully

determines the pointing angle (see Fig 2-3).

An advantage of this method, and the reason we had to
assume that w, the true vertical velocity does not show
much variation over the data base when compared with Wli
is that the true w will not affect the slope, only the
intercept. Thus pointing angles can be inferred without
any knowledge of the true average vertical velocity. It
may even be possible to find the long-term average of w

using the intercept and the value of 6.
2.1.2 Results

Data sets made up of weekly averaged horizontal and
apparent vertical velocities were analysed wusing the
method outlined in the previous section. The long-time
averages were used to remove any correlations due to real
physical effects. Gravity wave and tidal theories predict
a relationship between the horizontal and vertical veloc-
ities which would appear as a correlation if data of a
short-time scale were used. By averaging over 7 days,

effects of this kind should be removed.

Real time analysis of Buckland Pérk. data provides
wind velocities at 2km height intervals. (Successive
heights, however, do mnot give independent results because
of the transmitter pulse width that is used, see appendix
1.) The results presented here are obtained using data

from three successive height gates. This means that more



Figure 2-3. (Facing Page)

The optimal values of 8 and ¢ are obtained
from the computer output by finding the maxi-
mum p value in the upper table. The correspon-
ding ¢ value can be noted and used to find 8
This must be done in the lower table as the
upper table values are invariant in 6 . By
noting where the slope is closest to 1.0 for
the previously determined ¢ , the appropriate
8 value can be rTead off.
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data points contribute to each correlation calculation for
the same time span giving greater significance to the

results.

The results of the analysis for three time spans are
presented in Figs 2-4a), b) and c). These represent the
summer solstice (SS, 6/11/83 to 30/1/84), autumn equinox
(AE, 7/2/84 to 30/4/84) and winter solstice (WS, 8/5/84 to
20/8/84), respectively, each containing 12 weeks of data.
With the exception of WS which was interrupted by another
experiment, the data blocks cover the six weeks before and
after the representative date (solstice or equinox). Each
figure displays the value of ¢ (direction in degrees clock-
wise from north) and =zenith angle 6 . The values of
residual sum of squares, d?are displayed in Fig 2-5. In
all cases the vertical axis represents height with results
being plotted next to the mid-range value of the three

contributing heights.

The error values listed in the upper part of Fig 2-3
are the uncertainties of the given intercept wvalues.
Similarly, the bracketed quantities in the lower section
of Fig 2-3 are the errors in the slope. These are not
included in the presentation of the results as each error
cannot be considered in isolation. An error in¢ will cause
an error in the slope and thus 6 . For this reason,
simulation studies are used to find uncertainties. A beam
pointing direction is assumed and real horizontal wind
values are projected on to it to obtain a simulated

vertical wind. Random fluctuations are added at wvarious
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amplitudes to reproduce the scatter apparent in the real
vertical wind data. The amplitude of fluctuation can be
varied making it possible to recreate approximate values

of d2, the residual sum of squares.

Repeated use of this kind of simulation makes it
possible to build up a scatter distribution of 6 and ¢ about
known input values, for various values of d% The range and
standard deviation of these scatter distributions can then

be used as a direct measure of the errors.

This technique has the advantage that it wuses the
same method of finding 6 and ¢as does the actual regression

analysis and is thus susceptible to the same error sources.

Using this analysis, approximate errors in 6 and ¢ were
found for three values of d? Because of the random fluc-
tuations used it was impractical to attempt to recreate d°
exactly. It was not difficult, however, to 'tune' the
simulation parameters to give results close to the

required value of d. These results are presented in table

2-1.
Table 2-1
approx d? 0.5 1.0 2.0
Ag (°) 30 30 © 60
(°) 0.2 0.2 0.5

9

The magnitude of the errors in 8 and ¢ show that
rounding to the nearest 0.05%in 8and 15° in ¢when reading
off the computer tables (see Fig 2-3) was justified and

interpolation was not necessary.
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Finally, we must consider the correlation coefficient
P, The maximum value of this quantity was used to obtain
the value presented but it was possible that even this
value did not represent a meaningful result. Elementary
statistical arguments can be used to obtain a value of the
correlation coefficient P_ such that if P>P,, , it can be
accepted that there is a positive correlation at a 95%
significance level (see e.g., Spiegel, 1972). For the data
obtained over a 12-week period and for 3 height blocks as
presented here, Py =0.44. (This assumes 22 degrees of

freedom as the data is not entirely independent.)

The results of Fig 2-4 are redrawn, without those
points with correlation levels less than 0.44, in Fig 2-6.
In rejecting the low correlation points, the high & points
were removed thus all the error bars drawn in Fig 2-6
correspond to the d?=0.5 or 1.0 cases. The autumn equinox
case is not included in Fig 2-6 because only two points
satisfy the significance criteria and the lower of these

(midrange 68km) is probably affected by data gaps at 66km.

Many checks were performed on the results presented
above. In the most convincing of these, the raw velocity
data was plotted in U vs w_  and Vv vs W, form for each
height range. Visual inspection of these diagrams in many
cases yielded obvious correlations which could be used to
infer the quadrant in which the beam was pointing. These
were found to agree with the linear regression analysis

results presented here.
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The Wm—axis intercept values for the accepted data
are presented in Fig 2-7. These values can be wused to
infer the average vertical velocity over the data period
(see Fig 2-2, cos® =1), with the effects of beam tilts

removed.

2.1.3 Discussion

Some idea of the beam pointing angle and direction
can be obtained by considering the make-up of the BP array
itself. A general description of the array is given in
appendix 1 so that it is the aspects of the array directly
relevant to the pointing angle problem that are presented

here.

During construction of the array, it was decided that
the dipoles would be suspended at a constant height from
the base of the pole. This means that the array level will
follow the 1lie of the land. The array is situated on
coastal plane which is flat except for small horizontal
and vertical scale undulations. These undulations are not
thought to have a systematic effect on the array level.
They are considered to cause random fluctuations about the
mean level not affecting the pointing direction of the
whole array. However, the pointing direction also depends
on the images of the dipoles in the array ground plane

therefore, this structure must also be considered.

The BP site was surveyed by Reid (1984) and his
results are presented in Fig 2-8. (A creek bed passes

through the centre top of this diagram affecting the
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Figure 2-8. Contour plot of the Buckland Park site. Spot heights
obtained using a level and staff are represented by
a cross. The corresponding height relative to the
centre of the array is written next to each. The
crossed circle indicates a spot height relative to
sea level. The contours represent a plane fitted
to all of the spot heights using a multiple
regression analysis.

From Reid (1984).
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quality of the fit in that region.) Inspection of thié
diagram suggests that, assuming that the ground plane
follows the slope of the ground, the beam will point

roughly toward the south-west.

Studies of ground plane characteristics have been
carried out by Hocking (1981) and Groves (1983). Hocking
used the soil type to calculate a range of reflection
coefficients R for the surface of the ground at BP. He
suggested that Re(R) was somewhere between -0.6 and -0.9
with Im(R) less than about 0.15. From these it can be seen
that 0.62<|R[<0.9. Hocking also calculated a skin depth of

the soil at BP of 6=9 metres.

The Buckland Park site lies adjacent to salt pans and
the sea, and the underground water table is quite salty
and thus a good reflector. Groves (1983) found, from
reports on two bores on the site, that the water-table
never falls below 5-6 metres from the surface as there is
a layer of sand and water beginning at this 1level.
However, at times of high rainfall, the site can become
quite boggy (Ball, 1981) and the water-table lies at the
surface. Inspection of a summer aerial photograph of the
area can give a fair indication of the surface geology as
there is less vegetation than at other times of the year.
The shallow creeks on the site can be seen but no geolog-
ical formations large enough to appreciably affect the
array ground plane are visible. Therefore, we can assume

that the water-table is planar.
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The orientation of the water-table is less simple to
treat. If there is a flow, a pressure head must exist
which will slope the water-table's upper surface. It is
likely that any flow will be toward the sea so that the
upper surface normal will point toward the west. In the
case of no flow, the water table will probably follow the

lie of the land.

Because the ground conditions will vary with season
it is likely the ground plane characteristics will vary

between the following two cases:

Dry conditions - A partial reflection occurs at the
ground surface (0.62< |R| <0.9) giving the beam a component
toward the south-west (225° clockwise from the north, 0.7
from =zenith). However, around 30% of the radiation not
reflected at this surface is reflected from the water-
table and radiates out again (Hocking, 1981) making a
slight westward component (270° clockwise from north)

possible.

Wet conditions - The water-table resides at the
surface so that the beam points in accordance with the
slope of the land (i.e., 225° clockwise from north, 0.1°

from zenith).

Because it is expected that the beam will point
somewhere around 225° clockwise from north, this direction
has been marked by an arrow in Figs 2-4a), b) and c¢) and

Figs 2-6a) and b).
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The SS results of Fig 2-6a) show good agreemenf
between the ¢ value predicted and that inferred using this
analysis. The 8 values, however, do not include (errors
withstanding) the predicted value of 0.1% The WS results
(Fig 2-6b)), not onlylfail to agree with the expected® ,
but also fail in ¢ , with a beam pointing direction steady
at approximate north for 76-8Zkm and east for 88-94km. The
AE period displayed in Fig 2-4b) seems to be '"bound' to
each of the SS and WS states for part of the height range.
In an attempt to ascertain when the transition from SS to
WS state occurred, the AE data set was split into pre—-AE
and post-AE blocks each of six weeks duration. The result
was good correlation over most of the lower heights and a
pointing direction steady around 225°for the pre-AE data
block. The post-AE block, however, was similar to Fig
9_4b) in that the correlation was poor and the pointing
direction was swinging from 225° (SW) through 0° (N) to 90

(E).

The six-week block analyses should be treated with
care because they contain fewer points and are thus more
likely to produce spurious results. However, the high
correlation observed in the pre-AE data and the smooth way
in which those values vary with height around 225° strong-
ly suggests that it 1is mnot until after the autumnal
equinox that the beam pointing direction moves from its SS
state, viz. south-west - consistent with ground plane
considerations, to it's WS state, viz. between north and

east.
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How, then, can the beam of a fixed broadside array
appear to move around the sky? The effects of the water-
table previously discussed could move the beam around
within the SW quadrant but certainly not to the extent

exhibited here.

A clue to what is happening may lie in Fig 2-6b). The
inferred ¢ value is significantly different for the two
different height ranges. The data producing these results,
however, was obtained simultaneously from the same beam.
This suggests that the scatterers are changing the effec-
tive beam pointing angle. This possibility 1is now con-

sidered.

The effective array polar diagram, and the resulting
pointing angle, is determined by the polar diagrams of the
transmitter, scatterers and receiving array combined. In
this case the transmitter polar diagram is broad (see
appendix 1) so that it is the latter two polar diagrams
that need to be considered. This is done with the aid of
Fig 2-9. The case of isotropic scatter is represented (for
two dimensions) in Fig 2-9a). The product of the receiving
and scatter polar diagrams gives a result that is largely
the same as the original receiving polar diagram. For a
more specular reflector at an angle to the horizontales,
the polar diagram is greatly affected (Fig 2-9b)). The
effective beam pointing angle in this case is almost
wholly determined by the scatterer. Thus if the nature of
the scatterers varies with height between these two cases,

the effective beam pointing angle will also vary.
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Figure 2-9. a) Resulting effective polar diagram for isotropic scatter.
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Unfortunately, neither purely specular nor isotropic
scatterers are observed in the real atmosphere. Some atmos-
pheric irregularities scatter over a broad range of angles
and are thus termed isotropic. Others scatter over narrow
ranges of angles and are called specular but each have
some of the characteristics of the other. The mechanisms
responsible for these types of irregularities are beyond
the scope of this thesis and are not discussed here. It is
simply noted that they have been observed in the meso-
sphere (Hocking and Vincent, 1982; Hocking, 1983). It is
important to note, however, that they are probably assoc-
jated with the breakdown of internal atmospheric gravity
waves. This is noteworthy because (as discussed in chapter
1) the phase fronts of gravity waves are rarely aligned
horizontally. Thus it is probable that the specular compon-
ent of the scatter rarely comes from overhead, but instead

comes from an angle away from the vertical.

For these characteristics to show up under the
analysis of the previous section, they must prevail for
most of the data period, here 12 weeks. If this is not the
case, the random scatter in the data will reduce the
correlation coefficient, possibly to below the significant

level P, and the results will be rejected.
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These ideas can now be used to suggest possible
mechanisms for the results presented in Figs 2-6. The 5SS
results of Fig 2-6a) show values consistent with the lie
of the land (as indicated by the arrow). This could be

explained by the presence of two layers of 1isotropic
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scatterers throughout the SS season. The shift of the

value away from the predicted 0.1° may be due to the
specular component of the isotropic scatter. It 1s not
suggested that a preferred ® value exists, just that the
average mnon-horizontal nature of the isotropic scatterers'
specular component causes a bias away from the horizontal
and the nearby 6 =0.1 value. The variation of the 8 value
with height is consistent with this idea. The regions of
re jected data between 76 and 80km and above 90km could
have been due to varying specularity over the 12 weeks of
the data. Inspection of Fig 2-4a) shows that the ¢ value is
more variable in this region than in the accepted data

regions which agrees with this postulate.

The WS results of 2-6b) are considerably more diffic-
ult to justify. As stated previously, the beam angle ¢ has
two different values for different heights, neither of
which agree with the expected pointing angle. No physical
characteristic of the Buckland Park site can be reasonably
proposed that would change the beam angle by such an
amount. Even if this were possible it could only explain
one section of the graph as the beam cannot point both
north and east simultaneously. Thus, the scattering proper-
ties of the irregularities must be used to explain these

phenomena.

The high correlation observed suggests that the mech-
anism responsible is not highly variable. This property 1is
also exhibited by the smooth variation of both 6 and ¢

with height.
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Arguments outlined earlier suggest that some form of
specular reflection is required to change the beam poin-
ting direction. However, an experiment conducted by
Hocking (1979) on day 151 of 1977 (within the season of
the WS data) showed that these levels returned significant
power from a beam pointed 11.6° off zenith toward the east.
This suggests that the scatter is isotropic. If Hocking's
short-term study is applicable, then we must assume that
the scatter is showing both specular and isotropic charac-
teristics, and the specular properties are affecting the

beam direction on a long-term basis.

Analysis of real-time data during the WS season has
recently shown (Vincent, private communication) that the
polarisation of gravity waves during this season is consis-
tent with waves propagating generally toward the south-
west. The phase front alignment for this polarisation
would tilt the beam to somewhere in the north-east quad-
rant, which is consistent with the findings presented
here. The summer polarisation is found to be less constant

and thus the pointing angle would not be affected.

The possibility of a physical correlation, to explain
the WS observations, has also been considered. The beam
seems to move to its north and east position after the
autumnal equinox, around the time of the onset of planet-
ary wave activity. Could the relationship between horizon-
tal and vertical velocity in these waves be causing this
correlation? This possibility was dismissed, however, as

the required activity would need to have a period of 7



43

days (or a multiple thereof) and must stay phase locked
from just after the AE to the end of the WS data set to

produce these results.

Because the effective pointing angle of the array
varies in the way shown here, no particular beam pointing
angle can be quoted and used to correct vertical veloc-
ities for the effect of horizontal winds, while the
current method of real-time analysis 1is being used.
Unfortunately, this method is susceptible to the effects
of the specular returns which have the effect of changing
the beam pointing direction to one normal to the scatter-
ers' . orientation. A method of vertical analysis which
attempts to eliminate this effect is discussed in chapter

3 of this thesis.

It is possible, however, to calculate long-term
averages (here 12 weeks) of vertical velocity, and these

results are presented in Fig 2-7.

Theory predicts small magnitude rising motions in
summer and downward motions in winter. However, these
characteristics are not exhibited in Fig 2-7 where a
downward motion in the summer is inferred at both (accep-
ted) height ranges. The winter velocities are strongly
downward at one level and less strongly upward at another

level.

The incomplete understanding of the effects respon-—
sible for the winter beam characteristics lead to a
cautious approach to the winter data but the summer case

seems more clear and the summer data cannot be discounted.
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It is interesting to note that the SS results are.og
similar magnitude and have the same seemingly incorrect
direction as results presented by Balsley and Riddle
(1984) for Poker Flat. Fritts (private communication) has
indicated that the latter results may be explained by the
presence of a Stokes drift (as in chapter 1). Thus, Fig
2-7 may be taken as further evidence of the existence of

this phenomenon.
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2.2 Other Effects Causing Apparent Vertical Velocities

In a recent paper by Balsley and Riddle (1984),
possible experimental causes of error were considered in
relation to VHF measurements made at Poker Flat (Alaska).
Those not treated in section 2.1 are now discussed in the

context of HF radars.

The effect of mesospheric electric fields was consid-
ered and reference was made to a study by Reid (1983) for
Poker Flat. The angle between the horizontal, and the
magnetic field lines at Adelaide is 60° compared with 77°at
Poker Flat. Thus assuming similar electric field character-
istics, the magnitude (only) of the effects suggested by
Reid can be taken as a fair indication of the situation at
Adelaide. The result is that some effect is noticeable in
vertical velocities above approximately 75km. To treat the
situation at Adelaide fully from this viewpoint, infor-
mation on the electric field overhead 1is required.
Unfortunately, this information 1s not available so that
this thesis is confined to noting the possibility of this
effect. As this mechanism would not be expected to change
seasonally, it could not be used to explain the observat-

ions presented in section 2.1.

The presence of a horizontal electron density
gradient, which would refract the radio wave path, is also
considered. This would mean that a beam that pointed
vertically at ground level could be bent in such a way

that it was not vertical in the mesosphere. Once again,
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not enough information is available to treat the probleﬁ
quantitatively; however, it could only be considered a
short-term effect as no mechanism can be proposed to
sustain such a gradient on a long-term basis. Thus,
although it may be important, it cannot be proposed as a

mechanism for the findings given previously.

The apparent ray bending, due to magneto-ionic
effects, 1is mnot thought to be of consequence because,
although the ray path is diverted, the radio '"wavefronts"
remain horizontal and are just shifted sideways. Thus, the
scattered power would nét be Doppler shifted by the horiz-

ontal wind.

The partial reflections used to obtain Doppler veloc-
ities at BP are believed to result from changes in the
electron density due to turbulence etc. From this view-
point, it does not seem likely that a change in total
electron density would change anything other than the echo
reflection coefficient. Thus, it is mnot felt that the
diurnal change in electron density would cause apparent

vertical velocities.

It can be seen that some of the mechanisms mentioned
in Balsley and Riddle (1984) may be important at HF.
Unfortunately, information on ionospheric characteristics
not immediately available is required to treat these prob-
lems fully, so they are not taken any further in this

thesis.
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Summary

Attempts were made to find the beam pointing angle of
the Buckland Park HF array by comparing the horizontal and
vertical velocities on a long-term basis and searching for

a correlation between them.

Correlations were found during the summer and winter
solstice seasons but in differing directions. This
suggests that it was not the beam alone that determined
the effective pointing direction, but the beam and the

scatterers combined.

The method for obtaining the vertical velocities used
in this analysis is susceptible to bias due to high power
specular returns. It is concluded that a characteristic
beam pointing angle of the array cannot be used to correct
vertical velocities while the current method of analysis

is being used.

It should be noted that From and Whitehead (1984, below) employed

a technique to find the pointing angle of a HF array using E-region
reflections. This method, however, is not suitable for pointing
angles close to the zenith.

From, W.R. and Whitehead, J.D.
"The Calibration of an HF Radar used for Ionospheric Research".
RAD. SCI., 19, 423-428. 1984.
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3w BEAM COMPARISON EXPERIMENT

During June, 1984, the Buckland Park array was diver-—
ted from it's real-time winds program to conduct a more
specialised task. Part of the analysis of the data collec-
ted in this period is presented in this chapter and has

been termed the "Beam Comparison Experiment".

It was originally intended that the experiment be
used to compare vertical velocities obtained from both
wide and narrow beams (hence the name). Operational radars
which use the spaced antenna method (Briggs, 1977) to
obtain horizontal wind measurements are generally made up
of three broad beam receiving arrays. The possibility of
using broad Dbeams for wvertical wvelocity measurement
instead of large arrays with narrow beams was of key
interest Dbecause of the size (and cost) advantages
involved. Comparisons between oblique and vertical narrow

beam measurements of radial velocities were also intended.

As a results of this study, and the work presented in
the previous chapter, fundamental questions were raised
about the suitability of the analysis method being used.
This method is outlined in the first part of this chapter.
This is followed by a possible alternative in the light of

the earlier results.
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3.1 Experimental Configuration and Preparation

The layout of the BP HF receiving array is shown in
Fig Al1-2 (Appendix 1). Each of the 89 crosses shown
represents a pair of half wave dipole antennas, omne
aligned north-south and one east-west. Each of these
dipoles is connected to one of two patch boards situated
in the main receiving hut. This means that two super-—
imposed arrays are available for the reception of circular-
ly polarised signals, as the alignment of the dipoles is

unimportant for this type of radio wave.

The way in which the patch boards were configured is
shown in Fig 3-1. The 1left-hand board (consisting of
dipoles aligned north-south) provided three groups of four
dipoles arranged in such a way as to be suitable for
spaced antenna drift analysis. The right-hand board (of
dipoles aligned ecast-west) was connected firstly into
parallel rows and then split with power splitters. One set
of power splitters was then connected together to give a
nominally vertical beam. The second set of power splitters
was arranged to produce an 11.6° off vertical eastward
pointing beam by the inclusion of suitable lengths of
cable between successive antenna rYows. The value of angle,
11.6° was that determined by Hocking (1981) to be optimal
as the first zero of the whole array polar diagram points

upward.

During the second half of the experiment, the
vertical beam of the right-hand board was phased to point

at 11.6  off vertical towards the west whilst maintaining
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Figure 3-1. Patchboard configurations for the Beam Comparison Experiment.



50

the eastward beam. This was done to enable momentum flux

measurements of the kind made by Vincent and Reid (1983).

The experiment lasted in total 17 days with the first
part of the experiment running from 13:44 31/5/84 to 12:48
9/6/84 followed by the dual beam part from 14:50 9/6/84 to
11:06 17/6/84. These configurations and times are summar-

ised in Fig 3-2.

Preparation for the experiment began with a check of
the impedance of the array elements via the patch board
sockets. In this way, faulty antennas could be identified
and repaired. While the array was being configured as

described, care was taken to ensure that

-~ good contact was made between patch board sockets
and the connecting bars, and on subsequent connections to

the receivers.

- connecting bars were correctly tuned to match their

input lines.

- phasing cables used to tilt the narrow beam were

included in the correct order.

The five receivers to be wused were checked for
excessive noise and the gains set to- be approximately

equal.

The real-time wind analysis program Wwas used to
ensure that the off vertical beam was actually pointing in
the direction supposed in both parts of the experiment.

This was done by comparing in sign and approximate magnit-
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Figure 3-2. Configurations and times for the Beam Comparison Experiment.



beam(s) with the horizontal velocities from the real-time

spaced antenna winds analysis.

For the duration of the experiment, data were
recorded every two minutes for ten heights each Z2km apart
within one of the sets of height ranges listed below. The

mode or polarisation of transmission is also given.

0700-1700 LT : 60-78 then 80-98km using O-mode trans-
mission (i.e., all consecutive points at one height are 4

min apart).

1700-0700 LT : 70-88 then 80-98km using X-mode trans-
mission (i.e., consecutive points 4 min apart 70-78 and

90-98km, 2 min apart 80-88km).
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3.2, Analysis of Data Using the Phase of
the Autocorrelation Function to
Find Radial Velocities

Data collected during the experiment were stored on
magnetic tape and later analysed to ascertain the horizon-
tal and radial wind velocities. Analysis was carried out
on the University of Adelaide's Cyber 173 mainframe
computer. The horizontal wind velocities were found using
the standard method of spaced antenna drift analysis
(Briggs, 1977; Ball, 1981). These are sometimes used for
comparison, but it is the radial velocities that are the
subject of this thesis. A description of the method of
analysis now follows. The computer programs used for the
early analysis were developed by Reid (1984). The prin-
ciples involved are best presented by assuming continuous
functions and this is done here. The details of the
equivalent discrete methods used in the computation by

Reid are presented in the aforementioned work.

As outlined in appendix 1, Gaussian shaped pulses are
transmitted at a central frequency w;= 27 x 1.98 MHz. This

pulse may be expressed as

E(t) = E_(t) i lE

where Et is the amplitude of the transmitted signal and i
= /-1. Refractive index fluctuations cause scattering of
the wave and the backscattered component returns to the
ground. Scattering theory predicts that in order for
appreciable backscatter to occur, disturbances must have a

scale, along the line of sight, of half the radar wave-
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length (Bragg scatter). Therefore, the radar 1is most

sensitive to disturbances of scale 75m.

The signal measured at the ground can be expressed as

E(t) = E () e

representing the received signal a fixed time after the
transmitter pulse. This corresponds to returns from a
volume of the atmosphere whose vertical scale is deter-
mined by the transmitted pulse length and horizontal scale
by the receiving array polar diagram. If a scatterer
within this volume is in motion, with a component of
velocity V along the line of sight, the frequency w will be

Doppler shifted from w thus

wo o= + W = ® + 2th

C

where ¢ is the speed of light. In practice, the complex
sampling of the signal has the effect of shifting thewt
frequency component of the returned signal to zero so that

any Doppler shift is away from zero frequency.

Random motions and the bulk motion of the atmosphere
result in a spectrum of w made wup of contributions from
the many scatterers within the sampling volume. If we
compute the power spectrum S(w) of the returned complex
signal, we may use 1t to find the Doppler shift and thus
the average velocity of the atmosphere passing through the

sampling volume.

Rastogi and Woodman (1974) note that 1if the

atmosphere 1is stationary, the power spectrum Ss (w) 1is
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positive and symmetric around zero. If the Fourier trans-
form of this is computed to give the autocorrelation
function P_ (1) (by the Weiner Kintchine or autocorrelation
theorem, see e.g., Bracewell, 1978) it will be real and
even. A mean motion through the radar beam acts to shift
this spectrum away from zero frequency, introducing a

phase term thus

o (1) = p_ (1) e ¢(T

s
Given that the first moment (or mean) of the power

spectrum is wdviz.,

“a = [ w s(w) dw
(Rastogi and Woodman, 1974) a well known Fourier theorem
relating the jth order moment to the jth order derivative

may be used to show

W = 1 p'(0)
i

where the prime denotes differentiation with respect to T.

In combination with our expression for p(71) this gives

wy = ¢'(0)

that is the Doppler shift is equal to the slope of the
phase of the autocorrelation function at =zero lag. This
can be calculated in a computationally efficient way by
noting ¢(0) = O by definition and

$'(0) = ¢(t) - ¢(0) = ¢(7)

T T

for a small value of T.
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This theoretical development embodies two related but

separate assumptions. They are

1/ The unshifted (stationary atmosphere) power spec-—
trum is symmetric around zero or equivalently the shifted

power spectrum is symmetric about W, .

2/ The mean of the power spectrum (or 1st moment) is
a measure of the average motion through the sampling

volume.

If the assumption 1/ is satisfied then 2/ is accep-
table, but in the real atmosphere the power spectrum is
not always symmetric. Woodman and Guillen (1974) state
that failure of assumption 1/ introduces an error of the
order of 1%in the estimate of ¢'(0), and by their more
general formulation, show that the above theoretical

arguments are still wvalid.

The validity of the second, almost fundamental assump-
tion seems intuitively obvious but is questioned in the
light of the results of this experiment. This should be
kept in mind but further discussion of this point is

deferred to section 3.3.

A typical power spectrum is shown in Fig 3-3. 1Its
main features are the Gaussian shaped background and the
presence of spectral spikes with amplitudes much greater
than the Gaussian profile. Some characteristics of these
power spectra make then unsuitable for the above analysis
method. Thus it is necessary to introduce some rejection

criteria into the operational procedure.



M

Figure 3-3. A typical power spectrum.
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As it was the analysis programs of Reid (1984) that
were used for this part of the experiment, it 1is his
rejection criteria that are now described. Firstly, the
data were checked to ensure that the signal levels did not
correspond to saturation or noise for a significant part
of the data collection period. The signal to noise ratio
was calculated (see Rastogi and Woodman, 1974) and tested
but, most importantly, the autocorrelation function was
inspected for irregular behaviour. It was found that, on
occasions, the phase of the autocorrelation function was
oscillatory and thus gave spurious results. The slope at
zero lag was no longer an indication of the actual slope
and the results were rejected. The cause of this has been
shown (Rastogi and Bowhill, 1976; Hocking, 1981) to be the
beating of two or more specular components of the power
spectrum. The extent of the beating depends on the number,
relative powers and separation of the spikes. For example,
two well separated spikes of similar amplitudes cause the
ACF to oscillate considerably and result in rejection. In
contrast, four or five similar spikes do not produce much
oscillation of phase and will be accepted. The presence of
one specular ''spike'" however, does not generally result in

a rejection.

Using these principles, the beam comparison experim-

ent data was analysed to find,mdand thus V using

w, = 2V
t

C

as mentioned before. The results of this analysis are now

presented.
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3.2.1 Results

The beam comparison experiment consisted of two
configurations as stated in section 3.1 and summarised in
Fig 3-2. The vertical velocities of the vertical, off-
vertical (VO) part of the experiment are presented in Fig
3-4. The phase of the ACF analysis was used on two of the
three wide beams as well as the narrow beams. Only the
wide beam and vertical narrow beam results are presented

in this figure.

It should be noted that, although data is presented
over the height range 60-98km, only above approximately
80km is there data for 24 hours a day. Below this height,
night-time ionospheric conditions are not suitable for
consistent echo returns. This 1is illustrated by the
computer output of Fig 3-5. Therefore, care must be taken
in interpreting the absolute values below this height as

only half the semi-diurnal tide is being sampled.

It is possible to obtain a vertical velocity from the
dual beam (00) configuration of the second part of the
experiment. The radial velocities 1in each beam contain
information on the horizontal and vertical velocities
given the off-vertical angle. For radial ‘velocities VE and
Vw from the eastward and westward pointing beams, respec-
tively, and assuming that a radial velocity toward the
array is mnegative it can be shown that the vertical

velocity w and the horizontal velocity u are
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Figure 3-4. Wide and narrow beam vertical velocities.



T T T T T o Y e e bl al el sl ol ol el
AAmABREBIIODORAR

[ O o Ll ol L
SR RA@EAR AR AR N
[ L o

AP RARUDAANBRARNRNANOTANRARNARNRIANS >

FPOOOOOOOOOOOOOOQOOOOOOOOOO <

[ e e i

TIwE
HOUR

1139
1290
1230
13319
1330
1400
1430
1500
1530
1602
1630
1709
1730
1890
1330
10090
1830
20900
2930
2130
2130
22390
2239
2397
2330
0000
0033
012
0133
2202
n2390
0339
0333
0490
0430
059323
0339
d390
430
0729
Q73
28399
7830
4900
0339
1000
1029
1193
112390
1209
1239
1300
1330
Lb00

=39
=16
=16
=13
-21

-3
=33
-11
-23

-2

-21

82

=30
-18
-19
-21

-2
-29
-12
=30

-3

-13
-28
-25
-265
-23

-7
-27
-15%
-17

-9

-3

$h 58

-14 -8
-14 =19
-17 =10
-11 -3
-12 -8
-15 =14
-12 -6
=12
=138 -18
-15 =17
- ?
-i3 =18
-23 -22
-14 -7
-11 -4
-12

-7 -8
-13 -5
-13 =12
=15 =10
-3 -3

-9 -6

Figure

-9
-18
-11

-5

-9
-14

-3

-14

-18
=15
-3

-1 4
-5
=3
-3
=2

-3

3-5. Computer output showing

ALTITUDE

79

-12
-14
=13
-3
-9
-14
-
-6
-9
-11

72

=46
=10
=16

-8
-11
-11

-7

-16

-5

-
-17

-10

(KM}
T4

-19
=11
-29

=10

-3
=10
-22

-7

=11

-11
-27
-21

-5

-7

76

-23
-21
=10
=15
-18
—-12
-9
-4
=20
-11

~36
=56
-h9

13
10

-32

-37
-28
-12
-20
-30
-28

-5

-4

-1a

T8

=22
-26

-7
-1
-12
-12

-§
-37
-31
-21
=19
-29
-2%
-33
-19

-2
=37

-1

-26
~-22
=32
—-14
=14

-31
-41
-28
=17
=34
-233
-22

-

-a

-22

0

&R

32

-3
-5
-2
-1
-7
-2
-7
-7

-13
-1
-1

-3
-13
-19
-18

-3

-3
-19
-4
11
-15
-4
-t
-3
-3
-13

=13

-7
-17

-24

data acceptance.

s34

-4
-6
-3

-5

-3
-3

-12
-2
-2

=13
-153

-3
-7
-4

-4
-12
-9

-11
-1

-3
-7

-3
-1

=10
-3
-15
-14
-24
-9
-1
-3
-3
-
-1
-4

-3
-2
-2
-17

-17
-13
-13
-§
-5
-4
-t

-5
12
-22
-14

LN ]

-8
-7
-8
-3
-7
-9
-8

-140
=2

-3
-7
-1 4

80

Ta17

-8
-10
-3
-5
-10
=11

-7
-h
-7
-3
-10

=16

-12
-4
=20
-3
-2
-7

-18

-22
-5

92

-17

=18
-4

34

=217

-11
-48

-2
38
58
-6
-11
=23

-19

-22

1 1
rl MR

a@FLUONVWNWeOKFE e

i
o

-27¢
-15



58

u = V -V
E W

2 sinop

where 6 is the angle from the vertical toward both the east
and west at which the beam is pointing. The array 1is
configured such that 6 is 11.6° However, the effective
value is found to differ from 11.6° and this point will be
discussed shortly. For now it is sufficient to assume

cos 6§ ~1 (as cos(11.6° )= 0.983). The vertical velocity
values obtained in this way are presented in Fig 3-6 as
well as vertical velocities from the two available wide

beams.

Average horizontal velocities for the duration of the
00 part of the experiment are presented in Fig 3-7. These
spaced antenna drift results can be used to find the
effective value of © J%f;or which the oblique beams give
results consistent with the spaced antenna velocities.
Already included in the figure is the velocity u (from the
above relation) . assuming that the beam 1is pointing at
11.6% It is obvious that this value is not correct and the
values required to match up the velocities are presented

in table 3-1.

Table 3-1
Height (km) for an 11.6° tilted beam
60 6.0°
70 6.4°
80 5.4°

90 5.3°
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Figure 3-6. Wide beam and oblique beam vertical velocities.
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Because the value of 6 is uncertain, all the off
vertical beam results are plotted next to their range
value, as compared to height from the ground. This is not
considered to be a problem because, by inspection of Figs
3-5, 3-6 the features of the vertical beams do not lag the

features of the oblique beams in height.

The error bars shown in Figs 3-4, 3-6 and 3-7 corres-
pond to the error in the mean for each value. Where two
wide beams are plotted, only one carries error bars as the
magnitudes of the errors were similar for both. Thus, in
the interest of picture clarity, one set of error bars has

been omitted.

3.2.2 Discussion

Vertical velocities obtained wusing the method of
section 3.2 and a narrow receiving beam are presented,
along with equivalent wide beam results, in Fig 3-4. A
wide beam can be considered to have the sampling volume of
a narrow beam with extensions in a spherical shell out-
wards from the zenith. If we consider the atmosphere in
motion through the wide beam sampling volume, then it
would be expected that the power spectrum for the wide
beam would be broader than that for the mnarrow beam, due
to the returns from larger angles which have greater line
of sight velocities. This broadening, however, should not
affect the mean Doppler shift and thus the inferred
vertical wvelocity. Therefore, the results of Fig 3-4,
which show significant differences between the wide and

narrow beams are difficult to reconcile.
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With two possible velocities, it must now be consid-
ered which, if any, is correct. As an aid to answering
this question it is of interest to know if any particular
section of the sampling volume is contributing more to the
velocity determination. This can be done by considering
the sum of the velocities obtained from two oppositely
pointing beams as described in the previous section. It
can be seen from Fig 3-6 that there is a very good
agreement between velocities found in this manner and
those from the true wide beam. This suggests that most of
the information contributing to the wide beam velocities
is coming from angles away from the vertical. (It seems to
be of no consequence that only an eastward and a westward
sector of the wide beam sampling volume is used in this

comparison.)

It is possible to find the effective pointing angle
for a beam that 1is pointing nominally at 11.6° off-
vertical, as stated previously, and the results were
presented in table 3-1. These showed an effective pointing
angle of 5 or 6 degrees for the height range of the data.
Therefore, there must exist a mechanism which gives in-
creased weight to the signals arriving from closer to
overhead, thus forcing the effective pointing angle toward

the vertical.

To gain an understanding of why the wide and narrow
beam velocities differ, we must consider the parameters
that vary in the two analyses. All the data were obtained

simultaneously using reflections from the same transmitter
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pulse. The electronics and data processing may vary slight-
ly but as the two wide beams give similar answers, this is
not considered important. In fact, the only difference
between the two systems is the polar diagram of the
receiving array being used. Thus, the differences must be
due to different weightings given to signals coming in

from different angles.

At this stage, nothing can be said about the scatter-
ers other than they have characteristics that fall into
two main categories (see chapter 2). The first, isotropic,
refers to scatter than extends over a broad range of
angles. The second category, known as specular reflection,

returns signals only over a narrow range of angles.

If the receiving polar diagram is symmetric about the
beam pointing angle, a steady flow of isotropic scatterers
through the beam will produce the same value for the
vertical velocity, irrespective of the beam width. This is
because extra power spectrum contributions on the approach-
ing side due to a broader beam will be compensated for by
an equal and opposite contribution on the exit side of the
beam. Thus, if the scatter is purely isotropic, there will
be no difference in velocities inferred from a wide and a
narrow beam, even if the ground plane is slightly tilted.
(Although if the ground plane is tilted, the velocity will
be incorrect.) This leaves only specular reflectors to

blame, and these must now be investigated.

These thin specular reflecting layers produce high

power spikes in the power spectrum of the returned signal
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(Rottger, 1981; Hocking, 1983). One example of this is the
power spectrum of fig 3-3 obtained during this experiment.
How, then, do these ''specular spikes" influence the veloc-

ity measurements?

The bulk properties of power spectra obtained from
wide and narrow beams are reproduced in fig 3-8. The
position of the spike in réality depends on atmospheric
conditions and is positioned such as to illustrate the
issues here. It is also important to note that this spike
is not affected by the array polar diagram. Note also that
we assume that there is only one spectral spike. It is
accepted that some spike distributions will cause rejec-
tion of the data in accordance with the rejection criteria

of section 3.2.

It can be seen that the Gaussian background profile
of the wide beam contains more power than that of the
narrow beam. We assume the spectral spikes contain the

same power. How, then, will this affect the Doppler shift

w, = f w S(w) dw ?

In the narrow beam case, the spectral spike contains
a large percentage of the total spectral power. Therefore,
wdwill be biased toward the spectral spike value W« The
wide beam, however, has more power in its Gaussian back-
ground profile and will be less affected by the presence

of the spike. Thus %iwill be closer to w, (see fig 3-8).

Similar arguments can be wused to investigate the

possible case where the specular layers are tilted and the
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spike power is affected by the polar diagram. This case 1is
represented by fig 3-9 where uw,, wdand w, are as defined
previously. The mnarrow beam, by virtue of 1its polar
diagram, reduces the power contained within the spike atw_

.This is not so for the wide beam, and the result is a

different wdvalue (and hence velocity) for the wide beam.

.One important difference between these two examples
is that in the fig 3-8 case, the spike has little effect
on the wide beam velocity whereas, in the fig 3-9 case, it

is the narow beam that is not greatly affected.

Given this interpretation of what is occurring, which
velocity do we take as a measure of the true vertical
velocity? To answer this it is necessary to know whether
it is the spectral spike velocity (from W, ) or the
velocity from g that is of importance. The mechanisms
responsible for the Gaussian background are reasonably
simple (e.g., Briggs and Vincent, 1973) but this is not so

for specular layers. These are now considered.
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3.3% The Effect of Specular Layers
on Velocity Measurement
Although specular layers may have an effect on the
results obtained from an oblique beam, the following dis-
cussion will be restricted to the effects seen by a

nominally vertical beam.

Of prime importance to this discussion is the orien-
tation of the scattering layer. If the layers were aligned
horizontally, the analysis of chapter 2 would have yielded
pointing angles either vertical or consistent with the lie
of the land. The spectral spikes described earlier would
be representative of the bulk motion of the atmosphere and
no difference would be observed between the wide and
narrow beam results as seen in fig 3-4. (This will become
more obvious through the ensuing discussion.) Thus, it
would be of interest to consider specular layers that are
tilted. As noted in chapter 2, the probable association
with gravity wave activity would suggest that they be
generally anything but horizontal. In a stratified atmos-
phere, however, it is unlikely that this tilt be too great
but data from chapter 2 suggest tilts of around 0.5°and
only a small angle is required to produce a large effect

as shall now be demonstrated.

Consider a tilted specular layer moving with a
general velocity v. Without loss of generality, it can be
assumed that motion occurs in the x-z plane, i.e., the y
component of velocity is zero. The following vectors and

co-ordinates are of importance.
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>
X

where n is the unit normal vector. The vectors v and n can

then be expressed in terms of the following components:

v = (vsin(e+¢ ), 0, -V cos(6 +¢ ) )

I

n (sin 8 , 0, -cos )

Due to the specularity, radar returns will only be
seen along the normal n (assuming that the transmitter and
receiver are close together). Therefore, only the line of
sight velocity along the normal need be considered. This

velocity, v, g1s

Vies - Y-n

= vsin(6+¢) sin 6 + v cos(6+ ¢) coséb

where v is the modulus of v. If the layer is in motion
perpendicular to its orientation, $=0 and v, . = Vv as
expected. Similarly, if the layer is horizontal,

= v cos ¢ and the true vertical component of motion

Vios

results.

Of importance, however, is the case of a tilted layer
moving horizontally. In this situation, 6 +¢ =90°and the

expression for vLosreduces to

v = v sin 6
LOS
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That is, a layer with no vertical velocity component,
by virtue of the fact that it is tilted produces what

could easily be interpreted as a vertical motion.

The above formulation only considers one arbitrary
"point" on the specular layer. As the layer moves through
the sampling volume, the reflection ''point'" moves along
the scatterer. Thus the layer returns a signal for a
finite period of time, a signal that will be Doppler
shifted due to the horizontal motion, and of greater power
than the 1isotropic returns. This will appear in the
returned signal power spectrum as a spike, as seen in Fig

3-3.

It is interesting to note that the expression

= i 0
VLOS vV s1in

is the same as that used in chapter 2 to treat the case of
isotropic scatterers in motion through a beam tilted at an
angle ¢ . It was stated there that a value of 6 as small as
0.1° could have a considerable effect on the wvertical

velocity determination. The same is applicable here.

The effect would not be serious if the specular
layers had random orientations. These contaminations could
then be averaged out. However, in the light of the results
of chapter 2, and the possible assocation of these layers
with gravity waves, this is not likely. The stratospheric
filtering discussed in chapter 1 will leave a gravity wave
field with an assymetric phase speed distribution and thus

a preferred orientation within the background flow. Even
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if these layers are not associated with gravity waves, no
explanation other than tilted specular reflectors can be
proposed to explain the differences between the wide and
narrow beam velocities of section 3.2.1, and as these
results represent an average, the tilting cannot be purely

random.

If the arguments presented are valid, then the spec-—
tral spikes seen in the returned signal power spectra
should be ignored. If this is not done assumption 1/ and,
more importantly, assumption 2/ of section 3.2. is no
longer satisfied. The mean of the power spectrum is mno
longer a measure of the average motion through the

sampling volume.

From a physical point of view it seems an extremely
simple solution to ignore the parts of the spectrum that
can tilt the beam i.e. the specular spikes, and use only
the spectral information from the isotropic scatter, which

does not significantly affect the beam.

We must, therefore, consider ways of removing the

specular spikes from the analysis.

3.3.1 Possible methods of specular spike rejection

The most obvious way of Ttemoving the effects of
tilted specular layers from vertical velocity determin-
ation is to use narrow radar beams. The ''marrow' beam of
the Buckland Park array is really quite wide from this
point of view (half width half maximum 4.5°). An array of

half width half maximum of(awill be sensitive to specular
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layer tilts up to approximately 6 Thus an array would
require an extremely narrow beam to remove specular

effects in this way.

The possibility of removing the specular spikes from
the power spectrum during analysis has been studied by
Hocking (private communication). This differs from the ACF
analysis of section 3.2 in that the power spectrum 1s
computed explicitly and inspected for specular spikes.
These are then removed and a Gaussian profile is fitted to
the remaining data. The peak of this profile is then taken

as the Doppler shift and a velocity -is inferred from this.

It would be equivalent, and possibly more computation-—
ally efficient, to remove the spikes and Fourier transform
back into the ACF domain. The slope of the phase method
could then be used as described in section 3.2. This,
however, has not yet been attempted and can only be stated
as a proposal. Similarly, the optimal criteria for spike
rejection have not yet been investigated. The criteria
currently in use seem acceptable by physical inspection of

the spectra, but further "tuning" of this may be required.

Hocking's analysis as it stands has been applied to a
short (approximately 24 hours) segment of the Beam Compar-—
ison Experiment data. These results are presented in Fig

3-10 and will be briefly discussed.

The height range over which this comparison was made
was limited by the results available from the spike re jec-

tion analysis. This is simply because the method has only
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recently been developed and has not yet been applied to
other parts of the height domain. It can be seen in Fig
3-10 that the spike rejection technique has had a consider-
able effect on the wide beam velocity results, but has
made little difference to the narrow beam results. By
removing the spike, w,moves to W, and this change is much
greater for the wide beam. This suggests that something
similar to that described in Fig 3-9 is occurring, even
though Fig 3-9 is an ideal case. It is not suggested that
the real atmosphere produces such ''classic' spectra, Jjust

that a broad resemblance to Fig 3-9 is prevalent.

This result, and the mere fact that spike rejection
changes the inferred velocity, leads to the following
suggestions about specular reflectors, between approxim-

ately 60 and 78km
1/ They are generally tilted.
2/ Their tilts are, on average, of the order of the

beam width of 4.5°.

Although some of these suggestions may be difficult
to accept it is wundeniable that spike rejection 1is an

analysis method that warrants consideration.
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Summary

In this chapter, the ACF method of inferring vertical
velocities (Rastogi and Woodman, 1974) was described as
part of the analysis of the Beam Comparison Experiment.
The findings of this experiment could not be explained if
it was assumed that specular reflectors were generally
horizontal. Instead it was necessary to assume that they
were tilted (probably associated with gravity waves) in a
preferred direction, and were thus biasing the ACF

analysis results.

The ©possibility of removing these contaminating
effects was discussed and a method to do this, developed
by Hocking (private communication), was used to obtain
some preliminary results. These did in fact differ from
the previous results in a manner suggestive of specular

layers tilted to appreciable angles.
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4. SUMMARY AND RECOMMENDATIONS FOR FUTURE WORK

The work presented in this thesis pertains to the
measurement of vertical velocities in the height range
60-100km, which encompasses the mesosphere and lower
thermosphere. However, the emphasis was on ascertaining
the validity of current methods of vertical velocity meas-
urement in the light of contradictions between expected

theoretical and experimentally determined values.

The first chapter set a theoretical background for
the kinematics and energetics of the mesosphere region. It
was found that momentum transport by internal gravity
waves (Hines, 1960; Lindzen, 1981) was of great importance
in this region. The possibility that the interpretation of

vertical velocities may be erroneous was also discussed.

Chapter 2 decribed a method used in an attempt to
find the pointing direction of the Buckland Park HF receiv-
ing array. This used statistical methods to search for a
correlation between horizontal and vertical velocities.
This correlation could then be used to find the parameters
of what was considered to be the most likely cause of

error, a beam that is tilted off vertical.

It was found, however, that for much of the year,
either no significant correlation occurred or the correlat-
ion suggested a pointing direction that could not be

explained by possible ground plane and, hence, beam tilts.
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It was thus assumed that it was the ionospheric scatterers
that were determining the pointing angle. This was further
supported by the results of a study of ACF analysis

carried out in chapter 3.

An experiment to investigate possible receiver beam
configurations for vertical wvelocity measurement was
carried out and was presented in chapter 3. Here it was
found that the ''slope of the phase of the autocorrelation
function' method of Rastogi and Woodman (1974) was suscep-
tible to contamination by tilted specular layers and the
presence of these tilted layers must be accepted to
explain the results of the experiment. A possible method
of overcoming this problem has also been proposed by
Hocking (private communication) and was outlined. Some

preliminary results were also presented.

As is obvious from this summary, the nature of, and
mechanisms responsible for, the radar backscatter were of
considerable importance to the vertical velocities that
were measured. Discussions of their effect on the vertical
velocities were limited to speculation because of a lack
of direct observations. If more work is to be carried out
in vertical velocity determination, then a study of the
scatterers, and such parameters as the angle of arrival
and the relative strengths of isotropic and specular

scatter, is recommended as a high priority.

The angle of arrival be studied wusing the BP HF
array. By sampling the returned signal at various groups

of antennas, beam swinging can be simulated and angular
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spectra of the returned power can be computed. The same
signals could also be summed to allow vertical velocity
measurement, and a comparison could be made with the known

angles of arrival.
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APPENDIX 1
DESCRIPTION OF THE BUCKLAND PARK H.F. ARRAY

Experiments described in this thesis were undertaken
at the University of Adelaide's, Buckland Park Field
Station. A description of the equipment used follows. A
more detailed description is available in Briggs et al.

(1969) and Ball (1981).

The H.F. array is situated near Adelaide at 35°38'S,
138° 29'E and operates at a frequency of 1.98MHz. Separate
aerials are used for transmission and reception. Both are

now described.

Transmission

Gaussian envelope pulses of width around 25 micro-
seconds are transmitted at a repetition frequency of 10Hz
(variable). The transmitter peak power is about 10kW.
Centre fed folded dipole aerials arranged in a square (as
shown in fig Al1-1) allow both O and E mode transmission by
the use of a phase shifter. Circularly polarised radio
waves can be synthesised by summing two mutually perpendic-
ular, linearly polarised rays, that are shifted in phase
(see fig Al-1). This phase shift of *90°is inserted via
the phase shifter, the sign of the shift determining the
mode. The required linearly polarised beams are obtained

by driving the opposite pairs of parallel dipoles together.
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During the day, O-mode transmission is used because
the E-mode polarisation is strongly absorbed at heights
above 80km. At night, however, received powers are

enhanced by using E-mode transmission.

The transmitting array (Fig Al-1) has a beamwidth

(half width half maximum) of approximately 40° at 2MHz.

ReceEtion

The receiving array consists of 2 independent sets of
89 half wave dipoles, one set aligned approximately north-
south and one approximately east-west. The dipoles, made
from copper wire, are 72m long and are hung from wooden
poles 1im in leng€h. These dipoles cover a circular area
approximately 1km in diameter (see fig A1-2). Signals from
each dipole are conveyed to the central hut via coaxial
cables whose length has been cut to an integer number of
wavelengths to maintain coherence. Impedance matched
connecting boxes and bars are used to configure the sets
of dipoles as desired, with the resulting signal going to

the receivers.

When the whole array is connected as a broadside
array, it has a beamwidth (half width half maximum) of
around 5°with the first zero around 11.6° The array polar

diagram is as shown in fig (A1-3).

Up to 8 receivers may then be used to amplify the
signals and sample as shown schematically (for &4 receiv-
ers) in fig (Al1-4). The signal processors demodulate the

receiver output into '"in Phase" (IP) and "in Quadrature'
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(IQ) components. After each transmitted pulse, the digitis-

ers sample the IP and IQ signals at delays given by

time delay = 2 x height

speed of light

The hardware currently allows samples at 2km inter-
vals between 50 and 100km. The 8-bit (0-255,,) binary
signal levels are then transferred to the Eclipse §/120
minicomputer. The computer can then do primary or real-
time analysis on the signals and store the results on
magnetic tape. The resolution resulting from the digit-

isers used here is 1/256, i.e., 0.4%.

Although ''range gates' at 2km intervals are indicated
in fig (A1-4), range gating is not used directly. However,
the finite width of the transmitter pulse produces an
effect equivalent to the use of a range gate. The typical
25 microsecond pulses used here give a height resolution

of 4km so that successive 2km samples are not independent.



82
APPENDIX 2

SUPPLEMENTARY GRAVITY WAVE THEORY

When the continuity, momentum and energy conservation
equations are combined in internal atmospheric gravity
wave theory, a situation results where it is convenient to
work with the ratios of the perturbation quantities to
their mean values (Hines, 1960). The resulting express-
ions, known as the ''polarisation relations'" are now
presented. The approach used here, from Hines (1960),
differs slightly from that used in chapter 1 in that the
Coriolis term (and thus f) is omitted from the force

equation.

The basic premise is that solutions of the basic

equations will have the form

p 1 - pl - u‘ - wl = Aelq)
pP PR X y
where ¢ = (wt - kx - mz)

and where P, R, X, Z and A are constant and wis real. This
assumption leads to the dispersion relation (as in chapter

1) which may then be used to evaluate the constants viz.:

P = vyu’m - iygae® /Ch

R = w'm + i(y-1)g - ivguw’ /C:
X = wkmC: - igwk

Z = w - wk CZ

where Cs is the speed of sound, Y the ratio of specific
heats, i the square root of -1 and the other quantities as

previously defined.



83

It is then possible to assume a perturbation in oné
quantity (e.g., horizontal wind) and calculate the amplit-
ude and relative phase of the other quantities. Refine-
ments and assumptions can be made to simplify these
relations even further but these are not presented in this

thesis. They are, however, available in Hines (1960).
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APPENDIX #3
LINEAR REGRESSION CALCULATIONS

The method used to fit straight lines to the data was
the '"method of least squares'. This process acts to minim-
ise the square of the vertical distance (here parallel to
the - axis) between the n individual data points and the
fitted line. Calculus is used to obtain expressions for
the line parameters and these are given here in the
context of their use in this thesis. (Details are avail-

able in most statistics texts, e.g., Spiegel, 1972.)

The fitted line has the form

w = a+cX
m

thus c¢ is the slope and a the w axis intercept. To obtain
m

this line the following sums are formed:

n o n —
X. = 1 X, Wo. = w
S =1

(where the dot denotes sum over j) and the product sums

mj

n 2 n — n -2
A xS Lo X5 Va U

These are then combined into

n
P = __§ xj I X. Wge
J= n
n -2 —_ 2
Q = z wmj - Yn
= n 2 e
R = 'j XJ 5;
3=1 n

to give the following:



c = P the slope,
R
a = (w.. - cX.)
m
n
d> = Q@ - P’
R

with standard deviations,

o, = d?

oo = d* L X}
R = S
(n-2)n R

The correlation coefficient p 1is

using
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obtained from d?2





