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Abstract
This thesis presents a search for electroweak production of supersymmetric
particles in two-lepton and three-lepton nal states. The search uses the
data collected from 2015 to 2018 by the ATLAS experiment in

√
s = 13 TeV

proton–proton collisions at the CERN Large Hadron Collider, which corre-
sponds to an integrated luminosity of 139.9 fb−1. We present the results of
this search using model-independent upper limits. We also present a mea-
surement of the Higgs boson gluon–gluon fusion production cross-section,
via the H → WW → ℓνℓν nal state, we use the data collected in 2015
by the ATLAS experiment, which corresponds to an integrated luminosity
of 36.1 fb−1. We measure the cross-section of gluon–gluon fusion Higgs
production and subsequent decay viaWW to be 11.4+2.2

−2.1 pb (statistical and
systematic). Finally, we outline prospects in future upgrade works, in the
fast simulation of the Fast Tracker ATLAS subsystem and the development
of digitisation software in the ATLAS Inner Tracker Strips Detector.
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Preface
This document will outline my contributions in the ATLAS Collaboration; the work com-
pleted is naturally split between analysis work and detector development.

Chapter 1 covers the introduction of the Standard Model of particle physics, focusing
speci cally on particle content, fundamental forces, particle interactions and the Higgs
boson. In focusing on the Higgs boson, I provide an overview of electroweak symmetry
breaking.

Chapter 2 introduces supersymmetry, focusing on motivations for existence and particle
content. I introduce the Minimal Supersymmetric Standard Model (MSSM), the super-
space formalism, and highlight electroweak symmetry breaking in the MSSM, as well as
the origin of neutralinos and charginos.

In Chapter 3, I introduce the Large Hadron Collider machine, as well as the topics of
dataset limitations, proton substructure, and the physics reach of the project. I also in-
troduce the ATLAS experiment, where particular attention is shown to hardware, object
reconstruction and Monte Carlo simulation conventions.

In Chapter 4, I detail all work for the search for supersymmetric electroweak production,
all techniques leveraged, and all data-driven estimation methodologies employed in the
estimation of crucial region backgrounds are described in detail. I provide validation of
the techniques, and nally, I present model-independent limits on visible cross-sections
of signal processes present within the signal region selections.

In Chapter 5, I present measurements of the gluon–gluon fusion, and vector boson fu-
sion Higgs production cross-sections. I pay special attention to a data-driven b-tagging
e ciency estimation technique, which was the core of my contribution, and nish by
summarising the combined results from run-II measurements.

In Chapter 6, I introduce the Fast Tracker ATLAS subsystem and the work in imple-
menting a fast simulation alternative to the currently implemented, CPU-expensive full
simulation. The fast simulation methodology is described and validated.

In Chapter 7, phase-II ATLAS upgrades are described, focusing speci cally on theATLAS
inner detector replacement, known as the Inner Tracker (ITk). I introduce the geometry
and design of the ITk, and then focus on the current ATLAS digitisation software imple-
mentations. The core question here is the suitability for existing digitisation frameworks
for ITk purposes. Finally, I provide validation of implementation, and a comparison be-
tween the induced charge model and the simpli ed model, which is currently the nomi-
nal digitisation implementation of the ATLAS experiment.
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In this chapter, we provide an introduction to the foundational concepts in the Standard
Model. We focus on symmetries, particle content, and interactions. We detail electroweak
symmetry breaking and mass generation. We summarise the mass dependence of the Higgs
boson decay properties, and nally, we outline phenomenological properties of the strong
force, which are vital for understanding hadron collider physics.

In the Standard Model (SM), we introduce a eld for each type of particle. We can split
the symmetries governing the behaviour of these particles into internal symmetries and
external symmetries. Internal symmetries govern the interactions of the particles and
are often called gauge symmetries. The external symmetries de ne the Lorentz structure
of space-time itself. We formulate the SM onMinkowski space-time, with its symmetries
corresponding to those of the Poincaré group. We apply Noether’s theorem to determine
the conservation laws from the underlying symmetries of the SM.

1.1 Particle Content

We introduce particles in the SM with quantum numbers corresponding to gauge sym-
metries. The gauge symmetries of the SM are SU(3)C × SU(2)L × U(1)Y. Where C is
the colour, L is chirality, and Y is hypercharge. The unbroken group SU(2)L × U(1)Y
has four spin-1 gauge bosonsB,W 1,W 2 andW 3. The Brout–Englert–Higgs mechanism
breaks SU(2)L ×U(1)Y toU(1)Q, and the electroweak gauge bosons mix into the electro-
magnetic force carrier - the photon, three weak force carrier bosons (W+,W−, and Z0),
and a Higgs boson is introduced [1–6]. The symmetry group SU(3)C is not involved in
electroweak symmetry breaking and remains a symmetry at all measurable energies.

In order to describe observations, we introduce three generations of spin-1/2 fermions
which have di erent masses, which interact with the force carriers identically. We can
split the fermions into two di erent groups - leptons and quarks. The leptons of the SM
are the electron, muon and tau (e, µ and τ ), and each has a corresponding massless, and
neutral, neutrino (νe, νµ and ντ ). The SM assumes that neutrinos are massless, given we
have measured neutrinos to have non-zero masses, this is a failed prediction of the SM
[8].

We can further split the quarks into the up-type and down-type quarks. The up-type
quarks are the up, charm, and top quarks (u, c, t). The down-types are down, strange, and
bottom (d, s, b). All quarks interact via the strong, weak and electromagnetic forces. The
strength of the strong force results in many complex states called mesons (qq̄), baryons
(qqq) and pentaquarks. We summarise the full particle content of the SM in Figure 1.1,

1



2 The Standard Model

Figure 1.1: A summary of the SM particle content [7].

Table 1.1: SM gauge group representations of gauge bosons.

Gauge group Gauge boson SU(3)C SU(2)L U(1)Y

SU(3)C g 8 1 0
SU(2)L W i 1 3 0
U(1)Y B0 1 1 0

the SM group representations for gauge bosons in Table 1.1, with the fermion and Higgs
doublet group representations in Table 1.2.

Table 1.2: SM gauge group representations of particle content.

Fields SU(3)C SU(2)L U(1)Y(
uL dL

)
i

3 2 −1/6
u†

Ri
3̄ 1 -2/3

d†
Ri

3̄ 1 1/3(
ν eL

)
i

1 2 1/2
e†

Ri
1 1 1(

ϕ+ ϕ0
)

i
1 2 1
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1.2 e Standard Model Lagrangian

We can represent the symmetries, particle content, and group representations in a math-
ematical object called a Lagrangian. The Lagrangian describes all interactions and prop-
erties of the SM and can be written in the form:

LSM = − 1
4
FµνF

µν

+ iψ̄γµDµψ + h.c

+ ψ̄iyijψjϕ+ h.c

+ |Dµϕ|2 − V (ϕ),

(1.1)

where each term has a unique interpretation,

• −1
4FµνF

µν governs the self-interactions of the gluons, photon,W± andZ0 bosons.

• iψ̄γµDµψ + h.c governs the interaction of the fermions with the gauge bosons.

• ψ̄iyijψjϕ+h.c governs the interaction between the fermions and the Higgs boson
and generates the fermion masses.

• |Dµϕ|2 governs the self-interaction of the Higgs boson and generates the gauge
boson masses.

• V (ϕ) governs the breaking of the electroweak sector into the electromagnetic and
weak, and generates the mass for the Higgs boson.

Figure 1.2: Overview of particle interactions in the SM [9].

We can show the interactions between the di erent particles of the SM in a network
graph shown in Figure 1.2. The network graph shows the electromagnetically charged
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particles interacting with the photon, and the coloured particles interacting with the
gluon. We can see the neutrino is neutral as there is no connection between it and
the photon. We can see the gluon and Higgs have a self-interaction as there is a loop
connecting to themselves. The network graph also has connections between the Higgs
boson and all particles which have mass and we will now explore the mechanism which
provides mass to fundamental particles in the Standard Model.

1.3 Electroweak Symmetry Breaking

In 2014, the Nobel prize was awarded to Peter Higgs and Francois Englert for the theo-
retical discovery of the mechanism that contributes to our understanding of the origin
of mass of subatomic particles. Another physicist who notably contributed to the theo-
retical development of the mechanism was Robert Brout, who passed away in 2011 and
was therefore not a recipient.

The Brout-Englert-Higgs mechanism introduces a scalar potential, now known as the
Higgs eld, which exists at all points in space-time. At high energies, the Higgs eld
has a vacuum expectation value (VEV) of zero, in Figure 1.3 a VEV of zero corresponds
to the central point. At low background energies, such as a universe which has under-
gone cooling, the Higgs eld acquires a non-zero VEV, which corresponds to the trough
surrounding the central peak in Figure 1.3. The non-zero VEV results in the acquisition
of a non-zero mass for particles interacting with the scalar potential, as detailed from
Equation 1.1. We now demonstrate how a non-zero VEV in a scalar potential is able to
generate a mass [10].

The Brout-Englert-Higgs mechanisms begins with an SU(2)L Higgs doublet of the form:

ϕ =
(
ϕ0

ϕ+

)
= 1√

2

(
ϕ1 + iϕ2
ϕ3 + iϕ4

)
, (1.2)

where ϕi are real-valued elds. We take the Higgs doublet and we construct a potential
of the form:

V (ϕ) = 1
2
µ2
( 4∑

i=1
ϕ2

i

)
+ 1

4
λ

( 4∑
i=1

ϕ2
i

)2

, (1.3)

where i runs over each real-valued eld in the Higgs doublet. To understand physics at
low energies we must expand around the minima of the potential. In order to nd the
minimum of the potential we minimise the potential and solve for the zeroes. There are
an in nite number of degenerate solutions. To resolve the choice of the in nite possible
solutions we chose an axis and expand around our choice. Without loss of generality,
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Figure 1.3: A pictorial depiction of the Higgs potential. There are two types of extrema
in the Higgs potential, the rst being the origin ϕ = 0 and the second being the at v =√

−µ2

λ
, which corresponds to an in nite number of minima, one of which is randomly

chosen by nature.

we choose ⟨0|ϕ3|0⟩ = v ≥ 0 with all other components taken to be zero, this gives us:

ϕ → ⟨0|ϕ|0⟩ ≡ v = 1√
2

(
0
v

)
. (1.4)

Taking this choice of axis we retrieve a vacuum potential:

V (ϕ) → V (v) = 1
2
µ2v2 + 1

4
λv4. (1.5)

The minimum of this potential is:

dV (v)
dv

= v(µ2 + λv2) = 0, (1.6)

which has two solutions regimes:

• µ2 > 0 in which case v = 0 and there is no electroweak symmetry breaking.

• µ2 < 0 in which case v =
√

−µ2

λ
and there is electroweak symmetry breaking.

The SMHiggs doublet kinetic term is responsible for the generation of electroweak gauge
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boson masses and takes the form:

LHiggs,Kin ⊂ (Dµϕ)†(Dµϕ) = 1
2

( 0 v )
[
g

2
σiW i

µ + g′

2
Bµ

]2 ( 0
v

)
+ Other terms,

(1.7)

where W i
µ are the gauge elds for SU(2)L; B0

µ is the gauge eld for U(1)Y; g is the
coupling for SU(2)L, and g′ is the coupling for U(1)Y. After we take a non-zero VEV we
can write the Higgs kinetic term in the form:

LHiggs,Kin = M2
WW

+µW−
µ + M2

Z

2
ZµZµ, (1.8)

where the gauge elds of SU(3)C × SU(2)L × U(1)Y have mixed according to:

W± = W 1 ∓ iW 2
√

2
, Z ≡

−g′Bµ + gW 3
µ√

g2 + g′2 = − sin(θW )B + cos(θW )W 3, (1.9)

where θW is the Weinberg angle and tan θW = g′/g. We can take the combination of B
andW 3 which is orthogonal to Z , given by:

A = cos θWB + sin θWW
3., (1.10)

and this corresponds exactly to the photon. We can further express the masses of the
photon,W , and Z in the form:

MW = gv

2
, MZ = MW

cos θW

, MA = 0. (1.11)

By taking Equations 1.9 and 1.10, we are able to write the electroweak gauge elds in
the matrix form: (

Z0
µ

Aµ

)
=
(

cos θw − sin θw

sin θw cos θw

)(
W 3

B0

)
. (1.12)

We can see from this matrix form that the Z boson and photon are mixings of the same
underlying electroweak bosons. The concept of fundemantal gauge elds mixing to form
other bosons is incredibly important for our search for supersymmetric electroweak pro-
duction, and will be explored further in the next chapter.

1.3.1 Higgs Bran ing Fractions

The branching ratio of the Higgs boson to a given nal state (H → XX , or H → XY )
is a function of the Higgs mass. In fact, given the SM particle masses, we only require
the Higgs mass in order to calculate the SM prediction of BR(H → XX). We can see
in Figure 1.4 the branching ratios of the Higgs boson to di erent nal states. We can
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see there are di erent regimes for which di erent processes dominate. In the low mass
regime, the H → bb̄ decay process dominates, for intermediate masses, H → WW ∗

increases substantially in importance, and for high masses, the H → WW ∗ and H →
ZZ decay channels increase signi cantly.
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Figure 1.4: Branching ratios of SM Higgs boson vsmH [11]

The SM predictions ofmH = 126 GeV are shown in Table 1.3 [11].

Table 1.3: Branching ratios of SM Higgs boson formH = 126 GeV [11].

Channel BRH→XX [%]
bb̄ 56.1
WW ∗ 23.1
gg 8.48
ττ 6.16
ZZ 2.89
cc 2.83
γγ 0.23
Zγ 0.16
µµ 0.02
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1.4 e Strong Force

We have seen that through the Brout-Englert-Higgs mechanism the symmetry group
SU(2)L × U(1)Y is broken to the symmetry group UQ resulting in the generation of
mass for the electroweak sector particles. Unlike SU(2)L × U(1)Y, which is broken by
the Brout-Englert-Higgs mechanism, the symmetry group SU(3)C remains intact and
remains a gauge symmetry even below the electroweak scale.

(a) The running of αS .

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

r (GeV−1 )

1.0

0.5

0.0
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V
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e
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)

V(r) =A/r+B+Cr

(b) Nf = 0 heavy quark potential.

Figure 1.5: In (a) we show the running of the strong coupling αS versus the energy scale
Q [GeV]. In (b) we show the Nf = 0 heavy quark potential from short to intermediate
distances [12]. The running of αs, and the increasing linear potential both contribute to
con nement.

The strong force has several properties which are of interest, such as the gluon’s self-
interaction, asymptotic freedom and con nement. In Figure 1.5a, we show the strength
of the strong force coupling αS as a function of energy scale Q. We see that for higher
energy scales, the alphaS reduces signi cantly, resulting in asymptotically free parti-
cles at high energies. At high energies, αs is much smaller than 1, and we can therefore
perform the calculation using perturbation theory. Inversely, the lower the energy scale,
the strongerαS becomes resulting ultimately in con nement of coloured particles, which
produces mesons, baryons, and other complex bound states. When a coloured particle
undergoes acceleration, we see a gluon bremsstrahlung-like e ect. Due to the gluon
possessing colour, the coloured radiation interacts with itself, causing a complex show-
ering. When the coupling is relatively large, we are unable to calculate quantities using
perturbation theory, as non-perturbative e ects dominate.

In Figure 1.5b we show a plot which demonstrates the Nf = 0 heavy quark potential’s
con ning behaviour [12]. We see here there are three components to this potential, a
scalar term, a Coulombic term, and a linear term. The presence of the monotonically
increasing linear term results in a completely con ned particle within the potential well.
Once a particle has enough energy in this well it becomes energetically favourable to
produce a quark-antiquark pair from the vacuum, resulting in complex showering be-
haviour. The subsequent objects of this process are called jets.
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Building from the Standard Model, we now introduce supersymmetry. We explore its rela-
tionship to the spin of particles and the necessity of supersymmetry being a broken symme-
try in nature. We will explore the Minimal Supersymmetric Standard Model - highlighting
the gauge and mass eigenstates, as well as the interactions in the theory. Finally, we sum-
marise the solutions supersymmetry provides to Standard Model problems.

2.1 Introduction to Supersymmetry

Supersymmetry is a property that many modern theories possess and corresponds to
a symmetry between bosons and fermions. The generator of the symmetry, Q, is an
operator and takes a bosonic state |Boson⟩ to a fermionic state |Fermion⟩ and vice versa.
Mathematically this can be expressed using bra-ket notation:

Q|Boson⟩ = |Fermion⟩, Q|Fermion⟩ = |Boson⟩. (2.1)

By changing the spin properties of a state, we have introduced a new space-time sym-
metry, which implies the presence of at least one partner for each state, called a super-
partner. The existence of superpartners is a key prediction of any model which has the
supersymmetric property.

To appreciate the importance of a symmetry between bosons and fermions, we will rst
review the SM symmetries and then introduce the Coleman–Mandula theorem, which
provides powerful constraints on possible extensions to the SM space-time symmetries
[13].

In the previous chapter, we stated the SM was formulated on Minkowski space-time
with Poincaré group symmetries. The corresponding generators of the Poincaré group
areMµν and Pµ. The internal symmetry group of the SM is SU(3)C × SU(2)L × U(1)Y,
if we take SU(3) colour as an example, the fundamental generators are Ta and obey the
commutation relations:

[T a, T b] = ifabcT c. (2.2)

It turns out all internal symmetries in the SM commute with the Poincaré group gener-
ators.

9
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In looking for extensions to the Poincaré group we want to ask Can internal symmetries
have space-time indices and commute with the Poincaré group generators? In the 1960s,
the Coleman–Mandula theorem provided a powerful restriction on internal symmetries,
with space-time indices, commuting with the Poincaré group generators [13]. The theo-
rem nds that if we assume the theory has locality, causality, positivity of energy, and
the niteness of the number of particles, then internal symmetries with space-time in-
dices can not commute with Poincaré group generators. Mathematically, if we take G
to be any internal symmetry generator, and we take P µ and Mµν to be the generators
for the Poincaré group, then the Coleman–Mandula theorem requires:

[G,P µ] = 0, [G,Mµν ] = 0. (2.3)

By introducing generators (Q and Q†) which anti-commute as opposed to commute, su-
persymmetry extends the SM space-time symmetries and sidesteps the Coleman–Mandula
theorem. The anti-commutation relations for Q and Q† are:

{Q,Q†} = P µ, {Q,Q} = 0, {Q†, Q†} = 0. (2.4)

The supersymmetric generator Q commutes with the translation generators, the inter-
nal quantum numbers associated with gauge symmetries, and global symmetries. The
generators Q and Q† commute with the translation generator P µ but do not commute
with the rotation generatorMµν . The commutation relations with Q are:

[Q,Pµ] = 0, [Q,G] = 0, [Q,Mµν ] ̸= 0. (2.5)

These commutation relations show us that states under Q have di erent spins, though
they have the same quantum numbers. The Poincaré group generator for translations,
P µ, commutes withQ. Given that the two generators commute, the superpartners have
the same P µ and P 2 eigenstates, the relativistic relation P 2 = m2 tells us that super-
partners have the same masses. It turns out we have not measured boson-fermion pairs
with identical quantum numbers and masses, and therefore we can be con dent that
supersymmetry is not an unbroken symmetry. At this point, we could give up - but
by being familiar with electroweak symmetry breaking, we know that there are situa-
tions where a symmetry expressed at a higher energy can be broken at a lower one. If
supersymmetry is observed in nature at all, then it must be broken at low energy scales.

Moving forward, we want to write down a gauge eld theory that incorporates super-
symmetry as an extension to space-time. The most elegant way to do this is through the
superspace formalism. Superspace is an extension to the usual space-time coordinates
xµ which corresponds to one time coordinate and three spatial coordinates. Superspace
takes the spacetime coordinates xµ and includes four fermionic degrees of freedom, θ1,
θ2, θ̄1 and θ̄2. These fermionic degrees of freedom are Grassman variables. The space-
time coordinate using superspace formalism is given by:

z = (xµ, θ, θ̄). (2.6)
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In superspace we get an expression for our supersymmetric fermionic generatorQ:

Qα = i

(
∂

∂θα
+ iσµ

αα̇θ̄
α̇∂µ

)
,

Qα̇ = i

(
∂

∂θα̇
− i(θασ

α)α̇∂µ

)
,

(2.7)

with α̇ being the Weyl index. The covariant derivatives take the form:

Dα = −i∂α − (σµθ̄)α∂µ,

D̄α̇ = i∂̄α̇ + (θσµ)α̇∂µ.
(2.8)

Particle content is introduced in the superspace formalism by incorporating di erent
spin states into one object known as a super eld. The general de nition of a super eld
is given by:

F (z) = ϕ(x)︸ ︷︷ ︸
scalar

+ θη(x) + θ̄χ̄(x)︸ ︷︷ ︸
spinor terms

+ θ2m(x) + θ̄2n(x)︸ ︷︷ ︸
scalar

+ θσµθ̄Vµ(x)︸ ︷︷ ︸
vector term

+ θ2θ̄λ̄(x) + θ̄2θψ(x)︸ ︷︷ ︸
spinor term

+ θ2θ̄2D(x)︸ ︷︷ ︸
scalar

. (2.9)

Here we have a scalar eld ϕ(x) followed by two spinoral terms - η(x) and χ(x). The
next line has two scalar elds -m(x) and n(x) followed by a vector eld Vµ(x). The third
line of Equation 2.9 has two spinoral terms - λ(x) and ψ(x), with the nal term being
a scalar D(x). We now introduce the minimal implementation of supersymmetry with
the SM.

2.2 Particle Content

TheMinimal Supersymmetric Standard Model (MSSM) is the supersymmetric extension
of the SM, which considers the minimum number of particle states and interactions
which are consistent with current experimental results [14, 15]. The MSSM is written in
terms of chiral and vector supermultiplets. The MSSM is a chiral theory, and thus there
is a supermultiplet for the left doublet and right singlet states. The supermultiplets also
contain both fermionic and bosonic states.

There are two naming conventions for superpartners. The superpartners of the SM
fermions are known as scalar fermions or sfermions, with squarks (scalar quarks) and
sleptons (scalar leptons). The superpartners of the SM bosons have the su x -ino. The
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Table 2.1: Summary of the gauge supermultiplets of the MSSM and gauge group repre-
sentations.

Supermultiplet spin-1
2 spin-1 SU(3)C SU(2)L U(1)Y

Ĝ g̃ g 8 1 0
Ŵ W̃ i W i 1 3 0
B̂ B̃0 B0 1 1 0

superpartner of any SM particle can also be called a sparticle. In order to easily show
that a particle is a superpartner, we use a tilde above the SM eld name. For instance,
the left-handed top quark, tL, has a superpartner t̃L.

The mathematical form of the chiral supermultiplet Φ̃(x, θ) is:

Φ̃(x, θ) = ϕ(x) +
√

2θαψα(x) + θθF (x), (2.10)

where ϕ(x) is the scalar state, ψα(x) is the fermionic state and F is a scalar and a so-
called auxiliary eld. The mathematical form of the vector supermultiplet is:

ṼW Z(z) = −θσµθ̄Vµ(x) + iθ2θ̄λ̄(x) − iθ̄2θλ(x) + 1
2
θ2θ̄2D(x), (2.11)

where Vµ(x) corresponds to a gauge boson state, λ(x) corresponds to a the gauge boson
superpartners, called the gaugino state, andD(x) corresponds to an auxiliary eld.

We summarise the vector supermultiplets and chiral supermultiplets of the MSSM in
Tables 2.1 and 2.2. The guage supermultiplets in Table 2.1 are Ĝ which contains the
gluons and their superpartners; Ŵ which corresponds to the electroweak bosons W i

and their superpartners the winos W̃ i; and nally B̂ which corresponds to the gauge
boson B0 and its superpartner the bino B̃0. Collectively the superpartners of gauge
bosons are called Gauginos. The electroweak gauge boson superpartners are sometimes
called electroweakinos.

The chiral supermultiplets of the MSSM contain all the fermions of the SM, as well as
their partners. Unlike the SM, the MSSM requires not one but two Higgs doublets. These
doublets are labeled Hu and Hd and the Brout–Englert–Higgs mechanism generates
masses for the up type fermions and the down type fermions separately. The superpart-
ners of the Higgs doublets, Higgsinos, are denoted H̃u and H̃d. In terms of the MSSM
formalism, the SU(2)L doublets are found in a single supermultiplet. Taking all this
information, we summarise the MSSM SM particle content in 2.1 and the supersector
particle content in Table 2.2.
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Table 2.2: Summary of the chiral supermultiplets of the MSSM and their gauge group
representations.

Supermultiplet spin-0 spin-1
2 SU(3)C SU(2)L U(1)Y

Q̂i

(
ũL d̃L

)
i

(
uL dL

)
i

3 2 1/6

ūi ũ∗
Ri

u†
Ri

3̄ 1 -2/3
d̄i d̃∗

Ri
d†

Ri
3̄ 1 1/3

L̂i

(
ν̃ ẽL

)
i

(
ν eL

)
i

1 2 -1/2

ēi ẽ∗
Ri

e†
Ri

1 1 1

Ĥu

(
H+

u H0
u

) (
H̃+

u H̃0
u

)
1 2 +1/2

Ĥd

(
H+

d H0
d

) (
H̃+

d H̃0
d

)
1 2 -1/2

Figure 2.1: The summary of the unbroken SM sector elds for the MSSM. Left and right
chirality are not shown.

2.3 e MSSM Lagrangian

In Section 2.2 we summarised the particle content of the MSSM and where that particle
content resided within the chiral and vector supermultiplets. We can take those super-
multiplets and write them in a Lagrangian. The Lagrangian of the MSSM can be split
into four general terms. These are the gauge term, the superpotential term, the Kähler
potential term, and the soft symmetry breaking term. Mathematically we write this as:

LMSSM = LW + LGauge + LK + LSoft. (2.12)
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Figure 2.2: The summary of the unbroken SUSY sector avour eld content.

The gauge term written in terms of the supermultiplets is:

LGauge = 1
4

∫
dθ2

(
W aα

g W a
g α + Wα

W · WW α +Wα
Y WY α

)
+ h.c, (2.13)

where the integral is over the fermionic degrees of freedom, and the gauge terms are
split in terms of their gauge symmetries - SU(3)C, SU(2)L and U(1)Y. These terms
are responsible for all gauge boson–gauge boson interactions, as well as gauge boson–
gaugino interactions and they contribute to gaugino–gaugino interactions. A summary
of these interactions is shown in Figure 2.5. The other terms require a little more detail,
which we will now provide.

q,`,H̃0
u,H̃0

dq,`,H̃0
u,H̃0

d
q̃,˜̀,H0

u,H0
d q̃,˜̀,H0

u,H0
d q̃,˜̀,H0

u,H0
dq̃,˜̀,H0

u,H0
d

Figure 2.3: The MSSM electroweak sector interactions from the gauge term.

2.4 Superpotential and R-Parity

The next term of the MSSM Lagrangian we want to explore is the superpotential. We
write the superpotential in the form:

LW =
∫
d2θW (Φi) , (2.14)
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where Φi are all the supermultiplets in Table 2.2 and W is the superpotential, de ned as:

W = εαβ

(
yij

u Ĥ
α
u ūiQ̂

β
j − yij

d Ĥ
α
d d̄iQ̂

β
j − yij

e Ĥ
α
d ēiL̂

β
j + µĤα

u Ĥ
β
d

)
+ 1

2
λijkLiLj ēk + λ′ijkLiQj d̄k + µ′iLiHu + 1

2
λ′′ijkūid̄j d̄k.

(2.15)

This expression is of vital phenomenological importance as in the SM conservation of
baryon number (B), and lepton number (L) are not explicit symmetries of the Lagrangian,
and their emergence is accidental. The MSSM also does not impose a baryon number or
lepton number symmetry, but unlike the SM, we run into a problem with proton decay
due to the following terms in the superpotential:

WDecay = 1
2
λijkLiLj ēk + λ′ijkLiQj d̄k + µ′iLiHu + 1

2
λ′′ijkūid̄j d̄k. (2.16)

In order to suppress the presence of these terms and have a phenomenologically viable
theory, we must impose a Z2 symmetry, called R-parity. Its e ect is the elimination of
B and L violating terms in the MSSM Lagrangian [16]. R-Parity is de ned as:

PR = (−1)3(B−L)+2s, (2.17)

with s being the spin of the particle in question [16]. R-Parity is closely related to Matter-
Parity, which is de ned as:

PM = (−1)3(B−L). (2.18)

All SM particles have, including the expanded Higgs sector, a PR = +1, while all the
superpartners have an R-Parity of PR = −1. The result of imposing this symmetry is
the elimination of the problematic terms, and a superpotential of the form:

WMSSM = εαβ

(
yij

u Ĥ
α
u ūiQ̂

β
j − yij

d Ĥ
α
d d̄iQ̂

β
j − yij

e Ĥ
α
d ēiL̂

β
j + µĤα

u Ĥ
β
d

)
. (2.19)

The dominant superpotential interaction termswhich contribute to supersymmetric elec-
troweak production are summarised in Figure 2.4

2.5 e Kähler Potential

The third term of interest in Equation 2.12 contains the kinetic terms of the Lagrangian,
and is of the form

LK =
∫
d4θK(Φi,Φ†

i ), (2.20)
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H0
u

tL t†R

H̃0
u

t̃L t†R

H̃0
u

tL t∗R

t̃∗R

t̃L

t̃R

t̃∗L

t̃L

H̃0
u

t̃∗L

H̃0∗
u

t̃∗R

H̃0
u

t̃R

H̃0∗
u

Figure 2.4: The MSSM electroweak sector interactions from the superpotential.

whereK is known as the Kähler potential. The generalised form of the Kähler potential
given by:

LK =
∫
d2θ

∑
i

Φ†
ie

2gV Φi. (2.21)

Here each VX corresponds to the scalar potential associated with each gauge symmetry.
Expanding this equation out to include the supermultiplets of the MSSM gives us the
following form:

LK =
∫
d2θd2θ̄

(
L̂†

Li
egVW ·τ+g′V Y Y L̂Li

+ ē†
ie

g′V Y Y ēi + ū†
ie

−gSV a
g λ̄a+g′V Y Y ūi

+ d̄†
ie

−gSV a
g λ̄a+g′V Y Y d̄i + Q̄†

ie
gSV a

g λ̄a+gVW ·τ+g′V Y Y Q̄i

+ Ĥ†
de

gVW ·τ+g′V Y Y Ĥd + Ĥ†
ue

gVW ·τ+g′V Y Y Ĥu

)
.

(2.22)

We show three interaction terms which are relevant for supersymmetric electroweak
production in Figure 2.5.

2.6 MSSM Electroweak Symmetry Breaking

Before expanding on the nal term in the MSSM Lagrangian LSoft we will rst explain
how electroweak symmetry breaking works in the MSSM. We know that the Higgs
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q̃

g̃ q

q̃L ˜̀
L Hu Hd

W̃ qL `L H̃u H̃d

q̃L ˜̀
L Hu Hd

B̃ qL `L H̃u H̃d

Figure 2.5: The MSSM electroweak sector interactions from the Kähler potential.

bosons are embedded within two chiral supermultiplets H̃u and H̃d, as detailed in Sec-
tion 2.2. These Higgs doublets contain the scalar components of H̃u and H̃d and also
contain the spin-1/2 superpartners. The Higgs boson components can be written in the
form:

Hu =
(
H+

u

H0
u

)
, Hd =

(
H0

d

H−
d

)
, (2.23)

where we label the two Higgs doublets with u and d. The u Higgs doublet is responsi-
ble for the mass generation of the up-type fermions, while d Higgs doublets e ect the
Yukawa couplings of the down-type fermions. The scalar potential in the MSSM [17] is
given by:

V ⊂ (µ2 +m2
Hu

)(|H0
u|2 + |H+

u |2) + (µ2 +m2
Hd

)(|H0
d |2 + |H+

d |2)

+ b
[
(H+

u H
−
d −H0

uH
0
d) + c.c

]
+ 1

8
(g2 + (g′)2)

[
|H0

u|2 + |H+
u |2 − |H0

d |2 − |H−
d |2

]2
+ g2

2
|H+

u

(
H0

d

)∗
+H0

u

(
H−

d

)∗
|2

. (2.24)

We can allow the two doublets to acquire a VEV independently such that ⟨Hu⟩ = vu and
⟨Hd⟩ = vd. These are related to the SM VEV via:

v2
u + v2

d = v2
SM = 2m2

Z

g2 + (g′)2 , (2.25)

and so we see that we can generate masses for W± and Z , just as in the single Higgs
doublet EWSB. After EWSB the MSSM has ve Higgs mass eigenstates (H±, h0,H0 and
A). We de ne the ratio between the up and down Higgs doublet VEVs with:

tan β = vu

vd

. (2.26)

It turns out that in the MSSM the Yukawa couplings are functions of tan β. For example,
the Yukawa couplings to the top quarks and bottom quark in the MSSM are:

yt =
√

2mt

v sin β
, yb =

√
2mb

v cos β
. (2.27)
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In the MSSM the Yukawa couplings are enhanced with respect to the SM predictions.
Then enhancement goes like:

yb =
√

2mb

v cos β
=

√
2mb

v sin β
tan β

≈
√

2mb

v
tan β

. (2.28)

For large tan β, typically much greater than 1, yb can approach yt as tan β ≈ mt

mb
.

2.7 So Symmetry Breaking

We now arrive at our nal term in the MSSM Lagrangian – LSoft. We knew from the
beginning that supersymmetry had to be a broken symmetry of nature, and this nal
term is primarily responsible for breaking that symmetry. Its helpful to de ne what we
mean by broken, the idea is that supersymmetry is broken at some scaleMs, where at
energies E > Ms the theory is supersymmetric. In the case where E < Ms supersym-
metry is broken, and we are left with a model which is non-supersymmetric - like the SM.
The two primary ways of generating a broken supersymmetric theory are spontaneous
and explicit. Spontaneous supersymmetry breaking is the scenario where the theory is
supersymmetric, but it has a scalar potential, the scalar eld(s) acquire a VEV which is
of the order ofMs and the VEV breaks supersymmetry. When the lagrangian contains
terms which are not supersymmetric at low energies, but which become irrelevant at
high energies, then the lagrangian is said to exhibit soft breaking. In both cases the scale
Ms is present in the Lagrangian. In the MSSM we use the explicit symmetry breaking
[18]. The expansion of the LSoft is:

−LMSSM
soft = 1

2
[
M3λg̃λg̃ +M2W̃

aW̃ a +M3B̃B̃ + h.c
]

+ εαβ

[
BµHα

d H
β
u − auij

Hα
u
˜̄uiQ̃

β
j + adij

Hα
d
˜̄
diQ̃

β
j + aeij

Hα
d
˜̄eiL̃

β
j + h.c

]
+m2

Hd
|Hd|2 +m2

Hu
|Hu|2 + Q̃α

i m
2
Qij
Q̃α∗

j

+ L̃α
i m

2
Lij
L̃α∗

j + ˜̄uα

Ri
m2

uij
˜̄uj + ˜̄

d
∗
im

2
dij

˜̄
dj + ˜̄e∗

im
2
eij
˜̄ej.

(2.29)

This soft breaking term is responsible for the vast majority of the new parameters which
enter into the MSSM. We introduce one new mass parameter for each new particle.

2.8 Electroweakino Mass Eigenstates

As stated in Section 2.1, the superpartners of a SM particle have the same quantum
numbers as the SM particle, an unlike the SM particle are spin-1/2. In particular W̃ 0,
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H̃0
u, B̃

0 and H̃0
d have the same quantum numbers and mix to form four neutral mass

eigenstates, which we call neutralinos. The superpartners, W̃+ and H̃+
u , mix to form

two positively charged mass eigenstates, which we call charginos. Finally, the W̃− and
H̃−

u superpartners mix to form the negatively charged mass eignestates, which we also
call charginos.

Figure 2.6: A pictorial view of gaugino mixing. We see the neutral gauginos and Higgsi-
nos mix to form the mass eigenstate neutralinos. The positive winos and Higgsinos mix
to form the positive charginos. Likewise for the negative winos and Higgsinos.

We can label the di erent neutralino states simply as χ̃0
i , where i = 1, 2, 3, 4. We take

i = 1 to be the least massive, whereas i = 4 is the most massive. Mathematically the
hierarchy is given as:

mχ̃0
1
< mχ̃0

2
< mχ̃0

3
< mχ̃0

4
. (2.30)

We can show the mixing between the neutral gauginos to neutralinos in an analogous
way to Equation 1.12:

χ̃0
1
χ̃0

2
χ̃0

3
χ̃0

4

 =


N11 N12 N13 N14
N21 N22 N23 N24
N31 N32 N33 N34
N41 N42 N43 N44



W̃ 0

B̃0

H̃0
u

H̃0
d

 . (2.31)

On the left-hand sidewe have themass eigenstates, on the right-hand side of the equation
we have the neutral gaugino eigenstates W̃ 0, B̃0, H̃0

u and H̃
0
d . These four separate states

mix via the Nij matrix elements, and N2
i1 +N2

i2 +N2
i3 +N2

i4 = 1, to ensure unity of the
probability.

Next we look at themixing of the positive gaugino eigenstates. We can label the di erent
chargino states as χ̃+

i with i = 1, 2, and with themass hierarchy of the charginos is given
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Table 2.3: A summary of gauge eigenstates and their corresponding mass eigenstates in
the MSSM.

Gauge Eigenstates Mass Eigenstates

Up squarks ũL ũR c̃L c̃R t̃L t̃R ũ1 ũ2 c̃1 c̃2 t̃1 t̃2
Down squarks d̃L d̃R s̃L s̃R b̃L b̃R ũ1 ũ2 s̃1 s̃2 t̃1 t̃2

Sleptons ẽL ẽR µ̃L µ̃R τ̃L τ̃R ẽ1 ẽ2 µ̃1 µ̃2 τ̃1 τ̃2
Sneutrinos ν̃e ν̃µ ν̃τ ν̃e ν̃µ ν̃τ

Higgs bosons H0
u H0

d H+
u H−

d h0 H0 A0 H±

Neutralinos B̃0 W̃ 0 H̃0
u H̃0

d χ̃0
1 χ̃0

2 χ̃0
3 χ̃0

4
Charginos W̃± H̃+

u H̃−
d χ̃±

1 χ̃±
2

Gluino g̃ g

by:

mχ̃+
1
< mχ̃+

2
(2.32)

The mixing of the gauginos in the mass eigenstates, for the positive charginos is given
by: (

χ̃+
1
χ̃+

2

)
=
(
V11 V12
V21 V22

)(
W̃+

H̃+

)
. (2.33)

Where the matrix parameterising this mixture is V . Next, we look at the mixing of
the negative gaugino eigenstates. The negative charginos are a mixture of the negative
Higgsino and the negative wino. The mass eigenstates are χ̃−

i with i = 1, 2 and:

mχ̃−
1
< mχ̃−

2
. (2.34)

The mixing of the gauginos in the mass eigenstate is given by:(
χ̃−

1
χ̃−

2

)
=
(
U11 U12
U21 U22

)(
W̃−

H̃−

)
. (2.35)

The matrix parameterising this mixture is U and is a 2 × 2 matrix. The mass eigenstates
of the MSSM are summarised in Table 2.3.

2.9 Solutions to Standard Model Problems

There are two natural energy scales that we know about in the universe, the electroweak
scale(MEW ≈ 100 GeV), and the Planck scale (MP ≈ 1016 GeV). The electroweak scale
corresponds to the energy scale where the electromagnetic and weak forces unify into
a single electroweak force. The Planck scale is the approximate scale at which quantum
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gravitational e ects become important.

We know that the SM is not the nal theory, but rather a low energy e ective theory
with an ultraviolet cuto scale ΛUV , which is an energy scale between the electroweak
and the Planck scales. This de nes three cut o energies, MEW , MP and ΛUV. This
large cut o scale is the major question of the hierarchy problem, why is the disparity
between these three energy scales so massive? If the high energy cut o of our e ective
theory is large, then the Higgs boson should receive quadratically divergent corrections
to its mass through loop contributions [15]. The quadratically divergent terms are of the
form:

∆m2
H = −|λf |2

8π2 Λ2
UV + . . . . (2.36)

The presence of these quadratically divergent corrections is known as the Higgs mass
problem. By introducing two superpartner bosons for each fermion of the SM, as well as
a fermion for each boson, supersymmetry solves this quadratic divergence by introduc-
ing superpartners to the SM particles. Fermion loops produce an overall negative sign
in their contributions and thus the fermionic and bosonic contributions precisely cancel
if supersymmetry is an exact symmetry.

We show pictorially show the diagrams from bosons and fermions in Figure 2.7.

H

f

H

S

Figure 2.7: The corrections to the Higgs boson propagator, where f can be any MSSM
particle with mass, and S can be any bosonic particle with mass.

The Higgs mass correction once supersymmetry is taken into account goes like:

∆m2
H = m2

soft

[
λ

16π2 ln(ΛUV/msoft) + . . .

]
, (2.37)

where λ is a dimensionless coupling, and “. . . ” indicates higher-order terms. This rela-
tion gives us a natural scale for supersymmetry, which is denoted as msoft. The msoft
term is the mass scale at which supersymmetry is broken. Ifmsoft is too large, then the
corrections to m2

H are again unnaturally large. An estimate for this soft breaking scale
is on the order of a ≈ TeV. When msoft is of the order of a TeV we have natural super-
symmetry. This is the reason the theorists expected to nd supersymmetry in the next
run of the LHC [15].
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2.9.1 Coupling Uni cation Problem

The next signi cant problem of the SM is that of the non-convergence of the coupling
constants at high energies. When we take the coupling constants of the SM and take
them to run with energy via the use of their beta functions, we nd that they do not
converge at high energies. If we believe in uni ed theories, then this should startle us.
The idea of uni cation has been a reliable driver in both classical and modern physics,
we see the possibility of a uni ed force as a compelling possibility. The MSSM becomes
attractive in that, without any deliberate tuning we have the couplings of the theory
converging at approximately 1016 GeV. We show the running of the coupling constants
in Figure 2.8.

U(1)

SU(2)

SU(3)

Figure 2.8: The running of the SM couplings is shown by the solid lines. Displayed by
dotted lines, the MSSM provides a uni cation of these couplings at approximately 1016

GeV which is below the Planck scale.

2.9.2 e Neutralino WIMP

Current measurements place luminous baryonic matter as comprising less than 5% of
all matter in the universe, with the dark matter being roughly ve times more abundant.
Broadly speaking dark matter hypotheses can be split into Massive Compact Halo Ob-
jects (MACHOS) and particle dark matter. There are many varieties of particle dark mat-
ter, but a common variety is known as the Weakly Interacting Massive Particle (WIMP).
WIMPs are particles that are neutral and weakly interacting, much like the neutrino. If
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R-Parity is a conserved quantity in the MSSM, then the neutralino is a typical WIMP -
electrically neutral, weakly interactive, and typically very massive. The neutralino un-
der certain mass hypotheses is consistent with dark matter abundance in the universe
[19].
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In this chapter, we introduce the Large Hadron Collider accelerator complex, and provide an
overview of the ATLAS experiment subsystems and object reconstruction methods. We then
pivot and provide details for the full run-II ATLAS dataset, we summarise the physics reach
of the Large Hadron Collider, and we outline our approach to simulation of the Standard
Model and Beyond the Standard Model processes. Finally, we give a timeline for ATLAS
detector development into the 2020s.

3.1 e LHC Acccelerator

The Large Hadron Collider (LHC) [20] is the world’s largest particle accelerator, and is
located under the Franco–Swiss border in the 27 km Large Electron–Positron Collider
(LEP) tunnel [21]. Planning for the LHC began in the 1980s, with operations rst starting
in 2008. Unlike xed-target experiments, a synchrotron design allows for the full con-
version of the energy from the co-circulating beams into collision products. The energy
loss of an accelerating particle is given by:

dE

dt
∝ E4

m4R
, (3.1)

where E is the energy of the charged particle; m is the mass of the particle, and R is
the radius of the curvature of the LHC. Taking this energy-loss equation into account
justi es the large mass of the hadron accelerants (H+, Pb+, and Xe+), as well as the
large circumference of the LHC synchrotron. Given a core scienti c goal of the LHC is
to probe the energy frontier, a synchrotron design is the only technologically feasible
solution.

We now detail the LHC accelerator complex, a schematic is provided in Figure 3.1. The
LHC begins with a hydrogen gas canister which is the primary hadron source for the
LHC acceleration pipeline [22]. We inject the hydrogen into an electric eld which strips
the electrons and leaves only bare protons. We form the protons into bunches, each
of which contains approximately 1011 protons. The bunches are then accelerated by
the LINAC 2 using radiofrequency cavities to charge consecutive cylindrical conductors,
resulting in a source of protons at approximately 50 MeV. LINAC 2 is in the process
of being replaced by LINAC 4 which brings double the intensity and brightness of the
beam [23].

From the LINAC system, we then pass the bunches into the Proton Synchrotron Booster
[22] which further accelerates the protons from 50 MeV to 1.4 GeV and then the 7 km

25



26 The ATLAS Experiment

Figure 3.1: Schematic of the CERN accelerator con guration [22].

Super Proton Synchrotron accelerates the bunches from 25 GeV to 450 GeV [22]. We
then pass the bunches into the main counter-rotating vacuum beamlines of the LHC
machine itself. The two beamlines are encapsulated within two beampipes.

To constrain the co-circulating beams the LHC requires ultra-cool 8 T superconducting
magnets [24]. The LHC utilises both dipole magnets, responsible for the acceleration
of the bunches, and quadrupole magnets — responsible for the focusing and defocusing
of the beams into narrow transverse orbits. The pairing of these two kinds of magnets
is known as the accelerator lattice and comprises the base-unit of the LHC. Using this
lattice structure, the LHC accelerates the protons in the bunches to a maximum centre-
of-mass energy of 14 TeV.

Once the bunches are at the intended centre-of-mass energy, the LHC collapses the co-
circulating beams every 25 ns at four primary locations around the ring ATLAS [25],
CMS [26], ALICE [27] and LHCb experiments [28]. These four experiments are each
responsible for measuring and recording the collisions which the LHC produces. The
result of this independent approach is the generation of four completely independent
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datasets, each at
√
s = 13 TeV. We now outline one of these four primary experiments

— the ATLAS experiment.

3.2 e ATLAS Experiment

The ATLAS experiment is a general-purpose detector located at Point 1 of the LHC. To
operate under the extreme conditions produced by the LHC, the electronics of the ex-
periment require fast readout and su cient radiation hardness. To measure the decay
products of the collisions to appropriate precision, we require high detector granularity,
as well as a detector coverage approaching 4π steradians. ATLAS uses a right-handed
coordinate system with its origin at the nominal interaction point in the centre of the
detector. The positive x-axis is de ned by the direction from the interaction point to the
centre of the LHC ring, with the positive y-axis pointing upward, while the beam direc-
tion de nes the z-axis. Cylinderical coordinates (r,ϕ) are used in the transverse plane,
ϕ being the azimuthal angle around the z axis. The pseudorapidity η is de ned in terms
of the polar angle θ by η = −ln tan(θ/2) The transverse momentum pT , the transverse
energy ET and the missing transverse momentum Emiss

T , which will be detailed in later
sections, are de ned in the transverse plane.

Figure 3.2: The ATLAS detector [25].

The accurate identi cation and precise measurement of leptons is of vital importance
to a large number of benchmark physics scenarios. To identify particles with displaced
vertices such as τ -leptons and b-jets, we require vertex detectors to be close to the in-
teraction point. The measurement of electrons and muons requires accurate and pre-
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cise electromagnetic calorimetry. To identify and measure hadronic activity, we need
hadronic calorimetry. We must have an e cient trigger system so we can select physics
scenarios of interest.

We show the schematic overview of the ATLAS detector in Figure 3.2. The ATLAS de-
tector is 25 m in height and 44 m in length. The detector weighs approximately 7000
tonnes. The key subdetectors are the Inner B-Layer (IBL) [29], the pixel detector [30], the
Semiconductor Tracker (SCT) [31], the Transition Radiation Tracker (TRT) [32–36], the
Liquid Argon Electromagnetic Calorimeters (LAr), the solenoid and toroidal magnets,
the Tile Hadronic Calorimeters (TileCal), and the Muon spectrometer. These detectors,
in conjunction with support systems, comprise the ATLAS detector.

3.2.1 Tra ing System

The ATLAS tracking system measures the tracks of charged particles and is composed
of four subdetectors, they are collectively referred to as the inner detector. The di erent
subsystems have di erent methods of extracting a charged particle’s position, a recorded
position of a particle’s position is known as a hit. The inner tracking system reconstructs
the best t track for a given con guration of hits. The inner tracking system records a
particle’s position non-destructively, which allows other subdetectors, further from the
collision point, to also make accurate measurements of incident particles. The inner
detector provides tracking capability up to |η| < 2.5. We show an illustration of the
inner detector in Figure 3.3.

The four subdetectors in the tracking system are the IBL, the pixel detector, the SCT,
and the TRT. The IBL is located closest to the nominal interaction point starting at R =
33.25 mm [29]. The pixel detector is located from R = 50.5 mm to R = 122.5 mm and
comprises three layers [30]. The SCT is located from R = 299 mm to R = 514 mm and
is comprised at four nominal radii with eight layers in total. In the barrel region the SCT
uses a double-layer design, with the second layer being rotated by 40 mrad. This design
allows the extraction of not only R − ϕ but also z [31].

The TRT inner radius starts from R = 554 mm to R = 1082 mm and provides tracking
up to |η| < 2.0. The TRT, unlike the other three subsystems, does not provide a z
coordinate, however, it does provide a large number of hits, and measures the track over
a longer length than the SCT, pixel, and IBL [32–36]. The combination of all of these
tracking subsystems provides a robust measurement of R − ϕ and z. The output of the
inner detector consists of a collection of hits for every 25 ns time-slice, which provides
the information required to reconstruct charge particle trajectories.

3.2.2 Calorimetry System

The ATLAS calorimeters measure the energy of charged secondary particles created by
electromagnetic and hadronic showers. Electrons, positrons, and photons initiate elec-
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(a) Inner detector subsystem breakdown. (b) Inner detector cross-section.

Figure 3.3: The inner detector of the ATLAS experiment. In (a) we show a subsystem
breakdown, and in (a) we show a cross-section slice, showing the radii that the subsys-
tems occupy [37].

tromagnetic showers, which typically evolve in the direction of motion with a transverse
spread. At very low energies electromagnetic shower evolution is driven by ionisation
of electrons, Compton scattering, and the photoelectric e ect. At higher energies pair
creation and bremsstrahlung dominate electromagnetic shower evolution.

Figure 3.4: A cross-section view of the ATLAS calorimeter [37].
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The fully hermetic nature of the calorimetry system provides a strong handle on missing
transverse energy. We provide a schematic of the ATLAS calorimetry systems in Figure
3.4. The LAr systems serve the role of both electromagnetic and hadronic calorimeters.
The LAr calorimeters use liquid argon as the active medium and use lead, tungsten, and
copper as passive absorbers. The electromagnetic calorimeter has three core systems; the
LAr electromagnetic barrel, the endcap (EMEC), and the forward calorimeter (FCal). The
electromagnetic barrel covers a range of |η| < 1.475, and the electromagnetic end-cap
covers a range of 1.375 < |η| < 3.2 [37].

The LAr performs hadronic calorimetry in the endcap, whereas the TileCal, covers the
barrel region. The TileCal uses alternating steel and plastic scintillator plates. The steel
plates act as the absorber and the plastic scintillator as the active medium. Photons from
the active medium are captured by wavelength shifting bres to photomultiplier tubes
where the data passes to the data-acquisition systems. The TileCal covers a region of
|η| < 1.7 [37].

3.2.3 Muon Spectrometer and Toroidal Magnet System

The Muon Spectrometer (MS) is the outermost subdetector of the ATLAS experiment
[38]. We provide a schematic for the MS system in Figure 3.5. The MS measures high-pT

muons with high precision and to provide fast readout capability, which allows trigger-
ing. The momentum of a muon can be measured by applying an external magnetic eld.

The MS encompasses four di erent subdetector technologies as well as the barrel and
endcap toroidal magnets. The four subdetectors are the Resistive Plate Chambers (RPC),
theThin Gap Chambers (TGC), theMonitored Drift Tube (MDT) chambers, and the Cath-
ode Strip Chambers (CSC). The MDT and CSC are used for tracking in the |η| < 2.5 and
2.0 < |η| < 2.5 ranges respectively. The RPC and TGC are used for triggering capabili-
ties in the ranges |η| < 1.05 and 1.05 < |η| < 2.5.

The toroidal magnet system consists of three air-core superconducting systems located
around the barrel and both end caps. The systems have an eightfold symmetry of coils
located azimuthally around the beam axis. The barrel region has a bending power of
1.5−5.5 Tm for |η| < 1.4whereas the endcap system has a bending power of 1−7.5 Tm
for the region between 1.6 < |η| < 2.7. The region between the barrel region magnetic
eld and the endcap magnet eld is called the transition region; the η range for the

transition region is 1.4 < |η| < 1.6. In the transition region, the bending power is
smaller, and so the uncertainties on muon momenta are larger.

3.2.4 Trigger System

During nominal run-II operations, there is a bunch crossing every 25ns, which translates
to a bunch crossing rate of 40 MHz. Every event in run-II had an approximate size of
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Figure 3.5: Muon Spectrometer in the ATLAS detector [38].

2.4 MB. If we were to record all bunch crossings, then we would need the capability to
record 96 TB/s, which is currently a technological impossibility. The data acquisition
(DAQ) system is responsible for transporting all event data from the front-end bu ers
to permanent storage. The DAQ system is summarised in Figure 3.6. DAQ starts at a
proton–proton collision and subsequent response fromATLAS subsystems. The tracking
information and other detectors pass directly into the detector readout system, and the
calorimeter and muon systems pass information into both the trigger system and the
detector readout system.

To handle this massive amount of data, the ATLAS trigger system has two levels the
Level-1 (L1) and the High-Level Trigger (HLT) [40–42]. The L1 system has two primary
subsystems; these are the L1 calorimeter and the L1 muon system. The two subsystems
are responsible for selecting physics signatures from the calorimeter and muon systems,
respectively. The L1-Calo and L1-Muon send their data through to the L1 Topological
Processor, where we can select on more derived quantities such as the scalar sum of the
object momenta, or the dilepton invariant mass. If there is a signature of interest, then
the L1 trigger accepts the given event, this is known as an L1 Accept.

The detector readout passes all data to the front-end electronics, where it awaits an L1
Accept. The readout drivers (ROD) receive the events, the readout system (ROS) then
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Figure 3.6: Overview of the ATLAS trigger system [39].

reconstructs the events; this happens at the same time the L1 trigger creates Regions of
Interest (ROI) around triggered features. The HLT then receives the ROI and applies a
software approach to triggering.

The trigger menu contains the full suite of triggers available to the ATLAS experiment.
The physics use case dictates the bandwidth available to di erent triggers. Physics mea-
surements typically are awarded large bandwidth and can run on every bunch crossing.
These primary triggers usually incorporate topological information as well as momen-
tum thresholds for di erent triggered particles such as electrons, muons, jets, and even
missing transverse energy. Some triggers may record too many events; if this is the case,
we may restrict (prescale) the trigger to only operate on a subset of bunch crossings. The
result of this triggering system was a rate of recorded events in run-II of 1 kHz, with a
required readout speed of 2.4 GB/s, which when compared to 40 MHz is a substaintial
reduction.

3.3 Object Reconstruction

In this section, we outline the various methods used to reconstruct and identify objects
in the detector. These objects include tracks, vertices, electrons, photons, muons, τ -
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leptons, jets, and missing transverse energy. We show the correspondence between the
SM objects and reconstructed objects in Figure 3.7.

Figure 3.7: Overview of SM particle vs ATLAS object reconstruction [43].

We describe the trajectory of a charged particle in a solenoidal magnetic eld B⃗ using
a ve-parameter helical approximation, shown in Figure 3.8. The ve parameters which
de ne a track are the transverse impact parameter (d0), the longitudinal impact param-
eter (z0), the azimuthal angle (ϕ), the pseudorapidity (η), and the curvature (Q/2pT ).

To reconstruct a track we used a staged pattern-recognition approach [37]. We apply a
track- nding algorithm beginning from track seeds, which consist of 3 hits in the pixel
detector or Layer 1 of the SCT. The output of the track nding algorithm is a candidate
track. To extend the track candidates to the full SCT, we rank candidates by track quality
criteria and use neural networks to solve for combinatoric ambiguities [44]. Beyond
track reconstruction we also apply global χ2 t requirements [45] and Kalman ltering
[46]. To reduce the number of fake tracks, we demand kinematic requirements such as
minimum pT > 400 MeV, and we require a track is located within the barrel of the inner
detector (|η| < 2.5). We complete the track reconstruction process by extending the
candidate track from the Pixel and SCT detectors into the TRT.

In each collision, there aremany simultaneous proton–proton collisions known as pileup,
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Figure 3.8: Helical track parameterisation projections.
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and each of these collisions produces tracks. We determine the vertices by extrapolating
the tracks back to the beamline. We can reconstruct multiple vertices, but of these, we
de ne the primary vertex to be the one with the highest

∑
p2

T,i, summed over all tracks.
Once we have a primary proton–proton collision, we can impose conservation of mo-
mentum constraints to its decay products. After de ning the primary vertex, we de ne
secondary vertices. Secondary vertices come from decay products of the proton–proton
collision and are typically the result of heavy- avour decays and photon conversions.

Electrons and Photons

Electrons and photons are identi ed by matching tracks to electromagnetic calorime-
ter signatures [47–49]. These signatures are required to meet both energy thresholds
and shower shape criteria. At the beginning of run-II, we have updated our method
of determining electromagnetic seeds for electron identi cation. The original method
was a xed-size sliding-window approach, where we scanned the calorimeter in η − ϕ

space in 3 × 5 towers to nd clusters which had an energy deposit of 2.5 GeV [47–49].
A new method allows dynamic variable-sized clusters known as superclusters, we call
this method the supercluster method. We create superclusters for electrons and photons
independently of one another, which allows us to better account for the energy losses
associated with bremsstrahlung and photon conversions. We then apply energy calibra-
tions as well as position corrections to the clusters. To reconstruct an electron, wematch
between the inner detector tracks and the superclusters; the matching uses χ2 pattern
matches in η−ϕ space [45]. By determining the superclusters for electrons and photons
independently, we can have ambiguities in reconstruction. Where there are ambiguities,
this is left up to the analysis to resolve. We are able to de ne benchmark identi cation
points for electrons and photons by using a number of shower shape variables [47, 50].
The three benchmark electron identi cation points are de ned Loose+b-layer, Medium,
and Tight, each of which have impact parameter selections applied. The photon identi-
cation points are Loose, Medium, and Tight [51].

Muons

Themuon ionises signi cantly less than the electron. As a result, muons are not stopped
in the calorimeters. Tracks for muons are reconstructed separately to the electron and
photon reconstruction method. We sort the muon candidates into three categories: com-
bined, tagged, and standalone. The combined category corresponds to when tracks from
the inner detector and MS are reconstructed and tted together; this is the most com-
mon category of muon candidate. The tagged category corresponds to muon candidates
reconstructed with hits from only one layer of the MS and either an inner detector track
(muon-tagged) or energy deposit from the calorimeter (calo-tagged). The MS layer can
be either in the monitored drift tube or the cathode strip chambers. The standalone cat-
egory corresponds to muon candidates which only used the MS in reconstruction. We
extrapolate standalone candidates from the MS to the primary vertex, even through the
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region 2.5 < |η| < 2.7 which has no inner detector coverage [52]. There are four work-
ing points which are de ned for muon identi cation, these are Loose (tagged-muons),
Medium (combined or standalone), Tight (medium plus additional track requirements),
and high pT [52].

Jets

In theATLAS experiment, we observe hadronised particle showers, or jets, not individual
quarks and gluons which were involved in the proton–proton collisions. Jets radiate
secondary gluons, resulting in the formation of colourless particle showers, which can
subsequently decay into leptons and photons. These showers leave tracks in the inner
detector as well as energy deposits in the electromagnetic and hadronic calorimeters.
All the energy of a shower is absorbed and stopped in the calorimeter, and so very little
of the shower makes it to the MS. In order to reconstruct these particles we apply the
anti-kT algorithm [53] to the topological clusters [54] in the calorimeters, typically with
a radius of R = 0.4. After reconstruction, we calibrate the individual jet energies and
incorporate systematic uncertainties.

b-tagged Jets

Once we have reconstructed jets using the anti-kT algorithm, we can then apply a hy-
pothesis test to determine the likelihood of which type of object initiated them [55].
After we have produced a b-quark from the proton–proton collisions, it propagates for a
short time before hadronising; this seeds a jet with a measurably displaced vertex with
respect to the primary vertex. We can discriminate between light-quark seeded jets and
b-quark seeded jets, by leveraging this displaced vertex information. We use a Boosted
Descision Tree (BDT) based algorithm to determine how likely a jet is to have originated
from a b-quark, this algorithm is called MV2c10 and is typically referred to as b-tagging
[55]. The MV2c10 algorithm uses the input of three other algorithms as input. These three
algorithms are IP2D, IP3D which are impact parameter based algorithms, SV which is an
algorithm that ts for secondary vertices and JetFitter (JF) which performs a global
t of the full hadron decay chain and attempts to reconstruct successive vertices with

a jet. The output of the MV2c10 algorithm is a distribution [55] which, given di erent
requirements allows us to select on b-tag e ciency, usually 60%, 70% or 85%.

Missing Transverse Energy

Missing transverse energy is an important observable for the ATLAS experiment. The
experiment has no subdetectors which are capable of measuring the presence of weakly
interacting particles, and yet there are many processes which produce them. Given their
importance to the physics reach of the experiment, it is vital to have a variable which can
at the very least act as a proxy for the weakly interacting particle’s momentum. From the
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design of the LHC we know that the proton–proton beam has no signi cant momentum
transverse to the beam axis. This gives us a relationship between the initial and nal
state momentum: ∑

f

px,f =
∑

f

py,f = 0, (3.2)

where px,f and py,f are the x and y components of all nal-state particles which were
produced by the initial parton-parton collision. We can split this relation into visible
and invisible components, ∑

i=visibles
px,i +

∑
j=invisibles

px,j = 0. (3.3)

We cannot resolve the individual invisible particles’ momenta but we can infer their total
vectorial sum in the x (y) direction(s):

Emiss
x(y) =

∑
invisibles

px(y),i = −
∑

visibles
px(y),i, (3.4)

from this we can construct E⃗miss
T to be equal to:

Emiss
T =

√
(Emiss

x )2 +
(
Emiss

y

)2
(3.5)

ϕmiss = arctan
(
Emiss

y /Emiss
x

)
. (3.6)

When we treat the missing energy as a 3-vector, we canonically set the z-component to
zero.

The reconstruction of Emiss
T requires the input of all detector subsystems and strong un-

derstanding of the initial conditions of the collision [56]. The reconstructed Emiss
T has

two components, these are the hard-event and the soft-event components. Hard-event
signals correspond to fully reconstructed and calibrated objects. The soft-event contri-
bution to Emiss

T corresponds to tracks correspond to energy deposits not associated with
reconstructed objects. We de ne di erent working points for missing transverse energy,
these working points applying di erent criteria on the jet treatment in the forward end-
caps of the detector; these are Loose, Tight, Tighter, and Tenacious [56]. We can
write out the missing transverse energy’s dependence on reconstructed objects in the
following way:

Emiss
x(y) = Emiss,e

x(y) + Emiss,γ
x(y) + Emiss,τ

x(y) + Emiss,jets
x(y) + Emiss,µ

x(y) + Emiss,soft
x(y) . (3.7)
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3.4 e ATLAS Experiment Dataset

As stated earlier, it is the responsibility of each experiment location around the LHC to
record the results of the LHC beam collisions. The goal of each of the experiment is to
produce high quality large statistics datasets. An important quantity for de ning the
amount of data able to be recorded is given by:

L = N2
b nbfrevγr

4πϵnβ∗ F, (3.8)

where Nb is the number of particles per bunch, nb is the number of bunches per beam,
frev is the revolution frequency, γR is the relativistic gamma factor, ϵn is the normalised
transverse beam emittance, β∗ is the beta function at the collision point and F is a ge-
ometric reduction factor due to the non-zero crossing angle between the beams at the
interaction point.

The design instantaneous luminosity of the LHC is L = 1034 cm−2s−1 [20, 57]. During
2018, the LHC delivered peak luminosities of more than double the design speci cations;
we show this in Figure 3.9. As a direct result of the increase of luminosity, we have been
able to record more events than our run-II baseline expectations.
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Figure 3.9: The instantaneous luminosity recorded during the 2018 data-taking period by
the ATLAS experiment. The peak instantaneous luminosity is L = 2.1 × 1034 cm−2s−1

[57, 58].
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Once we have recorded a dataset, we then want to compare to theory. We can quantify
the number of collisions corresponding to a given decay process with the relation:

Nobserved = σprocess × BR × ϵ×
∫
dtL, (3.9)

where Nobserved is the number of collisions recorded at a given experiment, σprocess is
the cross-section of the production of a speci c process, BR is the branching ratio to a
given nal state, ϵ corresponds to all e ciencies considered for a given measurement,
and

∫
dtL corresponds to the integrated luminosity of the given dataset.

3.5 e Proton Parton Distribution Function

In Equation 3.9 we introduced σprocess which was the cross-section of a speci c process
being produced in a proton–proton collision. The parton model describes the interac-
tions between the constituent quarks and gluons of the proton and gives us a method to
calculate σprocess. The MSTW 2008 parton density functions (PDFs) are shown in Figure
3.10.
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Figure 3.10: The MSTW 2008 parton density functions, with the total momentum frac-
tion, x, of a given proton constituent as the independent variable [59].

The proton can be understood by the momentum fraction of each constituent particle.
Incorporating all the internal behaviour of the proton yields us the proton itself. The
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inclusive cross-section of proton–proton collisions is the most general way to describe
proton–proton collisions resulting in a nal stateX . The inclusive proton–proton cross-
section is given by:

σp1,p2→X =
∑

a,b∈{q,g}

∫
dxa

∫
dxbf

p1
a

(
Q2, xa

)
fp2

b

(
Q2, xb

)
σab→X (Q) , (3.10)

where σab (Q2) is the partonic cross-section. The PDFs fP
a(b) describes the probability for

a given parton of avour a (b) to have a particular fraction x of the transferred momen-
tum Q between the two partonic states at a given resolution scale Q2. This brings us
naturally to describing the physics reach of the LHC.

3.6 Physics Rea of the Large Hadron Collider

We now detail which processes dominate in a LHC environment given the luminosity
dependence laid out in Equation 3.9.

In Figure 3.11 we plot the cross-section of many SM processes measured at the LHC
for a given centre-of-mass energy [60]. The grey shows the theory predictions. The
blue, orange, and purple are the measurements at the centre-of-mass energies of 7, 8,
and 13 TeV. The total pp cross-section is at least six orders of magnitude higher than
the next most prevalant process. In order of most dominant cross-section we have W
production followed by Z , tt̄, t t-channel,WW ,H ,Wt,WZ , t s-channel, tt̄W , tt̄Z , and
nally tZj.

In Figure 3.12 we plot the cross-section of Higgs boson production under di erent mass
assumptions [61]. We see in particular that for the measured Higgs boson mass ofmH ≈
125 GeV the most dominant production mechansim for the Higgs is gluon–gluon fusion
(pp → H), followed by vector boson fusion (pp → qqH), W and Z bremsstrahlung
(pp → V H), tt̄ fusion (pp → ttH), and nally pp → tH . Each of these production
mechanisms provides a means of measuring the Higgs boson. In Chapter 5 we target
pp → H and pp → qqH and the subsequent decay via H → WW and extract the
gluon–gluon fusion and vector boson fusion Higgs boson production cross-sections.

In Figure 3.13 we show the cross-sections in pb at
√
s = 13 TeV for supersymmetric

strong production and supersymmetric electroweak production [62]. When the masses
of gluinos, squarks, neutralinos and charginos are equal, the production process with
the highest cross-section is di-gluino production, followed by gluino-squark produc-
tion and di-squark production. After the strong production processes, we have elec-
troweakino production, which has cross-sections at least one order of magnitude less
than strong production cross-sections. The production cross-sections of the neutralino
and charginos are a function of the wino and bino mixing, with wino mixing having the
highest cross-sections. If the masses of the gluinos and squarks are much larger than the
electroweakino masses, the cross-sections of electroweakino production become more
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Figure 3.11: Cross-sections of SM processes vs centre-of-mass energy [60].

signi cant than the strongly produced sparticle cross-sections. In these situations, we
might discover supersymmetry through an electroweakino production process. This
regime is of particular interest to our work, and in Chapter 4, we outline our search
for electroweak production of supersymmetric particles.

3.7 Monte Carlo Simulation & Simpli ed Models

The typical design of a search analysis in the ATLAS experiment is a counting experi-
ment, where we compare the expected number of events with the observed. At the AT-
LAS experiment, we use Monte Carlo (MC) generators to simulate both the background
processes and the signal processes. The background processes constitute the expected
behaviour of the SM. In a search analysis, the signal processes correspond to what new
physics we believe may be present under a given number of selection criteria. We often
call a selection of criteria a Region. The search analyses in ATLAS optimise the selection
criteria based on these simulated events, and we determine the sensitivity of ATLAS to
new physics using these events. Where applicable, we may use the available dataset
to generate a data-driven background estimate. These data-driven estimates typically
have specialised validation procedures to ensure the applicability of the estimation in
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Figure 3.12: Higgs production cross-sections vs Higgs boson mass [61]

the given region.

Simulating the SM in the conditions the LHC provides is a di cult technical challenge.
To simulate run-II LHC conditions, we include initial state radiation (ISR) which comes
from the two incident protons. We account for the non-point-like structure of the proton
by acounting for our modelling of the PDFs.

We calcualte the matrix elements to a given order to capture a given theory’s behaviour.
We incorporate the e ect of constructive or destructive interference of leading-order
and next-to-leading order diagrams so we can accurately forecast the sensitivity of our
experiments. We calculate the e ect of the sizable amount of pileup, of parton showering,
of high-to-low energy evolution of parton showers, and we must be able to model nal-
state radiation (FSR), and account for detector response.

Using a MC approach, we factorise these challenges into sub-tasks and improve our
understanding of each of them in turn. There is no “correct” way to solve these tasks,
and there are a large number of competing MC generators that take di erent approaches
to simulate events in the

√
s = 13 TeV LHC collisions.

When searching for supersymmetry we do not use fully-complete signal models; instead,
we use simpli ed models [63]. Simpli ed models de ne new physics with a TeV scale
Lagrangian, instead of a much higher-energy scale such as the GUT scale or the Planck
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Figure 3.13: The cross-section vs mass for gluinos, squarks and electroweakinos in a sub-
set of the MSSM. In general we can see for a given mass, electroweakino cross-sections
are smaller than supersymmetric strong production [62].

scale. Simpli ed models assume the interactions, and also assume the branching ra-
tios and cross-sections of such a model, typically branching ratios are taken to be 100%.
These are model-dependent assumptions and ones which, when relaxed, can have mas-
sive e ects on exclusion and discovery reach. The bene ts of using a simpli ed model
approach include: identifying the boundaries of search sensitivity, characterising new
physics signals, and deriving limits on more general models beyond supersymmetric
theories.

Often searches for beyond the SM are model-dependent and are cast as exclusions of
particular alternative hypotheses, or signal models. This approach runs the risk of too
narrowly de ning selection criteria. A complementary approach is model-independent
limits, which assume no alternative hypothesis but do provide limits on the contribution
of beyond the SM physics to a given measurement. In Chapter 4, we present our results
in a model-independent fashion.
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3.8 LHC & ATLAS Upgrade Timeline

The LHC has a long history of development, construction, and operations. The vast
majority of LHC operations corresponds to data-taking (Runs) andmachinemaintenance
periods (Long shutdowns). The scienti c programme of the LHC spans over the next 20
years and includes a series of technical upgrades and replacements of detectors. We show
the full timeline for LHC operations in Figure 3.14. The result of this 20 year scienti c
programme will be the accumulation of a 3000 fb−1 proton–proton collision dataset.

As of 2020, the LHC is in Long Shutdown 2 (LS2). During LS2, the individual experi-
ments have been performing routine maintenance and installation of upgrade subdetec-
tors. The LHC simultaneously has been undergoing maintenance and laying the ground-
work for Long Shutdown 3 (LS3), which will take place in 2024 through to 2027; LS3
will be the major machine maintenance upgrade during the lifetime of the LHC. During
LS3 we will be upgrading the LHC to the high-luminosity LHC (HL-LHC), as well as
replacing ATLAS subsystems.

Figure 3.14: The timeline of the LHC project. There are two major eras in this timeline;
the LHC era, and the High-Luminosity LHC era. The major units of these timelines
are Long Shutdowns (LS) and runs labelled run-I through to run-IV. In red we have
the expected centre-of-mass energy of the LHC, and in green, we have the expected
luminosity as compared to the nominal LHC luminosity [64].

In ATLAS, we call the rst upgrade phase-I, which started in 2018. The upgrade projects
covered by phase-I include the Liquid Argon Calorimeter (LAr), Tile Calorimeter (TILE),
theNewSmallWheel (NSW), BIS78, and the Trigger andDataAcquisition System (TDAQ),
as well as the Fast Tracker (FTK).The FTK project due to unexpected funding constraints
has been ramped down with a modi ed scope and will not be installed in the ATLAS
detector. In Section 6.1, we explore the FTK and the lessons we have learned in Fast Sim-
ulation. In Figure 3.15, we show the number of hits in each layer of the pixel and SCT
detectors as a function of instantaneous luminosity. The increased number of hits will
have a substantial e ect on the reconstruction time. In the second plot in Figure 3.15,
we see the e ect of increased pileup on the reconstruction time in seconds per event.
The current con guration of the LHC operates at a nominal pileup of approximately
60. We designed the FTK to operate under the challenging conditions the LHC machine
provides.
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(a) Number of hits vs luminosity. (b) Reconstruction time vs pileup (µ).

Figure 3.15: Tracking is highly dependent on detector conditions. Here in (a) we show
number of hits vs luminosity for the pixel detector and SCT respectively, and in (b) we
show reconstruction time vs pileup.

As has been described in Section 3.2.4, the ATLAS trigger system is split into a hardware-
based Level-1 and a CPU based HLT. Tracking is computationally expensive and requires
a lot of processing capability. The HL-LHC, which will operate not only at slightly
greater centre-of-mass energies but also at higher instantaneous luminosities, and with
a more substantial nominal pileup, will have more di cult data-taking conditions.

In 2024 the major machine maintenance period LS3 will begin, and with it, ATLAS will
commence installation of its phase-II detector upgrades. These detector upgrades are
comprehensive and will provide replacements for parts of the ATLAS detector. These
phase-II upgrades include the Inner Tracker (ITk), the Liquid Argon Calorimeter, the
Tile Calorimeter, and the highGranularity TimingDetector (HGTD),Muon spectrometer
upgrade, TDAQ upgrades and a Hardware Tracking for Trigger (HTT) system. The ITk is
the replacement detector for the pixel detector, SCT, and TRT detectors and will use two
principal technologies; strips and pixels, with no TRT analogue. A signi cant di erence
between the SCT strips and ITk strips systems is the switch from p-n-p doped silicon to
n-p-n doped silicon. The change of silicon doping has e ects on the digitisation software
used for the ITk. In Chapter 7, we will explore the operating conditions of the HL-LHC
and we detail work performed to validate the use of existing software implementations
of digitisation, and provide a report into what is required of the ITk project in order to
move forward.





Chapter 4

Sear for Supersymmetric Electroweak
Production
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In this chapter, we detail the work performed on the chargino–neutralino supersymmetry
search using the full run-II

√
s = 13 TeV ATLAS experiment dataset.

The production cross-sections of supersymmetric particles are functions of the centre-
of-mass of the LHC. In the scenario where the strong sector supersymmetric particles
are much more massive than electroweakinos, the visible cross-section of the gluino and
squarks is smaller than the visible cross-section of electroweakino production. In this
analysis, we speci cally target a search for supersymmetry via the electroweak produc-
tion mode, and our analysis is also a follow-up to a previous chargino–neutralino search
[65]. In 2015–2016 an analysis was published focusing on the search for χ̃±

1 χ̃
0
2 produc-

tion using a 36.1 fb−1 dataset. The analysis saw four excesses in four orthogonal regions.
These signal regionswere SR2ℓ_Low, SR2ℓ_ISR, SR3ℓ_Low, and SR3ℓ_ISR.We summarise
the excesses in Figure 4.1. This chapter will summarise our follow-up to this analysis.

(a) 2ℓ (b) 3ℓ

Figure 4.1: A summary of control, validation, and signal regions for the 2015–2016 ana-
lyis.

4.1 Our Signal

The signal we target in this analysis is associated produced electroweakino χ̃±
1 χ̃

0
2 pro-

duction with conserved R-parity. A feature of hadron colliders is initial state radiation
(ISR) of quarks and gluons, which will boost any produced sparticles while contribut-
ing extra jets to the measured events. Given this ISR feature, we designed our analysis
to target χ̃±

1 χ̃
0
2 associated production with and without the presence of additional jets.

47
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We study the χ̃±
1 χ̃

0
2 production modes in the context of simpli ed models. We assume

wino-like χ̃±
1 χ̃

0
2 production, with a bino-like χ̃

0
1, which is identi ed as the Lightest Super-

symmetric Particle (LSP). The signal process we target is χ̃±
1 χ̃

0
2 decaying via a SM W±

and Z0 which gives us a two-lepton or three-lepton nal-state — depending on whether
W±decays hadronically or leptonically. Overall, we target four signal scenarios, these
are two and three-lepton nal states with and without additional jets from initial state
radiation. We illustrate the four targetted signal scenarios in Figure 4.2.

(a) 2ℓ (b) 3ℓ

(c) 2ℓ ISR (d) 3ℓ ISR

Figure 4.2: We sere signal models based on theW decaying either leptonically or hadron-
ically, as well as the presence of initial state radiation. This naturally creates 2ℓ and 3ℓ
signals, and ISR and non-ISR signals [65].

4.2 Analysis Overview

We de ne our analysis region parameter space in Figure 4.3. On the x axis we have the
mass of the degenerate sparticles χ̃±

1 /χ̃
0
2. The y axis corresponds to the mass of the LSP
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χ̃0
1. The cross-hatched shaded region from 100 GeV diagonally is the region where χ̃0

1 is
the lightest supersymmetric particle. The dashed diagonal line from (0, 100) de nes the
area where χ̃±

1 /χ̃
0
2 can decay to an on-shell Z boson and the LSP. We de ne four regions

of interest; low-mass, ISR, intermediate-mass and high-mass. The low-mass region and
the ISR region are orthogonal based purely on jet multiplicity requirements, but target
the same mass space. This analysis is a follow up from a previous result [65], and only
considers the ISR and low-mass regions. The intermediate and high-mass regions are
not considered here.
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Figure 4.3: Schematic of the analysis design [65].

4.3 Recursive Jigsaw Reconstruction Implementation

The recursive jigsaw reconstruction technique (RJR) is an approach which allows us to
resolve combinatoric and kinematic ambiguities of any production or decay topology
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[66]. The RJR technique resolves ambiguities by rst assuming a decay topology and
then by applying assumptions about the unknown degrees of freedom in that topology.
We apply these assumptions with algorithms we call jigsaw rules. By applying these
rules to an unconstrained nal state, we can extract values for the unknown degrees of
freedom. Once each unknown degree of freedom has a constraint, we have a four-vector
corresponding to each nal state object. Taking these four-vectors, we can then use
relativistic kinematics to recursively boost to intermediate states between the production
and nal states. Using this technique, we can create a natural basis of variables for a
given topology, leveraging this information allows us to de ne new selection criteria.

LAB

PP

aP

aV aI
bP

bV bI

Lab State

Decay States

Visible States

Invisible States

Figure 4.4: A recursive jigsaw generic decay tree.

The electroweak signal model we target is one such example of an unconstrained decay
topology. In the case of χ̃±

1 χ̃
0
2, we have two lightest, stable neutralinos which carry a

signi cant proportion of themomentum and energy, thus leaving the visible sector of the
decay unconstrained. By applying the RJR technique, we can de ne a basis of variables
to de ne Signal Regions (SRs).

4.3.1 Standard Approa

Applying RJR requires an assumption of the decay topology called a decay tree; we show
an example of a generic tree in Figure 4.4. We split the decay tree into four states; the
“Lab State” denoted with grey, the “Decay States” denoted with red, the “Visible states”
denoted with blue, the invisible states denoted in green. The lab state (LAB) corresponds
to the lab frame, the decay states (PP , Pa, Pb) correspond to intermediate states, the
visible states (Va, Vb) and invisible states (Ia, Ib) which correspond to observed and un-
observed states. Visible states are the most straightforward; where they correspond to
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measured particles — leptons and jets. By making an assumption about the invisible par-
ticles and the topology of the event, we can break theEmiss

T vector into Ia and Ib. For the
visible states, we assign particles or groups of particles to a corresponding frame. The
four-momentum of the frame corresponds to its constituent particle’s four momenta.

Examples of the possible assumptions are that the invisible particle’s mass is zero, or that
the rapidity of the visible system is equal to that of the invisible system. We also need
to take into account the intermediate particles and whether or not they are o -shell. We
show a schematic breakdown of the RJR approach in Figure 4.5. In Figure 4.6 we show
a schematic view of the scalar summation of n visible particles andm invisible particles
in a generic event. In Figure 4.7 we show a schematic view of the vector summation of
n visible particles andm invisible particles in a generic event.

Figure 4.5: A schematic view of a typical event in an RJR approach. On the left, we have
n visible objects denoted by the light-purple colour. These visible objects are tracks,
leptons, jets or composite objects. We denote the invisible system, with light-green.
Typically an event has more than one source of missing momentum, but we cannot
resolve the individual contributions to this measured quantity; thus we illustrate IA+IB .

The main group of variables used in our search are the so-called hemisphere variables
which are denoted with H . Here, Hemisphere refers to each branch of the decay tree.
Hemisphere variables are constructed in a given frame with di erent combinations of
visible and invisible momenta.

HF
n,m =

n∑
i

|p⃗ F
vis,i| +

F∑
j

|p⃗ F
inv,j|. (4.1)

The H variables are labelled with a superscript F and two subscripts n and m. The
F denotes the rest frame the hemisphere variable is calculated in, n is the number of
groups the visible objects are partitioned into, and m represents the number of groups
the invisible particles are separated into. If the subscript T is used then it indicates that
only transverse momenta of the particles enter into the calculation of the hemisphere
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variable.

Figure 4.6: A schematic view of the scalar summation of n visible particles of a generic
event. In this approach, we take the absolute magnitude of each objects momentum and
add those to the absolute value of the invisible system’s momentum. This quantity gives
us an idea of the energy scale involved in a given parton–parton interaction.

Figure 4.7: A schematic view of the vector summation of n visible particles of a generic
event. In this approach, we add all momenta of all n visible particles, and then take
the absolute value of that sum. We add this sum to the invisible systems momentum
magnitude. This quantity is similar to twice the value of the missing transverse energy.
When we take the ratio between the vector and the scalar quantities, we get a variable
sensitive to the initial boosts of parent objects, and thus the geometry of the decay.

4.3.2 ISR Approa

The second approach we utilise is for events with at least one high-pT jet from an initial
state radiation (ISR) system. Such events need not have signi cant amounts of Emiss

T . In
order to target an ISR topology, we use a di erent decay tree, as shown in Figure 4.8. This
tree is more straight forward than the generic tree approach but provides some powerful
variables for discrimination.
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LAB

CM

ISR S
V I

Lab State

Decay States

Visible States

Invisible States

Figure 4.8: The recursive jigsaw ISR decay tree [65].

Similarly to the generic case, the ISR decay tree is split into lab state, decay states, visible
states, and invisible states. The ISR decay tree introduces the CM Centre-of-Mass frame,
the ISR frame and the system frame S, which corresponds to the hard-scatter of the
underlying signal process. We use all visible and invisible objects to determine where
the jets are assigned using mass minimisation of the ISR system and the sparticle system.
We show a schematic view of the ISR system in Figure 4.9. In the ISR approach, given we
use only the transverse components of theEmiss, we only use the transverse components
of all other input objects.

We take the Emiss
T and assign it to the invisible system I . We take all leptons and assign

these to the visible system V . The full set of jets is denoted with Jall. The jets are
not yet assigned to a frame. In order to assign the jets to either the ISR or S we take
all two-group combinations of jets denoted Ja and Jb. The set of all jets is given as
Jall = {j1, j2, j3, . . . jn}.

We choose the jet assignment to ISR and S based on the combination which has the
minimum mass for Ja and Jb:

{JISR, JS| min
∀a,b

[M (JISR,a) +M (JS,b)]}, (4.2)

where a and b denote any two-group combination of jets.

Having de ned ISR, V and I we can boost to any frame in the decay tree. We now give
examples of ISR decay tree variables.

pCM
T,ISR is the momentum of the ISR system in the CM frame. Themagnitude of the vector
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Figure 4.9: A schematic view of the ISR system. We de ne this approach in the centre-of-
mass frame. We de ne the momentum of the ISR system, the momentum of the invisible
system, the azimuthal angle between the ISR and the invisible system, as well as the LAB
frame drift of the CM frame.

sum of the I system in the CM frame is denoted as pCM
T,I . This variable corresponds to

the missing transverse momentum without the ISR recoil. The momentum of the CM
frame, measured in the LAB frame, is given by pCM

T . Small values of pCM
T correspond to

situations where we have correct assignment and an initial total transverse momentum
of zero. Given the imperfections of assignment, low values of pCM

T correspond to a well
described system. The next variable described in this approach is RISR which is given
by:

RISR =
|p⃗ CM

T,I · p̂ CM
T,ISR|

|p⃗ CM
T,ISR|

, (4.3)

where we take the dot product of the I system 3-vector and the direction of the ISR
system 3-vector, divided by the ISR system momentum.

RISR is an estimate ofmχ̃0
1
/mχ̃0

2/χ̃±
1
. The quantity corresponds to the amount of momen-

tum carried by the invisible system being attributed to the ISR kick in units of the ISR
boost. As pCM

T,ISR gets larger it becomes increasingly di cult for backgrounds to have a
largeRISR. The nal ISR variable we highlight is∆ϕCM

ISR,I which is the azimuthal opening
angle between the ISR system and the invisible system in the CM frame. In Figure 4.10
we summarise the ISR variables in use in the analysis.
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Figure 4.10: A schematic of the projection of the INV system onto the ISR boost-axis, in
units of the ISR system momentum. This de nesRISR which is a very useful variable for
ISR scenarios.
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4.4 Te nical Setup

The dataset used in this analysis was collected by the ATLAS detector during run-II
operations. We show the delivered luminosity of the ATLAS dataset between 2011 and
2018 in Figure 4.11a. The peak luminosity in 2015–2016, 2017 and 2018 was measured to
be 5.2×1033 cm−2s−1, 1.37×1034 cm−2s−1, and 2.1×1033 cm−2s−1, respectively [57, 58].
In Figure 4.11b, we show the luminosity weighted distribution of the average number of
interactions per crossing for the full run-II proton–proton collision data at

√
s = 13 TeV

centre-of-mass energy [57]. The average pileup is broken down in terms of individual
years and the average pileup over the full run-II dataset is overlaid. The average number
of pileup events in 2015 was ⟨µ⟩ = 14 and by 2017 increased to ⟨µ⟩ = 37.8, by 2018 the
average pileup decreased to ⟨µ⟩ = 36.1 due to luminosity levelling [57].

In Figure 4.12, we show the evolution of the ATLAS total integrated luminosity as a
function of time over run-II [57]. We see during run-II the LHC delivered 156 fb−1

of proton–proton collisions, while the ATLAS detector recorded 147 fb−1 [57]. Upon
applying beam, detector, and data-quality criteria, the ATLAS experiment had a good-
for-physics dataset of 139 fb−1 [57].
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Figure 4.11: The delivered integrated luminosity and pileup distributions for the ATLAS
experiment during run-II operations [57].

The simulation of background processes requires an understanding of the detector re-
sponse, geometry, and object reconstruction de nitions, as well as the aforementioned
pileup conditions. We describe the object reconstruction methods in Section 4.5. In our
analysis, for each background, we chose the MC generator which models the given back-
ground best. Once we have generated and simulated the MC, we validate them against
the run-II dataset to con rm the agreement between the two; this is done in Section 4.8.
We will now summarise the MC generators chosen for each background process, as well
as the signal process choices.

In this electroweak analysis we use a set of MC background samples and signal samples
to optimize the selection criteria. The MC generators are summarised in Table 4.1.
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Figure 4.12: Breakdown of the total integrated luminosity of the ATLAS dataset [57].

Table 4.1: The SUSY signals and the Standard Model background MC samples used in
this search. The generators, the order in αs of cross-section calculations used for yield
normalization, PDF sets, parton showers and parameter tunes used for the underlying
event are shown.

Physics process Generator Cross-section PDF set Parton shower Tune
normalization

SUSY processes M v2.2.3 NLO+NLL NNPDF2.3LO P 8.186 A14
Z/γ∗(→ ℓℓ̄) + jets S 2.2.1 NNLO NNPDF3.0NNLO S S default
γ + jets S 2.1.1 LO CT10 S S default
H(→ ττ), H(→ WW ) P B v2 NLO CTEQ6L1 P 8.186 A14
HW, HZ MG5_aMC@NLO 2.2.2 NLO NNPDF2.3LO P 8.186 A14
tt̄+H MG5_aMC@NLO 2.2.2 NLO CTEQ6L1 H 2.7.1 A14
tt̄ P B v2 NNLO+NNLL CT10 P 6.428 Perugia2012
Single top (Wt-channel) P B v2 NNLO+NNLL CT10 P 6.428 Perugia2012
Single top (s-channel) P B v2 NLO CT10 P 6.428 Perugia2012
Single top (t-channel) P B v1 NLO CT10f4 P 6.428 Perugia2012
Single top (Zt-channel) MG5_aMC@NLO 2.2.1 LO CTEQ6L1 P 6.428 Perugia2012
tt̄+W/WW MG5_aMC@NLO 2.2.2 NLO NNPDF2.3LO P 8.186 A14
tt̄+ Z MG5_aMC@NLO 2.2.3 NLO NNPDF2.3LO P 8.186 A14
WW ,WZ , ZZ S 2.2.1 NLO NNPDF30NNLO S S default
V γ S 2.1.1 LO CT10 S S default
Triboson S 2.2.1 NLO NNPDF30NNLO S S default

The production ofZ bosons in association with jets [67] was performed with the S
2.2.1 generator [68]. The NNPDF3.0NNLO [69] parton distribution function (PDF) was
used in conjunction with dedicated parton shower tuning developed by the S
authors. The matrix elements (ME) were calculated for up to two partons at next-to-
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leading order (NLO) and with up to two additional partons at leading order (LO) using
the C [70] and O L [71] matrix-element generators, and merged with the
S parton shower (PS) [72] using the ME+PS@NLO prescription [73]. We use the
data-driven ABCD technique to estimate Z/γ∗+jets contributions in the Signal Regions
(SRs) and Z/γ∗+jets MC in higher statistics regions, γ+jets events were generated at LO
with up to four additional partons using the S 2.1.1 generator with CT10 [74] PDF
set. We describe the ABCD technique generically in Section 4.7, and for our speci c
analysis we describe it in Section 4.13.

The P B v2 [75] generator was used for the generation of tt̄ and single top-
quark processes in the Wt- and s-channels [76], while t-channel single-top produc-
tion was modeled using P B v1 [77]. For the latter process, the decay of the
top quark was simulated using MadSpin [78] preserving all spin correlations. For all
processes the CT10 [74] PDF set was used for the matrix element, while the parton
shower, fragmentation, and the underlying event were generated using P 6.428
[79]with the CTEQ6L1 [80] PDF set and a set of tuned parameters called the Perugia 2012
tune [81]. The top-quark mass in all samples was set to 172.5 GeV. The tt̄ and the Wt-
channel single-top events were normalized to cross-sections calculated at next-to-next-
to-leading-order plus next-to-next-to-leading-logarithm (NNLO+NNLL) [82–85] accu-
racy, while s- and t-channel single-top-quark events were normalized to the NLO cross-
sections [86, 87]. The production of Zt events was generated with the MG5_aMC@NLO
2.2.1 [88] generator at LO with the CTEQ6L1 PDF set.

TheMG5_aMC@NLO 2.2.2 (2.2.3 for tt̄ +Z/γ∗) generator at LO, interfaced to the P
8.186 [89] parton-shower model, was used for the generation of tt̄ + EW processes (tt̄
+ W/Z/WW ) [90], with up to two (tt̄+W , tt̄+Z(→ νν/qq)), one (tt̄+Z(→ ℓℓ)) or no
(tt̄+WW ) extra partons included in the matrix element. The events were normalized to
their respective NLO cross-sections [91, 92]. Collectively these top processes are refered
to as “Top Other”.

Diboson processes (WW , WZ , ZZ) [93] were simulated using the S 2.2.1 gener-
ator and contain o -shell contributions. For processes with four charged leptons (4ℓ),
three charged leptons and a neutrino (3ℓ+1ν) or two charged leptons and two neutrinos
(2ℓ+2ν), the matrix elements contain all diagrams with four electroweak couplings, and
were calculated for up to one (4ℓ, 2ℓ+2ν) or no extra partons (3ℓ+1ν) at NLO. All diboson
samples were also simulated with up to three additional partons at LO using the C
and O L matrix-element generators, and were merged with the S parton
shower using the ME+PS@NLO prescription. The diboson samples were normalized to
their NLO cross-sections [94, 95]. Additional MC simulation samples of events with a
leptonically decaying vector boson and photon, V γ, where V = W,Z were generated
at LO using Sherpa 2.1.1 [68]. Matrix elements including all diagrams with three elec-
troweak couplings were calculated with up to three partons at LO and merged with the
Sherpa parton shower [96] according to the ME+PS@LO prescription [97]. The CT10
PDF set is used in conjunction with dedicated parton shower tuning developed by the
Sherpa authors.
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Triboson processes (WWW ,WWZ ,WZZ and ZZZ) were simulated with the S
2.2.1 generator with matrix elements calculated at LO with up to one additional parton.
The triboson events were normalized to their LO cross-sections [98].

Higgs boson production processes, including gluon–gluon fusion, associated vector bo-
son production, V H ,1, and vector-boson fusion, VBF,were generated using P v2 [76]
+ P 8.186 and normalized to cross-sections calculated at NNLOwith soft gluon emis-
sion e ects added at NNLL accuracy, whilst tt̄H events were produced using M @N
2.2.2 + H 2.7.1 [99] and normalized to the NLO cross-section [100]. All samples
assume a Higgs boson mass of 125 GeV.

The MC signal samples were generated from leading-order matrix elements with up to
two extra partons usingM v2.2.3 [101] interfaced to P version 8.186, with
the A14 parameter tune [102], for the modeling of the SUSY decay chain, parton shower-
ing, hadronization and the description of the underlying event. Parton luminosities were
provided by the NNPDF23LO PDF set [74]. Jet–parton matching follows the CKKW–L
prescription [103], with a matching scale set to one quarter of the χ̃±

1 /χ̃
0
2 mass. Signal

cross-sections were calculated at NLO in the strong coupling constant, with soft gluon
emission e ects added at next-to-leading-logarithm (NLL) accuracy [104–108]. The nom-
inal cross-section and the uncertainty were taken from an envelope of cross-section pre-
dictions using di erent PDF sets and factorization and renormalization scales, as de-
scribed in Ref. [109].

4.5 Object Reconstruction and Identi cation

The de nitions of the objects used are described in this section. The objects used in the
ATLAS experiment are de ned by comparison between MC and Data. These de nitions
are general and not speci c to this analysis.

The reconstructed primary vertex of the event is required to be consistent with the lumi-
nous region and to have at least two associated tracks with pT > 400 MeV. When more
than one such vertex is found, the vertex with the largest

∑
p2

T of the associated tracks
is chosen.

Two di erent classes of reconstructed lepton candidates (electrons or muons) are used in
the analysis, labeled baseline and high-purity in the following. When selecting samples
for the search, events must contain a minimum of two baseline electrons or muons.

Baseline muon candidates are formed by combining information from the muon spec-
trometer and ID as described in Reference [110], must pass the medium identi cation
requirements de ned therein, and have pT > 10 GeV and |η| < 2.7. High-purity muon
candidates must additionally have |η| < 2.4, the signi cance of the transverse impact
parameter relative to the primary vertex |dPV

0 |/σ(dPV
0 ) < 3, and the longitudinal impact

1The letter V represents the W or Z gauge boson.
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parameter relative to the primary vertex |zPV
0 sinθ| < 0.5 mm. Furthermore, high-purity

candidates must satisfy the GradientLoose isolation requirements described in Reference
[110], which rely on tracking-based and calorimeter-based variables and implement a
set of η- and pT -dependent criteria. The highest-pT (leading) high-purity muon is also
required to have pT > 25 GeV. The baseline and signal lepton identi cation criteria
for muons are summarised in Table 4.2. Baseline electron candidates are reconstructed

Table 4.2: Summary of the muon selection criteria. The signal selection requirements are
applied in addition to the baseline selection criteria, and take place after overlap removal.

Category Acceptance PIDQuality Isolation Impact Parameter

Baseline Muon pT > 10 GeV Medium - |z0sinθ| < 0.5 mm
|ηclust| < 2.40

Signal Muon pT > 10 GeV Medium FixedCutTight |z0sinθ| < 0.5 mm
|ηclust| < 2.40 |d0/σd0 | < 3

from an isolated electromagnetic calorimeter energy deposit matched to an ID track.
They are required to have pT > 10 GeV, |η| < 2.47, and to satisfy a set of quality cri-
teria similar to the Loose likelihood-based identi cation criteria described in Reference
[111], but including a requirement of a B-layer hit. High-purity electron candidates ad-
ditionally must satisfy MediumLH selection criteria described in Reference [111]. They
are also required to have |dPV

0 |/σ(dPV
0 ) < 5, |zPV

0 sinθ| < 0.5 mm, and to satisfy isolation
requirements that are the same as those applied to high-purity muons [111]. The lead-
ing high-purity electron is also required to have pT > 25 GeV. The baseline and signal
lepton identi cation criteria for muons are summarised in Table 4.3.

Table 4.3: Summary of the electron selection criteria. The signal selection requirements
are applied in addition to the baseline selection criteria, and take place after overlap
removal.

Category Acceptance PIDQuality Isolation Impact Parameter

Baseline Electron pT > 10 GeV LooseAndBLayerLLH - |z0sinθ| < 0.5 mm
|ηclust| < 2.47 -

Signal Electron pT > 10 GeV LLHMedium FixedCutTight |z0sinθ| < 0.5 mm
|ηclust| < 2.47 |d0/σd0| < 5

Jet candidates are reconstructed using the anti-kt jet clustering algorithm [112–114] with
a jet radius parameter of 0.4 starting from clusters of calorimeter cells [115]. The jets
are corrected for energy from pileup using the method described in Reference [116]: a
contribution equal to the product of the jet area and the median energy density of the
event is subtracted from the jet energy [117]. Further corrections, referred to as the
jet energy scale corrections, are derived from MC simulation and data and are used to
calibrate the average energies of jets to the scale of their constituent particles [118]. In
order to reduce the number of jets originating from pileup, a signi cant fraction of the
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tracks associated with each jet must have an origin compatible with the primary vertex,
as de ned by the jet vertex tagger (JVT) output [119]. Only corrected jet candidates with
pT > 20 GeV and |η| < 4.5 are retained. High-purity jets are de ned with the tighter
requirement |η| < 2.4. The chosen requirement corresponds to the Medium working
point of the JVT and is only applied to jets with pT < 60 GeV and |η| < 2.4.

An algorithm based on boosted decision trees, MV2c10 [120, 121], is used to identify jets
containing a b-hadron (b-jets), with an operating point corresponding to an e ciency of
77% per b-jet, and rejection factors of 134 for light-quark and gluon jets and 6 for charm
jets [121], for reconstructed jets with pT > 20 GeV and |η| < 2.5 in simulated tt̄ events.
Candidate b-tagged jets are required to have pT > 20 GeV and |η| < 2.4. The baseline
and signal identi cation criteria for jets, as well as b-tagging criteria are summarised in
Table 4.4.

Table 4.4: Summary of the jet and b-jet selection criteria. The signal selection require-
ments are applied in addition to basline requirements. Signal b-jet selection is in addition
to the signal requirements. These requirements take place after overlap removal.

Category Collection Acceptance JVT b-tagger Algorithm E ciency

Baseline jet AntiKt4EMTopo pT > 20 GeV, |η| < 4.5 - - -
Signal jet AntiKt4EMTopo pT > 20 GeV, |η| < 2.4 |JVT| > 0.59∗ - -
Signal b-jet AntiKt4EMTopo pT > 20 GeV, |η| < 2.4 |JVT| > 0.59∗ MV2c10 77%

After the selection requirements described above, ambiguities between candidate jets
with |η| < 4.5 and baseline leptons are resolved as follows:

1. Any electron sharing an ID track with a muon is removed.

2. If a b-tagged jet (identi ed using the 85% e ciency working point of the MV2c10
algorithm) is within ∆R ≡

√
(∆y)2 + (∆ϕ)2 = 0.2 of an electron candidate, the

electron is rejected, as it is likely to originate from a semileptonic b-hadron decay;
otherwise, if a non-b-tagged jet is within ∆R = 0.2 of an electron candidate then
the electron is kept and the jet is discarded as it is likely to be due to the electron-
induced shower.

3. Electrons within ∆R = 0.4 of a remaining jet candidate axis are discarded, to
suppress electrons from semileptonic decays of c- and b-hadrons.

4. Jets with fewer than three associated tracks that have a nearby muon that carries
a signi cant fraction of the transverse momentum of the jet (pµ

T > 0.7∑ pjet tracksT ,
where pµ

T and pjet tracksT are the transverse momenta of the muon and the tracks
associated with the jet, respectively) are discarded either if the candidate muon is
within ∆R = 0.2 of the jet axis or if the muon is matched to a track associated
with the jet.

5. Muons within ∆R = 0.4 of a remaining jet candidate are discarded to suppress
muons from semi-leptonic decays of c- and b-hadrons.
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The events used by the searches described in this paper are selected using high-purity
leptons and jets with a trigger logic that accepts events with either two electrons, two
muons or an electron plus a muon. We summarise the triggers used for each data-taking
period in Table 4.5.

Table 4.5: The triggers used for each year of data-taking at the ATLAS experiment. These
triggers are all dilepton triggers and split based on lepton avour composition. In general
we require very loose likelihood requirements for lepton identi cation, and do not apply
selections on the transverse impact parameters. Di erent years have di erent triggers
due to di erent data-taking conditions.

Year ee trigger µµ trigger eµ trigger

2015 2e12_lhloose_L12EM10VH 2mu10 e17_lhloose_mu14

2016 2e17_lhvloose_nod0 mu22_mu8noL1 or e17_lhloose_nod0_mu14 or
2mu14 e7_lhmedium_nod0_mu24

2017 2e17_lhvloose_nod0 or mu22_mu8noL1 or e17_lhloose_nod0_mu14 or
2e24_lhvloose_nod0 2mu14 e7_lhmedium_nod0_mu24

2018 2e17_lhvloose_nod0 or e17_lhloose_nod0_mu14 or mu22_mu8noL1 or
2e24_lhvloose_nod0 2mu14 or e7_lhmedium_no0_mu24

The measurement of the missing transverse momentum vector P⃗ miss
T ( and its magni-

tude Emiss
T ) is based on the calibrated transverse momenta of all electron, photon, muon,

and jet candidates, as well as all tracks originating from the primary vertex, and not
associated with such objects [122]. The missing transverse momentum is de ned as the
negative of the vector sum of these object momenta.

4.6 Fakes Matrix Method

MC generators can model production and decay of physics processes well, though it is
signi cantly more challenging to model detector response and the subsequent recon-
struction of physics objects. Given object reconstruction is based on detector response,
one underlying particle can produce a detector response which looks like another. In
situations where one particle is reconstructed incorrectly as another, we call that falsely
reconstructed object a fake. Collectively, events which fake their way into passing se-
lection criteria are known as fakes. Given it is challenging to model detector response,
instead of using the individual MC samples to model the fakes contributions, we use the
data from the run-II dataset. The approach we use to create this fakes estimation sample
is the data-driven matrix method.

The matrix method works by taking events with at least two-lepton selection. We then
select at least two leptons with which to apply the matrix method. In the case of a three-
lepton selection, we chose the two softest leptons. From the selected events, we classify
leptons into two groups. The rst group are leptons which pass baseline (Loose) lepton
criteria. The second group are leptons which pass signal (Tight) lepton criteria. We then
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determine the probabilities that a given lepton is fake or real, given they are members
of each group. The baseline and signal lepton identi cation criteria for electrons and
muons are summarised in Table 4.3 and Table 4.2 respectively. We now explain the
matrix method approach.

Let T denote leptons passing the tight identi cation criteria and L denote leptons that
at least pass the loose criteria. Any event which is in L is known as inclusive loose.
Leptons passing loose but not tight are called exclusive loose, we denote these as l. For
our estimation, we only consider events which have two inclusive loose leptons, and we
order the leptons based on pT . We denote the number of events with two inclusive loose
leptons as NLL.

We then categorise the two leptons into two di erent groups; these are inclusive loose
or exclusive loose. Categorising leptons in this way gives the total event four classi -
cations, these are: {T, T}, {T, l}, {l, T} and {l, l}. In the notation, where {a, b} is
the lepton pair, we take a to be the highest momentum lepton and b to be the second
highest momentum lepton (sub-leading) lepton. We denote the number of events in each
classi cation as NT T , NT l, NlT , and Nll.

We want to classify an event based on real and fake leptons present. Categorising a
lepton as either tight or exclusive loose does not tell us whether or not a lepton is a real
or fake lepton. We create groups for events with real and fake leptons. These groups
are {R,R}, {R,F}, {F,R} and {F, F}, where R denotes a real lepton and F denotes a
fake lepton. We break down the total number of inclusive loose events into the number
of real and fake leptons. Ultimately we want to solve for the real and fake leptons. The
total number of inclusive loose leptons is, therefore, equal to:

NLL = NRR
LL +NRF

LL +NF R
LL +NF F

LL . (4.4)

We want to relate the T and l categorisation to the real–fake categorisation. To do
this, we require the probability of a T lepton being real or fake, and the probability of
a l lepton being real or fake. We take r to be the probability that a real lepton passes
the loose identi cation criteria and also passes the tight criteria. We take f to be the
probability a fake lepton passes loose and also passes tight.

In general r and f are functions of a lepton’s momentum and pseudorapidity, as well as
its avour. This means we need a 2D map for electrons and muons with momentum and
pseudorapidity dependence. Mathematically we can generalise this as ri(pT , η, e/µ),
and fi(pT , η, e/µ), where i = 1, 2 and is pT ordered.

We know from simulation that fake leptons have several origins, so we can further break-
down the fake leptons in terms of their origin; light- avoured jet decay (LF), heavy-
avoured hadrons (HF) and electron conversions (CO). We take the di erent fake rates
into account by perfoming a weighted averaged:

ftotal(pT , η) =
∑

i=LF,HF,CO
fi(pT , η)wi(pT , η), (4.5)
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where fi is the fake rate of the given component and wi is the relative contribution of
each fake type. We extract weights in signal-like regions.

Taking all we have discussed thus far, we can write the relationship between lepton
identi cation and its real/fake categorisation in the following way:

NT T

NT l

NlT

Nll

 =


r1r2 r1f2 f1r2 f1f2

r1(1−r1) r1(1−f2) f1(1−r2) f1(1−f2)
(1−r1)r2 (1−r1)f2 (1−f1)r2 (1−f1)f2

(1−r1)(1−r2) (1−r1)(1−f2) (1−f1)(1−r2) (1−f1)(1−f2)




NRR
LL

NRF
LL

NF R
LL

NF F
LL

 .

(4.6)
We invert this equation to cast the relationship between the two categories in terms of
real and fake leptons. This gives us the four equations,

NRR
LL = (1 − f1)(1 − f2)NT T − f2(1 − f1)NT l − f1(1 − f2)NlT + f1f2Nll, (4.7)

NRF
LL = −(1 − f1)(1 − r2)NT T + r2(1 − f1)NT l + f1(1 − r2)NlT + f1r2Nll, (4.8)

NF R
LL = −(1 − f2)(1 − r1)NT T + f2(1 − r1)NlT + r1(r − f2)NT l + f2r1Nll, (4.9)

NF F
LL = (1 − r1)(1 − r2)NT T − r2(1 − r1)NT l − r1(1 − r2)NlT + r1r2Nll. (4.10)

These four equations given the expected number of events with two, one, and zero real
leptons for events with two inclusive loose leptons. We trigger on dilepton events with
two tight leptons. In order to translate the inclusive loose estimates shown in Equation
4.10, we need to multiply by the appropriate e ciencies. This gives us:

NRR
T T = r1r2N

RR
LL , (4.11)

NRF
T T = r1f2N

RF
LL , (4.12)

NF R
T T = f1r2N

F R
LL , (4.13)

NF F
T T = f1f2N

F F
LL . (4.14)

. The total number of events for a dilepton triggered data sample is written as,

NT T = NRR
T T +NRF

T T +NF R
T T +NF F

T T , (4.15)

we can apply the matrix method to get an appropriate weighting for a given event. The
result is a data-driven estimation for the fakes contribution in a given region. Here reala
nd fake are solved for, but loose and tight are known from data.

4.7 Z/γ∗+jets Estimation Methods

When using an MC generator, we want to model a given background process appro-
priately. In the case of our Z/γ∗+jets background estimation, we use S 2.2.1 as
our MC generator. S 2.2.1 is an MC generator which has a known feature that
tails of distributions have positive and negative large weighted events. In order to coun-
teract this, in regions with low statistics, such as our SRs, we estimate the Z/γ∗+jets
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background using a data-driven approach. We have already explored one data-driven
estimation technique in the matrix method; we will now outline a second known as the
ABCD method.

Observable 1

O
b
se

rv
a
b
le

 2

A C

B D

x0 x1 x2

y0

y1

y2

Figure 4.13: ABCD generic approach overview.

ABCD Method

We can apply the ABCD method to any estimate any background provided we meet
certain conditions. For our case, we apply it to Z/γ∗+jets background, and replace
Z/γ∗+jets MC with our data-driven estimation method. In order to apply the ABCD
method we rst need to de ne a region to apply it to. For our purposes we call this
region C. We then need to nd two variables which are used to de ne region C and we
need to relax or broaden those selections. This de nes a 2D plane. In order to apply
the ABCD method we need variables to be uncorrelated with respect to one another, for
the Z/γ∗+jets background. Once we have an uncorrelated plane we de ne regions A, B
and D which are typically de ned by inverting the selections of region C. In observable
1 we break down the range into boundaries de ned by x0, x1 and x2 where observable
2 is broken down between y0, y1 and y2. We provide a general schematic of the ABCD
method in Figure 4.13, and we show the region de nitions in Table 4.6. Once we have
de ned our regions we must calculate a data-driven Z/γ∗+jets estimate. In order to do
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Table 4.6: Generic region de nitions for ABCD method.

Region other criteria x y

A all other criteria ∈ (x0, x1) ∈ (y1, y2)
B all other criteria ∈ (x0, x0) ∈ (y0, y1)
C all other criteria ∈ (x1, x2) ∈ (y1, y2)
D all other criteria ∈ (x1, x2) ∈ (y0, y1)

this, we must take the number of events in data in the given region and subtract from
it an estimate of all contributions of all other backgrounds — excluding Z/γ∗+jets. This
acts as an estimate of what proportion of the number of events in data corresponding to
Z/γ∗+jets. Mathematically this is equivilent to,

Ni = Di −Mnon Z+jets
i , (4.16)

where i =A, B, or D. Here Di andM
non Z+jets
i are the number of events of the data and

MC contributions in region i. Given the events in the regions are uncorrelated with
respect to one another in the two variables selected, we can relate the number of events
in each region to one another via:

NA

NB

= NC

ND

. (4.17)

We rearrange to get a data-driven estimate for our SR,

NC = ND × NA

NB

, (4.18)

We implement the estimation of Z/γ∗+jets in a simultaneous t. By performing a si-
multaneous t, we are allowing the estimate in each region to oat to t the data. The
estimate in a given region is a free parameter and denoted as µi. We de ne the value
of the t parameter of the Z/γ∗+jets estimate to be 1.0 events so µC corresponds to the
nal tted Z/γ∗+jets estimate, i.e NC = µC × 1.0. Next, we express the estimates of
Z/γ∗+jets in regions A, B and D in terms of e ciency factors from region C giving us:

µA = µC × ϵA (4.19)

µD = µC × ϵD. (4.20)

Given Equation 4.18, we write the estimate for region B as:

µB = µC × ϵA × ϵD. (4.21)
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mjj Sideband Fit

We require an alternative approach to estimating Z/γ∗+jets in the SR, which will allow
us to cross check our estimate. While the ABCD method uses a purely data-driven ap-
proach, the mjj sideband t method uses a data-driven approach for determining the
Z/γ∗+jets estimate in amjj sideband region (SB) and then uses Z/γ∗+jets MC to deter-
mine the shape factor between that SB and the SR. Here Z denotes Z/γ∗+jets.

The rst step of themjj sideband t method is to de ne the SR and the SB regions. As is
the case in the ABCD method, we get a data-driven estimate of the Z/γ∗+jets estimate
in the sideband:

NSB
Z,DD = NSB

Data −Nnon Z+jets,SB
MC (4.22)

We then calculate the estimate in the SR by multiplying the SB data-driven estimate by
a shape factor calculated from MC. The shape factor is de ned as:

Rshape = NSR,MC
Z

NSB
Z

, (4.23)

which when multiplied by the estimate of Z/γ∗+jets in the SB gives us the data-driven
estimate in the SR:

NSR
Z,DD = NSB

Z,DD ×Rshape. (4.24)

Typical sources of systematic uncertainty in this method come from the variation of
the ABCD region boundaries. Sources of uncertainty from experimental or theoretical
sources can also be implemented and propogated to the nal estimates.

4.8 MC Validation

We have described the run-II dataset that we will be utilising in this analysis. We then
described our approach to modelling that dataset, namely by splitting the modelling into
di erent background processes.

To validate our modelling of two-lepton selections for events with at least two jets, we
split the validation into RJ2ℓA with exactly two jets and into RJ2ℓB, which requires at
least two jets. Here RJ2ℓB is contained within RJ2ℓA, though has a di erent recursive
jigsaw treatment. We also require an opposite-sign same- avour with a dilepton invari-
ant mass with 10 GeV of the Z boson mass, we call this an on-Z selection, or merely
say it is consistent with the Z boson mass. Similarly, we select for aW boson decaying
hadronically such that there is a jet pair that has an invariant mass within 20 GeV of the
W mass. The de nition of these preselection regions is shown in Table 4.7.

To validate our modelling of three-lepton selections for events with all jet multiplicities,
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Table 4.7: The two-lepton preselection regions de ned to validate our MC modelling of
the run-II ATLAS dataset.

Region Selection NJets pℓ1
T [GeV] pℓ2

T [GeV] pj1
T [GeV] pj2

T [GeV] mℓℓ/MZ [GeV] mjj/MJ [GeV]

RJ2ℓA l±l∓ = 2 > 25 > 25 > 30 > 30 ∈ [80, 100] ∈ [60, 100]
RJ2ℓB l±l∓ >= 2 > 25 > 25 > 30 > 30 ∈ [80, 100] ∈ [60, 100]

we split the validation into an inclusive jet-multiplicity region, RJ3ℓA which requires an
opposite-sign same-sign lepton pair with an invariant mass consistent with the Z mass.
The de nition of these preselection regions is shown in Table 4.8.

Table 4.8: The three-lepton preselection regions de ned to validate our MC modelling
of the run-II ATLAS dataset.

Region Selection NJets pℓ1
T [GeV] pℓ2

T [GeV] pℓ3
T [GeV] mℓℓ [GeV] mW

T [GeV]

RJ3ℓA ℓ±ℓ∓ℓ >= 0 > 25 > 25 > 20 ∈ [75, 105] > 50
RJ3ℓB ℓ±ℓ∓ℓ > 0 > 25 > 25 > 20 ∈ [75, 105] > 50

Preselection Validation

In Figures 4.14 and 4.15 we show the histogram of the transverse momentum of each
lepton. Each plot is split into two sub-plots; the primary and the ratio plot. In the top left
of the primary plot, we have the centre-of-mass energy 13 TeV, the integrated luminosity
of the dataset presented in the plot and the plotted selection criteria summarised by
region name. The x axis corresponds to the leading lepton, the sub-leading lepton, or
the sub-sub-leading lepton, the y axis is often the number of entries per the width of the
binning; in this case 25 GeV. The y axis is often on a logarithmic scale; this allows us
to see the shape of background components with di erent orders of magnitude. In the
situation where the regions have fewer events, we typically change the y axis scale to
linear. In our analysis we show the CR, VR and SRs using a linear scale.

We show the data as black circles, with vertical bars to represent the errors, typically
Poisson errors. We then use the di erent MC samples as outlined in Section 4.4. We use
the matrix method estimation for the fakes backgrounds, and despite using a data-driven
technique for our Z/γ∗+jets estimate for our signal region selections, for the purposes
of preselection validation we use the S 2.2.1 generator.

We represent the backgrounds in the stacked histogram; each background has a di erent
colour; tt̄ is orange; single top (tX) is salmon-orange; top other is crimson red;Z/γ∗+jets
is green; diboson is light blue, Triboson is dark blue; V +gamma, where V is eitherW or
Z , is shown in teal; Higgs is pale-yellow; Drell–Yan is bright-green, and fakes is shown in
charcoal grey. We denote the signal, which corresponds to the χ̃±

1 /χ̃
0
2/χ̃

0
1 = (200, 100)

GeV point, with a solid red line. The bottom plot is the ratio plot which shows the
“Data/SM”. We calculate this by taking the data yield per bin and divides the yield by the
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summed yield of all backgrounds (SM) in that bin; we represent this with black circle
markers. The red line in the ratio plot shows perfect agreement. The dashed blue line
shows the average Data/SM for the region.

In both Figure 4.14 and 4.15 we see that in each case the lepton transverse momenta
are in agreement between the MC and the observed number of events. This gives us
con dence for using these MC samples for our more speci c analysis selections.
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Figure 4.14: The lepton pT modelling for preselection validation regions for RJ2ℓA.
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Figure 4.15: The lepton pT modelling for preselection validation regions for RJ3ℓA.
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4.9 Systematic Uncertainties

There are several uncertainties considered on a measurement at the ATLAS experiment.
We split the uncertainties into experimental and theoretical sources; they are included in
a given measurement by way of a pro le likelihood t, which we implement in HistFitter
[123].

Typically during the development stage of an analysis, we calculate normalisation fac-
tors by hand andmanually propagate them to the SR yields. Once we have a well-de ned
analysis and a xed procedure, we move from this manual approach to a simultaneous
t procedure which accounts for correlations between di erent regions. This section

de nes the regions which we use in the tting procedure and de nes the likelihood
function, the test statistic and the method with which we extract a signal strength pa-
rameter µ. The signal strength is the ratio between the measured cross-section and the
SM expectation.

The statistical t of the analysis involves the use of a likelihood function L(µ, θ|N ),
which is a function of the strength parameter µ and the set of nuisance parameters θ =
{θa, θb, . . . } given a set of event yields N = {NA, NB, . . . }. For our purposes θ and N
are known quantities, with µ being the variable we wish to extract. By using a pro led
likelihood test statistic (qµ) we can test the background-only versus the background-and-
signal hypotheses, and thus extract an allowed range for our signal strength µ. The test
statistic is de ned by:

q(µ) = −2ln
(

L(µ, θ)
Lmax

)
|θ=θ̂(µ). (4.25)

This function is also written as qµ and the argument of the natural logarithm sometimes
being denoted as Λ. The denominator Lmax is maximized under all possible values of
µ and θ, the µ which maximises the denominator is denoted µ̂. The numerator L(µ, θ)
is maximised for a speci c µ over all θ. The θ which maximise L(µ, θ) are called θ̂µ.
The background only probability, p(µ = 0) is de ned as the probability to obtain q(µ =
0) larger than the observed q(µ). Due to Wilk’s theorem we can assume −2ln(Λ(µ))
follows a χ2 distribution [124]. Local signi cance is de ned as the one-sided tail of the
Gaussian distribution:

Z0 =
√

2erf−1(1 − 2p0). (4.26)

To compute the exclusion regions we use a modi ed frequentist method known as CLS

[124].

Experimental Systematics

We include the experimental sources of uncertainty from jet energy scale and resolu-
tion, the modelling of the missing transverse energy, e ects of pileup, as well as the



4.9 Systematic Uncertainties 71

lepton reconstruction e ciency, the b-tagging e ciency, the lepton energy scale, en-
ergy resolution and in the modelling of the trigger itself [110, 111, 116–119, 121, 122,
125]. Using a combination of simulation and data samples, we calculate the jet energy
scale and jet energy resolution uncertainties by measuring the jet response balance in
multijet, Z/γ+jets events [118]. To calculate the systematic uncertainty on the miss-
ing transverse energy, we must propagate the uncertainties from the visible objects, as
well as the soft-term resolution and scale, through to the nal estimate [122]. We as-
sign systematic uncertainties to the matrix method fakes estimate by accounting for the
variation of the sample between the SRs and CRs.

eory Systematics

Our ability to calculate quantities from the SM faces various limitations. These limita-
tions can include assumptions about particle’s mass and couplings. Reducing the sources
of uncertainty due to these limitations is a di cult task, one which requires both the-
orists and experimentalists working in consultation. In Chapter 3 Equation 3.10, we
introduced the inclusive pp → X cross-section. In Equation 3.10, we have written the
pp → X cross-section implicity to all orders, we can instead choose to write it in a way
to emphasise the di erent orders to the perturbative expansion, giving us:

σ(n) = PDF(x1, µF ) ⊗ PDF(x2, µF ) ⊗ σ̂(n)(x1, x2, µR), (4.27)

where x1, x2 are the momentum fraction of a given parton involved in an interaction,
µF is called the factorisation scale, and µR is the renormalisation scale, and where:

σ̂(n) = σ̂(0) + α1
sσ̂

(1) + · · · + +αn
s σ̂

(n) + O(αn+1
S ). (4.28)

The PDFs we use are estimated by assuming a functional form for the parton content
of the proton at a given scale Q in GeV. The Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
(DGLAP) evolution equations are then used to estimate the PDFs at di erent energy
scales, with fractions of those scales given by z. This is given by:

dPDF(x,Q2)
d logQ2 = P (αs, z)PDF(x/z,Q2), (4.29)

with:

P (αs, z) = αsP
LO + α2

SP
NLO + . . . , (4.30)

here P (αs, z) corresponds to the the parton fractions.

The strong coupling αs is also determined experimentally and is quoted at the scale
Q = mZ . There are three main sources of uncertainty in perturbative QCD calculations.
The rst is due to missing higher orders in the perturbative expansion of the partonic
cross-section. The usual way to estimate them is to perform scale variations. We do this



72 Search for Supersymmetric Electroweak Production

by varying renormalisation (µR) and factorisation (µF ) scales upward and downward by
a factor of two. We do this in a pairwise fashion:

{µR, µF } × {0.5, 0.5}, {1, 0.5}, {0.5, 1}, {1, 1}, {2, 1}, {1, 2}, {2, 2}. (4.31)

Performing these variations gives us an estimate for O(αn+1
s ).

The second source of uncertainty is choice of PDF, the uncertainty on the functional form
used in the PDF ts, and missing higher-order uncertainties on the DGLAP evolution
equations. The third uncertainty source is from αs — the measured value of the strong
coupling constant quoted at the scale of the Z mass. To quote the value of αs for a given
scale, we use RGEs; truncated to a given order. There are two sources of uncertainty
for the RGEs the experimental errors and the RGE truncation. To parameterise these
uncertainties, we calculate di erent PDFs which correspond to di erent values of αs.
These uncertainties propagate through to the calculation of hadronic cross-sections.

We determine the upper and lower uncertainties by calculating the minimum and max-
imum variations for each of the three types of uncertainty. If the nominal does not
lay between the upper and lower variations, then we take the maximal di erence as a
symmetric uncertainty.

4.10 Signal Region De nitions

In this section we will introduce the 2ℓ and 3ℓ SRs. We will outline the Recursive Jigsaw
Reconstruction approaches for both 2ℓ and 3ℓ, as well as the region selections, and nally
the background contributions. In order to not bias the analysis we implement a blinding
strategy. We do not look at the observed number of events in the SRs until all background
estimation techniques and sources of systematic errors are nalised. Furthermore, we
also performed a partial unblinding of the dataset using only the 2015 and 2016 subset
of the dataset.

Two-Lepton Standard Signal Region

We show the RJR decay tree used in the two-lepton selections of this analysis in Figure
4.16. We have assume χ̃±

1 χ̃
0
2 production, followed by the decay of χ̃

±
1 into a W boson

and LSP.TheW boson in the 2ℓ analysis is speci ed to decay hadronically, the χ̃0
2 decays

into a Z boson and a second LSP, the Z boson subsequently decays leptonically. The
de nition of the decay tree gives us access to the RJR basis of variables.

The rst SR we describe targets the signal process in Figure 4.2a, given this signal does
not have ISR present, and targets the low-mass region, we call this region SR2ℓ_Low,
and by contrast to the ISR regions, we refer to it as the “standard” SR. We rst apply
preselection criteria, we require exactly two leptons and exactly two jets. The minimum
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Figure 4.16: RJR Topologies 2ℓ and 3ℓ.

momentum for the leptons is 25 GeV (pℓ
T > 25 GeV), the minimum momentum of each

jet is 30 GeV (pj
T > 30 GeV). We expect the signal to have two jets with an invariant

mass near theW mass, thusmjj ∈ (60, 100) GeV, the two leptons present should have
an invariant mass approximately near the Z mass, i.e. mℓℓ ∈ (80, 100) GeV.

In what follows, we describe the RJR variables we choose for 2ℓ standard optimisation.
We begin with:

H PP
4,1 = |p⃗ PP

ℓ1 | + |p⃗ PP
ℓ2 | + |p⃗ PP

j1 | + |p⃗ PP
j2 | + |p⃗ PP

inv |, (4.32)

which is the scalar sum of all visible object momenta plus the invisible system momen-
tum. We demand that HPP

4,1 > 400 GeV. We then have the transverse version, HPP
T 4,1

which is de ned as,

HPP
T 4,1 = |p⃗ PP

T,ℓ1| + |p⃗ PP
T,ℓ2 | + |p⃗ PP

T,j1| + |p⃗ PP
T,j2| + |p⃗ PP

T,inv|. (4.33)

The variable HPP
1,1 is the vectorial sum of the visible objects plus the magnitude of the

invisible system, it is de ned as:

HPP
1,1 = (|p⃗ℓ1 + p⃗ℓ2 + p⃗j1 + p⃗j2| + |p⃗inv|)PP . (4.34)

We construct a ratio ofHPP
1,1 and HPP

4,1 , which is the amount of momentum stored in the
transverse plane. In our selections we demand,

HPP
1,1 /H

PP
4,1 ∈ (0.35, 0.60). (4.35)
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We then have the hemisphere speci c variables, HPa
1,1, H

Pb
1,1 , H

Pa
2,1 and H

Pb
2,1 . These hemi-

sphere speci c variables only take objects from their respective hemisphere a or b. The
vector-sum hemisphere variables give a scale of how collimated a hemisphere’s children
are. The di erent hemisphere variables are de ned as:

HPa
1,1 =

(
|p⃗ j1 + p⃗ j1| + |p⃗inv|

)Pa
, (4.36)

HPb
1,1 =

(
|p⃗ ℓ1 + p⃗ ℓ1| + |p⃗inv|

)Pb
. (4.37)

The scalar-sum type hemisphere variables give a scale of the overall momentum of each
branch, and are de ned as:

HPa
2,1 =

(
|p⃗ j1| + |p⃗ j1| + |p⃗inv|

)Pa
, (4.38)

HPb
2,1 =

(
|p⃗ ℓ1 | + |p⃗ ℓ1| + |p⃗inv|

)Pb
. (4.39)

We construct a ratio which gives us a measure of how much momentum is in one hemi-
sphere versus another. The hemisphere which has the smallest value ofHX

1,1 corresponds
to the hemisphere which is least collimated. The hemisphere with the smallest value of
HX

2,1 corresponds to the hemisphere with the smaller momentum scale. The ratio be-

tween min
(
HPa

1,1, H
Pb
1,1

)
and min

(
HPa

2,1, H
Pb
2,1

)
is maximised when the invisble momen-

tum vector and visible momentum vector are collimated in each hemisphere. The ratio
is minimised when one hemisphere has a large fraction of themomentum and the second
hemisphere objects decay at rest.

Another variable of interest is the momentum of the lab frame, in units of the total
momentum of the visible objects, invisible objects and the PP frame. The smaller the
value, the better the lab frame has been approximated. This variable is refered to asRPT

which mathematically is written in the form:

RPT
=

p LAB
T,PP

p LAB
T,PP +H PP

T 4,1
. (4.40)

We want the opening angle, ∆ϕP
V , of the parent frames to be su ciently wide.

We do not want the missing transverse momentum to predominantly originate from jet
mismeasurement. In order to minimise the likelihood of the missing transverse momen-
tum originating from jet mis-measurement, we require,

min ∆ϕ(j1,2, p
miss
T ) > 2.4 (4.41)

We summarise the above selection criteria for SR2ℓ_Low in Tables 4.9 and 4.10.
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Table 4.9: Preselection criteria for the 2ℓ standard decay tree SR.The variables are de ned
in the text.

Region nleptons njets nb-tag pℓ1,ℓ2
T [GeV] pj1,j2

T [GeV] mℓℓ [GeV] mjj [GeV]

SR2ℓ_Low = 2 = 2 = 0 > 25 > 30 ∈ (80, 100) ∈ (70, 90)

Table 4.10: Selection criteria for the 2ℓ standard decay tree SR. The variables are de ned
in the text.

Region HPP
4,1 [GeV] HPP

1,1 [GeV] RpT

HPP
1,1

HPP
4,1

min∆ϕ(j1,2, P⃗ miss
T )

SR2ℓ_Low > 400 < 0.05 ∈ (0.35, 0.60) > 2.4

2ℓ ISR Signal Region

The next SR we detail targets the signal process in Figure 4.2c. Given that this signal
process has ISR radiation present, we refer to this signal region as SR2ℓ_ISR. This signal
process requires the use of the RJR ISR decay tree in Figure 4.8. The basic preselection

Figure 4.17: The RJR ISR decay tree.

we apply is to the jets and the leptons. We require that there are exactly two leptons.
We require a jet multiplicity of either three or four jets. We require pℓ

T > 25 GeV and
pj

T > 30 GeV. We require zero b-tagged jets, and that of the three or four jets at least 1
of the jets is assigned to the ISR system, and that exactly two jets are assigned to the S
system.

The S frame contains the objects assigned in the topology of the signal process. There is
a Z frame. We take the mass of this frame to beMZ and require that it be on the Z peak
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withMZ ∈ (80, 100). We take the invariant mass of all jets assigned in the S systemMJ ,
and we require this be around theW massMJ ∈ (50, 110). The ISR system must have
su ciently hard momentum (pCM

T,ISR > 100 GeV), and we want the invisible system to
be hard also (pCM

T,I > 100 GeV). We want the ISR boost to contribute to the amount of
invisible momentum, we do this by requiring the opening angle between ISR and I must
be su ciently back-to-back in the CM frame; ∆ϕCM

ISR,I > 2.8, meaning the ISR system
can generate the missing transverse energy through a boost. We require a su cient
amount of the invisible system’s momentum in the CM frame to originate from an ISR
boost; this is selected with RISR ∈ (0.4, 0.75). Finally, we require that this topological
tree su ciently ts the given event by demanding pCM

T < 20 GeV. The selection criteria
for SR2ℓ_ISR are summarised in Tables 4.11 and 4.12.

Table 4.11: Preselection criteria for the 2ℓ ISR decay tree SR. The variables are de ned in
the text.

Region nleptons N ISR
jet NS

jet njets nb-tag pℓ1,ℓ2
T [GeV] pj1,j2

T [GeV]

SR2ℓ_ISR = 2 ≥ 1 = 2 ∈ [3, 4] = 0 > 25 > 30

Table 4.12: Selection criteria for the 2ℓ ISR decay tree SR. The variables are de ned in
the text.

Region mZ [GeV] mJ [GeV] ∆ϕCM
ISR,I RISR pCMT ISR [GeV] pCMT I [GeV] pCMT [GeV]

SR2ℓ_ISR ∈ (80, 100) ∈ (50, 110) > 2.8 ∈ (0.4, 0.75) > 180 > 100 < 20

3ℓ Standard Signal Region

We have laid much groundwork to explain and explore our RJR analysis approach for
the 2ℓ selections. Similarly to the 2ℓ analysis, we will split our approach into a standard
approach and an ISR approach. There will be similarities of approach between 2ℓ and the
3ℓ analysis, but a key di erence is that there are fewer SM backgrounds to three-lepton
signals.

The next SR we detail targets the signal process in Figure 4.2b, it targets the low-mass
region, and so its called SR3ℓ_Low. We show the 3ℓ RJR decay tree in Figure 4.18. We
have χ̃±

1 χ̃
0
2 production, followed by the decay of χ̃±

1 into a W boson and LSP. The W
boson in the 3ℓ analysis is speci ed to decay leptonically. The χ̃0

2 decays into a Z boson
and a second LSP followed by the Z boson decaying leptonically. As there are two
sources of missing transverse momentum in the decay tree, we do not have the ability to
discern theW boson from the χ̃±

1 ; for this reason we have no dedicatedW boson frame.

The de nition of the 3ℓ decay tree gives us access to an RJR basis of variables, but this
basis of variables is di erent to those de ned in the 2ℓ analysis. To de ne SR3ℓ_Low, we
apply some preselection criteria to de ne the boundaries of our object selection. Firstly,
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Figure 4.18: RJR standard decay tree for 3ℓ Analysis.

we require exactly three leptons and zero jets. We also require that there are zero b-
tagged jets. The minimum momentum of the three leptons is pℓ1

T > 60 GeV for the
leading lepton, pℓ2

T > 40 GeV for the sub-leading lepton, and pℓ3
T > 30 GeV for the

sub-sub-leading lepton. The preselection criteria are summarised in Table 4.13.

Table 4.13: Preselection criteria for the 3ℓ standard decay tree SR. The variables are
de ned in the text.

Region nleptons njets nb-tag pℓ1
T [GeV] pℓ2

T [GeV] pℓ3
T [GeV] mℓℓ [GeV]

SR3ℓ_Low = 3 = 0 = 0 > 60 > 40 > 30 ∈ (75, 105)

The RJR variables we choose for 3ℓ standard optimisation share similarities with the 2ℓ
selections. Clearly, the decay tree is di erent and so the quantities we extract must be
also. The rst variable we introduce for the 3ℓ standard approach isHPP

3,1 , mathematically
given by:

HPP
3,1 = |p⃗ PP

ℓ1 | + |p⃗ PP
ℓ2 | + |p⃗ PP

ℓ3 | + |p⃗ PP
inv |, (4.42)

which is the scalar sum of all visible object momenta plus the invisible system momen-
tum. We demand thatHPP

3,1 > 250 GeV. The transverse version of this variableHPP
T 3,1 is

de ned as:

HPP
T 3,1 = |p⃗PP

T,ℓ1| + |p⃗PP
T,ℓ2| + |p⃗PP

T,ℓ3| + |p⃗PP
T,inv|. (4.43)

The analogous variables for the 2ℓ analysis areHPP
4,1 andHPP

T 4,1. We takeHPP
T 3,1 andH

PP
3,1
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and construct a ratio between the two, this ratio is a measure of the proportion of the
momentum of the event being held in the transverse plane. The selection we make on
this quantity is:

HPP
T 3,1/H

PP
3,1 > 0.75. (4.44)

As both quantities are being evaluated in the same reference frame this quantity very
naturally has a strict kinematic endpoint atHPP

T 3,1/H
PP
3,1 = 1.0. The selection criteria for

SR3ℓ_Low are summarised in Table 4.14.

Table 4.14: Selection criteria for the 3ℓ standard decay tree SR. The variables are de ned
in the text.

Region mW
T [GeV] HPP

3,1 [GeV]
plabT PP

plabT PP+HPP
T 3,1

HPP
T 3,1

HPP
3,1

H
Pb
1,1

H
Pb
2,1

SR3ℓ_Low > 100 > 250 < 0.05 > 0.9 –

3ℓ ISR Signal Region

The next SR targets the signal process in Figure 4.2d, which requires ISR jets. The SR
is called SR3ℓ_ISR, and utilises the RJR ISR decay tree in Figure 4.8. We now detail the

Figure 4.19: RJR ISR variable summaries.

preselection for SR3ℓ_ISR. We require that there are exactly three leptons. We permit
either one, two or three jets. The lepton momenta must obey pℓ1

T > 25 GeV, pℓ2
T > 25

GeV and pℓ3
T > 20 GeV, and the jet momenta must obey pj

T > 30 GeV, with no jet tagged
as a b-jet. We require that at least one of the ∈ (1, 3) jets be assigned to the ISR system,
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if it is not assigned to the ISR system then it is an observer jet, and does not take part in
the decay tree. The preselection criteria for SR3ℓ_ISR are summarised in Table 4.15.

Table 4.15: Preselection criteria for the 3ℓ ISR decay tree SR. The variables are de ned in
the text.

Region nleptons njets nb-tag pℓ1
T [GeV] pℓ2

T [GeV] pℓ3
T [GeV]

SR3ℓ_ISR = 3 ∈ [1, 3] = 0 > 25 > 25 > 20

The S frame here contains the generic 3ℓ SR. As there are three leptons there is an am-
biguity as to how we assign them within the decay tree. We take the lepton pairs with
the smallest invariant mass, and we assign those to theZ boson. After assigning leptons
to the Z frame, we demand mℓℓ ∈ (75, 105). We require that the ISR system has a suf-
ciently hard momentum: pCM

T,ISR > 100 GeV. We require pCM
T,I > 80 GeV. We require

the opening angle between ISR and I to be su ciently back-to-back in the CM frame;
∆ϕCM

ISR,I > 2.0. We require a su cient amount of the invisible system’s momentum in
the CM frame to originate from an ISR boost; this is selected with RISR ∈ (0.55, 1.0).
We require that this topological tree su ciently ts the given event by implementing
pCM

T < 25 GeV. The selection criteria for SR3ℓ_Low are summarised in Table 4.16.

Table 4.16: Selection criteria for the 3ℓ ISR decay tree SR. The variables are de ned in
the text.

Region mℓℓ [GeV] mW
T [GeV] ∆ϕCMISR,I RISR pCMT ISR [GeV] pCMT I [GeV] pCMT [GeV]

SR3ℓ_ISR ∈ (75, 105) > 100 > 2.0 ∈ (0.55, 1.0) > 100 > 80 < 25

Signal Region Breakdowns

In order to de ne the analysis approach, we looked at the dominant SM processes in the
four SRs. We rst outline the 2ℓ SRs, with the background decompositions for SR2ℓ_Low
and SR2ℓ_ISR shown in Table 4.17. In these tables we see the background contribution
from all SM background contributions. Most background components are generated
withMC, as was detailed in Section 4.4. TheZ/γ∗+jets contributions in the two SRs have
a very low number of entries in the MC sample, and events with incredibly large weights
and sources of uncertainty. Large weights and low numbers of events in our analysis
regions leads to lack of statistical power in the Z/γ∗+jets modelling, and for this reason,
we instead choose to develop a data-driven estimate for the Z/γ∗+jets instead of using
MC. The other dominant backgrounds are diboson, and tt̄ and single top production
processes. We use a control region (CR)–validation region (VR) approach to control for
these backgrounds.

SR3ℓ_Low and SR3ℓ_ISR background breakdowns are shown in Table 4.18. The three-
lepton SRs are signi cantly more straight forward than the 2ℓ SRs, where we see the ma-
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jor dominant background is diboson production, with no other signi cant backgrounds.
We use a CR, VR approach to control for the diboson backgrounds.

Table 4.17: The expected estimate for SR2ℓ_Low and SR2ℓ_ISR. All expectations include
experimental systematics except the Z/γ∗+jets estimate.

Full run-II SR2ℓ_Low SR2ℓ_ISR

Total exp. SM events 59 ± 18 40 ± 6

MC exp. Higgs events 0.35+0.69
−0.35 0.01+0.01

−0.01
MC exp. Triboson events 0.06+0.09

−0.06 0.05+0.06
−0.05

MC exp. Diboson events 12 ± 2.26 11 ± 5
MC exp. Top other events 0.06 ± 0.02 0.51 ± 0.36
MC exp. tt̄ events 3.9 ± 1.9 9.9 ± 3.6
MC exp. Single top events 0.76+0.77

−0.76 0.03+0.14
−0.03

DD. Fakes events 0.01+0.09
−0.01 0.68 ± 0.17

MC exp. Z/γ∗+jets events 42 ± 17 18 ± 2

Table 4.18: The expected estimate for SR3ℓ_Low and SR3ℓ_ISR. All expectations include
full systematics.

Full run-II SR3ℓ_Low SR3ℓ_ISR

Total exp. SM events 53 ± 3 19 ± 2

MC exp. Diboson events 51 ± 3 17 ± 2
MC exp. Higgs events 0.00+0.00

−0.00 0.01+0.01
−0.01

MC exp. Triboson events 0.71 ± 0.68 0.33+0.41
−0.33

MC exp. Top other events 0.05+0.08
−0.05 0.41+0.63

−0.41
DD exp. Fakes events 1.4 ± 0.4 0.8 ± 0.2
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4.11 Fakes Validation

The four SR de nitions have now been de ned for our analysis. In Figure 4.14 we vali-
dated our MC and data-driven fakes estimations for preselection regions. We must now
validate our backgrounds in a region of parameter space closer to the SRs.

4.11.1 2ℓ Fakes Validation

In this section, we validate both light (nb = 0) and heavy (nb ̸= 0) sources of fakes. To
validate the two types of fakes present in our analysis, we de ne four regions close to
SR2ℓ_Low and SR2ℓ_ISR. The VRs for SR2ℓ_Low are VR2ℓ_LF and VR2ℓ_HF, and the
VRs for SR2ℓ_ISR are VR2ℓ_ISR-LF and VR2ℓ_ISR-HF. The only di erence between light
fakes’ and heavy fakes’ selections is the b-tag selection requirement.

In Table 4.19 we show the de nitions for the two fakes VRs for the standard approach.
We remove the mjj selection, we remove the RPT

selection and we remove the min∆ϕ
selection. The most signi cant modi cation with respect to the SR is the inversion of
themℓℓ requirement. In Table 4.20 we show the de nitions for the two fakes VRs for the
ISR approach. For this approach we remove the MJ requirements, as well as pCM

T and
RISR. We then invert theMZ requirement.

In Table 4.21, we show the yields for all four fakes VRs. Each row corresponds to a
di erent background component which all sum up to the total estimated SM expectation.
In this table, we con rm that the fakes comprise a high purity for each region. These
fake VRs also show agreement between data and MC, though with MC trending larger
than the observed number of events in these regions.

In Figures 4.20 – 4.23 we show that for leading and sub-leading lepton momentum, we
have appropriate modelling in the fakes VRs. We note the trend of the number of ob-
served events being lower than the SM expectation, but highlight the lack of a top or
diboson normalisation estimate in these plots.

Table 4.19: The selection criteria for the standard fakes VRs. There is VR2ℓ-LF is the VR
for light fakes, and VR2ℓ-HF is the VR for heavy fakes. The standard SR is quoted again
for direct comparison and for ease of demonstrating orthogonality.

Region Selection NJets Nb pℓ
T pj

T mℓℓ mjj HPP
4,1 HPP

1,1 /H
PP
4,1

plabT PP
plabT PP+HPP

T 4,1
min∆ϕ(j1/j2, p

miss
T )

SR2ℓ_Low ℓ±ℓ∓ = 2 0 > 25 > 30 ∈ (80, 100) ∈ (50, 110) > 400 ∈ (0.35, 0.6) < 0.05 > 2.4

VR2ℓ-LF ℓ±ℓ∓ > 2 0 > 25 > 30 ̸∈ [80, 100] − > 400 ∈ (0.35, 0.6) − −
VR2ℓ-HF ℓ±ℓ∓ > 2 1 > 25 > 30 ̸∈ [80, 100] − > 400 ∈ (0.35, 0.6) − −

4.11.2 3ℓ Fakes Validation

Similarly to the 2ℓ fakes validation, we validate both light and heavy sources of fakes
for both the standard region de nitions and the ISR region de nitions. To validate the
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Figure 4.20: Validation of lepton momenta in VR2ℓ-LF. In (a) and (b) the lepton momen-
tum is well modelled. There are no sources of systematic uncertainty included.
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Figure 4.21: Validation of lepton momenta in VR2ℓ-LF. In (a) and (b) the lepton momen-
tum is well modelled. Uncertainties are statistical only.
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Figure 4.22: Validation of lepton momenta in VR2ℓ_ISR-LF. In (a) and (b) the lepton
momentum is well modelled. Uncertainties are statistical only.
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Figure 4.23: Validation of lepton momenta in VR2ℓ_ISR-HF. In (a) and (b) the lepton
momentum is well modelled. Uncertainties are statistical only.
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Table 4.20: The selection criteria for the ISR fakes VRs. There is VR2ℓ_ISR-LF is the VR
for light fakes, and VR2ℓ_ISR-HF is the VR for heavy fakes. The ISR SR is quoted again
for direct comparison and for ease of demonstrating orthogonality.

Region Selection NJets NS NISR Nb pℓ
T pj

T mZ MJ P ISR
T P I

T PCM
T ∆ϕI

ISR RISR

SR2ℓ_ISR ℓ±ℓ∓ ∈ [3, 4] ≥ 1 = 2 = 0 > 25 > 30 ∈ (80, 100) ∈ (50, 110) > 180 > 100 < 20 > 2.8 ∈ (0.4, 0.75)

VR2ℓ_ISR-LF ℓ±ℓ∓ > 2 2 > 1 0 > 25 > 30 ̸∈ [80, 100] − > 180 > 50 − > 2 −
VR2ℓ_ISR-HF ℓ±ℓ∓ > 2 2 > 1 1 > 25 > 30 ̸∈ [80, 100] − > 180 > 50 − > 2 −

Table 4.21: Fake validation region yields. Split into light avour and heavy avour for
both the standard regions and ISR regions.

Full run-II VR2ℓ-LF VR2ℓ-HF VR2ℓ_ISR-LF VR2ℓ_ISR-HF
Observed events 398 ± 20 381 ± 20 139 ± 12 146 ± 12
MC exp. SM events 348 ± 7 467 ± 8 134 ± 5 151 ± 5
MC exp. Z/γ∗+jets events 28 ± 2 4.2 ± 0.7 23 ± 2 3.6 ± 0.6
MC exp. Top other events 16.9 ± 0.6 54 ± 1 5.5 ± 0.2 21.1 ± 0.7
MC exp. Higgs events 1.6 ± 0.2 6.0 ± 0.4 0.72 ± 0.04 3.2 ± 0.2
MC exp. Diboson events 119 ± 1 12.0 ± 0.3 39.9 ± 0.5 5.9 ± 0.2
MC exp. Triboson events 4.7 ± 0.2 0.74 ± 0.07 1.16 ± 0.08 0.31 ± 0.04
MC exp. Single top events 3.9 ± 0.9 14 ± 2 1.2 ± 0.6 1.8 ± 0.5
MC exp. tt̄ events 57 ± 2 219 ± 3 13.2 ± 0.8 53 ± 2
DD exp. Fakes events 117 ± 6 156 ± 6 49 ± 4 62 ± 4

two types of fakes present in our analysis, we de ne four regions close to SR3ℓ_Low and
SR3ℓ_ISR. The VRs for SR3ℓ_Low are VR3ℓ-LF and VR3ℓ-HF, and the VRs for SR3ℓ_ISR
are VR3ℓ_ISR-LF and VR3ℓ_ISR-HF.

In Table 4.22, we show the de nitions for the two standard fakes VRs. In Table 4.23, we
show the de nitions for the two ISR fakes VRs. The total background yields for these
regions are shown in Table 4.24, and the modelling for each of these VRs can be found
in Figures 4.24–4.27.

In the VR for light fakes, shown in Figure 4.24, we see a signi cant contribution from the
diboson background. We found that it was challenging to separate the diboson events
from the non-prompt fake events, and so we opted to nd a region with the largest
fake contribution that was similar to the SR selection criteria. In general, the modelling
between expectation and observed number of events is good.

Shown in Figure 4.25, the heavy avour fakes VR, we see high purity of non-prompt
fakes, as well as good modelling for the leading and sub-leading lepton momenta.

In the two ISR fakes VRs we have a similar situation to the standard fakes VRs. The
standard VRs have large amounts of diboson, but the ISR regions have large amounts of
fakes. Both regions have good agreement between expectation and observed numbers
of events.
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Figure 4.24: Validation of lepton momenta in VR3ℓ-LF. In (a) the sub-leading lepton
momentum is well modelled. In (b) the sub-sub-leading lepton is well modelled.
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Figure 4.25: Validation of lepton momenta in VR3ℓ-HF. In (a) the sub-leading lepton
momentum is well modelled. In (b) the sub-sub-leading lepton is well modelled.
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Figure 4.26: Validation of lepton momenta in VR3ℓ_ISR-LF. In (a) the sub-leading lepton
momentum is well modelled. In (b) the sub-sub-leading lepton is well modelled.
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Figure 4.27: Validation of lepton momenta in VR3ℓ_ISR-HF. In (a) the sub-leading lepton
momentum is well modelled. In (b) the sub-sub-leading lepton is well modelled.
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Table 4.22: The selection criteria for the standard fake VRs. All selections are for OSSF
leptons.

Selection mℓℓ pℓi
T [GeV] n20

J nb mW
T HPP

3,1

VR3ℓ-LF ̸∈ [75, 105] 25, 25, 20 ∈ (0, 3) 0 > 50 > 150
VR3ℓ-HF ̸∈ [75, 105] 25, 25, 20 ∈ (1, 3) 1 > 50 > 150

Table 4.23: The selection criteria for the ISR fakes VRs. All selections are for OSSF lep-
tons.

Selection mℓℓ pℓi
T [GeV] n20

J nb pCMT I pCMT ISR [GeV] ∆ϕISR,I RISR

VR3ℓ_ISR_LF ̸∈ [75, 105] 25, 25, 20 ∈ (0, 3) 0 > 50 > 50 > 1.5 ∈ (0, 1)
VR3ℓ_ISR_HF ̸∈ [75, 105] 25, 25, 20 ∈ (1, 3) 1 − > 100 > 1.5 ∈ (0, 1)

4.12 Ba ground Estimation

To be con dent in the background composition of the four SRs, we must control and val-
idate each background component. We outline the MC generators used for the SRs in Ta-
ble 4.1. In the case of SR2ℓ_Low and SR2ℓ_ISR the dominant backgrounds are Z/γ∗+jets,
diboson and tt̄. In the case of our 3ℓ SRs, the dominant background is diboson only. As
has been stated before, the Z/γ∗+jets estimate in the two 2ℓ SRs is a data-driven esti-
mate, which we validate against a separate MC driven approach. We now describe our
control and validation approach for these major backgrounds.

In Figure 4.28, we show a schematic overview of the HistFitter analysis design strategy
employed by this analysis [123]. On the x and y axis is a variable of choice describing
some aspect of an event. We see we have three SRs de ned in the schematic; SR1, SR2
and SR3. Each SR has di erent background compositions, and each background which
contributes signi cantly requires a dedicated CR. A requirement of the CRs is to be close
to the parameter space de ned by the SR, and to have a high purity in a desired back-
ground component. Given these two are held, we de ne a normalisation factor for the
given CR which is de ned:

βi = Dest
i

NMC
i

(4.45)

whereDest i = D−∑non i
j NMC

j is the number of events in data in the CR,
∑

j N
MC,non i
j

is the summation of all background estimates which do not correspond to the controlled
background (i). NMC

i is the estimate of the controlled background using MC. A normal-
isation factor close to 1 is desirable, but deviations are acceptable if the origin is under-
stood. Validation regions have the normalisation factors, βi, applied to each background
i. If the modelling is good in the VRs, then we will apply the normalisation factors to
the SRs.
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Table 4.24: The three-lepton fakes VRs for both standard and ISR regions. The uncertain-
ties include statistics only.

Full run-II VR3ℓ-LF VR3ℓ-HF VR3ℓ_ISR_LF VR3ℓ_ISR_HF

Observed events 1697 228 395 231

Total exp. SM events 1680 ± 17 268 ± 13 440 ± 7 233 ± 12

MC exp. Diboson events 1371 ± 10 31 ± 1 321 ± 4 28 ± 1
MC exp. Triboson events 13.2 ± 0.5 0.45 ± 0.02 3.8 ± 0.2 0.26 ± 0.01
MC exp. Top other events 15 ± 1 47 ± 2 9.5 ± 0.4 50 ± 3
DD exp. Fakes events 279 ± 11 187 ± 10 104 ± 4 149 ± 8

4.12.1 2ℓ Control Region De nitions

To control the diboson and tt̄ background compositions in SR2ℓ_Low and SR2ℓ_ISR, we
require four separate regions. These regions are labelled CR2ℓ-VV, CR2ℓ_ISR-VV, CR2ℓ-
Top and CR2ℓ_ISR-Top. We will outline our diboson approach and then our top ap-
proach.

The diboson approach is de ned by the di culty of isolating Z/γ∗+jets and diboson
backgrounds. The reason for the di culty arises from the fact that both backgrounds
have the same nal state. The decay pathway for Z/γ∗+jets is Z/γ∗ + jj → (ℓℓ)jj and
for diboson we have Z(W ) → ℓℓ(jj). We get around the Z/γ∗+jets contamination by
look at three, and four, lepton events instead of two. Typically in order to study the
diboson modelling, we look at the decay pathway Z(W ) → ℓℓ(jj), which is typical
of the topology we are looking for in our signal. Instead, we look at di erent diboson
topologies, speci cally ZZ → ℓℓ(ℓℓ) orWZ → ℓνℓℓ.

We are only able to use the two-lepton RJR decay tree once we have a consistent inter-
pretation for three and four lepton events. Our approach is to nd the OSSF lepton pair
closest to the Z mass, and for the two-lepton decay tree, we treat these as the two lep-
tons. We take the third and fourth lepton, and we assign them to the invisible system,
which is equivalent to adding the four-vector(s) of the extra leptons to E⃗miss

T . Once this
approach is applied, we calculate all RJR quantities in the same fashion as always.

Table 4.25: Preselection criteria for the standard decay tree 2ℓ SR and the associated CRs
and VRs. The variables are de ned in the text.

Region nleptons njets nb-tag pℓ1,ℓ2
T [GeV] pj1,j2

T [GeV] mℓℓ [GeV] mjj [GeV] mW
T [GeV]

CR2ℓ-VV ∈ [3, 4] ≥ 2 =0 > 25 > 30 ∈ (80, 100) > 20 ∈ (70, 100)
if nleptons = 3

CR2ℓ-Top = 2 ≥ 2 =1 > 25 > 30 ∈ (20, 80) ∈ (40, 250) −
or > 100 −

VR2ℓ-VV = 2 ≥ 2 =0 > 25 > 30 ∈ (80, 100) ∈ (40, 70) −
or ∈ (90, 500) −

VR2ℓ-Top = 2 ≥ 2 =1 > 25 > 30 ∈ (80, 100) ∈ (40, 250) −

SR2ℓ_Low = 2 = 2 = 0 > 25 > 30 ∈ (80, 100) ∈ (70, 90) −
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Figure 4.28: A schematic view of an analysis strategy with multiple CR, VR and SRs.
All regions can have single- or multiple bins, as illustrated by the dashed lines. The
extrapolation from the CR to the SRs is veri ed in the VRs [123].

Table 4.26: Selection criteria for the standard decay tree 2ℓ SR and the associated CRs
and VRs. The variables are de ned in the text

Region HPP
4,1 [GeV] HPP

1,1 [GeV]
plabT PP

plabT PP+HPP
T 4,1

min(H
Pa
1,1,H

Pb
1,1)

min(H
Pa
2,1,H

Pb
2,1)

HPP
1,1

HPP
4,1

∆ϕP
V min∆ϕ(j1/j2, P⃗ miss

T )

CR2ℓ-VV > 200 − < 0.05 > 0.2 − ∈ (0.3, 2.8) −
CR2ℓ-Top > 400 − < 0.05 > 0.5 − ∈ (0.3, 2.8) −
VR2ℓ-VV > 400 > 250 < 0.05 ∈ (0.4, 0.8) − ∈ (0.3, 2.8) −
VR2ℓ-Top > 400 − < 0.05 > 0.5 − ∈ (0.3, 2.8) −
SR2ℓ_Low > 400 − < 0.05 − ∈ (0.35, 0.60) − > 2.4

Table 4.27: Preselection criteria for the ISR-decay-tree 2ℓ SR and the associated CRs and
VRs. The variables are de ned in the text.

Region nleptons N ISR
jet NS

jet njets nb-tag pℓ1,ℓ2
T [GeV] pj1,j2

T [GeV]

CR2ℓ_ISR-VV ∈ [3, 4] ≥ 1 ≥ 2 > 2 = 0 > 25 > 30
CR2ℓ_ISR-Top = 2 ≥ 1 = 2 ∈ [3, 4] = 1 > 25 > 30
VR2ℓ_ISR-VV ∈ [3, 4] ≥ 1 ≥ 2 ≥ 3 = 0 > 25 > 20
VR2ℓ_ISR-Top = 2 ≥ 1 = 2 ∈ [3, 4] = 1 > 25 > 30
SR2ℓ_ISR = 2 ≥ 1 = 2 ∈ [3, 4] = 0 > 25 > 30

The standard diboson CR requires either three or four leptons and at least two jets. We
shift the mjj selection from mjj ∈ (70, 90) GeV to mjj > 20 GeV and if the number of
leptons is three, then we requiremW

T ∈ (70, 100). We loosenHPP
4,1 fromHPP

4,1 > 400 GeV
to HPP

4,1 > 200 GeV. We then apply two selection criteria which the SR does not apply,
these are min(HPa

1,1, H
Pb
1,1)/min(HPa

2,1, H
Pb
2,1) > 0.2 and ∆ϕP

V ∈ (0.3, 2.8). These are all
selections which de ne the standard diboson CR. The lepton multiplicity is the selection
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Table 4.28: Selection criteria for the ISR-decay-tree 2ℓ SR and the associated CRs and
VRs. The variables are de ned in the text.

Region mZ [GeV] mJ [GeV] ∆ϕCM
ISR,I RISR pCMT ISR [GeV] pCMT I [GeV] pCMT [GeV]

CR2ℓ_ISR-VV ∈ (80, 100) > 20 > 2.0 ∈ (0.0, 0.5) > 50 > 50 < 30
CR2ℓ_ISR-Top ∈ (50, 200) ∈ (50, 200) > 2.8 ∈ (0.4, 0.75) > 180 > 100 < 20
VR2ℓ_ISR-VV ∈ (20, 80) > 20 > 2.0 ∈ (0.0, 1.0) > 70 > 70 < 30

or > 100
VR2ℓ_ISR-Top ∈ (50, 200) ∈ (50, 200) > 2.8 ∈ (0.4, 0.75) > 180 > 100 > 20
SR2ℓ_ISR ∈ (80, 100) ∈ (50, 110) > 2.8 ∈ (0.4, 0.75) > 180 > 100 < 20

which imposes orthogonality between the CR and the SR. The leading and sub-leading
lepton transverse momenta are shown in Figure 4.29. We see the lepton momenta are
both well modelled.
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Figure 4.29: Validation of lepton momenta in CR2ℓ-VV. In (a) the leading lepton momen-
tum is well modelled. In (b) the sub-leading lepton is well modelled.

The standard top CR requires exactly two leptons and at least two jets. Unlike the SR
which vetos b-tagged jets, the CR requires a single b-tagged jet. We loosen the mjj

requirement tomjj ∈ (40, 250). We keepHPP
4,1 > 400GeV andwe apply similar selection

criteria to the CR, min(HPa
1,1, H

Pb
1,1)/min(HPa

2,1, H
Pb
2,1) > 0.5 and ∆ϕP

V ∈ (0.3, 2.8). Both
standard diboson and top CRs are summarised in Table 4.25 and Table 4.26. The leading
and sub-leading lepton transverse momenta are shown in Figure 4.30, and we see the
expectations and observed number of events for the lepton momentum are in agreement.

The ISR diboson CR requires three or four leptons with at least three jets. We require at
least one of the three jets to be assigned to the ISR system (NISR ≥ 1) and at least two
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(b) Sub-leading lepton

Figure 4.30: Validation of lepton momenta in CR2ℓ-Top. In (a) the leading lepton mo-
mentum and in (b) the sub-leading lepton.

jets to be assigned to the sparticle system(NS ≥ 2). We keep the mZ requirement and
we shift the mJ requirement to mJ > 20 GeV. The angle between the ISR system and
the invisible system in the CM frame is loosened to ∆ϕCM

ISR,I > 2.0 We shift RISR from
RISR ∈ (0.4, 0.75) to RISR ∈ (0.0, 0.5). We reduce the minimum momentum of the ISR
system from pCM

T,ISR > 100 GeV to pCM
T,ISR > 50 GeV. We reduce theminimummomentum

of the CM system from pCM
T,I > 100 GeV to pCM

T,I > 50 GeV. We loosen the requirement
on well constructed topological trees by shifting pCM

T < 20 GeV to pCM
T < 30 GeV. The

leading and sub-leading lepton transverse momenta are shown in Figure 4.31, again, we
see the lepton’s momenta SM predictions agree well with the observed number of events
for each bin.

The ISR top CR requires exactly two leptons, with either three or four jets. We require
two or three jets to be assigned to the ISR system (N ISR

jet ∈ [1, 2]) and exactly two jets
to be assigned to the sparticle system (NS

jet = 2). We require a single b-tagged jet.
We loosen the MZ requirement to MZ ∈ (50, 200) and loosen the MJ requirement to
MJ ∈ (50, 200). We keep all other selections xed. Both ISR diboson and top CRs are
summarised in Table 4.27 and Table 4.28. The leading and sub-leading lepton transverse
momenta are shown in Figure 4.32.

Further modelling for all CRs is shown in Figures 4.37–4.40, here we show modelling of
variables with which we de ned SRs and CRs. In general we see good modelling for all
regions. The plots for the modelling of variables do not incldue the systematic sources
of uncertainty, which are detailed in Table 4.42.
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(b) Sub-leading lepton

Figure 4.31: Validation of lepton momenta in CR2ℓ_ISR-VV. In (a) we show the leading
lepton momentum and in (b) the sub-leading lepton momentum is shown.
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Figure 4.32: Validation of lepton momenta in CR2ℓ_ISR-Top. In (a) the leading lepton
momentum is well modelled. In (b) the sub-leading lepton is well modelled.

2ℓ Validation Region De nitions

To validate SR2ℓ_Low and SR2ℓ_ISR, we de ne four VRs, labelled VR2ℓ-VV, VR2ℓ_ISR-
VV, VR2ℓ-Top, and VR2ℓ_ISR-Top. Once we apply the normalisation factors, we look at
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the agreement in yield of the full run-II data set versus our background estimations. We
also con rm that the shape of variables is acceptable.

We rst de ne the VRs. The standard diboson VR, VR2ℓ-VV, requires exactly two leptons
with an invariant mass being roughly equal to the Z boson’s mass,mℓℓ ∈ (80, 100) GeV.
We require two or more jets with an invariant mass in the range mjj ∈ (40, 70) ∪
(90, 500) GeV. We keep HPP

4,1 and p lab
T,PP/(p lab

T,PP + HPP
T 4,1) identical to SR2ℓ_Low, and

removeHPP
1,1 /H

PP
4,1 as well asmin ∆ϕ(j1(2), p

miss
T ). Unlike the SR we require the selection

HPP
1,1 > 250 GeV, min(HPa(b)

1,1 )/min(HPa(b)
2,1 ) ∈ (0.4, 0.8) and ∆ϕP

V ∈ (0.3, 2.8). The
leading and sub-leading lepton transverse momenta are shown in Figure 4.33.
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Figure 4.33: Validation of lepton momenta in VR2ℓ-VV. In (a) the leading lepton momen-
tum is well modelled. In (b) the sub-leading lepton is well modelled.

The standard top VR, VR2ℓ-Top, requires exactly two leptons with invariant mass away
from the Z boson’s mass, mℓℓ ∈ (20, 80) ∪ (100,∞) GeV. We require at least two jets
with an invariant mass mjj ∈ (40, 250) GeV. We require at least one of the jets to be
b-tagged. Similarly to VR2ℓ-VV we remove HPP

1,1 /H
PP
4,1 as well as min ∆ϕ(ji, p

miss
T ), we

also apply min(HPa
1,1, H

Pb
1,1)/min(HPa

2,1, H
Pb
2,1) > 0.5 and ∆ϕP

V ∈ (0.3, 2.8). The leading
and sub-leading lepton transverse momenta are shown in Figure 4.34.

The ISR diboson VR, VR2ℓ_ISR-VV, requires either three or four leptons. We require
at least three jets with at least one being assigned to the ISR system and at least two
assigned to the sparticle system. We requireMZ ∈ (20, 80)∪(100,∞)GeV andMJ > 20
GeV. We loosen ∆ϕCM

ISR,I to ∆ϕCM
ISR,I > 2.0. We loosenRISR to all kinematically allowable

valuesRISR ∈ (0, 1). We loosen pCM
T,ISR, p

CM
T,I and p

CM
T to pCM

T,ISR > 70 GeV, pCM
T,I > 70 GeV

and pCM
T < 30 GeV. The leading and sub-leading lepton transverse momenta are shown

in Figure 4.35.
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(b) Sub-leading lepton

Figure 4.34: Validation of lepton momenta in VR2ℓ-Top. In (a) we show the leading
lepton momentum. In (b) the sub-leading lepton is shown.
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Figure 4.35: Validation of lepton momenta in VR2ℓ_ISR-VV. In (a), we show the leading
lepton momentum and in (b) the sub-leading lepton is shown.

The ISR top VR, VR2ℓ_ISR-Top, requires exactly two leptons with either three or four
jets; of those jets we require at least one assigned to the ISR system and exactly two in
the sparticle system with at least one b-tagged jet. We require MZ ∈ (50, 200) GeV,
MJ ∈ (50, 200) GeV and we keep ∆ϕCM

ISR,I, RISR, pCM
T,ISR and pCM

T,I identical to SR2ℓ_ISR.
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We invert pCM
T from pCM

T < 20 GeV to pCM
T > 20 GeV. The leading and sub-leading

lepton transverse momenta are shown in Figure 4.36.
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Figure 4.36: Validation of lepton momenta in VR2ℓ_ISR-Top. In (a) the leading lepton
momentum is well modelled. In (b) the sub-leading lepton is well modelled.

The region breakdowns for all eight CRs and VRs are summarised in Table 4.29 and Table
4.30. We see that for each of the four CRs, the purity in the primary background is very
high. We see that the full run-II dataset and theMC are in good agreementwithData/MC.
This shows us that these variables are modelled both in the expected number of events
and the shapes. The modelling of the four CRs is shown in Figures 4.37 to Figure 4.40.

Table 4.29 and Table 4.30, demonstrate that the application of the normalisation factors
in the VRs produces good agreement between the observed events and the background
estimations. Furthermore, we see that the VR modelling is excellent — even before the
application of the normalisation factors, as shown in Figure 4.41–4.44.

4.12.2 3ℓ Control and Validation Region De nitions

In Section 4.10 and 4.10, we have de ned the 3ℓ standard and ISR SR, and we have de-
termined the SM expectations for the regions. To control and validate the background
composition of the 3ℓ SRs, we will use an identical approach to the 2ℓ section of the
analysis. Unlike the 2ℓ SRs which are dominated by diboson, tt̄, and Z/γ∗+jets; the
3ℓ SRs are only dominated by diboson background contributions. The number of SM
processes which produce three-lepton multiplicities is much less than two-lepton nal
states, and therefore we nd a very diboson pure selection. Given the purity of the back-
ground contributions, we will only have diboson CRs, these will be called CR3ℓ-VV and
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Figure 4.37: CR2ℓ-VV: Modelling for pj1
T in (a). We showHPP

4,1 in (b). In (c) we show RpT
.

In (d) we show min(HPa
1,1, H

Pb
1,1)/min(HPa

2,1, H
Pb
2,1).



4.12 Background Estimation 97

0

100

200

300

400

500

600

700

800

E
v
e

n
ts

/2
5

G
e

V

1−
13 TeV, 139 fb

CR2ℓ−Top

Data

SM

tt

Single top

Top other

Z/γ ∗+jets

Diboson

Triboson

Higgs

Fakes

0 50 100 150 200 250 300

E missT [GeV]

0.5

1

1.5

2

D
a

ta
/S

M

(a) pj1
T

0

100

200

300

400

500

600

E
v
e

n
ts

/2
5

G
e

V

1−
13 TeV, 139 fb

CR2ℓ−Top

Data

SM

tt

Single top

Top other

Z/γ ∗+jets

Diboson

Triboson

Higgs

Fakes

400 450 500 550 600 650 700 750 800 850 900

H PP4,1 [GeV]

0.5

1

1.5

2

D
a

ta
/S

M

(b) HPP
4,1

0

100

200

300

400

500

600

E
v
e

n
ts

/0
.0

1

1−
13 TeV, 139 fb

CR2ℓ−Top

Data

SM

tt

Single top

Top other

Z/γ ∗+jets

Diboson

Triboson

Higgs

Fakes

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

p labT,PP/(p
lab
T,PP + H

PP
T 4,1)

0.5

1

1.5

2

D
a

ta
/S

M

(c) RpT

0

200

400

600

800

1000

E
v
e

n
ts

/0
.0

5

1−
13 TeV, 139 fb

CR2ℓ−Top

Data

SM

tt

Single top

Top other

Z/γ ∗+jets

Diboson

Triboson

Higgs

Fakes

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

min(H Pa1,1, H
Pb
1,1
)/min(H Pa2,1, H

Pb
2,1
)

0.5

1

1.5

2

D
a

ta
/S

M

(d) min(HPa
1,1, HPb

1,1)/ min(HPa
2,1, HPb

2,1)

Figure 4.38: CR2ℓ-Top: Modelling for pj1
T in (a). We show HPP

4,1 in (b). In (c) we show
RpT

. In (d) we show min(HPa
1,1, H

Pb
1,1)/min(HPa

2,1, H
Pb
2,1).
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Figure 4.39: CR2ℓ_ISR-VV: Modelling for RISR in (a). We show PCM
T in (b). In (c) we
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Figure 4.42: VR2ℓ-Top: Modelling for pj1
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Figure 4.43: VR2ℓ_ISR-VV: Modelling for RISR in (a). We show PCM
T in (b). In (c) we
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Figure 4.44: VR2ℓ_ISR-Top: Modelling for RISR in (a). We show PCM
T in (b). In (c) we
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Table 4.29: Standard tree CRs and VRs. All sources of systematics are included. All CRs
are simultaneously t for normalisation factors. Z/γ∗+jets is estimated from MC.

Full run-II CR2ℓ_VV CR2ℓ_TOP VR2ℓ_VV VR2ℓ_TOP

Observed events 186 1975 257 418

Fitted SM events 186 ± 14 1975 ± 44 286 ± 37 435 ± 24

Fitted Higgs events 0.01+0.01
−0.01 0.57+1.20

−0.57 0.01+0.06
−0.01 0.07+0.15

−0.07
Fitted Triboson events 2+3

−2 0.07 ± 0.04 1.3+1.5
−1.3 0.3+0.3

−0.3
Fitted Diboson events 181 ± 14 18 ± 3 166 ± 26 20 ± 3
Fitted Top other events 0.8 ± 0.4 17 ± 3 1.2 ± 0.7 6.0 ± 3.0
Fitted tt̄ events 0.00 ± 0.00 1756 ± 42 48 ± 6 278 ± 14
Fitted Single top events 0.7+0.9

−0.7 152 ± 4 4 ± 2 26 ± 9
Fitted Fakes events 1.2 ± 0.9 13 ± 7 1.6 ± 0.8 2 ± 1
Fitted Z/γ∗+jets events 0.00 ± 0.00 18 ± 1 64 ± 8 104 ± 6

Total exp. SM events 209 ± 3 2027 ± 20 308 ± 37 446 ± 23

MC exp. Higgs events 0.01+0.01
−0.01 0.6+1.2

−0.6 0.01+0.06
−0.01 0.07+0.15

−0.07
MC exp. Triboson events 2.1+2.7

−2.1 0.07 ± 0.05 1.3+1.5
−1.3 0.3+0.3

−0.3
MC exp. Diboson events 204 ± 2 20 ± 3 187 ± 24 22 ± 3
MC exp. Top other events 0.8 ± 0.4 16 ± 3 1.0 ± 0.6 5.9 ± 3.0
MC exp. tt̄ events 0.00 ± 0.00 1802 ± 16 49 ± 7 286 ± 13
MC exp. Single top events 0.7+1.0

−0.7 156 ± 1 5 ± 2 27 ± 9
DD exp. Fakes events 1.0 ± 0.9 13 ± 7 1.6 ± 0.8 2 ± 1
MC exp. Z/γ∗+jets events 0.00 ± 0.00 18.0 ± 0.70 64 ± 8 104 ± 6

CR3ℓ_ISR-VV. The corresponding VRs will be VR3ℓ-VV and V3ℓ_ISR-VV.

The leading lepton must have a pℓ1
T > 60 GeV, the sub-leading lepton must have pℓ2

T >

40 GeV and the sub-sub-leading lepton must have a transverse momentum of pℓ3
T >

30 GeV. We require that there be no jets above 20 GeV and no b-tagged jets. We de ne
the preselections for the standard SR in Tables 4.31.

The ISR regions are made orthogonal to the standard regions by requiring at least one
jet. Given the ISR regions require at least one jet, we can use the RJR ISR decay tree. As
with the standard regions, we rst de ne the preselection and then de ne the SR, CR
and VRs.

Unlike the standard regions, the ISR region preselections di er slightly between the SRs
and the others. The SR requires at least three leptons, whichmust be greater than 25 GeV,
25 GeV and 20 GeV respectively and we require between 1 and 3 jets. We require that
zero of the jets are b-tagged, and unlike the SR we allow the CRs and VR events to
contain more than three jets. We summarise the preselection criteria for the CR3ℓ_ISR-
VV, VR3ℓ_ISR-VV, and SR3ℓ_ISR in Table 4.32.



4.12 Background Estimation 105

Table 4.30: ISR tree CRs and VRs. All sources of systematic and statistical uncertainty
are included. All CRs are simultaneously t for normalisation factors. Z/γ∗+jets is
estimated from MC.

Full run-II CR2ℓ_ISR_VV CR2ℓ_ISR_TOP VR2ℓ_ISR_VV VR2ℓ_ISR_TOP

Fitted SM events 111 ± 11 376 ± 19 43 ± 4 328 ± 42

Fitted Higgs events 0.05+0.10
−0.05 0.3+0.5

−0.3 0.4+0.7
−0.4 0.2+0.3

−0.2
Fitted Triboson events 2.0+2.6

−2.0 0.04+0.06
−0.04 2.0 ± 0.5 0.02 ± 0.01

Fitted Diboson events 99 ± 11 4.3 ± 0.7 26 ± 3 2.5 ± 0.5
Fitted Top other events 3.6 ± 1.6 5.8 ± 3.0 2.2 ± 1.0 16 ± 7
Fitted tt̄ events 0.00 ± 0.00 332 ± 19 0.00 ± 0.00 267 ± 41
Fitted Single top events 0.7+1.5

−0.7 15.0 ± 0.9 0.2+0.5
−0.2 11 ± 5

Fitted Fakes events 5.3 ± 1.8 6.1 ± 1.6 12.6 ± 2.0 9.4 ± 2.1
Fitted Z/γ∗+jets events 0.00 ± 0.00 12.5 ± 0.5 0.09 ± 0.01 20.0 ± 0.9

Total exp. SM events 135 ± 3 445 ± 8 50 ± 3 384 ± 44

MC exp. Higgs events 0.05+0.10
−0.05 0.3+0.5

−0.3 0.4+0.7
−0.4 0.2+0.3

−0.2
MC exp. Triboson events 2.0+2.6

−2.0 0.04+0.06
−0.04 2.0 ± 0.5 0.02 ± 0.01

MC exp. Diboson events 123 ± 2 5.4 ± 0.8 32 ± 1 3.2 ± 0.5
MC exp. Top other events 3.6 ± 1.6 5.8 ± 2.6 2.3 ± 1.0 16 ± 7
MC exp. tt̄ events 0.00 ± 0.00 397 ± 7 0.00 ± 0.00 320 ± 44
MC exp. Single top events 0.8+1.8

−0.8 17.9 ± 0.3 0.2+0.7
−0.2 14 ± 6

DD exp. Fakes events 5.3 ± 1.8 6.0 ± 1.9 13 ± 2 9 ± 2
MC exp. Z/γ∗+jets events 0.00 ± 0.00 12 ± 1 0.09 ± 0.01 20.0 ± 0.9

Table 4.31: Preselection criteria for the 3ℓ CR, VR, and SR with the standard decay tree.
The variables are de ned in the text.

Region nleptons njets nb-tag pℓ1
T [GeV] pℓ2

T [GeV] pℓ3
T [GeV]

CR3ℓ-VV = 3 0 = 0 > 60 > 40 > 30
VR3ℓ-VV = 3 0 = 0 > 60 > 40 > 30
SR3ℓ_Low = 3 = 0 = 0 > 60 > 40 > 30

Table 4.32: Preselection criteria for the 3ℓ CR, VR, and SR with the ISR decay tree. The
variables are de ned in the text.

Region nleptons njets nb-tag pℓ1
T [GeV] pℓ2

T [GeV] pℓ3
T [GeV]

CR3ℓ_ISR-VV = 3 ≥ 1 = 0 > 25 > 25 > 20
VR3ℓ_ISR-VV = 3 ≥ 1 = 0 > 25 > 25 > 20
SR3ℓ_ISR = 3 ∈ [1, 3] = 0 > 25 > 25 > 20

Our CR for SR3ℓ_Low is CR3ℓ-VV and for this region the preselections are identical to
the SR preselections as shown in Table 4.31. The selection criteria for the diboson CR
di ers only in a few places, the key di erence being a shift ofmW

T from 100 GeV in the
SR - to ∈ (0, 70) GeV in the CR. We also loosenRpT

from< 0.05 to< 0.2 and we loosen
HPb

1,1/H
Pb
2,1 from 0.9 to 0.75.
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Table 4.33: Selection criteria for the 3ℓ CR, VR, and SR with the standard decay tree. The
variables are de ned in the text.

Region mℓℓ [GeV] mW
T [GeV] HPP

3,1 [GeV]
plabT PP

plabT PP+HPP
T 3,1

HPP
T 3,1

HPP
3,1

H
Pb
1,1

H
Pb
2,1

CR3ℓ-VV ∈ (75, 105) ∈ (0, 70) > 250 < 0.2 > 0.75 –
VR3ℓ-VV ∈ (75, 105) ∈ (70, 100) > 250 < 0.2 > 0.75 –
SR3ℓ_Low ∈ (75, 105) > 100 > 250 < 0.05 > 0.9 –

Table 4.34: Selection criteria for the 3ℓ CR, VR, and SR with the ISR decay tree. The
variables are de ned in the text.

Region mℓℓ [GeV] mW
T [GeV] ∆ϕCMISR,I RISR pCMT ISR [GeV] pCMT I [GeV] pCMT [GeV]

CR3ℓ_ISR-VV ∈ (75, 105) < 100 > 2.0 ∈ (0.55, 1.0) > 80 > 60 < 25
VR3ℓ_ISR-VV ∈ (75, 105) > 60 > 2.0 ∈ (0.55, 1.0) > 80 > 60 > 25
SR3ℓ_ISR ∈ (75, 105) > 100 > 2.0 ∈ (0.55, 1.0) > 100 > 80 < 25
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(b) Sub-leading lepton
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(c) Sub-sub-leading lepton

Figure 4.45: Validation of lepton momenta in CR3ℓ-VV. In (a) we show the leading lepton
momentum. In (b) we show the sub-leading lepton. In (c) we see the sub-sub-leading
lepton momentum is well modelled.

The CR selections are de ned by inverting mW
T to < 100 GeV. We keep ∆ϕISR,I > 2.0

xed. We keep RISR xed. We loosen the ISR momentum requirement to pCM
ISR,T >

80 GeV and loosen the invisible system momentum requirement giving pCM
I,T > 60 GeV.

We keep pCM
T xed.

The VR for SR3ℓ_Low is VR3ℓ-VV and for this region the preselections are identical to
the SR preselections as shown in Table 4.31. The key variable di erences from CR3ℓ-VV
are shifting mW

T ∈ (0, 70) GeV to mW
T ∈ (70, 100) GeV and again loosening RpT

and
HPb

1,1/H
Pb
2,1 to the same values as the CR. The VR selections are de ned by looseningmW

T

to > 60 GeV. We keep ∆ϕISR,I > 2.0 xed. We keep RISR xed. We loosen the ISR
momentum requirement to pCM

ISR,T > 80 GeV and loosen the invisible systemmomentum
requirement to pCM

I,T > 60 GeV, we invert the CM frame momentum giving pCM
T >
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(c) Sub-sub-leading lepton

Figure 4.46: Validation of lepton momenta in CR3ℓ_ISR-VV. In (a) we show the leading
lepton momentum. In (b) we show the sub-leading lepton momentum. In (c) we show
the sub-sub-leading lepton momentum.
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Figure 4.47: Validation of lepton momenta in VR3ℓ-VV. In (a) we show the leading lepton
momentum. In (b) we show the sub-leading lepton momentum. In (c) we show the sub-
sub-leading lepton momentum.

25 GeV. All our CRs and VRs for our standard approach are summarised in Table 4.33,
with all our ISR CRs and VRs being summarised in Table 4.34. The transverse momenta
are summarised for these regions in Figures 4.45–4.48. We see good pT modelling for all
three leptons in both CRs.

The region breakdowns for all two CRs and VRs are summarised in Table 4.35. We see
that for the two CRs, the purity in the primary background is very high. The observed
number of events and total SM expectation are in agreement, with the Data/SM being
approximately 1. We break down the full run-II dataset

We look not only at the agreement between the overall yields but also at the bin-by-
bin agreement between the observed number of events and the SM expectation we can
determine the general modelling for each variable. The modelling of the two CRs is
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(c) Sub-sub-leading lepton

Figure 4.48: Validation of lepton momenta in VR3ℓ_ISR-VV. In (a) the leading lepton
momentum is well modelled. In (b) the sub-leading lepton is well modelled. In (c) we
see the sub-sub-leading lepton momentum is well modelled.

shown in Figures 4.49–Figure 4.50.

We extract a normalisation factor for each region, and we see in Table 4.35 that the
VRs have agreement between our SM expectation and the observed number of events.
Furthermore, we see that the VR modelling is excellent, as shown in Figure 4.51–4.52.

Table 4.35: The full run-II region breakdowns for the 3ℓ CRs and VRs. Uncertainties
include statistical and systematic components. We see closure consistent with 1 for the
VRs.

Full run-II CR3ℓ-VV VR3ℓ-VV CR3ℓ_ISR_VV VR3ℓ_ISR_VV

Observed events 629 331 328 277

Fitted SM events 629 ± 25 300 ± 29 328 277

Fitted Diboson events 540 ± 36 296 ± 29 319 ± 18 273 ± 48
Fitted Triboson events 0.48 ± 0.06 0.24 ± 0.05 0.17 ± 0.07 0.35 ± 0.09
Fitted Top other events 0.21 ± 0. 0.10 ± 0.05 2.1 ± 1.0 7.7 ± 3.5
Fitted Fakes events 88 ± 25 3.7 ± 0.2 7.1 ± 1.9 10.6 ± 3.3

Total exp. SM events 674 ± 26 324 ± 22 353 ± 4 313 ± 49

MC exp. Diboson events 584 ± 8 321 ± 22 343 ± 3 295 ± 49
MC exp. Triboson events 0.48 ± 0.06 0.24 ± 0.05 0.17 ± 0.07 0.4 ± 0.1
MC exp. Top other events 0.21 ± 0.09 0.10 ± 0.05 2.0 ± 1.0 7.7 ± 3.6
DD exp. Fakes events 88 ± 25 3.7 ± 0.2 7.1 ± 1.9 10 ± 3
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Figure 4.49: CR3ℓ-VV: Modelling for (a)mW
T , (b) HPP

3,1 , (c) RpT
and (d) HPP
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Figure 4.50: CR3ℓ_ISR-VV: Modelling for (a)mW
T , (b) RISR, (c) pISR
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Figure 4.51: VR3ℓ-VV: Modelling for (a)mW
T , (b) HPP
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Figure 4.52: VR3ℓ_ISR-VV: Modelling for (a)mW
T , (b) RISR, (c) pISR

T and (d) P I
T .
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4.13 ABCD Z/γ∗+jets Estimation

This section outlines our estimation of the 2ℓ background Z/γ∗+jets. We have outlined
our method to control and validate all other backgrounds present within SR2ℓ_Low and
SR2ℓ_ISR. As has been stated, due to the presence of large positively and negatively
weighted events in the SRs, we cannot use the S 2.2.1 MC generator for Z/γ∗+jets
estimation for SR2ℓ_Low or SR2ℓ_ISR. For this reason, we employ the ABCD method as
outlined in Section 4.7. We will again describe each step our methodology, speci c to
each SR.

4.13.1 SR2ℓ_Low Z/γ∗+jets Estimation

When applying the ABCD method, we rst require a region to apply it to, in the case
of the standard approach, this is SR2ℓ_Low. The second step in the process is to de ne
the ABCD plane by removing two separate variable selections which de ne SR2ℓ_Low.
The two variables we choose to de ne the ABCD plane aremjj and HPP

1,1 /H
PP
4,1 . The 2D

distributions Z/γ∗+jets for these variables are shown in Figure 4.53a. The correlation
factor betweenmjj andHPP

1,1 /H
PP
4,1 for Z/γ∗+jets events is −0.06. Given the correlation

factor is close to zero, we move forward and de ne the ABCD plane.
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Figure 4.53: The ABCD regions for SR2ℓ_Low Z/γ∗+jets estimate. In (a), the black dots
are a pro le of each vertical slice. In (b), we have the regions labelled for the method.

Unlike in Section 4.7, we will have more than four regions de ned. When calculating
an estimate for the Z/γ∗+jets background, we want to have an internal validation step.
In order to perform this validation we need to de ne two extra regions VR and E. Each
region we de ne is determined by inverting either mjj or HPP

1,1 /H
PP
4,1 as de ned for the

SR. Region A is de ned for lowmjj and nominalHPP
1,1 /H

PP
4,1 , region B is de ned for low

mjj and lowHPP
1,1 /H

PP
4,1 , region D is de ned for nominalmjj and lowHPP

1,1 /H
PP
4,1 , region
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E is de ned for highmjj and low HPP
1,1 /H

PP
4,1 and region VR is de ned for highmjj and

nominal HPP
1,1 /H

PP
4,1 . We summarise these regions in Figure 4.53b and Table 4.36.

Table 4.36: SR2ℓ_Low ABCD selection criteria formjj and HPP
1,1/H

PP
4,1 variables.

Region mjj HPP
1,1/H

PP
4,1

SR ∈ (70, 90) ∈ (0.35, 0.60)

A ∈ (20, 70) ∈ (0.35, 0.60)
B ∈ (20, 70) ∈ (0.20, 0.35)
D ∈ (70, 90) ∈ (0.20, 0.35)
E ∈ (90, 150) ∈ (0.20, 0.35)
VR ∈ (90, 150) ∈ (0.35, 0.60)

In Table 4.37we summarise the background estimates in the regions de ned for SR2ℓ_Low,
region A, region B and region D. All estimates include not only statistical uncertainties
but also systematic uncertainties from experimental sources. The pre- t Z/γ∗+jets con-
tribution is not present as we do not use theMC estimate; instead, we use the data-driven
t approach. The e ciency factors between the di erent regions dominate the contri-

bution to the Z/γ∗+jets uncertainty. Given we vary all regions simultaneously, and
given the Z/γ∗+jets estimates are proportional to the e ciency factors, we expect to
see strong correlations between the estimates. For each region, we have appropriately
high purities in Z/γ∗+jets, and minimal uncertainties on non-dominant backgrounds.

We show the cross-validation of the ABCD estimate in Table 4.38, where we compare
the ABCD, themjj sideband t method and also the MC estimate itself. What we nd is
that both the ABCD andmjj sideband t have very similar estimates, but that the ABCD
estimate has a smaller uncertainty.

4.13.2 SR2ℓ_ISR Z/γ∗+jets Estimation

When applying the ABCD method to SR2ℓ_ISR, we must approach things a little di er-
ently compared to the standard approach. Unlike the standard approach, the ISR ap-
proach only uses RJR variables to de ne the selections. In the ISR approach we choose
to useMJ and PCM

T,I . HereMJ is the mass of the jet system within the sparticle system
of the ISR decay tree and PCM

T,I is the momentum of the invisible system in the centre of
mass frame. We make this selection by comparing all variables which de ne SR2ℓ_ISR,
andMJ and PCM

T,I produce the least correlated 2D distribution in Z/γ∗+jets. We show
the 2D distribution of these two variables in Figure 4.54a, here, we see that the two vari-
ables have a correlation factor of 0.03, and this correlation factor is perfectly acceptable
in order to apply the ABCD method.

The ISR SR is de ned for PCM
T,I > 100 GeV and MJ ∈ (50, 110) GeV, and thus it is

unbounded in the PCM
T,I dimension. The six regions we de ne here are region A, de ned

for lowMJ and high PCM
T,I ; region B, de ned for lowMJ and lowPCM

T,I ; region D, de ned
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Table 4.37: The full run-II ABCD Z/γ∗+jets estimation for SR2ℓ_Low, A, B, and D. We
show the pre- t yields in the bottom section of the table. The pre- ts do not include
the Z/γ∗+jets MC as we do not use it in the t. The total non-Z/γ∗+jets background is
shown - instead of the pre t total exp. MC for the SM. We do this as we do not use the
Z/γ∗+jets MC, and only have an estimate after this t procedure.

Full run-II SR2ℓ_Low A B D

Observed events − 123 1185 359

Fitted SM events − 123.00 ± 10.96 1184.97 ± 35.25 358.99 ± 18.70

Fitted Higgs events − 0.21 ± 0.02 1.17 ± 0.78 0.30+1.24
−0.30

Fitted Triboson events − 0.03+0.04
−0.03 0.01+0.01

−0.01 0.04+0.07
−0.04

Fitted Diboson events − 16.64 ± 2.54 11.32 ± 3.70 8.71 ± 3.01
Fitted Top other events − 0.01 ± 0.01 0.00 ± 0.00 0.02+0.03

−0.02
Fitted tt̄ events − 4.62 ± 1.21 0.67 ± 0.61 0.44+0.65

−0.44
Fitted Single top events − 1.15 ± 0.58 0.59+1.01

−0.59 0.26+0.53
−0.26

Fitted Fakes events − 1.80 ± 0.64 5.27 ± 4.07 3.31 ± 1.74
Fitted Z/γ∗+jets events 29.23 ± 7.58 98.54 ± 11.37 1165.94 ± 36.03 345.91 ± 19.22

Total exp. SM events − 26.72 ± 3.08 20.50 ± 7.94 14.21 ± 5.90

MC exp. Higgs events − 0.21 ± 0.02 1.17 ± 0.79 0.30+1.25
−0.30

MC exp. Triboson events − 0.03+0.04
−0.03 0.01+0.01

−0.01 0.04+0.07
−0.04

MC exp. Diboson events − 18.75 ± 2.36 12.76 ± 4.01 9.82 ± 3.27
MC exp. Top other events − 0.01 ± 0.01 0.00 ± 0.00 0.02+0.03

−0.02
MC exp. tt̄ events − 4.74 ± 1.25 0.68 ± 0.63 0.45+0.67

−0.45
MC exp. Single top events − 1.18 ± 0.60 0.61+1.05

−0.61 0.26+0.55
−0.26

DD exp. Fakes events − 1.80 ± 0.65 5.27 ± 4.11 3.31 ± 1.75
MC exp. Z/γ∗+jets events − − − −
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Figure 4.54: The plane de ning our ABCD regions for SR2ℓ_ISR Z/γ∗+jets estimate. In
the left plot the black dots are a pro le of each vertical slice. In the right plot we have
the regions labelled for the method.
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Table 4.38: The full run-II SR2ℓ_Low Z/γ∗+jets background estimations. We compare
three di erent methods to estimate this background. The rst is the MC, the second
is the mjj sideband t method, which uses Z/γ∗+jets MC and the nal is the ABCD
method which is independent of the Z/γ∗+jets MC and is instead data driven. We see
agreement between the three estimation methods.

Region Estimate (Stat.+Sys.)

NZ+jets
ABCD 29.23 ± 7.58

NZ+jets
mjj

28.14 ± 17.3
NZ+jets

MC 42.20 ± 17.23

for nominalMJ and low PCM
T,I ; region E, de ned for highMJ and low PCM

T,I and region
VR, de ned for highMJ and high PCM

T,I . These six regions are shown in Figure 4.54b and
Table 4.39. Note, A-VR refers to the combination of the regions, and not the subtraction.

Table 4.39: SR2ℓ_ISR ABCD selection criteria formjj and HPP
1,1/H

PP
4,1 variables.

Region mJ PCM
T,I

AISR ∈ (0, 50) > 100
BISR ∈ (0, 50) < 100
DISR ∈ (50, 110) < 100
EISR ∈ (110, 130) < 100
VRISR ∈ (110, 130) > 100
SR2ℓ_ISR ∈ (50, 110) > 100

In Table 4.40 we summarise the region breakdown of background estimates for SR2ℓ_ISR,
region A, region B and region D. Just as with the estimate for SR2ℓ_Low we nd that the
Z/γ∗+jets contribution in these regions is appropriately high.

We show the cross-validation of the ISR ABCD estimate in Table 4.41, where we compare
the ABCD, the mjj sideband t method, and also the MC estimate itself. What we nd
is that both the ABCD and mjj sideband t have very similar nominal values for the
estimate, but that the ABCD estimate has a preferable uncertainty due to being entirely
data-driven.
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Table 4.40: The full run-II ABCD Z/γ∗+jets estimation for SR2ℓ_ISR and ABCD regions.
We show the pre- t yields in the bottom section of the table. The pre- ts do not include
the Z/γ∗+jets MC as we do not use it in the t. The total non-Z/γ∗+jets background is
shown - instead of the pre t total exp. MC for the SM. We do this as we do not use the
Z/γ∗+jets MC, and only have an estimate after this t procedure.

Full run-II SR2ℓ_ISR A-VR B-E D

Observed events − 42 32 22

Fitted bkg events − 42 ± 6 32 ± 6 22 ± 5

Fitted Higgs events − 0.01+0.01
−0.01 0.00+0.00

−0.00 0.00+0.00
−0.00

Fitted Triboson events − 0.09+0.11
−0.09 0.01+0.02

−0.01 0.01+0.01
−0.01

Fitted Diboson events − 13 ± 2 1.7 ± 0.6 1.3 ± 1.2
Fitted Top other events − 0.11 ± 0.06 0.01+0.02

−0.01 0.00 ± 0.00
Fitted tt̄ events − 10.0 ± 2.3 1.5 ± 0.8 0.8 ± 0.4
Fitted Single top events − 1.1+1.7

−1.1 0.3+0.7
−0.3 0.00 ± 0.00

Fitted Fakes events − 0.00 ± 0.00 0.7 ± 0.2 0.00 ± 0.00
Fitted Z/γ∗+jets events 13 ± 8 18 ± 8 28 ± 6 10 ± 5

Total exp. SM events − 29 ± 4 5.0 ± 2.0 3 ± 2

MC exp. Higgs events − 0.01+0.01
−0.01 0.00+0.00

−0.00 0.00+0.00
−0.00

MC exp. Triboson events − 0.09+0.11
−0.09 0.01+0.02

−0.01 0.01+0.01
−0.01

MC exp. Diboson events − 16 ± 1 2.1 ± 0.7 1.7 ± 1.4
MC exp. Top other events − 0.11 ± 0.06 0.01+0.02

−0.01 0.00 ± 0.00
MC exp. tt̄ events − 12 ± 3 1.8 ± 0.9 1.0 ± 0.5
MC exp. Single top events − 1.23+2.0

−1.3 0.3+0.9
−0.3 0.00 ± 0.00

DD exp. Fakes events − 0.00 ± 0.00 0.7 ± 0.2 0.00 ± 0.00
MC exp. Z/γ∗+jets events − − − −

Table 4.41: The full run-II SR2ℓ_ISR Z/γ∗+jets background estimations. We compare
three di erent methods to estimate this background. The rst is the MC, the second is
themjj sideband t method, which usesZ/γ∗+jetsMC and the nal is the ABCDmethod
which is independent of theZ/γ∗+jets MC and is instead data-driven. We see agreement
with the three separate methods. The uncertainty on the MC is purely statistical.

Region Estimate (Stat.+Sys.)

NZ+jets
ABCD 13.19 ± 7.70

NZ+jets
mjj

13.37 ± 18.27
NZ+jets

MC (Stat. only) 17.57 ± 1.82
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Table 4.42: Summary of the main sources of systematic uncertainties and their impact
(in %) on the SM background prediction in each of the 2ℓ and 3ℓ SRs. The total system-
atic can be di erent from the sum in quadrature of individual uncertainties due to the
correlations between them resulting from the t to the data.

Signal Region SR2ℓ_Low SR2ℓ_ISR SR3ℓ_Low SR3ℓ_ISR

Total uncertainty [%] 20 28 9 25
Z/γ∗+jets data-driven estimate 16 24 − −
V V theoretical uncertainties 4 13 3 25
Top theoretical uncertainties 2 8 − −
MC statistical uncertainties 15 18 14 24
V V tted normalisation 2 3 7 21
tt̄ tted normalisation < 1 2 − −
Fakes leptons < 1 < 1 < 1 < 1
Jet energy resolution 6 2 2 13
Jet energy scale 2 < 1 3 < 1
Emiss

T 2 4 4 3
Lepton reconstruction/identi cation < 1 2 3 2

4.14 Results

We have fully validated our background estimation methods for each of the four SRs
in our analysis. In this section we will fully summarise the nalised background esti-
mations, as well as breakdown the uncertainties contributing to our estimates. Once
we have detailed our systematics breakdown we will then detail the observed events in
these regions.

In each of our regions we summarise the contribution to the uncertainties in 11 separate
categories. These categories include: Z/γ∗+jets data-driven estimate, V V theoretical
uncertainties, top theoretical uncertainties, MC statistical uncertainties, V V tted nor-
malisation, tt̄ tted normalisation, fake leptons, jet energy resolution, jet energy scale,
Emiss

T , and lepton reconstruction or identi cation. The sources of uncertainty are sum-
marised in Table 4.42, and the total uncertainties for each SR are 20%, 28%, 9%, and 15%
for SR2ℓ_Low, SR2ℓ_ISR, SR3ℓ_Low, and SR3ℓ_ISR, respectively. The major source of un-
certainty in the two 2ℓ SRs comes from the Z/γ∗+jets data-driven estimates. In the case
of SR2ℓ_Low, this uncertainty corresponds to 16% of the total estimated background,
whereas for SR2ℓ_ISR corresponds to 24% of the total estimated background. The major
uncertainty for the 3ℓ signal regions MC statistical uncertainties for SR3ℓ_Low and an
equal contribution from V V theoretical uncertainties, MC statistical uncertainties, and
V V tted normalisation, for SR3ℓ_ISR. Typically the uncertainties on the ISR SRs are
greater than those in the standard SRs, and this is larger due to the theory uncertainties
being larger for those regions.

We now summarise the results of each of our four SRs, including all statistical and
systematic sources of uncertainty. In SR2ℓ_Low, we predict a total SM estimate of
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44.85 ± 8.91, and we observe 41 events. In SR2ℓ_ISR, we predict a total SM estimate
of 31.71 ± 8.95, and we observe 33 events. The summary for both 2ℓ regions is found in
Table 4.43.

Table 4.43: The full run-II total background estimate for SR2ℓ_Low and SR2ℓ_ISR includ-
ing all experimental systematics

Full run-II SR2ℓ_Low SR2ℓ_ISR

Observed events 41 33

Fitted SM events 45 ± 9 32 ± 9

Fitted Higgs events 0.4+0.7
−0.4 0.01+0.01

−0.01
Fitted Triboson events 0.06+0.09

−0.06 0.05+0.06
−0.05

Fitted Diboson events 11 ± 2 9.0 ± 4.2
Fitted Top other events 0.06 ± 0.02 0.5 ± 0.4
Fitted tt̄ events 3.8 ± 1.8 8.3 ± 3.1
Fitted Single top events 0.7+0.8

−0.7 0.03+0.12
−0.03

Fitted Fakes events 0.01+0.09
−0.01 0.7 ± 0.2

Fitted Z/γ∗+jets events 29 ± 8 13 ± 8

Total exp. non-Z/γ∗+jets events 17 ± 4 22 ± 6

MC exp. Higgs events 0.4+0.7
−0.4 0.01+0.01

−0.01
MC exp. Triboson events 0.06+0.09

−0.06 0.05+0.06
−0.05

MC exp. Diboson events 12 ± 2 11 ± 5
MC exp. Top other events 0.06 ± 0.02 0.5 ± 0.4
MC exp. tt̄ events 4 ± 2 10 ± 4
MC exp. Single top events 0.8+0.8

−0.8 0.03+0.14
−0.03

DD exp. Fakes events 0.01+0.09
−0.01 0.7 ± 0.2

MC exp. Z/γ∗+jets events − −

In SR3ℓ_Low, we predicted a total SM background estimation of 48.96 ± 4.36 and an
observed number of events of 53. In SR3ℓ_ISR, we predicted a total SM background
estimation of 17.41 ± 2.03 with a total number of observed events of 25. We show the
full background estimation summary for these regions in Table 4.44.

4.14.1 Signal Region Modelling

We summarise the modelling for each SR in Figures 4.55–4.58. In all distributions we
apply the normalisation factors, and in the case of the 2ℓ SRs we use the Z/γ∗+jets MC
and normalise to our ABCD estimates. We rst look at SR2ℓ_Low for which we see
agreement within large uncertainties. Next, we look at SR2ℓ_ISR, where we see great
agreement between the observed number of events and the MC, we also see good agree-
ment in the overall modelling. For SR3ℓ_Low and SR3ℓ_ISR we predict smaller MC un-
certainties, and good agreement between the observed events and the SM expectations.
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Table 4.44: The full run-II total background estimate for SR3ℓ_Low and SR3ℓ_ISR includ-
ing all experimental systematics

Full run-II SR3ℓ_Low SR3ℓ_ISR

Observed events 53 25

Fitted SM events 49 ± 14 17 ± 4

Fitted Diboson events 47 ± 14 16 ± 4
Fitted Triboson events 0.40 ± 0.07 0.14+0.04

−0.04
Fitted Top other events 0.05+0.03

−0.03 0.4+0.2
−0.2

Fitted Fakes events 1.4 ± 0.4 0.8 ± 0.3

Total exp. SM events 52 ± 15 19 ± 4

MC exp. Diboson events 51 ± 15 17 ± 4
MC exp. Triboson events 0.40 ± 0.07 0.14+0.04

−0.04
MC exp. Top other events 0.05+0.03

−0.03 0.4+0.2
−0.2

DD exp. Fakes events 1.4 ± 0.4 0.8 ± 0.3

SR3ℓ_ISR has good overall agreement with the SM expectation, we observe more events
than the SM prediction.

4.14.2 Model Independent Limits

We take the expected estimates and directly compare to the observed number of events
to set model-independent limits on possible signal contributions to these regions. In
Table 4.45, we show the model-independent limits for all SRs in this analysis.

In this table we show the 95% CL upper limits on the visible cross-section (⟨ϵσ⟩95
obs) for a

model-independent signal, the 95% CL upper limits on the number of signal events (S95
obs),

the 95% CL upper limit on the number of signal events given the expected number of
background events (S95

exp). We also show theCLb value and the p-value for a background-
only hypothesis.

In SR2ℓ_Low, we found that the observed number of events was consistent with the
background estimation, with a p-value of 0.69, corresponding to a Z-score of −0.49σ.
In SR2ℓ_ISR, we found that the observed number of events was consistent with the back-
ground estimation, with a p-value of 0.53, corresponding to a Z-score of −0.07σ.

For SR3ℓ_Low, we found that the observed number of events and the SM background es-
timation were in good agreement, with a p-value of 0.66, which corresponds to a Z-score
of 0.41σ. For SR3ℓ_ISR, we found the observed number of events and the background
estimation to be in agreement, with a p-value of 0.08, which corresponded to a Z-score
of 1.42σ.

Finally, the 95% CLs upper limit of the visible cross-sections ⟨ϵσ⟩95
obs[fb], of any signal
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present within our SRs are 0.15, 0.17, 0.15, and 0.09 for SR2ℓ_Low, SR2ℓ_ISR, SR3ℓ_Low,
and SR3L_ISR, respectively.

Table 4.45: Left to right: 95% CL upper limits on the visible cross-section (⟨ϵσ⟩95
obs) and

on the number of signal events (S95
obs ). The third column (S95

exp) shows the 95% CL upper
limit on the number of signal events, given the expected number (and ±1σ excursions
on the expectation) of background events. The last two columns indicate theCLB value,
i.e. the con dence level observed for the background-only hypothesis, and the discovery
p-value (p(s = 0)).

Signal channel ⟨ϵσ⟩95
obs[fb] S95

obs S95
exp CLB p(s = 0) Z

SR2ℓ_Low 0.15 21.4 21.0+5.6
−7.7 0.31 0.69 (−0.49)

SR2ℓ_ISR 0.17 23.3 22.5+1.6
−4.0 0.47 0.53 (−0.07)

SR3ℓ_Low 0.15 21.1 21.1+5.0
−3.0 0.59 0.66 (0.41)

SR3ℓ_ISR 0.09 13.0 11.2+4.5
−2.6 0.92 0.08 (1.42)
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In this chapter, we provide an overview of the discovery of the Higgs boson and then
detail our run-II e ort to measure the Higgs boson gluon–gluon fusion and vector boson
fusion production cross-sections via the H →WW ∗ → eνµν decay channel. We outline
the data-driven technique used to estimate the b-tagging e ciency from data. We also
provide an overview of the statistical combination of run-II Higgs boson measurements.

5.1 e Discovery of the Higgs Boson

In 2012 a neutral spin-0 boson consistent with the SM Higgs boson was observed. The
ATLAS [124] and CMS [126] collaborations observed the particle had production and de-
cay modes consistent with SM predictions. The ATLAS experiment discovery relied on
the statistical combination of multiple search channels. Di erent channels have di erent
cross-sections, backgrounds, and Higgs mass resolutions, as well as varying sensitivities.
The H →ZZ∗ → 4ℓ and H → γγ channels have low cross-sections, with smaller back-
grounds and overall higher mass resolutions; whereas the H → WW ∗ → ℓνℓν decay
channel has a larger cross-section with high sensitivity, with poor mass resolution.

The statistical combination of the
√
s = 7 TeV and

√
s = 8 TeV datasets incorporated

the H → ZZ∗ channel, H → γγ channel, and theH → WW ∗ channels. The statistical
combination of these measurements resulted in a global combined signi cance of 5.1σ.
AssumingmH = 126GeV, the signal estimate relative to SM expectation (signal strength)
for the H → ZZ∗ channel was found to be µ = 1.2 ± 0.6, the H → γγ channel was
µ = 1.8±0.5 and theH → WW ∗ channel corresponded to µ = 1.3±0.5. The statistical
combination of these signal strengths resulted in µ = 1.4 ± 0.3. This measurement
corresponds to a discovery of a neutral scalar particle with a mass of 126.0±0.4(stat)±
0.4(sys) GeV. The combined measurement between ATLAS and CMS produced a signal
strength of 1.09 ± 0.007(stat) ± 0.08(syst) [128].

5.2 Overview of Run-II Approa

In this section, we will outline our run-II H → WW ∗ → eνµν analysis using the 36.1
fb−1 proton–proton dataset. The goal of the analysis was to measure the inclusive Higgs
boson production cross-section. The production pathways considered include gluon–

127
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Table 7
Characterisation of the excess in the H → Z Z (∗) → 4!, H → γ γ and H → W W (∗) → !ν!ν channels and the combination of all channels listed in Table 6. The mass value
mmax for which the local significance is maximum, the maximum observed local significance Zl and the expected local significance E(Zl) in the presence of a SM Higgs
boson signal at mmax are given. The best fit value of the signal strength parameter µ̂ at mH = 126 GeV is shown with the total uncertainty. The expected and observed mass
ranges excluded at 95% CL (99% CL, indicated by a *) are also given, for the combined

√
s = 7 TeV and

√
s = 8 TeV data.

Search channel Dataset mmax [GeV] Zl [σ ] E(Zl) [σ ] µ̂(mH = 126 GeV) Expected exclusion [GeV] Observed exclusion [GeV]

H → Z Z (∗) → 4! 7 TeV 125.0 2.5 1.6 1.4 ± 1.1
8 TeV 125.5 2.6 2.1 1.1 ± 0.8
7 & 8 TeV 125.0 3.6 2.7 1.2 ± 0.6 124–164, 176–500 131–162, 170–460

H → γ γ 7 TeV 126.0 3.4 1.6 2.2 ± 0.7
8 TeV 127.0 3.2 1.9 1.5 ± 0.6
7 & 8 TeV 126.5 4.5 2.5 1.8 ± 0.5 110–140 112–123, 132–143

H → W W (∗) → !ν!ν 7 TeV 135.0 1.1 3.4 0.5 ± 0.6
8 TeV 120.0 3.3 1.0 1.9 ± 0.7
7 & 8 TeV 125.0 2.8 2.3 1.3 ± 0.5 124–233 137–261

Combined 7 TeV 126.5 3.6 3.2 1.2 ± 0.4
8 TeV 126.5 4.9 3.8 1.5 ± 0.4

7 & 8 TeV 126.5 6.0 4.9 1.4 ± 0.3
110–582 111–122, 131–559
113–532 (*) 113–114, 117–121, 132–527 (*)

uncertainties, evaluated as described in Ref. [138], reduces the lo-
cal significance to 5.9σ .

The global significance of a local 5.9σ excess anywhere in the
mass range 110–600 GeV is estimated to be approximately 5.1σ ,
increasing to 5.3 σ in the range 110–150 GeV, which is approxi-
mately the mass range not excluded at the 99% CL by the LHC com-
bined SM Higgs boson search [139] and the indirect constraints
from the global fit to precision electroweak measurements [12].

9.3. Characterising the excess

The mass of the observed new particle is estimated using the
profile likelihood ratio λ(mH ) for H → Z Z (∗) → 4! and H → γ γ ,
the two channels with the highest mass resolution. The signal
strength is allowed to vary independently in the two channels,
although the result is essentially unchanged when restricted to
the SM hypothesis µ = 1. The leading sources of systematic un-
certainty come from the electron and photon energy scales and
resolutions. The resulting estimate for the mass of the observed
particle is 126.0 ± 0.4 (stat) ± 0.4 (sys) GeV.

The best-fit signal strength µ̂ is shown in Fig. 7(c) as a function
of mH . The observed excess corresponds to µ̂ = 1.4 ± 0.3 for mH =
126 GeV, which is consistent with the SM Higgs boson hypothesis
µ = 1. A summary of the individual and combined best-fit values
of the strength parameter for a SM Higgs boson mass hypothesis
of 126 GeV is shown in Fig. 10, while more information about the
three main channels is provided in Table 7.

In order to test which values of the strength and mass of a
signal hypothesis are simultaneously consistent with the data, the
profile likelihood ratio λ(µ,mH ) is used. In the presence of a
strong signal, it will produce closed contours around the best-fit
point (µ̂,m̂H ), while in the absence of a signal the contours will
be upper limits on µ for all values of mH .

Asymptotically, the test statistic −2 ln λ(µ,mH ) is distributed as
a χ2 distribution with two degrees of freedom. The resulting 68%
and 95% CL contours for the H → γ γ and H → W W (∗) → !ν!ν
channels are shown in Fig. 11, where the asymptotic approxima-
tions have been validated with ensembles of pseudo-experiments.
Similar contours for the H → Z Z (∗) → 4! channel are also shown
in Fig. 11, although they are only approximate confidence intervals
due to the smaller number of candidates in this channel. These
contours in the (µ,mH ) plane take into account uncertainties in
the energy scale and resolution.

The probability for a single Higgs boson-like particle to pro-
duce resonant mass peaks in the H → Z Z (∗) → 4! and H → γ γ

Fig. 10. Measurements of the signal strength parameter µ for mH = 126 GeV for the
individual channels and their combination.

Fig. 11. Confidence intervals in the (µ,mH ) plane for the H → Z Z (∗) → 4!, H →
γ γ , and H → W W (∗) → !ν!ν channels, including all systematic uncertainties.
The markers indicate the maximum likelihood estimates (µ̂,m̂H ) in the corre-
sponding channels (the maximum likelihood estimates for H → Z Z (∗) → 4! and
H → W W (∗) → !ν!ν coincide).

channels separated by more than the observed mass difference, al-
lowing the signal strengths to vary independently, is about 8%.

The contributions from the different production modes in the
H → γ γ channel have been studied in order to assess any ten-
sion between the data and the ratios of the production cross

(a) Final state breakdown
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Fig. 10. Measurements of the signal strength parameter µ for mH = 126 GeV for the
individual channels and their combination.

Fig. 11. Confidence intervals in the (µ,mH ) plane for the H → Z Z (∗) → 4!, H →
γ γ , and H → W W (∗) → !ν!ν channels, including all systematic uncertainties.
The markers indicate the maximum likelihood estimates (µ̂,m̂H ) in the corre-
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H → W W (∗) → !ν!ν coincide).

channels separated by more than the observed mass difference, al-
lowing the signal strengths to vary independently, is about 8%.

The contributions from the different production modes in the
H → γ γ channel have been studied in order to assess any ten-
sion between the data and the ratios of the production cross

(b) Mass resolution

Figure 5.1: The combinedHiggs signal strengthmeasurements as of 2012 [127], formH =
126 GeV. In (a) the signal strength is broken down based on Higgs nal states. In (b) the
mass resolution of the signal strength for di erent Higgs nal states is shown [127].

gluon fusion (ggF) and vector boson fusion (VBF). We show the two leading order Feyn-
man diagrams for the ggF and VBF production processes in Figure 5.2.
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(a) Gluon–gluon fusion.
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(b) Vector boson fusion.

Figure 5.2: Diagrams for the leading production modes; (a) ggF and (b) VBF. Here we
mark the V V H couplings with solid circle verticies and the qqH couplings with empty
circles. The particle label “V ” refers to aW/Z boson.

The decay pathway we target isH → WW ∗ → eνµν, and this is re ected in the design
of the analysis. Looking back in Chapter 1, in Table 1.3, the decay process H → WW ∗

has the second-highest branching ratio of the Higgs to the SM products. The favourable
branching ratio coupled with the favourable decay kinematics of H → WW ∗ provided
us with the most precise method of measuring the inclusive Higgs boson production
cross-sections [128].
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Signal and Ba ground Monte Carlo Simulation

The signal and the background MC simulation for each signal and background process
description is outlined in [124]. The matrix element generator, PDF sets, underlying
event, parton shower model, and prediction order are all summarised in Table 5.1.

Table 5.1: A summary of the MC used in the Higgs measurement [124].

Process Matrix Element PDF set UEPS model Prediction Order
for total cross-section

ggF H P B 2 PDF4LHC15 NNLO P 8 N3LO QCD + NLO EW
NNLOPS

VBF H P B 2 PDF4LHC15 NLO P 8 NNLO QCD + NLO EW
V H P B 2 PDF4LHC15 NLO P 8 NNLO QCD + NLO EW
qq → WW S 2.2.2 NNPDF3.0NNLO S 2.2.2 NLO
qq → WW S 2.1.1 CT10 S 2.1 NLO
WZ/V γ∗ZZ S 2.1 CT10 S 2.1 NLO
V γ S 2.2.2 NNPDF3.0NNLO S 2.2.2 NLO
tt̄ P B 2 NNPDF3.0NLO P 8 NNLO+NNLL
Wt P B 1 CT10 P 6.428 NLO
Z/γ∗ S 2.1.1 NNPDF3.0NNLO S 2.2.1 NNLO

5.3 Object Reconstruction

Events in this analysis are triggered using single-lepton triggers and a dilepton e − µ

trigger. The lepton transverse momentum threshold ranges between 24 GeV and 26 GeV
for single-electron triggers and between 20 GeV and 26 GeV for single-muon triggers,
depending on the run period [129]. The e− µ trigger requires a minimum pT threshold
of 17 GeV for electrons and 14 GeV for muons.

The electrons and muons we use are the same as with those de ned in Chapter 3. The
jets we use for this analysis are also the same as with Chapter 3. If a reconstructed muon
shares an inner detector track with an electron, then we reconstruct the muon, and the
electron is removed. If leptons are within ∆R = 0.2 of a reconstructed jet they are also
removed. Electrons and muons, with transverse momentum pT , are removed if they are
within ∆R = min(0.4, 0.04 + 10 GeVpT ) of the axis of any surviving jet.

The missing transverse momentum uses standard de nitions of Emiss
T , though it was

found during the optimisation that pmiss
T , using the tracks associated with the jets instead

of the calorimeter-measured jets, performs better in terms of background rejection [130],
and therefore we use pmiss

T .
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5.4 Signal Region De nitions

In terms of de ning our analysis strategy, the most important categorisation of events
is the number of pT > 30 GeV jets present within an event. When targetting the ggF
signal mode we look at 0 and 1-jet events. and for VBF production we look at events
with at least two jets with pT > 30 GeV. The Nj distribution is shown in Figure 5.3.
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Figure 5.3: The jet multiplicty distribution under preselection criteria. Uncertainties
include both statistical and systematic sources [131].

Our SRs are de ned to maximise sensitivity to our ggF and VBF signal simulations. The
background contributions for the di erent jet multiplicities vary signi cantly and moti-
vate the analysis to be binned in NJ ; we show this in Figure 5.3. We rst make prese-
lections to event-clean. We then apply selections oriented at rejecting background. We
then apply selections aimed at selecting for the H → WW ∗ → eνµν topology, and -
nally, we de ne the variable which we will extract a background-only signi cance from,
using a simultaneous statistical t.

For all our regions, we apply loose preslection criteria, such as requiring two isolated,
di erent- avour leptons (ℓ = e or µ) with opposite charge. We require the leading lepton
momentum to be plead

T > 22 GeV and sub-leading transverse momentum of psublead
T >

15 GeV. We requiremℓℓ > 10 GeV to reduce the contribution of Drell–Yan backgrounds,
and in NJ = 0 and 1 we require pmiss

T > 20 GeV.

To reduce background contributions, the NJ = 0 SR requires that the azimuthal angle
between the dilepton pair and the missing transverse energy∆ϕ(ℓℓ, Emiss

T ) to be greater
than π/2, which reduces the contribution of missing transverse energy originating from
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lepton mismeasurement. We also require the dilepton system’s transverse momentum
(pℓℓ

T ) to be greater than 30 GeV, which reduces the contribution of Z/γ∗.

The NJ = 1 SR selects on max(mℓ0
T ,m

ℓ1
T ) where,

mℓi
T =

√
2pℓi

T · Emiss
T · (1 − cos∆ϕ(ℓi, Emiss

T )), (5.1)

where i is either the leading or sub-leading lepton. We also demandmττ < mZ −25 GeV
where mττ is calculated using the collinear approximation [132]. This selection vetos
background from Z → ττ production. The NJ ≥ 2 SR applies only the b-jet veto and
themττ selections.

To select for the H → WW ∗ → eνµν topology NJ = 0 and 1 we apply mℓℓ < 55 GeV
and ∆ϕℓℓ < 1.8. Whereas for the NJ ≥ 2 selection, we apply a central jet veto and
an outside lepton veto, this is because the VBF signal process is most likely to produce
leptons within the pseudorapidty range. The NJ = 0 and 1 use a variable mT for the
simultaneous statistical t, de ned as:

mT =
√

(Eℓℓ
T + Emiss

T )2 − |pℓℓ
T + Emiss

T |2, (5.2)

where

Eℓℓ
T =

√
|pℓℓ

T |2 +m2
ℓℓ, (5.3)

and pℓℓ
T is de ned as the vector sum of the lepton transverse momenta. In the case of

NJ ≥ 2, we use a BDT output score as our tting score. The details of the BDT procedure
can be found in [124]

5.5 Ba ground Estimation Method

To control the normalisation of the dominant backgrounds in the aforementioned SRs
we de ne CRs. In these CRs, we use data to normalise the MC simulation predictions. In
NJ = 0 the background contribution is dominated by Z/γ∗, top quark pair production,
and non-resonantWW production.

The backgrounds in the nJ = 1 SR are dominated rst by non-resonantWW production
and second by top pair production. TheWW contribution accounts for 42% of the total
expected background, whereas top pair production accounts for approximately 36% of
total expected background. The top pair production background contribution is approxi-
mately ve times greater than that of the expected ggF and VBF signal contributions. In
the WW CR, top pair production and non-resonant WW production both account for
approximately 38% of the background contributions of the region. ForNJ ≥ 2 the dom-
inant background is by far top quark pair production, followed by a small contribution
from Z/γ∗.
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Table 5.2: The NJ = 1 control region event selection criteria.

ggF Nj = 1 mℓℓ ∆ϕℓℓ Nb mττ max(ml
T ) pmiss

T pℓℓ
T mτ nη<2.5

jet ninside
L

SR < 55 < 1.8 = 0 < mZ − 25 > 50 > 20 − − −
CR-WW > 80 - =0 < mZ − 25 > 50 − − − − −

> mZ + 25
CR-Top − − = 1 < mZ − 25 > 50 − − − − −
CR-Z/γ∗ < 80 − = 0 > mZ − 25 > 50 − − − − −

We summarise the de nitions of the CRs in Tables ⁇ - 5.3. We will summarise the
NJ = 1 regions, in particular the NJ = 1 SR. We de ne three CRs for the NJ = 1
SR.These CRs correspond to the backgrounds Z/γ∗,WW and top quark pair production.
The Z/γ∗ CR is de ned at preselection with the requirement that mℓℓ < 80 GeV, we
require Nb = 0 and we require an inversion of mττ . We keep max

(
ml

T

)
unchanged

from the SR de nition. The WW CR is de ned with mℓℓ > 80 GeV, with Nb = 0, we
require thatmττ be at least 25GeV more or less thanmZ and we keep maxml

T xed.

Table 5.3: The NJ ≥ 2 VBF control region event selection criteria.

VBF Nj ≥ 2 mℓℓ ∆ϕℓℓ Nb mττ max(ml
T ) pmiss

T pℓℓ
T mτ nη<2.5

jet ninside
L

SR − − = 0 < mZ − 25 − − − = 0 = 0
Top − − = 1 < mZ − 25 − − − − = 0 = 0
Z/γ∗ < 80 − = 0 ∈ (mZ − 25,mZ + 25) − − − − = 0 = 0

5.5.1 Top Control Regions

To control the top pair production background in the SR we de ne a top CR. The top CR
is de ned after preselection criteria, where we require at least 1 b-tagged jet and amW

T >

50 GeV. To increase statistics, we do not apply topological cuts to the CR. Full region
selections are de ned in Table 5.2. The SR preselection and the CR background estimates
can be related to the preselection background estimates with a b-tagging e ciency ϵtag
or a b-veto e ciency ϵveto de ned as:

NPRE
SR = NPRE × ϵveto (5.4)

NCR = NPRE × ϵtag. (5.5)

Here NCR is the aforementioned top CR and NPRE
SR is the SR de ned before topological

cuts and orthogonal to the CR via a b-tag veto. The relationship between the two and
their preselections is shown in Equation 5.5. We can write the estimate for the SR top
background contribution in terms of the CR top background estimate and the e ciency
of b-tagging in a NJ = 1 sample. To do so in the simplest way requires us to take
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ϵ1j
tag = 1 − ϵ1j

veto. This expression is given via,

NPRE
SR = NCR ×

(
1 − ϵ1j

tag

)
ϵ1j

tag
(5.6)

The error propogation for this expression is,

σ2
SR =

(
1 − ϵ1j

tag

ϵ1j
tag

)2

σ2
NCR

+
(
NCR

ϵ2

)2
σ2

ϵ (5.7)

If we rearrange Equation 5.7 to put it into relative error form then we get an expression
showing us the relative error contributions from NCR and ϵ1j

tag:(
σSR

NSR

)2
=
(
σNCR

NCR

)2
+ 1

(1 − ϵ1j
tag)2

(
σϵ

ϵ

)2
. (5.8)

This reveals a troublesome dependence on the b-tagging experimental systematic uncer-
tainties which come from estimating ϵ1j

tag from MC. The typical relative error of ϵ1j
tag to

b-tagging experimental systematics is approximately 5%. If we take indicative values of
NCR = 18813 ± 141 and ϵ1j

tag = 0.746 ± 0.004 then the uncertainties as small as 5%
uncertainty in the CR top component leads to relative errors in the SR top estimate of
approximately 20%.

5.5.2 Data-Driven b-jet E ciency Extraction Method

To reduce the dependence of the b-tagging systematic on the SR top estimation, we es-
timate the b-tagging e ciency directly from data, and not from the MC. This lets us
remove the explicit dependence on the b-tagging e ciency estimates — though we re-
tain our implicit dependencies. To have a baseline we de ne the MC b-tagging e ciency
in a one jet sample as:

ϵMC
Tag = N1j1b

N1j0b +N1j1b
, (5.9)

whereNX is the top pair production yield corresponding to the CR indicated. To extract
a data-driven estimate of this e ciency we can use a tag and probe approach. To use a
tag and probe approach, we will require a two jet CR sample. We de ne two new regions
both with two jets required with either a one b-tag or two b-tag selection. The regions
entering into our data-driven b-tagging estimate are summarised in Figure 5.4.

We label the e ciency of a b-tag selection in a two jet selection with ϵData
2j . We must rst

ensure that the modelling and the shape di erences between the one jet and the two jet
selections are appropriately similar. There are di erent choices that we can make when
comparing the kinematic distributions in a tag and probe approach. The rst method is
to plot the kinematic distributions of only of the leading pT jet. The second approach is



134 Measurement of the Higgs Boson Production Cross-sections

CR2j2b-Top CR2j2b-Top

0 1 2

1

2

n
b

nJ

CR1j1b-TopSR1j1b-PRE

Figure 5.4: A summary of the jet and b-tag selection requirements for the top CRs and
b-tagging e ciency CRs.

only to plot the distributions of the sub-leading jet, and the third approach is to select a
jet in each selection randomly. We show the tag and probe approach in Figure 5.5.
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(a) Gluon–gluon fusion.
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(b) Vector boson fusion.

Figure 5.5: Top CR distributions of tt̄ and Wt jet pT in nj = 2 (2j probe) events and
nj = 1 events. For each nj = 2 event one of the two jets is chosen randomly and the pT

of that jet enters the distribution if the other jet is tagged. The left plot is for the run-I√
s = 8 TeV dataset, and the right plot is for run-II 2015 MC. The distributions in both

cases are similar with deviations only for low jet pT .

Given the modelling is good in our control regions, we can then write the e ciency of
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ϵData
2j as:

ϵData
2j = N2j1b

1
2N2j1b +N2j2b

. (5.10)

We can relate this e ciency in a two jet selection in data to an estimate for the e ciency
in a one jet selection with:

ϵEST
1j = ϵData

2j × f correction where f correction =
ϵMC

1j

ϵMC
2j

, (5.11)

where f correction is the term which accounts for kinematic deviations between the one
jet and two jet selections. Given that the modelling is good in all CRs we can be con -
dent that the deviation in this term is driven by the true underlying kinematics and not
mismodelling.

To apply the data-driven b-tag extraction method we need the background information
from four regions, the SR1j0b-PRE, CR1j1b-Top, CR2j1b-Top, and CR2j2b-Top regions.

Table 5.4: The yield breakdown for the di erent regions used for calculating the b-
tagging e ciency. We show preselection of the SR and one top CR and two regions
for b-tag e ciency extraction [131].

Region SR1j0b-PRE CR1j1b-Top CR2j1b-Top CR2j2b-Top
WW 6085.82 ± 22.80 319.79 ± 5.84 202.72 ± 4.38 9.95 ± 0.92
other VV 454.19 ± 10.50 30.84 ± 3.26 27.17 ± 2.36 1.26 ± 0.62
V +γ 307.94 ± 22.62 24.35 ± 6.59 21.19 ± 5.12 0.38 ± 0.29
Top 7359.65 ± 36.84 20263.98 ± 64.18 30060.93 ± 76.97 30502.72 ± 80.07
Z/γ∗ 1305.75 ± 114.47 139.35 ± 23.60 110.43 ± 18.81 10.63 ± 5.60
VBF [125GeV] 35.37.10 ± 0.51 2.10 ± 0.13 5.25 ± 0.21 0.16 ± 0.04
ggF [125GeV] 455.10 ± 4.62 26.23 ± 1.19 18.01 ± 1.01 1.51 ± 0.26
Total 16827.55 ± 129.68 21168.96 ± 72.94 30955.48 ± 84.46 30848.95 ± 84.40
Data 16737 20758 30678 329512
Data/SM 0.99 ± 0.01 0.98 ± 0.01 0.99 ± 0.01 0.96 ± 0.01
Top Purity 0.44 0.96 0.97 0.99

These regions have a top purity of 0.99 ± 0.01, 0.98 ± 0.01, 0.99 ± 0.01 and 0.96 ± 0.01
respectively. The Data/SM ratio for all regions is acceptable for all regions. The yields
are summarised in Table 5.4 and the modelling for the leading jet in these regions is
shown in Figures 5.6–5.8.

5.5.3 Signal Region Top Pair Production Estimation

TheMC estimate for the b-taggin e ciency is ϵMC
1j = 0.736±0.003, with the data-driven

estimate being extracted to be ϵEST
1j = 0.727±0.004, with the b-tagging e ciency in data
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Figure 5.6: We show the modelling for CR1j2b-Top. In (a) we show the leading jet pT .
In (b) we show the leading jet η.
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Figure 5.7: We show the modelling for CR2j2b-Top. In (a) we show the leading jet pT .
In (b) we show the leading jet η.

being less than the MC prediciton. The overall top background normalisation factor is
dependent on the b-tagging e ciency, and by more accurately measuring the b-tagging
e ciency we can get a more accurate estimate in the SR.

Using the MC b-tagging e ciency ϵMC
1j we get a SR1j0b-PRE top contribution ofN1j0b =

7360 ± 37. By instead using the data-driven estimate ϵEST
1j we estimate N1j0b = 7459 ±

152. The di erence between these two methods corresponds to a total normalisation of
1.01 ± 0.02. We summarise the quantities used in these calculations in Table 5.5.
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Figure 5.8: We show the modelling for CR2j2b-Top. In (a) we show the leading jet pT .
In (b) we show the leading jet η.

Table 5.5: We summarise and compare the di erent estimates which enter into the b-tag
e ciency calculation, for both run-I [124] and run-II. See text for description.

Run-I [eµ+ µe] Run-II [eµ+ µe]

NMC,1j0b
top 2000 ± 5 7360 ± 37

NEST,1j0b
top 2051 ± 49 7459 ± 152

NEST,1j1b
top 6083 ± 82 19853 ± 148

ϵMC
1j 0.75 ± 0.14 0.736 ± 0.003
ϵMC

2j 0.69 ± 0.04 0.6699 ± 0.0008
ϵDATA

2j 0.69 ± 0.31 0.662 ± 0.002
ϵEST

1j N/A 0.727 ± 0.004

βtag 1.03 ± 0.02 1.01 ± 0.02

Once we have the estimate in SR1j0b-PRE, we wish to apply the topological selections
to make an estimate in the SR itself. To do this, we use the MC in SR1j0b-PRE and
the SR and determine a transfer e ciency. The transfer e ciency for our regions is
ϵ1j0b/SR = 0.182 ± 0.002. Applying this e ciency takes us from an SR1j0b-PRE top
estimate of 7459.25 ± 151.94 to an SR estimate of 1356 ± 32.

The e ect associatedwith the primary b-tag e ciencywas determined and is summarised
in Table 5.6. In general, we see that the data-driven estimates are far less dependent on
the critical b-tagging experimental systematic.
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Table 5.6: Summary of the systematic uncertainty on the SR top background estimate
due to the primary b-tag e ciency. The data-driven estimates produce improved uncer-
tainties.

Standard [% error] Data Driven [% error]

NEST,1j0b
Top +14.6/− 12.0 +1.7/− 1.8

ϵ1j0b/SR +3.1/− 2.8 +3.1/− 2.8
NEST,SR

Top +18.2/− 14.5 +4.9/− 4.6

5.6 Fit Method

We use a pro le likelihood approach as outlined in Section 4.9. For this analysis, the
likelihood function incorporates probability distributions for SRs, CRs, systematic un-
certainties and MC statistics. The SR is modelled using Poisson function f(Nib| . . . )
which is binned in nj as well as in the t variable itself (mT ). The CR is modelled using
the Poisson functions f(Nl|ΣkβkBkl) for CR l and background process k. The top CRs
are treated slightly di erently. The yield in CR1j1b-Top is used as the top quark pair
production normalisation factor.

f(NCR
TOP|βtopB

CR
top +Bother). (5.12)

We then de ne βtag to t for the b-tagging e ciency. While controlling for b-tagging
ine ciencies we must have an interplay between the SR top quark yields and the CRs.
This is because events can propogate between them when the b-tagging e ciency is
oated. The top background contribution is estimated by:

BEST
top = βBMC

top

= (1 + f1f2)BMC
top

= BMC
top + f1B

1j1b
top

= BMC
top + (1 − βtag)B1j1b

top ,

(5.13)

which is taken to be the top yield in the SR andWW CR Poisson functions. The CR2j1b-
Top probability distribution function is taken to be:

P (2j1b) = f(N1b
2j |βtopB

1b
top + βtop(1 − βtag)B2b

top +Bother), (5.14)

and the CR2j2b-Top probability distribution function is:

P (2j2b) = f(N2b
2j |βtopβtagB

2b
top +Bother). (5.15)

The systematic uncertainties are implemented using Gaussian functions g(ϑt|θt) for a
source of uncertainty t. The MC statistics are incorprated with Poisson functions f(ζk)
for k background processes.
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5.7 Results

The results are generated after the simultaneous statistical t and are inclusive of all
systematic and experimental sources of uncertainty. In the SR for nJ = 1 we have
βW W = 0.97 ± 0.17, βtop = 0.98 ± 0.08, βtag = 1.014 ± 0.021 and βZ/γ∗ = 0.90 ± 0.12.
The normalisation factors for each of the three SRs are summarised in Table 5.7. The
modelling for all CRs is acceptable, and is shown for all three of the CRs in Figure 5.9.

Table 5.7: Post- t Normalisation Factors which scale the corresponding estimate yields
in the SR.TheWW background in the VBF SR uses an MC normalisation method. These
normalisation factors incorporate both statistical and systematic uncertainties.

Fit NF ggF NJ = 0 ggF NJ = 1 VBF NJ ≥ 2
WW 1.06 ± 0.09 0.97 ± 0.17 −
Top 0.99 ± 0.17 0.98 ± 0.08 1.01 ± 0.01
b-tag − 1.01 ± 0.02 −
Z/γ∗ 0.84 ± 0.04 0.90 ± 0.12 0.93 ± 0.07

The total signal observed across all SRs is approximately 1000 events, and with the back-
ground and signal yields, we see agreement of both shape and yield with the expected
SM behaviour. The post- t SRs are shown in Table 5.8 and the Nj ≤ 1 combination
plot is shown in Figure 5.10, with the solid red representing the ggF mH = 125 GeV
H → WW ∗ signal model. The VBF signal model is also incorporated and is simultane-
ously t in conjunction with the ggF component.

Table 5.8: The yield breakdown for the di erent SRs in the H → WW analyses. Uncer-
tainties include both statistical and systematic sources [131].

Process NJ = 0 ggF NJ = 1 ggF NJ ≥ 2 VBF Inc BDT NJ ≥ 2 VBF BDT∈ (0.86, 1.0)
ggF 639 ± 110 285 ± 51 42 ± 16 6 ± 3
VBF 7 ± 1 31 ± 2 28 ± 16 16 ± 6
WW 3016 ± 203 1053 ± 206 400 ± 60 11 ± 2
VV 333 ± 38 208 ± 32 70 ± 12 3 ± 1
Top 588 ± 130 1397 ± 179 1270 ± 80 14 ± 2
Mis-ID 447 ± 77 234 ± 49 90 ± 30 6 ± 2
Z/γ∗ 27 ± 11 76 ± 24 280 ± 40 4 ± 1
Total 5067 ± 80 3296 ± 61 2170 ± 50 60 ± 10
Data 5089 3264 2164 60

The production cross-sections times branching ratios for σggF · BH→W W ∗ and σVBF ·
BH→W W ∗ are extracted simultaneously. The gluon–gluon fusion component is measured
to be:

σggF · BH→W W ∗ = 11.4+1.2
−1.1(stat.)+1.2

−1.1(theo. stat)+1.4
−1.3(exp syst.) pb

= 11.4+2.2
−2.1 pb.

(5.16)
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(c) Z+jets CR
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Figure 5.9: The CR and SRs for the NJ = 1 ggF selections. In (a) we have theWW CR.
In (b) we have the top CR, (c) corresponds to the Z+jets CR and (d) shows the NJ = 1
SR [131].

The vector boson fusion component is measured to be:

σVBF · BH→W W ∗ = 0.50+0.24
−0.22(stat.)+0.10

−0.10(theo. stat)+0.12
−0.13(exp syst.) pb

= 0.50+0.29
−0.28 pb.

(5.17)

The SM predictions are 10.4 ± 0.6 pb and 0.81 ± 0.02 pb for ggF and VBF [133] respec-
tively.

We simultaneously t the signal strength parameter µ for both ggF and VBF production,
with a decay of H → WW ∗. The measurement of the ggF signal strength:

µggF = 1.10+0.10
−0.09(stat.)+0.13

−0.11(theo syst.)+0.14
−0.13(exp syst.) (5.18)

= 1.10+0.21
−0.20. (5.19)
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Figure 5.10: The Njet ≤ 1 combined SR distribution for mT. We can see the necessity
of the gluon-gluon fusion Higgs background and glimpses of the vector boson fusion
components [131].

The VBF signal strength was measured to be:

µVBF = 0.62+0.29
−0.27(stat.)+0.12

−0.13(theo syst.)+0.15
−0.15(exp syst.) (5.20)

= 0.62+0.36
−0.35. (5.21)

The contributions to the errors of this signal strength measurement have a variety of
sources —- statistical, experiment, and theoretical, with di erent contributions to ggF
and VBF, respectively. We break these down in Table 5.9. For the measured ggF cross-
section, the MC statistics contributes 6% of the total error. The largest theoretical uncer-
tainty is from non-resonantWW production, which also comes in at 6%with the largest
experimental uncertainty being due to the modelling of pileup at 5%. We note that the
b-tagging uncertainty is only contributing 4% to the total cross-section uncertainty -
which is a big improvement given the huge dependency of this uncertainty using the
MC estimated b-tagging systematic. The total relative uncertainty is 18% and the VBF
cross-section measurement is dominated by data statistics, followed by MC statistics,
and then theoretical uncertainties, which are driven by uncertainty in the ggF signal for
Nj ≥ 2 signal selections. The total uncertainty in the VBF cross-section measurement
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is 57%.

Table 5.9: Breakdown of the main contributions to the total uncertainties on ∆σggF ·
BH→W W ∗ and ∆σVBF · BH→W W ∗ . The sources are grouped by origin. Correlations are
incorporated in the combination of systematic sources [131].

Source ∆σggF · BH→W W ∗[%] ∆σVBF · BH→W W ∗[%]

Data Statistics 10 46
CR Statistics 7 9
MC statistics 6 21
Theoretical uncertainties 10 19

ggF signal 5 13
VBF signal < 1 4
WW 6 12
Top 5 5

Experimental uncertainties 8 9
b-tagging 4 6
Modelling of pile-up 5 2
Jet 2 2
Lepton 3 < 1
Misidenti ed leptons 6 9

Luminosity 3 3
SYS.+STAT. 18 57

Both the ggF and VBF signal strength measurements are compatible with SM prediction,
with the observed ggF signi cance being 6.0σ and the VBF signi cance being 1.8σ [124].

5.8 Full Run-II Combined Results

The work outlined in the previous sections related speci cally to the measurement of
the inclusive Higgs boson production cross-section via the H → WW ∗ → eνµν decay
channel. Similar measurements of σggF,H and σVBF,H can be made while studying each
decay pathway available to the Higgs boson. In fact, this is exactly what was done
during the run-I analyses as outlined in Section 5.1. In the run-II follow-up we can
perform a similar combination of these measurements using all the individual analyses
as they currently stand[134]. The combined result combines the results of H → γγ

(including tt̄H , H → γγ), H → ZZ∗ → 4ℓ, V H, H → bb and H → µµ; using the data
from 2015–2017, with the results from, H → WW ∗ → eνµν, H → ττ , V BF H →
bb̄, tt̄H, H → bb̄, and tt̄H multilepton, H → invisible, and o -shell H → ZZ∗ →
4ℓ and H → ZZ∗ → 2ℓ2ν; using data from 2015–2016. The speci c analyses and
datasets are documented in Table 5.10. We summarise the ATLAS collaboration Higgs
measurements in Figure 5.11. We summarise the production cross-sections normalised
to SM values for Higgs boson production cross-sections from gluon–gluon fusion, vector
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Table 5.10: A summary of the nal states used in the combined Higgs measurement
[134].

Analysis Dataset Integrated luminosity [fb−1]

H → γγ (including tt̄H ,H → γγ) 2015–2017 79.8
H → ZZ∗ → 4ℓ (including tt̄H ,H → ZZ∗ → 4ℓ) 2015–2017 79.8
V H, H → bb 2015–2017 79.8
H → µµ 2015–2017 79.8
H → WW ∗ → eνµν 2015–2016 36.1
H → ττ 2015–2016 36.1
VBF H → bb̄ 2015–2016 24.5-30.6
tt̄H, H → bb̄ and tt̄H multilepton 2015–2016 36.1
H → invisible 2015–2016 36.1
o -shell H → ZZ∗ → 4ℓ and H → ZZ∗ → 2ℓ2ν 2015–2016 36.1

boson fusion, W Higgstrahlung, Z Higgstralung, and tt̄ fusion and top Higgstrahlung.
The normalised production cross-section for gluon–gluon fusion is σggF/σ

SM
ggF = 1.04 ±

0.09, the production cross-section for vector boson fusion σVBF/σ
SM
VBF = 1.21+0.24

−0.22 we
then have W Higgstrahlung σW H/σ

SM
W H = 1.30+0.40

−0.38, Z Higgstrahlung σZH/σ
SM
ZH =

1.05+0.31
−0.29. tt̄ fusion and top Higgstrahlung σtt̄H+tH/σ

SM
tt̄H+tH = 1.21+0.26

−0.24.

In Figure 5.12, we can look at the correlations between σggF and σVBF for H → γγ,
H → ZZ , H → WW , H → ττ individually, as well as the combined measurement.
The SM prediction agrees within the 95% CLs interval of the combined measurement.



144 Measurement of the Higgs Boson Production Cross-sections

Cross section normalized to SM value

0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6

Total Stat. Syst. SM

 

ATLAS
-1= 13 TeV, 24.5 - 79.8 fbs

| < 2.5
H

y= 125.09 GeV, |Hm

= 76%
SM

p
Total Stat. Syst.

ggF  1.04 0.09± ( 0.07± , 0.06−

0.07+
)

VBF  1.21 0.22−

0.24+
( 0.17−

0.18+
, 0.13−

0.16+
)

WH 1.30 0.38−

0.40+
( 0.27−

0.28+
, 0.27−

0.29+
)

ZH 1.05 0.29−

0.31+
( 0.24± , 0.17−

0.19+
)

tH+Htt 1.21 0.24−

0.26+
( 0.17± , 0.18−

0.20+
)

Figure 5.11: The cross-section normalised to SM value for di erent Higgs production
pathways. These measurements come from a variety of datasets, detailed in [134]. The
SM cross-section is shown in red. Detailed for each measurement is the statistical un-
certainty, the systematic uncertainty and the total uncertainty. This allows us to deter-
mine if a measurement is statistics or systematics limited, and therefore which the most
e ective pathways for analysis development are. All cross-section measurements are
consistent with the SM.
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Figure 5.12: The summary of ggF and VBF Higgs production cross-sections as measured
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a solid line, and the 95% CL, for the combined measurement is shown in a dotted line.
The best t for each measurement is shown with a cross. The combined measurement is
shown in black, with the SM expectation being shown in magenta. The SM expectation
is consistent with the combined 68% CL contour [134].
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In this chapter, we describe our development and implementation of a fast simulation
method for the ATLAS Fast Tracker project. e goal of this fast simulation project was
to mitigate the CPU-intensive requirements of the full simulation of the Fast Tracker. First,
we provide a general overview of the hardware of the Fast Tracker, then we provide an
overview of the full simulation. Finally, we detail our methodology of parameterising the
track parameter uncertainties. We call our methodology Fast Tracker fast simulation —
FTKFastSim.

6.1 e Fast Tra er

The Fast Tracker (FTK) is a hardware-based solution to high multiplicity tracking di -
culties. We provide a schematic of the FTK in Figure 6.1. The FTK takes in as input all
pixel detector and SCT data and the outputs of the FTK is tracks. The FTK is located
between the ATLAS readout drivers (RODs) and the readout system (ROS) and provides
tracking information to the HLT for trigger decisions. In order for the FTK to operate

Figure 6.1: FTK trigger system overview [39].

in the high-speed environment provided by the LHC, we rely on ve primary principles;
parallelisation, reduction, elimination, simpli cation, and hardware. The rst principle

147
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is parallelising the problem; we do this by segmenting the pixel and SCT into η−ϕ space
(sounds destructive!) and then separating this space into 64 bins; we refer to these bins
as towers. We show the tower con gurations in Figure 6.2. Seperating the detector into
64 bins allows us to parallelise the tting procedure over multiple copies of identical
hardware. The 64 towers have a degree of overlap while parallelising in order for ease
of data access. In Figure 6.2, the red and blue rectangles highlight this data overlap

0 1 2 3 4 5 6 7 8 91110 12 13 14 15

2726 28 29 30 31 1716 18 19 20 21 22 23 24 25
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Figure 6.2: FTK tower map.

The second principle is reduction in the data volume. In order to operate under current
run conditions, the amount of data passing through the FTK system must be reduced. In
order to do this, we convert hits and clusters into coarse resolution regions known as
superstrips. A schematic of the coarse resolution regions of space is shown in Figure 6.3.
The individual rectangles are the coarse resolution superstrips, and the gold highlighted
regions are areas which have measured a hit above some threshold.

The third principle is elimination of costly loops. The track nding algorithms are in-
herently computationally expensive, which requires many loops. In order to remove
this constraint, the FTK precalculates superstrip con gurations known as pattern banks;
these patterns are then stored, where we can compare hit con gurations later, uponmea-
surement. We show a schematic of di erent pattern examples in Figure 6.4. The fourth
principle is simpli cation of algorithms. Once we have the pattern bank match, we look
at the higher resolution hits, where we now wish to t for a track solution. The FTK
uses a linearised t method in conjunction with FPGAs in order to reduced the required
time of this track tting step. The tracking when done in this way can be completed in
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Silicon 
Layers

Figure 6.3: FTK superstrips and patterns.

5 picoseconds. The FTK achieves this lightening speed by calculating the phase-space
of possible tracks (by minimising the χ2), then using a linear approximation to calcu-
late the tracks, where the linear approximation is dependent on the hit con guration.
The FPGAs then multiply the hit coordinates extracted from the linear approximation
by pre-calculated constants to get a χ2. This χ2 is calculated in the following way:

χi =
Nc∑
j=1

Sijxj + hi; i = 1, . . . , Nχ. (6.1)

where The fth and nal principle is hardware.

6.2 FTK Hardware Overview

The FTK has the design goal of global tracking at a Level-1 trigger rate of 100 kHz and
an instantaneous luminosity of 3 × 1034 cm−2s−1. The hardware functional schematic
for the FTK is shown in Figure 6.5. The pixel and SCT data are transmitted from the Read
Out Drivers (ROD) at 100 kHz and received by the Data Formatters (DF).The information
parsed is clusters of pixel and SCT hits, where the clusters are de ned as side-by-side
or diagonally joined pixel or SCT hits. The DFs reorganise clusters into 64 η − ϕ space
towers as illustrated in Figure 6.2.

We further split these towers into 16 ϕ bins and 4 η bins. Creating these zones in the
η − ϕ space is problematic due to clusters overlapping with the tower boundaries; the
solution to this is to allow overlap between these regions, as illustrated in Figure 6.2.
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Figure 6.4: FTK patterns. Gold are all superstrips which have a hit in them. Blue are the
superstrips which correspond to track solutions.

The overlap present in the ϕ boundaries is su cient to cover the multiple scattering and
track curvature uncertainties, and the resolution in η is su cient to cover the beam’s
luminous region in the z-direction. The η − ϕ space clusters extend to a maximum of
four pixels in the ϕ direction and ve pixels in the z or r directions — depending on
whether the cluster is in the endcap or barrel. Once the clusters have been organised
into η − ϕ bins, each DF transmits 8 η − ϕ towers to the core crates, which contain the
pattern recognition and track tting hardware.

The Data Organiser (DO) then receives the clusters, where we convert from full resolu-
tion hits to coarse resolution superstrips. The superstrips are the core unit of our pattern
recognition. The patterns are determined in advance using full ATLAS simulation with a
single muon source and correspond to the possible superstrip combinations across eight
silicon layers: the IBL, two outermost pixel layers, four axial and one stereo SCT layers.
These pre-generated patterns are stored on Associative Memory (AM) boards and have
unique identi ers known as a “road ID”. The AM boards are massively parallel systems
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Figure 6.5: FTK hardware overview [39].

where each pattern has access to each hit nearly simultaneously; this allows the entire
pattern matching process to be complete soon after the nal hit enters the core crate,
see Figure 6.5. Once we have a pattern match, the AM board communicates with the
DO board requesting a pattern’s full resolution information. The design of the DO then
allows rapid access to this information.

Once a cluster of hits has an associated pattern, the Track Fitter (TF) receives a road
ID from the DO. The TF then performs a linearised track tting calculation to provide
the track parameters. The TF can perform approximately 109 track ts per second. The
Hit Warrior (HW) removes the duplicate tracks with prede ned χ2 criteria. The Second
Stage Boards (SSB) extrapolate the 8-layer track to the 12 silicon layers present in the
inner detector. The output of the SSB are tracks with their constituent hits, the χ2, the
helical track parameters, and the track quality. The SSB output tracks enter an FTK-to-
Level2 Interface Crate (FLIC) which provides tracks to the HLT system.

6.3 FTK Full Simulation

The FTK full simulation, referred to herein as FTKFullSim, is implemented to emulate
the logical functions of each FTK hardware component. FTKFullSim takes MC truth
level track information and performs a full simulation of the FTK hardware system. The
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output of the FTK simulation is trigger selection emulation. TheDF board is simulated by
dividing its function into two parts, the rst being hardware clustering and the second
being the transferring of hits to the relevant η − ϕ tower. The AM boards provide a
massively parallel hardware system which can process each hit through approximately
1 billion patterns every 10 ns, and in order to store these patterns in the simulation, we
require 35 GB of storage. This represents a massive hurdle to FTK simulation, as modern
CPU architecture cannot simulate this functionality.

In order to approach this problem, we split the AM boards into two logical steps — road
nding and track tting. The road nding simulates the AM pattern-matching capabili-

ties, including the retrieval of the superstrip address for each hit. The emulation of the
TF completes after a block of events has been fully emulated. Di erences between sim-
ulation and hardware have been studied and are negligible. In FTKFullSim the TF and
SSB are both emulated together, with both 8-layer and 12-layer tracks being calculated
simultaneously. The four excluded layers in the 8-layer t by extrapolating from the 8-
layer t using a linear calculation. The t coe cients required for simulation of the track
tting require 2 GB of storage space, and a GPU based approach runs approximately 1

million times slower than the FPGA hardware implementation. Unlike the hardware,
the simulation can easily modify which of the 12 silicon layers can be used for pattern
matching, which gives us the capability to perform optimisation studies.

A serious drawback of including the FTKFullSim into the ATLAS MC simulation is the
signi cant increase of CPU usage, typically between 15-30%, bringing ATLAS simulation
execution time to 300 s/event with the AM simulation taking approximately two-thirds
of this time. Given track nding time is a function of track multiplicity, and scales with
LHC luminosity, the track nding simulation time will only increase with future data-
taking runs. The inevitable increase in track nding times necessitates the development
of an alternative method to FTKFullSim, which is both faster and more memory e cient.
Our solution to this problem is to develop a fast simulation approach, which emulates
the track parameter resolutions of FTKFullSim via the use of a resolution lookup table.

6.4 FTK Fast Simulation

This section documents our work into parameterising the FTKFullSim track parameter
uncertainties into a fast lookup table approach known as FTKFastSim. Our fast simula-
tion approach begins by taking anATLASMC simulationwhich generates truth tracks as
well as corresponding FTKFullSim tracks. In this simulation sample, there exists no one-
to-one correspondence between truth tracks and FTKFullSim tracks due to the nature
of the FTKFullSim pattern matching process. The FTKFastSim simply emulates track pa-
rameter resolutions, which are in the form of a lookup table for a given tracks properties.
A general comparison between the FTKFullSim and FTKFastSim processes is shown in
Figure 6.6.
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Figure 6.6: Schematic of FTKFullSim versus FTKFastSim, with Gaussian smearing occur-
ing between.

6.4.1 Tra Parameter Resolution

In the ATLAS detector the measurement of the impact parameter is primarily driven by
the position resolution of the hits used to reconstruct a given track. In fact, the impact
parameter resolutions are almost entirely driven by the rst two measurement planes
and can be approximated by [135]:

σ = r1σ2 ⊕ r2σ1

r2 − r1
⊕ k1r1

pT

, (6.2)

here the ⊕ notation means add in quadrature. The position resolutions of the rst and
second measurement layers at r1 and r2 are σ1 and σ2. The second term k1r1/pT is a term
which encodes the RMS of the multiple scattering angle from the rst plane onward.

For our purposes of creating FTKFastSim we can take Equation 6.2 and write it in the
form:

σ = A(|η|, pT ) ⊕ B(|η|, pT )
pT

, (6.3)

here A(|η|) parameterises the intrinsic error of the track parameter and B(|η|, pT ) ac-
counts for errors associated with multiple scattering e ects. We include the momentum
dependence purely for generalising, though for all track parameters except the curva-
ture, the constant B is purely a function of |η| and has no momentum dependence. If
we assume no correlation between the di erent sources of error we get the functional
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form:

σ(|η|, pT ) =

√√√√A(|η|, pT )2 +
(
B(|η|, pT )

pT

)2

. (6.4)

On a track by track basis this resolution function cannot be directly calculated as the
matrices A(|η|, pT ) and B(|η|, pT ) cannot be known. In order to tackle this problem we
instead calculate the resolution function directly by taking track ensembles with similar
kinematic properties. The rst binning we choose is in |η| where we choose to break the
range into ve bins. This gives us:

σi(pT ) =

√√√√A2
i (pT ) +

(
Bi(pT )
pT

)2

. (6.5)

The second binning we choose is in the curvature of the tracks 1/2pT , where we break
the range into 26 bins. This gives us:

σij =

√√√√A2
i +

(
Bij

pj
T

)2

. (6.6)

The third binning we perform is in terms of whether a track has an IBL hit or not. The
reason for this is driven by the IBL being the rst possible plane of measurement, which
largely determines the track parameter resolutions, as stated in Equation 6.2. In total
this leaves us with 260 bins, broken down like so,

{ηi ∈ (1, 5)} × {1/2pT ∈ (1, 26)} × {IBL ∈ (0, 1)}. (6.7)

The FTKFastSim approach is visually shown in Figure 6.7, where each function corre-
sponds to a speci c pseudorapidity bin, and the resolutions are functions of the curva-
ture.

6.4.2 Residuals and Gaussian Fits

For a given track with |η|, 1/2pT , and an IBL bit, we can calculate the resolution σij for
all |η| and 1/2pT bin combinations.

Our goal is to determine the resolution functions σ(|η|, 1/2pT ) for the FTKFullSim, so
that we can use them to parameterise the resolution and create an FTKFastSim. To
determine these functional forms, we must rst bin the MC truth events in terms of |η|.
In order to determine the functional form we must calculate a resolution for tracks at
each value of curvature involved, to do this we bin in 1/2pT .

We de ne two sets of tracks, the rst being the truth level tracks, which provide us with
exact knowledge of a particle’s behaviour. The second set of tracks are reconstructed
tracks from FTKFullSim. In order to get the FTKFullSim tracks, we pass the truth level
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Figure 6.7: A schematic showing the FTKFastSim for a given track parameter resolution
(σ) and IBL hit. We have three principal axes, the rst being k, which here is the curva-
ture of a given track. k is split into 26 di erent bins. The next axis is |η|, which is split
into 5 separate bins. The third is the track parameter resolution σ. Equation 6.2 showed
us we can write an error parameterisation in terms of a square root function for a xed
η, and varying k. The two functional forms correspond to di erent η binnings.

tracks through the FTKFullSim, producing a truth track–FTKFullSim track pair. Once
we have the two populations of tracks, we can then compare them to one another to
determine the resolution functions.

For each truth track and full simulation track pair and each track parameter P we calcu-
late the following,

∆P = PFull − PTruth. (6.8)

We then take this value and ll a histogram corresponding to the |η| and 1/2pT of the
given truth track. Calculating this ensemble gives us the distribution in Figure 6.8. Once
we have the residual distribution ∆P we t a Gaussian to the distribution over the full
range. The output of the Gaussian t is a constant,N , a mean, µ, and a standard deviation
of σ.

6.4.3 Tra Resolution Parameterisation

For a xed |η| we calculate σηj and then plot these together which gives us a proxy for
ση(1/2pT ). Figure 6.8 shows the distribution for tracks with η ∈ (0, 0.5) and an IBL hit
for track parameter d0. We then t these points ση(1/2pT )(∆P ) with the square root
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Figure 6.8: TheGaussian distribution for impact parameter d0 with an IBL hit, η ∈ (0, 0.5)
and 1/2pT ∈ (X1, X2)

function:

ση(1/2pT ) =
√
A+ B

pT

. (6.9)

The output of the t is constantsA andB for a speci c |η| and IBL bit is shown in Figure
6.9

We generate a square root t for each combination of η and IBL hits, and create a lookup
table ofA andB constants. This lookup table corresponds to the core implementation of
the FTKFastSim. For a given measured track, we take its pseudorapidity η, and whether
it has an IBL hit, and we reference the lookup table to retrieve Aij and Bij . The con-
stants Aij and Bij give us the parameterisation of the resolution as a function of the
track’s curvature. This allows us to de ne a Gaussian with width equal to the resolution
from our parameterisation. In order to determine the uncertainty of a given track pa-
rameter, it is then simply a matter of randomly sampling from the extracted Gaussian.
Mathematically the fast simulation process is given by:

PFast(|η|, 1/2pT ) = PTruth + GP (1, 0, σ(|η|, 1/2pT )). (6.10)
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Figure 6.9: An example of a square root t for the track parameter d0 with a track having
an IBL hit and |η| < 0.5. The individual black points correspond to resolution of the
Gaussian distribution of all tracks which have an IBL hit in |η| < 0.5 as shown in Figure
6.8

6.4.4 Double Gaussian Case

It was found that di erent |η|, curvature and IBL hit combinations resulted in non-
negligible tail fractions in the resolution distributions. The origin of these tail fractions
was never explicitly determined, but we could include their presence in the resolution
parameterisations. It was decided that we could parameterise these non-negligible tails
with a second Gaussian contribution. The functional form of the Gaussian t would
therefore be modi ed, and go like:

DG = G(N1, µ1, σ1) +G(N2, µ2, σ2). (6.11)

The variance of a double Gaussian mixture is well understood and given by:

σ2
DG = pAσ

2
A + pBσ

2
B +

[
pAµ

2
A + pBµ

2
B − (pAµA + pBµB)2

]
. (6.12)

Now, the goal of the track resolution parameterisation is to get a functional form of
ση(1/2pT ), which means all the terms which enter into the track resolution must have
some known dependence on the curvature. Fortunately for us σA, σB and their asso-
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ciated weights do have this property, but µA and µB do not have this property. It was
decided to apply the constraint ofµA = 0 and µB = 0, and this assumptionwas validated
against truth MC. Making this assumption simpli es our track resolution parameterisa-
tion to:

σ2
DG = pAσ

2
A + pBσ

2
B. (6.13)

In order tomake this parameterisation feasible wewere required to x the relative height
of the tail Gaussian to the core Gaussian to approximately 11% - this choice was moti-
vated by the vast majority of Gaussians naturally falling into this range, and for the
stability of ts. By making this relative height assumption, we can normalise our track
resolution parameterisation which gives us the value of the pA and pB .

When implementing the double Gaussian approach, we require two square root param-
eterisations. The rst being the core Gaussian behaviour and the second being the tail
Gaussian behaviour. All the other remaining steps are identical to the single Gaussian
approach. The nal form of the track parameter resolution smearing is given by:

PFast = PTruth + DGP (1, 0, σcore, 0.11, 0, σtail), (6.14)

where the FTKFastSim track parameter resolution,PFast, is calculated by taking the truth-
level valuePTruth, and smearing it by randomly sampling from the tted double Gaussian,
DGP (1, 0, σcore, 0.11, 0, σtail).

6.5 Validation of FTK Fast Simulation

In order to validate FTKFastSim we compare the track resolution for each of the track
parameters against FTKFullSim. In order to do this we take all tracks in the FTKFullSim
sample, and we calculate the deviation from MC truth. The deviation is given by ∆PFull
and is given by:

∆PFull = PFull − PTruth (6.15)

The distribution of ∆PFull gives us the resolution. In order to compare to FTKFastSim
we compare the MC truth to a random sampling from the tted double Gaussian which
parameterises the resolution. This de nes ∆PFast and is given by:

∆PFast = TPTruth +DG(1, 0, σcore, 0.11, 0, σtail). (6.16)

The distributions of both simulation approaches are then directly compared for muon
and pion samples separately.

The rst track parameter we compare is d0 which is shown in Figure 6.10. In Figure 6.10a,
we have the muons and in Figure 6.10b we have the pion sample. For both distributions,
we have ∆P on the x-axis and number of tracks on the y axis. In the case of muons,
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we can see good agreement for the core distribution; however, we see that FTKFastSim
has a smaller resolution. In the case of pions, we see that FTKFullSim tends toward a
positive bias of∆P, which corresponds to FTKFullSim overestimating the d0. This e ect
is not captured in FTKFastSim - which creates a bump feature around zero, this e ect
excluded; we see similar resolutions.
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Figure 6.10: d0 FTKFullSim vs FTKFastSim comparison for (a) muons and (b) pions

The second track parameter to compare is z0, which is shown in Figure 6.11. In the case
of muons, we see good agreement across the board in both the core and tail regions, for
pions; however, we see good agreement in the core region, but FTKFastSim produces
smaller resolutions when compared with FTKFullSim.

Next is η as shown in Figure 6.12 which produces good agreement with muons, however
for pions we see large deviations in the tails, where FTKFullSim has a smaller resolution
compared to FTKFastSim. Next is ϕ as shown in Figure 6.13 which produces good agree-
ment for muons and good agreement for pions in the core region, with disagreements
in the tail regions for pions. This distribution indicates that FTKFullSim has larger devi-
ations compared to truth than predicted. Finally, we have curvature, as shown in Figure
6.14 which has good agreement for muons and a distribution with disagreement in the
tails for pions.

Overall we have shown that we can implement an FTK fast simulation approach which
produces comparable track parameter resolutions, while taking a fraction of the time
to simulate. The goals of this project were met, and this work will continue to play an
important role in future hardware-based track- nding systems.
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Figure 6.11: z0 FTKFullSim vs FTKFastSim comparison for (a) muons and (b) pions
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Figure 6.12: η FTKFullSim vs FTKFastSim comparison for (a) muons and (b) pions
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Figure 6.13: ϕ FTKFullSim vs FTKFastSim comparison for (a) muons and (b) pions

1

10

210

310

410

510

610

710

T
ra

c
k
s

FTK Full Simulation

FTK Fast Simulation

Sample: Muons

0.1− 0.05− 0 0.05 0.1

3−10×

∆Q/2pT [GeV]
−1

0

0.5

1

1.5

2

F
a

s
t/

F
u

ll

(a) Muon validation

1

10

210

310

410

510

610

710

T
ra

c
k
s

FTK Full Simulation

FTK Fast Simulation

Sample: Pions

0.1− 0.05− 0 0.05 0.1

3−10×

∆Q/2pT [GeV]
−1

0

0.5

1

1.5

2

F
a

s
t/

F
u

ll

(b) Pion validation

Figure 6.14: 1/2pT FTKFullSim vs FTKFastSim comparison for (a) muons and (b) pions
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In this chapter, we focus on the phase-II upgrade work for the Inner Tracker Strips detector
(ITk strips). In the current ATLAS detector, we have a strips detector in the SCT, a core dif-
ference between the SCT and ITk is the inversion of the silicon doping and module geometry
designs. e studies in this chapter summarise the SCT digitisation methods, and answer
the question on whether the ITk can utilise the SCT digitisation so ware.

7.1 Phase-II Upgrade Overview

The ATLAS inner detector was designed for 10 years of operation. The operating condi-
tions were forecasted for an instantaneous luminosity ofL = 1.0×1034 cm−2s−1 with a
centre-of-mass energy of 14 TeV, 25 ns between bunch crossings and an average pileup
of 23 proton–proton interactions per bunch crossing.

As early as 2016, the LHC exceeded some of these design parameters. The peak instan-
taneous luminosity in 2018 reached 2.1 × 1034 cm−2s−1; the centre-of-mass energy re-
mained at 13 TeV, the time between bunch crossings was 25 ns, and the average pileup
per bunch crossing peaked in 2017 at 37.8, before being reduced to 36.1 in 2018.

The HL-LHC is planned to operate at a centre-of-mass energy of 14 TeV with an average
luminosity ofL = 5×1034 cm−2s−1 and an ultimate extension toL = 7.5×1034 cm−2s−1.
This corresponds to an average inelastic proton–proton collisions of ⟨µ⟩ = 140 per beam
crossing, with an ultimate design goal of ⟨µ⟩ = 200. Over the course of 10 years, the
HL-LHC is expected to provide the ATLAS experiment with a 3000 fb−1 proton–proton
collision dataset.

The current ATLAS inner detector has several hurdles which will be prohibitive for its
continued use through to the HL-LHC. The ATLAS inner detector silicon system can
tolerate a radiation uence equivalent to an integrated luminosity of 300 fb−1, which is
consistent with an end-of-lifetime in 2023; beyond this level the intrinsic hit e ciencies
drop below the limits required for e cient pattern recognition [136][137].

The pixel detector and SCT are able to accommodate an average number of proton–
proton collisions per bunch crossing of 50, which comes in conjunction with a peak
instantaneous luminosity of 2 × 1034 cm−2s−1. For an average pileup of 70 at an L1 rate
of 100 kHz much of the innermost strips barrel can not be read out due to bandwidth
saturation. In a HL-LHC scenario, the occupancy of the SCT and TRT would approach
100%, and this would diminish our track- nding e ciencies. These track nding ine -
ciencies will signi cantly a ect the physics reach of the HL-LHC.The nal point, which
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is prohibitive for the continued use of the current inner detector for HL-LHC conditions
is the track trigger. As it stands, the current inner detector does not provide any tracking
information to the Level-1 trigger. In the HL-LHC conditions, wewill require a dedicated
hardware tracking solution. Given the designed speci cations and the end-of-lifetime
approaching, the Inner Tracker (ITk) is in the process of being designed and built.

The ITk detector has been designed to accommodate the HL-LHC operating conditions.
To summarise, ⟨µ⟩ = 200, L = 7.5 × 1034 cm−2s−1 and a total proton–proton dataset
L = 3000 fb−1 The layouts have evolved over time and have been modeled in Geant4
[138].

Figure 7.1: The ITk design layout [136].

We show the current layout of a single ITk quadrant in Figure 7.1. The horizontal axis is
the longitudinal coordinate of the detector, ranging from 0 to 2800 mm. The vertical axis
is the radius r of the layer, which ranges from 0 to 1000 mm. We show the detector dis-
tribution for the ITk pixels detector in red and the ITk strips detector in blue. Important
η ranges of 1.0, 2.0, 3.0 and 4.0 are overlaid to show the number of layers a track with a
given η will pass through. A key design principle is maximising the tracking capability
up to η = 4.0. In the barrel region of both the pixel and strips sub detectors the various
sensors are arranged cylindrically around the beampipe. There are ve pixel layers and 4
strips layers. The endcap regions are aligned radially, with the strips detector having six
disks and the pixel detector having a much larger number, of approximately 28 layers,
depending on your choice of η. We show a visualisation of the ITk in Figure 7.2. The
ITk strips detector is a system which covers 2.7 units of absolute pseudorapidity, with
the barrel region extending to 1400 mm from the nominal interaction point. The endcap
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Figure 7.2: An ITk visualisation [136].

system further extends from 1512 mm to 3000 mm.The ITk strips barrel contains four
layers, with each layer consisting of paired modules. The endcap consists of 6 identical
layers. The base unit for the detector is the ITk strips module. In Figure 7.3 we show the
short strips design. The strips sensor has dimensions 97 mm × 97 mm and is attached
to the module at the base. Located above the sensor is the front-end hardware, which is
responsible for sensor readout and support services. For our digitisation work, we only
focus on the sensor. We show a schematic for a strips-based sensor technology in Figure
5 ITk Silicon Strip Detector Outline

Figure 5.3: Exploded view of a short-strip barrel module with all relevant components. Long-strip
modules and end-cap modules feature the same component groups.

barrel, two strip lengths are used: long strips are suitable in the lower occupancy region at
larger radii (layers L2 and L3), whereas further subdivision with shorter strips is required
at lower radii (layers L0 and L1). Therefore two different module types are required for
the barrel section: the so-called short-strip and long-strip barrel modules where "short" and
"long" refers to the strip length.

The short-strip barrel modules contain two hybrids, each with ten ABCStar read-out ASICs
and long-strip modules contain one hybrid with ten ABCStar. Each petal has nine mod-
ules on each side organised in six subsegments referred to as rings (R0-R5) (see Figure 5.2);
e.g. all R0 sensors of 32 petals in one disk will represent a ring around the beam axis in
the Rf plane. The three inner rings (R0-R2) at the lowest radii from the beam axis have
one module each with one or two hybrids, while the outer three rings (R3-R5) have two
modules butted side-by-side, each with one hybrid spanning over the two neighbouring
modules. Covering such a complex geometry over a large area requires six different sensor
geometries and thirteen individual hybrids. The details of the modules for the barrel and
the end-caps are described in the three following chapters: in Chapter 6 the various active
components to form a silicon strip module including the silicon strip sensor and the ASICs
are described. The layout of the hybrids and the power boards required for the modules
and the production steps to build modules including the planned quality assurance meas-
ures are summarised in Chapter 7. The results of electrical characterisations and test beam
studies of prototype modules are shown in Chapter 8.

As the final prototype chips ABCStar and HCCStar were not available at the prototype

94

Figure 7.3: A schematic for the ITk barrel modules [136].

7.4. The ITk strips detector utilises a strips sensor con guration which relies on a p-type
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oat-zone silicon bulk region with thickness 300 − 320 µm. We dope the silicon bulk
with n-type silicon strips, which are covered by a SiO2 dielectric layer. The n-type strips
are conductively coupled to the readout strips, which are located above the dielectric
layer. We refer to the distance between the centre of two strips as the strip pitch. In
the case of the ITk barrel modules, the strip pitch is 75.5 µm; for endcaps the situation
is more complex, as there are di erent types of endcap modules, with non-parallel strip
con gurations. The backplane of the strips sensor is called the High Voltage plane (HV).
During operation, there are two key voltages in play across the detector. The rst is the
depletion voltage. The second is the bias voltage which can be put in place to counteract
radiation damage e ects. We show diagrams of these two types of voltages in Figure 7.5

High Voltage Plane

300-320 μmp-type float-zone 
silicon bulk

75.5 μm

n-type n-type

Readout Strips
Strip Pitch

Dielectric Layer

Figure 7.4: A schematic for the ITk sensor geometry [136].

strip

Depletion voltage

strip

Reverse
Bias Voltage_

+

HV plane HV plane

Figure 7.5: A schematic for the sensor depletion voltage and bias voltage.

The barrel module parameters are summarised in Table 7.1. The rst column numbers
each barrel layer. The second is the radius of the given barrel layer, these are 405 mm, 562
mm, 762 mm and 1000 mm. The third column states how many channels are present in
each module, with the rst being 28 × 1280 and the last layer being 72 × 1280 channels.
The strip pitch for the barrels is uniform. There are two strip lengths for the barrel
systems: the short and the long. The rst two layers of the ITk strips barrel utilise short
strips with a typical strip length of 24.1 mm and the second two layers use long strips
with a typical length of 48.2 mm. The nal column in this table is the tilt angle, measured
in degrees, where the rst layer is 11.5◦, the second is 11.0◦, and the nal layers are 10.0◦.

The endcap module parameters are more complex than the barrel modules, with their
details summarised in Table 7.2. The rst column is Ring/Row, which speci es the endcap
ring and also rows from the beampipe. The second column is the inner radius of the
endcap layer; starting from 384.5 mm and extending to 907.6 mm for the nal Ring
and Row pair. The strip length is a more complicated situation than the barrel case,
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which only had two types. For the endcap case strip length varies between 19.0 mm
and extends to 60.2 mm. The strip pitch is also a more complex variable where, unlike
the barrel, the strips do not run parallel. In the endcap case, we quote the average strip
pitch for a given layer, ranging from 69.9 mm to 80.7 mm. We wish to simulate the

Table 7.1: ITk strips detector barrel layout parameters [136].

Layer Radius Channels Strip Strip Length Tilt Angle
[mm] in ϕ Pitch [µm] [mm] [◦]

0 405 28 × 1280 75.5 24.1 11.5
1 562 40 × 1280 75.5 24.1 11.0
2 762 56 × 1280 75.5 48.2 10.0
3 1000 72 × 1280 75.5 48.2 10.0

Table 7.2: Layout parameters for the ITk strips detector endcaps [136].

Ring/Row Inner Radius Strip Length Strip Pitch
[mm] [mm] [µm]

Ring 0 Row 0 384.5 19 75.0
Ring 0 Row 1 403.5 24 79.2
Ring 0 Row 2 427.5 29 74.9
Ring 0 Row 3 456.4 32 80.2

Ring 1 Row 0 489.8 18.1 69.9
Ring 1 Row 1 507.9 27.1 72.9
Ring 1 Row 2 535 24.1 75.6
Ring 1 Row 3 559.1 15.1 78.6

Ring 2 Row 0 575.6 30.8 75.7
Ring 2 Row 1 606.4 30.8 79.8

Ring 3 Row 0 638.6 32.2 71.1
Ring 3 Row 1 670.8 26.2 74.3
Ring 3 Row 2 697.1 26.2 77.5
Ring 3 Row 3 723.3 32.2 80.7

Ring 2 Row 0 756.9 54.6 75.0
Ring 2 Row 1 811.5 54.6 80.3

Ring 2 Row 0 867.5 40.2 76.2
Ring 2 Row 1 907.6 60.2 80.5

e ect of an incident charged particle on the modules of the ITk as laid out in this section.
The digitization must be fast and accurate, given its role in trigger decisions. Given the
SCT used a similar technology to the ITk strips system, our goal was to learn the SCT
digitization techniques which were implemented in the early 2000s, and to determine if
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these techniques could be transferred to the ITk sub-systems. The goal of this project is
to advise follow up teams on their digitization approaches.

7.2 e Induced Charge Model

We now wish to take the geometry of the ITk strips detector and simulate the e ect
of ionising radiation. In doing this, we explain the digitisation process which sensors
undergo in order to generate a hit in the detector. The rst method we explore is the In-
duced Charge Model (ICM), and the second is a simpli ed digitisation model. In the way
of contrast, the ICM can be refered to as the detailed model. The ordering of these sec-
tions is to explain the dynamics rst and then simplify later. The actual implementation
was inverse to this, as the ICM was developed after the simpli ed model.

The ICM provides a detailed simulation and digitisation model for the charge carriers
in a given sensor design. The ICM incorporates the e ects of both the majority and the
minority charge carrier drift as well as carrier di usion throughout the silicon bulk, and
also allows for a varying electric eld throughout the sensor.

The ICM is a ballistic model which calculates the drift velocity of a carrier every 0.1ns
via,

v⃗d = µdE⃗(x, y), (7.1)

where µe/h
d is the carrier drift mobility and the sensor electric eld is given by E⃗(x, y).

The drift mobility in the simpli ed model is given as a single nominal value, but in the
ICM we parameterise the mobility via:

µd = vs/Ec

(1 + (E/Ec)β)1/β
, (7.2)

where s is the drift velocity,EC is a critical electric eld of the material. β is a saturation
factor. There are di erent µd for electrons and holes.

The e ects of di usion are incorporated by parameterising the di usion with a Gaussian
distribution with standard deviation,

σ =
√

2Dδt, (7.3)

where the di usion constant D is given by:

D = kBTµd/e. (7.4)

In the presence of a magnetic eld B⃗, the trajectory of a carrier is rotated by the Lorentz
angle θL which is a function of position within the sensor, the magnitude of the magnetic
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eld, temperature, and carrier mobilities. The Lorentz angle is given by:

tan θL = µH |B⃗| = rµd|B⃗|, (7.5)

where µH is the Hall mobility of a carrier and r is known as the Hall factor. The move-
ment of charge through the bulk induces a current on the strips. The current is present
until the charge carriers carriers recombine at the electrode they are propagating toward.
Using Ramo’s theorem [139, 140], we can calculate the induced charge over time, rst
by calculating the current:

i = qvE⃗v, (7.6)

where v is the instantaneous velocity of the charge carrier and Ev is the weighting (or
Ramo) eld. It is not the electric eld. The Ramo potential is the potential associated
with the electric eld Ev.

In practice, the Ramo potential is calculated by setting the potential of the strip in ques-
tion to 1 V and setting all other conductive surfaces to 0 V. The Ramo potential shows
us where the current on a conductor is generated, from the presence of a charge carrier’s
motion. To calculate the drift eld, we rst set the HV plane to 500 V and the strips to
zero. The drift eld provides the drift directions of the charge carriers throughout the
silicon bulk, minus the perturbations due to magnetic eld presence.

In Figure 7.6, we show the Ramo potential for an SCT strips sensor. We calculate the
potential with a bias voltage of 150 V, a depletion voltage of 50 V and an operating
temperature of 276.85 K. The HV plane corresponds to a sensor depth of 0 µm; the
nominal SCT sensor depth also called the strip plane is located at 285 µm. The distances
between the strips are to scale, the strip pitch here is 75.5 µm. We denote the direction
perpendicular to the strips as X , and the units are µm. We show ve strips either side
of the central strip. The rst notable feature of Figure 7.6 is the substantial peak around
the core strip. This strip is the one with the potential set to 1 V. We see the expected
decrease of the Ramo potential as wemove away from the strip plane and toward the HV
plane. Where our intuition may break down is the complex behaviour around neighbour
strips. A given charge carrier will contribute less to a neighbouring strip, as compared
to a nearby strip. We fully incorporate this e ect in the ICM model.

In Figure 7.7 we shown the x and y components of the SCT drift eld E⃗. The left plot
shows Ex as a function of sensor depth and relative position to a given strip’s centre
X . We can see that the electric eld has a lobe feature, with high electric eld strengths
for positions close to the strip itself. The right plot shows Ey, which has is symmetric
relative to the centre of the strip. We see the magnitude of the y component is typically
much larger than the value of the x component.

Propagating a charge throughout the silicon bulk every 0.1 ns is computationally expen-
sive, as is a continual reference to a 5 µm×5 µm reference Ramo potential and reference
electric elds; this requires constant knowledge of detector conditions, as well as the sil-
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Figure 7.6: The SCT Ramo potential as a function of sensor depth [µm] andX µm away
from a central strip; X = 0 µm. The top of the plot contains black bands, which corre-
spond to the location of the strips. The Ramo potential is in units of Volts and is also a
function of bias voltage, depletion voltage and temperature.

Table 7.3: Summary of SCT silicon bulk properties.

Parameter Electrons Holes

vs [cm/s] 1.53 × 109 · T−0.87 1.62 × 108 · T−0.52

EC [V/cm] 1.01 · T 1.55 1.24 · T 1.68

β 2.57 × 10−2 · T 0.66 0.46 · T 0.17

r 1.13 + 0.0008 · (T − 273) 0.72 − 0.0005 · (T − 273)

icon bulk properties of electrons and holes, as shown in Table 7.3. In order to use the
ICM model for the ITk strips system, we require the silicon bulk properties, Ramo po-
tential and drift elds to be updated. At present these quantities are hardcoded in the
SCT digitisation software package. The implementation of strip modules in the SCT digi-
tisation code requires a constant lookup for each local X and local Y positions in each
module. The ITk strips modules will need to be incorporated into the simulation. In
the SCT digitisation software there is an inherent assumption of longitudinal symmetry
along the strips themselves, and for this reason, we can not use the ICM model in the
endcaps, as the assumption of longitudinal symmetry breaks down, i.e. the strip pitch
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Figure 7.7: We show SCT E⃗drift function of sensor depth in µ m and X µ m relative to
the centre of the strip as shown at the top of each plot as a black band. The drift eld is
in units of V/cm3. The x component is shown in (a) and the y drift eld component is
shown in (b).

is not constant. This endcap limitation was present in SCT system, and is therefore not
a new limitation for digitisation, but rather a continued one. We nd we can apply the
ICM to the ITk system, we now introduce the simpli ed model and benchmark it against
the ICM.

7.3 Simpli ed Digitization Model

We now provide a description of the simpli ed digitisation model. A schematic of the
model is provided in Figure 7.8. The simpli ed model begins with a deposit of energy
in the silicon bulk. The energy deposits are assumed to in the form of a cloud of hole
majority carriers. The model divides the energy deposit based on 5 µm step sizes, called
sub-hits distributes the energy deposit across each step and from there we propagate
these divided energy deposits according to:

δy = δz tan θL, (7.7)

where δy is the drift distance of the energy deposit parallel to the surface of the silicon
bulk δz is the shift of the energy deposit toward the surface of the silicon bulk and θL

is the Lorentz angle. The Lorentz angle is a function of temperature T , electric eld E⃗
and carrier mobility µd. The drift time can then be calculated as a function of sensor
properties, carrier mobility and the bias and depletion voltages. The total time it takes
for the energy deposit to drift to the strip is calculated with:

tdrift(δz) = d2

2µdVD
ln
(

VB + VD

VB + VB − 2VDδz
d

)
. (7.8)
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Figure 7.8: A schematic of the simpli ed model implementation for the ITk. The full
description is provided in text.

The y motion of the carrier originating from di usive motion and is given as:

δydiff =
√

2Dtdriftδz, (7.9)

and

D = kBTµd

e
. (7.10)

This gives us a total δy motion as given in:

δy = δz tan θL + δydiff . (7.11)

We can then get a total time to readout of ttotal:

ttotal = tdrift + tsurf︸ ︷︷ ︸
drift term

+tTOF, (7.12)

where tsurf is a correction for the simpli ed model. Once we have projected the G4 hit
to the strip we calculate the number of electron–hole pairs by calculating the energy
deposited per G4 sub-hit and then normalise to the energy required to form an electron–
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hole pair. The total number of electron–hole pairs is given by:

npair = dE

dX

1
nstep

1
3.62eV

, (7.13)

where 3.62 eV is the energy required to form an electron–hole pair at room temperature.
We can take the number of pairs and calculate the charge accumulated with:

Q = enpair. (7.14)

This charge relation is the key assumption of the simpli ed model, as we implicitly as-
sume all the current, or charge produced on the strip is produced by incident charge
carriers and not via an electromotive force. In practice, the charge on a given strip is
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St
re

n
g

th

Noise

Signal

Crosstalk

Threshold

Figure 7.9: We show a schematic of the digitisation e ects in the ITk strips modules. We
show a given strip n and the adjacent strips, with a corresponding accumulated charge
for a given 25 ns window. There is a charge threshold required to be met for a strip to
register a hit, and we show the threshold in red. The electronic noise is shown in green.
A given strip n can then have an accumulation of charge which is above the threshold,
and we call this a signal. We denote the signal in blue. We show the e ect of cross-talk
in yellow.

reduced by strip–strip interactions as well as strip–HV–plane interactions. This results
in reduction of charge on the target strip, and is incorporated with fcrosstalk, fcrosstalk+1
and fHV. Typically fcrosstalk corresponds to 90% with fcrosstalk+1 corresponding to 5%,
and fHV is approximately 93%. We show a breakdown of the various strip e ects in
Figure 7.9. The total charge on a given strip is given by:

qstrip = fcrosstalkfHVQ, (7.15)

qstrip+1 = fcrosstalk+1fHVQ. (7.16)

Every 10 ns we check the charge accumulation on a given strip and if it breaches the
threshold qthreshold of 1 fC then we say that strip has a hit. Using this method, we can
simulate the e ect of incident charged particles on the ITk strips system. Once we have
implemented the digitisation, we generateMC simulation of single muon and single pion
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production using typical values of track parameters from proton–proton collisions. We
implement the ITk geometry and validate the geometry.

7.4 Validation and Conclusions

In order to validate the implementation of the ITk geometry, we look at the (x, y) position
of each hit in our simulation of the ITk inner detector. When we do this, we see that the
(x, y) position traces out the geometry of the ITk. Given the agreement between Figure
7.10 and Table 7.1, we can be con dent the geometry has been implemented correctly.

1− 0.5− 0 0.5 1
X [m]

1−

0.5−

0

0.5

1Y
 [

m
]

Barrel Only

Figure 7.10: The geometry of the ITk strips detector as traced out by the (x,y) position
of each track in our simulation. This is a good cross-check for our geometry implemen-
tation.

Next, we wish to compare the reconstructed track quantities between the simpli ed and
ICM simulations of the ITk strips digitisation. We split the validation between the two
models into di erent sectors, the rst sector being the barrel of the detector and the
second being the end caps. As discussed earlier, the ICM model makes an assumption
of a longitudinal symmetry along the sensor module. As the endcap’s strip pitch varies
radially, the ICM can not be used here. Given the limitations of the ICM model, we only
compare the two models in the barrel sectors.

The quantities we wish to compare are the widths of the cluster hits, called the cluster
width. In Figure 7.11, we show the cluster widths for the simpli ed and the ICM mod-
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els. We see that the simpli ed digitisation approach produces approximately 20% more
single hit clusters, and the ICM model produces more two to four-hit wide clusters than
the simpli ed. Ultimately the larger the cluster width, the better agreement between
the simpli ed and ICM models. It is reassuring that the two methods produce similar
behaviour for the most complex detector situations.
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Figure 7.11: Cluster widths of tracks using simpli ed vs induced charge model.

In Figure 7.12, we have a number of track parameters for the incident particles on simu-
lated ITk geometry. We see that for all track parameters, the simpli ed and ICMmethod-
ologies produce nearly identical results. We see that the reconstruction of a given track
does not depend on the choice of digitisation procedure. We do see that the reconstructed
track χ2 has a distinctly di erent shape, with the simpli ed model producing tracks with
smaller χ2.
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Figure 7.12: The comparison between the simpli ed and induced charge digitizationmod-
els for d0, z0, θ, ϕ, 1/2pT and χ2. We nd good agreement between the two models for
the track parameters, with a di erence of shape for χ2



Chapter 8

Concluding Remarks

The work contained within this document represents a broad summary of my contribu-
tions to the ATLAS collaboration. The four core topics central to my thesis were: the
search for supersymmetric electroweak production; a measurement of the Higgs boson
production cross-section; the development of FTK fast simulation; and nally, charac-
terising the ITk strips digitisation implementation.

In the search for supersymmetric electroweak production, I provided a full overview of
the full run-II excess follow up for the recursive jigsaw electroweak search for chargino-
neutralino production with two lepton and three lepton nal states. I provided a detailed
overview of the background estimation methods, including a data-driven background es-
timation technique known as the ABCDmethod. Using the ABCDmethod, we were able
to provide a robust estimate of the Z+jets background contribution, which was dominant
in our 2ℓ signal regions. Ultimately I determined that the observed number of events was
in good agreement with the expected background estimates. I presented the results in
terms of model-independent limits for each of the four signal regions de ned in our
analysis.

In the measurement of the gluon-gluon fusion Higgs boson production cross section via
H → WW ∗ → eνµν, I highlighted the work undertaken to get a data-driven estimate
of the b-tagging e ciency. The analysis was very dependent on the b-tag e ciency
systematic and I was able to implement a method which signi cantly reduced this de-
pendency. I then summarised the full run-II combined measurements, which represents
the culmination of many years of hard work by the ATLAS collaboration.

In the FTK fast simulation project, I introduced the FTK and then provided an overview
of the FTK hardware implementation. I described the CPU intensive full simulation and
its full implementation. I nally introduced the fast simulation approach to parameteris-
ing the resolution of full simulation on individual tracks. I detailed the methodology and
nally provided benchmarking of the fast simulation method against the full simulation

method.

The nal project explored the implementation of the SCT digitisation software for ITk
purposes. In pursuing this goal, I provided a detailed overview of the geometry of the
ITk strips detector and individual modules and strips. I then introduced the induced
charge model and a time-of- ight based simpli ed model. I introduced vital concepts
such as the Ramo potential and drift eld, which was core to the software implementa-
tion. I found that the Induced Charge Model can not be applied to the endcaps of the
ITk strips due to variable strip pitch. I found the simpli ed and induced charge models
reconstructed track parameters had a strong agreement and determined that the bottle-

177
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neck for applying the SCT digitisation code to the ITk strips detector is not the model,
but rather the implementation of the ITk’s di erent strip geometries.

These projects act as a summary of some critical directions forward for the ATLAS col-
laboration. For ATLAS to remain successful, we must continue to innovate to extract the
maximum amount of information from the full Run-II, and future Run-III dataset. Con-
currently, we must invest time into our core upgrade projects. These projects represent
the future of the collaboration; they will take high energy particle physics into the 2030s
and continue inspire to thousands of aspiring physicists.



Bibliography

[1] F. Englert and R. Brout. “Broken Symmetry and theMass of GaugeVectorMesons”.
In: Phys. Rev. Le . 13 (9 Aug. 1964), pp. 321–323. : 10.1103/PhysRevLett.
13.321. : https://link.aps.org/doi/10.1103/PhysRevLett.13.321.

[2] P.W. Higgs. “Broken symmetries, massless particles and gauge elds”. In: Physics
Le ers 12.2 (1964), pp. 132–133. : 0031-9163. : https://doi.org/10.
1016/0031- 9163(64)91136- 9. : http://www.sciencedirect.com/
science/article/pii/0031916364911369.

[3] Peter W. Higgs. “Broken Symmetries and the Masses of Gauge Bosons”. In: Phys.
Rev. Le . 13 (16 Oct. 1964), pp. 508–509. : 10.1103/PhysRevLett.13.508.

: https://link.aps.org/doi/10.1103/PhysRevLett.13.508.
[4] G. S. Guralnik, C. R. Hagen, and T. W. B. Kibble. “Global Conservation Laws

and Massless Particles”. In: Phys. Rev. Le . 13 (20 Nov. 1964), pp. 585–587. :
10.1103/PhysRevLett.13.585. : https://link.aps.org/doi/10.
1103/PhysRevLett.13.585.

[5] Peter W. Higgs. “Spontaneous Symmetry Breakdown without Massless Bosons”.
In: Phys. Rev. 145 (4 May 1966), pp. 1156–1163. : 10.1103/PhysRev.145.
1156. : https://link.aps.org/doi/10.1103/PhysRev.145.1156.

[6] T. W. B. Kibble. “Symmetry Breaking in Non-Abelian Gauge Theories”. In: Phys.
Rev. 155 (5 Mar. 1967), pp. 1554–1561. : 10.1103/PhysRev.155.1554. :
https://link.aps.org/doi/10.1103/PhysRev.155.1554.

[7] Wikipedia contributors. Standard Model —Wikipedia, e Free Encyclopedia. [On-
line; accessed 17-August-2020]. 2020. : https://en.wikipedia.org/w/
index.php?title=Standard_Model&oldid=970721485.

[8] M. Tanabashi et al. “Review of Particle Physics”. In: Phys. Rev. D 98.3 (2018),
p. 030001. : 10.1103/PhysRevD.98.030001.

[9] Wikimedia Commons. File:Elementary particle interactions.svg—Wikimedia Com-
mons, the free media repository. [Online; accessed 17-August-2020]. 2016. :
https://commons.wikimedia.org/w/index.php?title=File:Elementary_
particle_interactions.svg&oldid=201507070.

[10] Paul Langacker. e Standard Model and Beyond. CRC press, 2009.
[11] S Heinemeyer et al. Handbook of LHC Higgs Cross Sections: 3. Higgs Properties:

Report of the LHCHiggs Cross SectionWorking Group. Ed. by S Heinemeyer. CERN
Yellow Reports: Monographs. July 2013. : 10.5170/CERN-2013-004. :
https://cds.cern.ch/record/1559921.

[12] Silvia Necco and Rainer Sommer. “The N( ) = 0 heavy quark potential from short
to intermediate distances”. In: Nucl. Phys. B622 (2002), pp. 328–346. : 10 .
1016/S0550-3213(01)00582-X. arXiv: hep-lat/0108008 [hep-lat].

179

https://doi.org/10.1103/PhysRevLett.13.321
https://doi.org/10.1103/PhysRevLett.13.321
https://link.aps.org/doi/10.1103/PhysRevLett.13.321
https://doi.org/https://doi.org/10.1016/0031-9163(64)91136-9
https://doi.org/https://doi.org/10.1016/0031-9163(64)91136-9
http://www.sciencedirect.com/science/article/pii/0031916364911369
http://www.sciencedirect.com/science/article/pii/0031916364911369
https://doi.org/10.1103/PhysRevLett.13.508
https://link.aps.org/doi/10.1103/PhysRevLett.13.508
https://doi.org/10.1103/PhysRevLett.13.585
https://link.aps.org/doi/10.1103/PhysRevLett.13.585
https://link.aps.org/doi/10.1103/PhysRevLett.13.585
https://doi.org/10.1103/PhysRev.145.1156
https://doi.org/10.1103/PhysRev.145.1156
https://link.aps.org/doi/10.1103/PhysRev.145.1156
https://doi.org/10.1103/PhysRev.155.1554
https://link.aps.org/doi/10.1103/PhysRev.155.1554
https://en.wikipedia.org/w/index.php?title=Standard_Model&oldid=970721485
https://en.wikipedia.org/w/index.php?title=Standard_Model&oldid=970721485
https://doi.org/10.1103/PhysRevD.98.030001
https://commons.wikimedia.org/w/index.php?title=File:Elementary_particle_interactions.svg&oldid=201507070
https://commons.wikimedia.org/w/index.php?title=File:Elementary_particle_interactions.svg&oldid=201507070
https://doi.org/10.5170/CERN-2013-004
https://cds.cern.ch/record/1559921
https://doi.org/10.1016/S0550-3213(01)00582-X
https://doi.org/10.1016/S0550-3213(01)00582-X
https://arxiv.org/abs/hep-lat/0108008


180 BIBLIOGRAPHY

[13] Sidney Coleman and Je rey Mandula. “All Possible Symmetries of the S Matrix”.
In: Phys. Rev. 159 (5 July 1967), pp. 1251–1256. : 10.1103/PhysRev.159.
1251. : http://link.aps.org/doi/10.1103/PhysRev.159.1251.

[14] Csaba Csaki. “TheMinimal Supersymmetric Standard Model”. In:Modern Physics
Le ers A 11.08 (1996), pp. 599–613.

[15] Stephen PMartin. “A Supersymmetry Primer (2011)”. In: arXiv preprint hep-ph/9709356
161 (2011), p. 162.

[16] Glennys R. Farrar and Pierre Fayet. “Phenomenology of the Production, Decay,
andDetection of NewHadronic States Associatedwith Supersymmetry”. In: Physics
Le ers B 76.5 (1978), pp. 575–579.

[17] Abdelhak Djouadi. “The Anatomy of Electroweak Symmetry Breaking Tome II:
The Higgs Bosons in the Minimal Supersymmetric Model”. In: Physics reports
459.1 (2008), pp. 1–241.

[18] Masaaki Kuroda. “Complete Lagrangian ofMSSM”. In: arXiv preprint hep-ph/9902340
3 (2005).

[19] Katherine Garrett and Gintaras Duda. “Dark Matter: A Primer”. In: Advances in
Astronomy 2011 (2011), pp. 1–22. : 1687-7977. : 10.1155/2011/968283.

: http://dx.doi.org/10.1155/2011/968283.
[20] Lyndon R Evans and Philip Bryant. “LHC Machine”. In: JINST 3 (2008). This re-

port is an abridged version of the LHC Design Report (CERN-2004-003), S08001.
164 p. : 10.1088/1748-0221/3/08/S08001. : https://cds.cern.ch/
record/1129806.

[21] LEP design report. Copies shelved as reports in LEP, PS and SPS libraries. Geneva:
CERN, 1984. : https://cds.cern.ch/record/102083.

[22] Esma Mobs. “The CERN accelerator complex. Complexe des accélérateurs du
CERN”. In: (July 2016). General Photo. : https://cds.cern.ch/record/
2197559.

[23] L Arnaudon et al. Linac4 Technical Design Report. Tech. rep. CERN-AB-2006-084.
CARE-Note-2006-022-HIPPI. revised version submitted on 2006-12-14 09:00:40.
Geneva: CERN, Dec. 2006. : http://cds.cern.ch/record/1004186.

[24] ATLAS Collaboration. “Diagram of an LHC dipole magnet. Schéma d’un aimant
dipôle du LHC”. June 1999. : https://cds.cern.ch/record/40524.

[25] The ATLAS Collaboration. “The ATLAS Experiment at the CERN Large Hadron
Collider”. In: Journal of Instrumentation 3.08 (Aug. 2008), S08003–S08003. :
10.1088/1748- 0221/3/08/s08003. : https://doi.org/10.1088%
2F1748-0221%2F3%2F08%2Fs08003.

[26] The CMS Collaboration. “The CMS experiment at the CERN LHC”. In: Journal of
Instrumentation 3.08 (Aug. 2008), S08004–S08004. : 10.1088/1748-0221/3/
08/s08004. : https://doi.org/10.1088%2F1748-0221%2F3%2F08%
2Fs08004.

[27] The ALICE Collaboration. “The ALICE experiment at the CERN LHC”. In: Journal
of Instrumentation 3.08 (Aug. 2008), S08002–S08002. : 10.1088/1748-0221/

https://doi.org/10.1103/PhysRev.159.1251
https://doi.org/10.1103/PhysRev.159.1251
http://link.aps.org/doi/10.1103/PhysRev.159.1251
https://doi.org/10.1155/2011/968283
http://dx.doi.org/10.1155/2011/968283
https://doi.org/10.1088/1748-0221/3/08/S08001
https://cds.cern.ch/record/1129806
https://cds.cern.ch/record/1129806
https://cds.cern.ch/record/102083
https://cds.cern.ch/record/2197559
https://cds.cern.ch/record/2197559
http://cds.cern.ch/record/1004186
https://cds.cern.ch/record/40524
https://doi.org/10.1088/1748-0221/3/08/s08003
https://doi.org/10.1088%2F1748-0221%2F3%2F08%2Fs08003
https://doi.org/10.1088%2F1748-0221%2F3%2F08%2Fs08003
https://doi.org/10.1088/1748-0221/3/08/s08004
https://doi.org/10.1088/1748-0221/3/08/s08004
https://doi.org/10.1088%2F1748-0221%2F3%2F08%2Fs08004
https://doi.org/10.1088%2F1748-0221%2F3%2F08%2Fs08004
https://doi.org/10.1088/1748-0221/3/08/s08002


BIBLIOGRAPHY 181

3/08/s08002. : https://doi.org/10.1088%2F1748-0221%2F3%2F08%
2Fs08002.

[28] The LHCb Collaboration. “The LHCb Detector at the LHC”. In: Journal of Instru-
mentation 3.08 (Aug. 2008), S08005–S08005. : 10 . 1088 / 1748 - 0221 / 3 /
08/s08005. : https://doi.org/10.1088%2F1748-0221%2F3%2F08%
2Fs08005.

[29] M Capeans et al. ATLAS Insertable B-Layer Technical Design Report. Tech. rep.
CERN-LHCC-2010-013. ATLAS-TDR-19. Sept. 2010. : https://cds.cern.
ch/record/1291633.

[30] The ATLAS Collaboration. “ATLAS pixel detector electronics and sensors”. In:
Journal of Instrumentation 3.07 (July 2008), P07007–P07007. : 10.1088/1748-
0221/3/07/p07007. : https://doi.org/10.1088%2F1748-0221%2F3%
2F07%2Fp07007.

[31] The ATLAS collaboration. “Operation and performance of the ATLAS semicon-
ductor tracker”. In: Journal of Instrumentation 9.08 (Aug. 2014), P08009–P08009.

: 1748-0221. : 10.1088/1748-0221/9/08/p08009. : http://dx.
doi.org/10.1088/1748-0221/9/08/P08009.

[32] The ATLAS TRT collaboration et al. “The ATLAS Transition Radiation Tracker
(TRT) proportional drift tube: design and performance”. In: Journal of Instrumen-
tation 3.02 (Feb. 2008), P02013–P02013. : 10 . 1088 / 1748 - 0221 / 3 / 02 /
p02013. : https : / / doi . org / 10 . 1088 % 2F1748 - 0221 % 2F3 % 2F02 %
2Fp02013.

[33] The ATLAS TRT collaboration et al. “The ATLAS TRT end-cap detectors”. In:
Journal of Instrumentation 3.10 (Oct. 2008), P10003–P10003. : 10.1088/1748-
0221/3/10/p10003. : https://doi.org/10.1088%2F1748-0221%2F3%
2F10%2Fp10003.

[34] The ATLAS TRT collaboration et al. “The ATLAS TRT Barrel Detector”. In: Jour-
nal of Instrumentation 3.02 (Feb. 2008), P02014–P02014. : 10.1088/1748-
0221/3/02/p02014. : https://doi.org/10.1088%2F1748-0221%2F3%
2F02%2Fp02014.

[35] S Fratina and E Klinkby. e Geometry of the ATLAS Transition Radiation Tracker.
Tech. rep. ATL-COM-INDET-2010-002. Geneva: CERN, Jan. 2010. : https:
//cds.cern.ch/record/1232064.

[36] Particle Identi cation Performance of the ATLAS transition Radiation Tracker. Tech.
rep. ATLAS-CONF-2011-128. Geneva: CERN, Sept. 2011. : https : / / cds .
cern.ch/record/1383793.

[37] TheATLASCollaboration. “Performance of the ATLAS track reconstruction algo-
rithms in dense environments in LHC Run 2”. In: e European Physical Journal
C 77.10 (2017), p. 673. : 10.1140/epjc/s10052-017-5225-7. : https:
//doi.org/10.1140/epjc/s10052-017-5225-7.

[38] G. Aad et al. “Performance of the ATLASmuon trigger in pp collisions at s=8TeV”.
In: e European Physical Journal C 75.3 (2015), p. 120. : 10.1140/epjc/

https://doi.org/10.1088/1748-0221/3/08/s08002
https://doi.org/10.1088/1748-0221/3/08/s08002
https://doi.org/10.1088%2F1748-0221%2F3%2F08%2Fs08002
https://doi.org/10.1088%2F1748-0221%2F3%2F08%2Fs08002
https://doi.org/10.1088/1748-0221/3/08/s08005
https://doi.org/10.1088/1748-0221/3/08/s08005
https://doi.org/10.1088%2F1748-0221%2F3%2F08%2Fs08005
https://doi.org/10.1088%2F1748-0221%2F3%2F08%2Fs08005
https://cds.cern.ch/record/1291633
https://cds.cern.ch/record/1291633
https://doi.org/10.1088/1748-0221/3/07/p07007
https://doi.org/10.1088/1748-0221/3/07/p07007
https://doi.org/10.1088%2F1748-0221%2F3%2F07%2Fp07007
https://doi.org/10.1088%2F1748-0221%2F3%2F07%2Fp07007
https://doi.org/10.1088/1748-0221/9/08/p08009
http://dx.doi.org/10.1088/1748-0221/9/08/P08009
http://dx.doi.org/10.1088/1748-0221/9/08/P08009
https://doi.org/10.1088/1748-0221/3/02/p02013
https://doi.org/10.1088/1748-0221/3/02/p02013
https://doi.org/10.1088%2F1748-0221%2F3%2F02%2Fp02013
https://doi.org/10.1088%2F1748-0221%2F3%2F02%2Fp02013
https://doi.org/10.1088/1748-0221/3/10/p10003
https://doi.org/10.1088/1748-0221/3/10/p10003
https://doi.org/10.1088%2F1748-0221%2F3%2F10%2Fp10003
https://doi.org/10.1088%2F1748-0221%2F3%2F10%2Fp10003
https://doi.org/10.1088/1748-0221/3/02/p02014
https://doi.org/10.1088/1748-0221/3/02/p02014
https://doi.org/10.1088%2F1748-0221%2F3%2F02%2Fp02014
https://doi.org/10.1088%2F1748-0221%2F3%2F02%2Fp02014
https://cds.cern.ch/record/1232064
https://cds.cern.ch/record/1232064
https://cds.cern.ch/record/1383793
https://cds.cern.ch/record/1383793
https://doi.org/10.1140/epjc/s10052-017-5225-7
https://doi.org/10.1140/epjc/s10052-017-5225-7
https://doi.org/10.1140/epjc/s10052-017-5225-7
https://doi.org/10.1140/epjc/s10052-015-3325-9


182 BIBLIOGRAPHY

s10052-015-3325-9. : https://doi.org/10.1140/epjc/s10052-015-
3325-9.

[39] Milene Calvetti and Nicolò Vladi Biesuz. “Integration and Commissioning of the
ATLAS Fast TracKer system”. In: PoS LHCP2018 (2018), p. 028. : 10.22323/
1.321.0028.

[40] “The ATLAS Data Acquisition and High Level Trigger system”. In: Journal of
Instrumentation 11.06 (June 2016), P06008–P06008. : 10.1088/1748-0221/
11/06/p06008. : https://doi.org/10.1088%2F1748-0221%2F11%2F06%
2Fp06008.

[41] The ATLAS Collaboration. “Performance of the ATLAS trigger system in 2015”.
In: e European Physical Journal C 77.5 (May 2017). : 1434-6052. : 10.
1140/epjc/s10052-017-4852-3. : http://dx.doi.org/10.1140/epjc/
s10052-017-4852-3.

[42] Trigger Menu in 2017. Tech. rep. ATL-DAQ-PUB-2018-002. Geneva: CERN, June
2018. : https://cds.cern.ch/record/2625986.

[43] Joao Pequenao and Paul Scha ner. “How ATLAS detects particles: diagram of
particle paths in the detector”. Jan. 2013. : https://cds.cern.ch/record/
1505342.

[44] TheATLAS collaboration. “A neural network clustering algorithm for the ATLAS
silicon pixel detector”. In: Journal of Instrumentation 9.09 (Sept. 2014), P09009–
P09009. : 1748-0221. : 10.1088/1748-0221/9/09/p09009. : http:
//dx.doi.org/10.1088/1748-0221/9/09/P09009.

[45] T G Cornelissen et al. “The global χ2 track tter in ATLAS”. In: Journal of Physics:
Conference Series 119.3 (July 2008), p. 032013. : 10.1088/1742-6596/119/
3/032013. : https://doi.org/10.1088%2F1742-6596%2F119%2F3%
2F032013.

[46] R. Frühwirth. “Application of Kalman ltering to track and vertex tting”. In:
Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spec-
trometers, Detectors and Associated Equipment 262.2 (1987), pp. 444–450. :
0168-9002. : https://doi.org/10.1016/0168-9002(87)90887-4. :
http://www.sciencedirect.com/science/article/pii/0168900287908874.

[47] The ATLAS Collaboration. “Electron reconstruction and identi cation in the AT-
LAS experiment using the 2015 and 2016 LHC proton–proton collision data at
s=13 TeV”. In: e European Physical Journal C 79.8 (Aug. 2019). : 1434-6052.

: 10.1140/epjc/s10052-019-7140-6. : http://dx.doi.org/10.
1140/epjc/s10052-019-7140-6.

[48] W Lampl et al. Calorimeter Clustering Algorithms: Description and Performance.
Tech. rep. ATL-LARG-PUB-2008-002. ATL-COM-LARG-2008-003. Geneva: CERN,
Apr. 2008. : https://cds.cern.ch/record/1099735.

[49] The ATLAS Collaboration. “Topological cell clustering in the ATLAS calorime-
ters and its performance in LHC Run 1”. In: e European Physical Journal C
77.7 (2017), p. 490. : 10.1140/epjc/s10052- 017- 5004- 5. : https:
//doi.org/10.1140/epjc/s10052-017-5004-5.

https://doi.org/10.1140/epjc/s10052-015-3325-9
https://doi.org/10.1140/epjc/s10052-015-3325-9
https://doi.org/10.1140/epjc/s10052-015-3325-9
https://doi.org/10.1140/epjc/s10052-015-3325-9
https://doi.org/10.22323/1.321.0028
https://doi.org/10.22323/1.321.0028
https://doi.org/10.1088/1748-0221/11/06/p06008
https://doi.org/10.1088/1748-0221/11/06/p06008
https://doi.org/10.1088%2F1748-0221%2F11%2F06%2Fp06008
https://doi.org/10.1088%2F1748-0221%2F11%2F06%2Fp06008
https://doi.org/10.1140/epjc/s10052-017-4852-3
https://doi.org/10.1140/epjc/s10052-017-4852-3
http://dx.doi.org/10.1140/epjc/s10052-017-4852-3
http://dx.doi.org/10.1140/epjc/s10052-017-4852-3
https://cds.cern.ch/record/2625986
https://cds.cern.ch/record/1505342
https://cds.cern.ch/record/1505342
https://doi.org/10.1088/1748-0221/9/09/p09009
http://dx.doi.org/10.1088/1748-0221/9/09/P09009
http://dx.doi.org/10.1088/1748-0221/9/09/P09009
https://doi.org/10.1088/1742-6596/119/3/032013
https://doi.org/10.1088/1742-6596/119/3/032013
https://doi.org/10.1088%2F1742-6596%2F119%2F3%2F032013
https://doi.org/10.1088%2F1742-6596%2F119%2F3%2F032013
https://doi.org/https://doi.org/10.1016/0168-9002(87)90887-4
http://www.sciencedirect.com/science/article/pii/0168900287908874
https://doi.org/10.1140/epjc/s10052-019-7140-6
http://dx.doi.org/10.1140/epjc/s10052-019-7140-6
http://dx.doi.org/10.1140/epjc/s10052-019-7140-6
https://cds.cern.ch/record/1099735
https://doi.org/10.1140/epjc/s10052-017-5004-5
https://doi.org/10.1140/epjc/s10052-017-5004-5
https://doi.org/10.1140/epjc/s10052-017-5004-5


BIBLIOGRAPHY 183

[50] The ATLAS Collaboration. “Measurement of the photon identi cation e cien-
cies with the ATLAS detector using LHC Run 2 data collected in 2015 and 2016”.
In: e European Physical Journal C 79.3 (Mar. 2019). : 1434-6052. : 10.
1140/epjc/s10052-019-6650-6. : http://dx.doi.org/10.1140/epjc/
s10052-019-6650-6.

[51] TheATLASCollaboration. “Electron and photon performancemeasurementswith
the ATLAS detector using the 2015–2017 LHC proton-proton collision data”. In:
Journal of Instrumentation 14.12 (Dec. 2019), P12006–P12006. : 1748-0221. :
10.1088/1748-0221/14/12/p12006. : http://dx.doi.org/10.1088/
1748-0221/14/12/P12006.

[52] The ATLAS Collaboration. “Muon reconstruction performance of the ATLAS de-
tector in proton–proton collision data at sqrt(s) =13TeV”. In: e European Phys-
ical Journal C 76.5 (May 2016). : 1434-6052. : 10.1140/epjc/s10052-
016-4120-y. : http://dx.doi.org/10.1140/epjc/s10052-016-4120-
y.

[53] Matteo Cacciari, Gavin P Salam, and Gregory Soyez. “The anti-ktjet clustering
algorithm”. In: Journal of High Energy Physics 2008.04 (Apr. 2008), pp. 063–063.

: 10.1088/1126-6708/2008/04/063. : https://doi.org/10.1088%
2F1126-6708%2F2008%2F04%2F063.

[54] Matteo Cacciari, Gavin P. Salam, and Gregory Soyez. “FastJet user manual”. In:
e European Physical Journal C 72.3 (2012), p. 1896. : 10 . 1140 / epjc /

s10052- 012- 1896- 2. : https://doi.org/10.1140/epjc/s10052-
012-1896-2.

[55] The ATLAS Collaboration. “Measurements of b-jet tagging e ciency with the
ATLAS detector using ttbar events at sqrt(s)=13TeV”. In: Journal of High Energy
Physics 2018.8 (2018), p. 89. : 10 . 1007 / JHEP08(2018 ) 089. : https :
//doi.org/10.1007/JHEP08(2018)089.

[56] The ATLAS Collaboration. “Performance of missing transverse momentum re-
construction with the ATLAS detector using proton–proton collisions at sqrt(s)
= 13TeV”. In: e European Physical Journal C 78.11 (2018), p. 903. : 10.1140/
epjc/s10052-018-6288-9. : https://doi.org/10.1140/epjc/s10052-
018-6288-9.

[57] “LuminosityPublicResultsRun2”. : https://twiki.cern.ch/twiki/bin/
view/AtlasPublic/LuminosityPublicResultsRun2.

[58] “LuminosityPublicResults”. : https://twiki.cern.ch/twiki/bin/view/
AtlasPublic/LuminosityPublicResults.

[59] A. D. Martin et al. “Parton distributions for the LHC”. In: e European Physical
Journal C 63.2 (July 2009), pp. 189–285. : 1434-6052. : 10.1140/epjc/
s10052-009-1072-5. : http://dx.doi.org/10.1140/epjc/s10052-
009-1072-5.

[60] Standard Model Summary Plots Spring 2020. Tech. rep. ATL-PHYS-PUB-2020-010.
Geneva: CERN, May 2020. : http://cds.cern.ch/record/2718937.

https://doi.org/10.1140/epjc/s10052-019-6650-6
https://doi.org/10.1140/epjc/s10052-019-6650-6
http://dx.doi.org/10.1140/epjc/s10052-019-6650-6
http://dx.doi.org/10.1140/epjc/s10052-019-6650-6
https://doi.org/10.1088/1748-0221/14/12/p12006
http://dx.doi.org/10.1088/1748-0221/14/12/P12006
http://dx.doi.org/10.1088/1748-0221/14/12/P12006
https://doi.org/10.1140/epjc/s10052-016-4120-y
https://doi.org/10.1140/epjc/s10052-016-4120-y
http://dx.doi.org/10.1140/epjc/s10052-016-4120-y
http://dx.doi.org/10.1140/epjc/s10052-016-4120-y
https://doi.org/10.1088/1126-6708/2008/04/063
https://doi.org/10.1088%2F1126-6708%2F2008%2F04%2F063
https://doi.org/10.1088%2F1126-6708%2F2008%2F04%2F063
https://doi.org/10.1140/epjc/s10052-012-1896-2
https://doi.org/10.1140/epjc/s10052-012-1896-2
https://doi.org/10.1140/epjc/s10052-012-1896-2
https://doi.org/10.1140/epjc/s10052-012-1896-2
https://doi.org/10.1007/JHEP08(2018)089
https://doi.org/10.1007/JHEP08(2018)089
https://doi.org/10.1007/JHEP08(2018)089
https://doi.org/10.1140/epjc/s10052-018-6288-9
https://doi.org/10.1140/epjc/s10052-018-6288-9
https://doi.org/10.1140/epjc/s10052-018-6288-9
https://doi.org/10.1140/epjc/s10052-018-6288-9
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults
https://doi.org/10.1140/epjc/s10052-009-1072-5
https://doi.org/10.1140/epjc/s10052-009-1072-5
http://dx.doi.org/10.1140/epjc/s10052-009-1072-5
http://dx.doi.org/10.1140/epjc/s10052-009-1072-5
http://cds.cern.ch/record/2718937


184 BIBLIOGRAPHY

[61] “LHCHXSWGCrossSectionsFigures”. : https://twiki.cern.ch/twiki/
bin/view/LHCPhysics/LHCHXSWGCrossSectionsFigures.

[62] Christoph Borschensky et al. “Squark and gluino production cross sections in p
p collisions at s = 13 , 14 , 33 and 100 TeV”. In: e European Physical Journal C
74.12 (Dec. 2014). : 1434-6052. : 10.1140/epjc/s10052-014-3174-y.

: http://dx.doi.org/10.1140/epjc/s10052-014-3174-y.
[63] C. Gütschow and Z. Marshall. Se ing limits on supersymmetry using simpli ed

models. 2012. arXiv: 1202.2662 [hep-ex].
[64] Apollinari G. et al. High-Luminosity Large Hadron Collider (HL-LHC): Technical

Design Report V. 0.1. CERN Yellow Reports: Monographs. Geneva: CERN, 2017.
: 10.23731/CYRM- 2017- 004. : https://cds.cern.ch/record/

2284929.
[65] The ATLAS Collaboration. “Search for chargino-neutralino production using re-

cursive jigsaw reconstruction in nal states with two or three charged leptons in
proton-proton collisions at s=13  TeV with the ATLAS detector”. In: Physical Re-
view D 98.9 (Nov. 2018). : 2470-0029. : 10.1103/physrevd.98.092012.

: http://dx.doi.org/10.1103/PhysRevD.98.092012.
[66] Paul Jackson andChristopher Rogan. “Recursive jigsaw reconstruction: HEP event

analysis in the presence of kinematic and combinatoric ambiguities”. In: Physi-
cal Review D 96.11 (Dec. 2017). : 2470-0029. : 10.1103/physrevd.96.
112007. : http://dx.doi.org/10.1103/PhysRevD.96.112007.

[67] The ATLAS Collaboration. “Monte Carlo Generators for the Production of aW
or Z/γ∗ Boson in Association with Jets at ATLAS in Run 2”. In: ATL-PHYS-PUB-
2016-003 (Jan. 2016). : https://cds.cern.ch/record/2120133.

[68] T. Gleisberg et al. “Event generation with SHERPA 1.1”. In: JHEP 02 (2009), p. 007.
: 10.1088/1126-6708/2009/02/007. arXiv: 0811.4622 [hep-ph].

[69] Richard D. Ball et al. “Parton distributions for the LHC Run II”. In: JHEP 04 (2015),
p. 040. : 10.1007/JHEP04(2015)040. arXiv: 1410.8849 [hep-ph].

[70] T. Gleisberg and S. Höche. “Comix, a new matrix element generator”. In: JHEP
12 (2008), p. 039. : 10.1088/1126-6708/2008/12/039. arXiv: 0808.3674
[hep-ph].

[71] Cascioli, Fabio and Maierhöfer, Philipp and Pozzorini, Stefano. “Scattering Am-
plitudes with Open Loops”. In: Phys. Rev. Le . 108 (2012), p. 111601. : 10 .
1103/PhysRevLett.108.111601. arXiv: 1111.5206 [hep-ph].

[72] Ste en Schumann and FrankKrauss. “A Parton shower algorithmbased onCatani-
Seymour dipole factorisation”. In: JHEP 03 (2008), p. 038. : 10.1088/1126-
6708/2008/03/038. arXiv: 0709.1027 [hep-ph].

[73] S. Höche, F. Krauss, M. Schönherr and F. Siegert. “QCDmatrix elements + parton
showers:TheNLO case”. In: JHEP 04 (2013), p. 027. : 10.1007/JHEP04(2013)
027. arXiv: 1207.5030 [hep-ph].

[74] Hung-Liang Lai et al. “New parton distributions for collider physics”. In: Phys.
Rev. D 82 (2010), p. 074024. : 10.1103/PhysRevD.82.074024. arXiv: 1007.
2241 [hep-ph].

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCHXSWGCrossSectionsFigures
https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCHXSWGCrossSectionsFigures
https://doi.org/10.1140/epjc/s10052-014-3174-y
http://dx.doi.org/10.1140/epjc/s10052-014-3174-y
https://arxiv.org/abs/1202.2662
https://doi.org/10.23731/CYRM-2017-004
https://cds.cern.ch/record/2284929
https://cds.cern.ch/record/2284929
https://doi.org/10.1103/physrevd.98.092012
http://dx.doi.org/10.1103/PhysRevD.98.092012
https://doi.org/10.1103/physrevd.96.112007
https://doi.org/10.1103/physrevd.96.112007
http://dx.doi.org/10.1103/PhysRevD.96.112007
https://cds.cern.ch/record/2120133
https://doi.org/10.1088/1126-6708/2009/02/007
https://arxiv.org/abs/0811.4622
https://doi.org/10.1007/JHEP04(2015)040
https://arxiv.org/abs/1410.8849
https://doi.org/10.1088/1126-6708/2008/12/039
https://arxiv.org/abs/0808.3674
https://arxiv.org/abs/0808.3674
https://doi.org/10.1103/PhysRevLett.108.111601
https://doi.org/10.1103/PhysRevLett.108.111601
https://arxiv.org/abs/1111.5206
https://doi.org/10.1088/1126-6708/2008/03/038
https://doi.org/10.1088/1126-6708/2008/03/038
https://arxiv.org/abs/0709.1027
https://doi.org/10.1007/JHEP04(2013)027
https://doi.org/10.1007/JHEP04(2013)027
https://arxiv.org/abs/1207.5030
https://doi.org/10.1103/PhysRevD.82.074024
https://arxiv.org/abs/1007.2241
https://arxiv.org/abs/1007.2241


BIBLIOGRAPHY 185

[75] Simone Alioli et al. “A general framework for implementing NLO calculations in
shower Monte Carlo programs: the POWHEG BOX”. In: JHEP 06 (2010), p. 043.

: 10.1007/JHEP06(2010)043. arXiv: 1002.2581 [hep-ph].
[76] TheATLASCollaboration. “Simulation of top quark production for theATLAS ex-

periment at
√
s = 13 TeV”. In: ATL-PHYS-PUB-2016-004 (Jan. 2016). : https:

//cds.cern.ch/record/2120417.
[77] Stefano Frixione, Paolo Nason, and Carlo Oleari. “Matching NLO QCD computa-

tions with parton shower simulations: the POWHEGmethod”. In: JHEP 11 (2007),
p. 070. : 10.1088/1126-6708/2007/11/070. arXiv: 0709.2092 [hep-ph].

[78] P. Artoisenet, R. Frederix, O.Mattelaer and R. Rietkerk. “Automatic spin-entangled
decays of heavy resonances in Monte Carlo simulations”. In: JHEP 03 (2013),
p. 015. : 10.1007/JHEP03(2013)015. arXiv: 1212.3460 [hep-ph].

[79] T. Sjöstrand, S. Mrenna and P. Skands. “PYTHIA 6.4 Physics and Manual”. In:
JHEP 05 (2006), p. 026. : 10.1088/1126-6708/2006/05/026. arXiv: hep-
ph/0603175.

[80] J. Pumplin et al. “New generation of parton distributions with uncertainties from
global QCD analysis”. In: JHEP 07 (2002), p. 012. : 10.1088/1126- 6708/
2002/07/012. arXiv: hep-ph/0201195.

[81] Peter Zeiler Skands. “Tuning Monte Carlo Generators: The Perugia Tunes”. In:
Phys. Rev. D 82 (2010), p. 074018. : 10.1103/PhysRevD.82.074018. arXiv:
1005.3457 [hep-ph].

[82] Michał Czakon, Paul Fiedler, and AlexanderMitov. “Total TopQuark Pair Produc-
tion Cross Section at Hadron Colliders Through O(α4

S)”. In: Phys. Rev. Le . 110
(2013), p. 252004. : 10.1103/PhysRevLett.110.252004. arXiv: 1303.6254
[hep-ph].

[83] M. Czakon and A. Mitov. “Top++: A Program for the Calculation of the Top-
Pair Cross-Section at Hadron Colliders”. In: Comput. Phys. Commun. 185 (2014),
p. 2930. : 10.1016/j.cpc.2014.06.021. arXiv: 1112.5675 [hep-ph].

[84] Nikolaos Kidonakis. “Two-loop soft anomalous dimensions for single top quark
associated production with a W− or H−”. In: Phys. Rev. D 82 (2010), p. 054018.

: 10.1103/PhysRevD.82.054018. arXiv: 1005.4451 [hep-ph].
[85] Nikolaos Kidonakis. “Next-to-next-to-leading-order collinear and soft gluon cor-

rections for t-channel single top quark production”. In: Phys. Rev. D 83 (2011),
p. 091503. : 10.1103/PhysRevD.83.091503. arXiv: 1103.2792 [hep-ph].

[86] M. Aliev et al. “HATHOR: HAdronic Top and Heavy quarks crOss section calcu-
latoR”. In: Comput. Phys. Commun. 182 (2011), pp. 1034–1046. : 10.1016/j.
cpc.2010.12.040. arXiv: 1007.1327 [hep-ph].

[87] P. Kant et al. “HatHor for single top-quark production: Updated predictions and
uncertainty estimates for single top-quark production in hadronic collisions”. In:
Comput. Phys. Commun. 191 (2015), pp. 74–89. : 10.1016/j.cpc.2015.02.
001. arXiv: 1406.4403 [hep-ph].

[88] J. Alwall et al. “The automated computation of tree-level and next-to-leading or-
der di erential cross sections, and their matching to parton shower simulations”.

https://doi.org/10.1007/JHEP06(2010)043
https://arxiv.org/abs/1002.2581
https://cds.cern.ch/record/2120417
https://cds.cern.ch/record/2120417
https://doi.org/10.1088/1126-6708/2007/11/070
https://arxiv.org/abs/0709.2092
https://doi.org/10.1007/JHEP03(2013)015
https://arxiv.org/abs/1212.3460
https://doi.org/10.1088/1126-6708/2006/05/026
https://arxiv.org/abs/hep-ph/0603175
https://arxiv.org/abs/hep-ph/0603175
https://doi.org/10.1088/1126-6708/2002/07/012
https://doi.org/10.1088/1126-6708/2002/07/012
https://arxiv.org/abs/hep-ph/0201195
https://doi.org/10.1103/PhysRevD.82.074018
https://arxiv.org/abs/1005.3457
https://doi.org/10.1103/PhysRevLett.110.252004
https://arxiv.org/abs/1303.6254
https://arxiv.org/abs/1303.6254
https://doi.org/10.1016/j.cpc.2014.06.021
https://arxiv.org/abs/1112.5675
https://doi.org/10.1103/PhysRevD.82.054018
https://arxiv.org/abs/1005.4451
https://doi.org/10.1103/PhysRevD.83.091503
https://arxiv.org/abs/1103.2792
https://doi.org/10.1016/j.cpc.2010.12.040
https://doi.org/10.1016/j.cpc.2010.12.040
https://arxiv.org/abs/1007.1327
https://doi.org/10.1016/j.cpc.2015.02.001
https://doi.org/10.1016/j.cpc.2015.02.001
https://arxiv.org/abs/1406.4403


186 BIBLIOGRAPHY

In: JHEP 07 (2014), p. 079. : 10.1007/JHEP07(2014)079. arXiv: 1405.0301
[hep-ph].

[89] T. Sjöstrand et al. “An Introduction to PYTHIA 8.2”. In: Comput. Phys. Commun.
191 (2015), pp. 159–177. : 10.1016/j.cpc.2015.01.024. arXiv: 1410.3012
[hep-ph].

[90] The ATLAS Collaboration. “Modelling of the tt̄H and tt̄V (V = W,Z) processes
for

√
s = 13 TeV ATLAS analyses”. In: ATL-PHYS-PUB-2016-005 (Jan. 2016). :

https://cds.cern.ch/record/2120826.
[91] A. Lazopoulos, T. McElmurry, K. Melnikov and F. Petriello. “Next-to-leading or-

der QCD corrections to tt̄Z production at the LHC”. In: Phys. Le . B 666 (2008),
pp. 62–65. : 10 . 1016 / j . physletb . 2008 . 06 . 073. arXiv: 0804 . 2220
[hep-ph].

[92] John M. Campbell and R. Keith Ellis. “tt̄W± production and decay at NLO”. In:
JHEP 07 (2012), p. 052. : 10.1007/JHEP07(2012)052. arXiv: 1204.5678
[hep-ph].

[93] TheATLASCollaboration. “Multi-Boson Simulation for 13 TeVATLASAnalyses”.
In: ATL-PHYS-PUB-2016-002 (Jan. 2016). : https://cds.cern.ch/record/
2119986.

[94] John M. Campbell and R. Keith Ellis. “An Update on vector boson pair produc-
tion at hadron colliders”. In: Phys. Rev. D 60 (1999), p. 113006. : 10.1103/
PhysRevD.60.113006. arXiv: hep-ph/9905386.

[95] John M. Campbell, R. Keith Ellis, and Ciaran Williams. “Vector boson pair pro-
duction at the LHC”. In: JHEP 07 (2011), p. 018. : 10.1007/JHEP07(2011)018.
arXiv: 1105.0020 [hep-ph].

[96] Ste en Schumann and FrankKrauss. “A Parton shower algorithmbased onCatani-
Seymour dipole factorisation”. In: JHEP 03 (2008), p. 038. : 10.1088/1126-
6708/2008/03/038. arXiv: 0709.1027 [hep-ph].

[97] S. Höche, F. Krauss, S. Schumann and F. Siegert. “QCDmatrix elements and trun-
cated showers”. In: JHEP 05 (2009), p. 053. : 10.1088/1126-6708/2009/05/
053. arXiv: 0903.1219 [hep-ph].

[98] The ATLAS Collaboration. Multi-Boson Simulation for 13 TeV ATLAS Analyses.
Tech. rep. ATL-PHYS-PUB-2017-005. Geneva: CERN, May 2017. : http://
cds.cern.ch/record/2261933.

[99] G. Corcella et al. “HERWIG 6.5: an event generator for Hadron Emission Reac-
tions With Interfering Gluons (including supersymmetric processes)”. In: JHEP
01 (2001), p. 010. : 10.1088/1126-6708/2001/01/010. arXiv: hep-ph/
0011363.

[100] S. Dittmaier et al. “Handbook of LHC Higgs Cross Sections: 2. Di erential Dis-
tributions”. In: CERN-2012-002 (2012). : 10.5170/CERN- 2012- 002. arXiv:
1201.3084 [hep-ph].

[101] F. Maltoni and T. Stelzer. “MadEvent: Automatic event generation with Mad-
Graph”. In: JHEP 02 (2003), p. 027. : 10.1088/1126-6708/2003/02/027.
arXiv: hep-ph/0208156.

https://doi.org/10.1007/JHEP07(2014)079
https://arxiv.org/abs/1405.0301
https://arxiv.org/abs/1405.0301
https://doi.org/10.1016/j.cpc.2015.01.024
https://arxiv.org/abs/1410.3012
https://arxiv.org/abs/1410.3012
https://cds.cern.ch/record/2120826
https://doi.org/10.1016/j.physletb.2008.06.073
https://arxiv.org/abs/0804.2220
https://arxiv.org/abs/0804.2220
https://doi.org/10.1007/JHEP07(2012)052
https://arxiv.org/abs/1204.5678
https://arxiv.org/abs/1204.5678
https://cds.cern.ch/record/2119986
https://cds.cern.ch/record/2119986
https://doi.org/10.1103/PhysRevD.60.113006
https://doi.org/10.1103/PhysRevD.60.113006
https://arxiv.org/abs/hep-ph/9905386
https://doi.org/10.1007/JHEP07(2011)018
https://arxiv.org/abs/1105.0020
https://doi.org/10.1088/1126-6708/2008/03/038
https://doi.org/10.1088/1126-6708/2008/03/038
https://arxiv.org/abs/0709.1027
https://doi.org/10.1088/1126-6708/2009/05/053
https://doi.org/10.1088/1126-6708/2009/05/053
https://arxiv.org/abs/0903.1219
http://cds.cern.ch/record/2261933
http://cds.cern.ch/record/2261933
https://doi.org/10.1088/1126-6708/2001/01/010
https://arxiv.org/abs/hep-ph/0011363
https://arxiv.org/abs/hep-ph/0011363
https://doi.org/10.5170/CERN-2012-002
https://arxiv.org/abs/1201.3084
https://doi.org/10.1088/1126-6708/2003/02/027
https://arxiv.org/abs/hep-ph/0208156


BIBLIOGRAPHY 187

[102] ATLAS Pythia 8 tunes to 7 TeV datas. Tech. rep. ATL-PHYS-PUB-2014-021. Geneva:
CERN, Nov. 2014. : https://cds.cern.ch/record/1966419.

[103] L. Lönnblad and S. Prestel. “Matching Tree-Level Matrix Elements with Inter-
leaved Showers”. In: JHEP 03 (2012), p. 019. : 10.1007/JHEP03(2012)019.
arXiv: 1109.4829 [hep-ph].

[104] W. Beenakker, R. Höpker, M. Spira and P.M. Zerwas. “Squark and gluino produc-
tion at hadron colliders”. In: Nucl. Phys. B 492 (1997), pp. 51–103. : 10.1016/
S0550-3213(97)00084-9. arXiv: hep-ph/9610490.

[105] A. Kulesza and L. Motyka. “Threshold resummation for squark-antisquark and
gluino-pair production at the LHC”. In: Phys. Rev. Le . 102 (2009), p. 111802. :
10.1103/PhysRevLett.102.111802. arXiv: 0807.2405 [hep-ph].

[106] A. Kulesza and L. Motyka. “Soft gluon resummation for the production of gluino-
gluino and squark-antisquark pairs at the LHC”. In: Phys. Rev. D 80 (2009), p. 095004.

: 10.1103/PhysRevD.80.095004. arXiv: 0905.4749 [hep-ph].
[107] Wim Beenakker et al. “Soft-gluon resummation for squark and gluino hadropro-

duction”. In: JHEP 12 (2009), p. 041. : 10.1088/1126-6708/2009/12/041.
arXiv: 0909.4418 [hep-ph].

[108] W. Beenakker et al. “Squark and gluino hadroproduction”. In: Int. J. Mod. Phys. A
26 (2011), pp. 2637–2664. : 10.1142/S0217751X11053560. arXiv: 1105.1110
[hep-ph].

[109] Christoph Borschensky et al. “Squark and gluino production cross sections in pp
collisions at

√
s = 13, 14, 33 and 100 TeV”. In: Eur. Phys. J. C 74 (2014), p. 3174.

: 10.1140/epjc/s10052-014-3174-y. arXiv: 1407.5066 [hep-ph].
[110] The ATLAS Collaboration. “Muon reconstruction performance of the ATLAS de-

tector in proton–proton collision data at
√
s =13 TeV”. In: Eur. Phys. J. C 76.5

(2016), p. 292. : 10.1140/epjc/s10052-016-4120-y. arXiv: 1603.05598
[hep-ex].

[111] Electron e ciency measurements with the ATLAS detector using the 2015 LHC
proton-proton collision data. Tech. rep. ATLAS-CONF-2016-024. Geneva: CERN,
June 2016. : https://cds.cern.ch/record/2157687.

[112] Matteo Cacciari, Gavin P. Salam, and Gregory Soyez. “The anti-kt jet clustering
algorithm”. In: JHEP 04 (2008), p. 063. : 10.1088/1126-6708/2008/04/063.
arXiv: 0802.1189 [hep-ph].

[113] Matteo Cacciari and Gavin P. Salam. “Dispelling the N3 myth for the kt jet-
nder”. In: Phys. Le . B 641 (2006), pp. 57–61. : 10.1016/j.physletb.2006.

08.037. arXiv: hep-ph/0512210.
[114] Matteo Cacciari, Gavin P. Salam, and Gregory Soyez. “FastJet User Manual”. In:

Eur. Phys. J. C 72 (2012), p. 1896. : 10.1140/epjc/s10052-012-1896-2.
arXiv: 1111.6097 [hep-ph].

[115] The ATLAS Collaboration. “Topological cell clustering in the ATLAS calorime-
ters and its performance in LHC Run 1”. In: Eur. Phys. J. C 77 (2017), p. 490. :
10.1140/epjc/s10052-017-5004-5. arXiv: 1603.02934 [hep-ex].

https://cds.cern.ch/record/1966419
https://doi.org/10.1007/JHEP03(2012)019
https://arxiv.org/abs/1109.4829
https://doi.org/10.1016/S0550-3213(97)00084-9
https://doi.org/10.1016/S0550-3213(97)00084-9
https://arxiv.org/abs/hep-ph/9610490
https://doi.org/10.1103/PhysRevLett.102.111802
https://arxiv.org/abs/0807.2405
https://doi.org/10.1103/PhysRevD.80.095004
https://arxiv.org/abs/0905.4749
https://doi.org/10.1088/1126-6708/2009/12/041
https://arxiv.org/abs/0909.4418
https://doi.org/10.1142/S0217751X11053560
https://arxiv.org/abs/1105.1110
https://arxiv.org/abs/1105.1110
https://doi.org/10.1140/epjc/s10052-014-3174-y
https://arxiv.org/abs/1407.5066
https://doi.org/10.1140/epjc/s10052-016-4120-y
https://arxiv.org/abs/1603.05598
https://arxiv.org/abs/1603.05598
https://cds.cern.ch/record/2157687
https://doi.org/10.1088/1126-6708/2008/04/063
https://arxiv.org/abs/0802.1189
https://doi.org/10.1016/j.physletb.2006.08.037
https://doi.org/10.1016/j.physletb.2006.08.037
https://arxiv.org/abs/hep-ph/0512210
https://doi.org/10.1140/epjc/s10052-012-1896-2
https://arxiv.org/abs/1111.6097
https://doi.org/10.1140/epjc/s10052-017-5004-5
https://arxiv.org/abs/1603.02934


188 BIBLIOGRAPHY

[116] Matteo Cacciari and Gavin P. Salam. “Pileup subtraction using jet areas”. In: Phys.
Le . B 659 (2008), pp. 119–126. : 10.1016/j.physletb.2007.09.077. arXiv:
0707.1378 [hep-ph].

[117] TheATLAS Collaboration. “Performance of pile-upmitigation techniques for jets
in pp collisions at

√
s = 8 TeV using the ATLAS detector”. In: Eur. Phys. J. C 76

(2016), p. 581. : 10.1140/epjc/s10052-016-4395-z. arXiv: 1510.03823
[hep-ex].

[118] The ATLAS Collaboration. “Jet energy scale measurements and their systematic
uncertainties in proton-proton collisions at

√
s = 13 TeV with the ATLAS detec-

tor”. In: Phys. Rev. D 96 (2017), p. 072002. : 10.1103/PhysRevD.96.072002.
arXiv: 1703.09665 [hep-ex].

[119] The ATLAS Collaboration. “Tagging and suppression of pileup jets with the AT-
LAS detector”. In: ATLAS-CONF-2014-018 (2014). : https://cds.cern.ch/
record/1700870.

[120] The ATLAS Collaboration. “Performance of b-Jet Identi cation in the ATLAS Ex-
periment”. In: JINST 11.04 (2016), P04008. : 10.1088/1748-0221/11/04/
P04008. arXiv: 1512.01094 [hep-ex].

[121] Optimisation of the ATLAS b-tagging performance for the 2016 LHC Run. Tech. rep.
ATL-PHYS-PUB-2016-012. Geneva: CERN, June 2016. : https://cds.cern.
ch/record/2160731.

[122] ATLAS Collaboration. “Performance of missing transverse momentum recon-
struction with the ATLAS detector using proton–proton collisions at s=13TeV”.
In: e European Physical Journal C 78.11 (Nov. 2018). : 1434-6052. : 10.
1140/epjc/s10052-018-6288-9. : http://dx.doi.org/10.1140/epjc/
s10052-018-6288-9.

[123] M. Baak et al. “HistFitter software framework for statistical data analysis”. In: Eur.
Phys. J. C 75 (2015), p. 153. : 10.1140/epjc/s10052-015-3327-7. arXiv:
1410.1280 [hep-ex].

[124] ATLAS Collaboration. “Observation and measurement of Higgs boson decays
to WW ∗ with the ATLAS detector”. In: (2014). : 10.1103/PhysRevD.92.
012006. eprint: arXiv:1412.2641.

[125] The ATLAS Collaboration. “Measurement of the photon identi cation e cien-
cies with the ATLAS detector using LHC Run-1 data”. In: Eur. Phys. J. C 76.12
(2016), p. 666. : 10.1140/epjc/s10052-016-4507-9. arXiv: 1606.01813
[hep-ex].

[126] CMS Collaboration. “Observation of a new boson with mass near 125 GeV in pp
collisions at

√
s =7 and 8 TeV”. In: (2013). : 10.1007/JHEP06(2013)081.

eprint: arXiv:1303.4571.
[127] T. Abajyan et al. “Observation of a new particle in the search for the Standard

Model Higgs boson with the ATLAS detector at the LHC”. In: Physics Le ers B
716 (Sept. 2012), pp. 1–29.

[128] ATLAS and CMS Collaborations. “Measurements of the Higgs boson production
and decay rates and constraints on its couplings from a combined ATLAS and

https://doi.org/10.1016/j.physletb.2007.09.077
https://arxiv.org/abs/0707.1378
https://doi.org/10.1140/epjc/s10052-016-4395-z
https://arxiv.org/abs/1510.03823
https://arxiv.org/abs/1510.03823
https://doi.org/10.1103/PhysRevD.96.072002
https://arxiv.org/abs/1703.09665
https://cds.cern.ch/record/1700870
https://cds.cern.ch/record/1700870
https://doi.org/10.1088/1748-0221/11/04/P04008
https://doi.org/10.1088/1748-0221/11/04/P04008
https://arxiv.org/abs/1512.01094
https://cds.cern.ch/record/2160731
https://cds.cern.ch/record/2160731
https://doi.org/10.1140/epjc/s10052-018-6288-9
https://doi.org/10.1140/epjc/s10052-018-6288-9
http://dx.doi.org/10.1140/epjc/s10052-018-6288-9
http://dx.doi.org/10.1140/epjc/s10052-018-6288-9
https://doi.org/10.1140/epjc/s10052-015-3327-7
https://arxiv.org/abs/1410.1280
https://doi.org/10.1103/PhysRevD.92.012006
https://doi.org/10.1103/PhysRevD.92.012006
arXiv:1412.2641
https://doi.org/10.1140/epjc/s10052-016-4507-9
https://arxiv.org/abs/1606.01813
https://arxiv.org/abs/1606.01813
https://doi.org/10.1007/JHEP06(2013)081
arXiv:1303.4571


BIBLIOGRAPHY 189

CMS analysis of the LHC pp collision data at
√
s = 7 and 8 TeV”. In: (2016). :

10.1007/JHEP08(2016)045. eprint: arXiv:1606.02266.
[129] ATLAS Collaboration. “Performance of the ATLAS Trigger System in 2015”. In:

(2016). : 10.1140/epjc/s10052-017-4852-3. eprint: arXiv:1611.09661.
[130] ATLAS Collaboration. “Performance of missing transverse momentum recon-

struction with the ATLAS detector using proton-proton collisions at
√
s = 13

TeV”. In: (2018). : 10.1140/epjc/s10052- 018- 6288- 9. eprint: arXiv:
1802.08168.

[131] The ATLAS Collaboration. “Measurements of gluon–gluon fusion and vector-
boson fusion Higgs boson production cross-sections in theH → WW ∗ → eνµν

decay channel in pp collisions at s=13TeV with the ATLAS detector”. In: Physics
Le ers B 789 (2019), pp. 508–529. : 0370-2693. : https://doi.org/10.
1016/j.physletb.2018.11.064. : http://www.sciencedirect.com/
science/article/pii/S0370269318309936.

[132] T. Plehn, D. Rainwater, and D. Zeppenfeld. “Amethod for identifyingH → ττ →
eµ pmiss

T at the CERN LHC”. In: (1999). : 10.1103/PhysRevD.61.093005.
eprint: arXiv:hep-ph/9911385.

[133] D. de Florian et al. “Handbook of LHC Higgs Cross Sections: 4. Deciphering the
Nature of the Higgs Sector”. In: (2016). : 10.23731/CYRM-2017-002. eprint:
arXiv:1610.07922.

[134] G. Aad et al. “Combined measurements of Higgs boson production and decay
using up to 80 fb−1 of proton-proton collision data at

√
s = 13 TeV collected

with the ATLAS experiment”. In: Phys. Rev. D 101 (1 Jan. 2020), p. 012002. :
10.1103/PhysRevD.101.012002. : https://link.aps.org/doi/10.
1103/PhysRevD.101.012002.

[135] N C Benekos et al. ATLAS Inner Detector Performance. Tech. rep. ATL-INDET-
2004-002. revised version number 1 submitted on 2004-01-15 18:11:09. Geneva:
CERN, Dec. 2003. : https://cds.cern.ch/record/688762.

[136] The ATLAS Collaboration. Technical Design Report for the ATLAS Inner Tracker
Strip Detector. Tech. rep. CERN-LHCC-2017-005. ATLAS-TDR-025. Geneva: CERN,
Apr. 2017. : https://cds.cern.ch/record/2257755.

[137] The ATLAS Collaboration. Technical Design Report for the ATLAS Inner Tracker
Pixel Detector. Tech. rep. CERN-LHCC-2017-021. ATLAS-TDR-030. Geneva: CERN,
Sept. 2017. : https://cds.cern.ch/record/2285585.

[138] S. Agostinelli et al. “GEANT4: A simulation toolkit”. In: Nucl. Instrum. Meth. A
506 (2003), pp. 250–303. : 10.1016/S0168-9002(03)01368-8.

[139] S. Ramo. “Currents Induced by Electron Motion”. In: Proceedings of the IRE 27.9
(1939), pp. 584–585.

[140] W. Shockley. “Currents to Conductors Induced by a Moving Point Charge”. In:
Journal of Applied Physics 9.10 (Oct. 1938), pp. 635–636. : 10.1063/1.1710367.

https://doi.org/10.1007/JHEP08(2016)045
arXiv:1606.02266
https://doi.org/10.1140/epjc/s10052-017-4852-3
arXiv:1611.09661
https://doi.org/10.1140/epjc/s10052-018-6288-9
arXiv:1802.08168
arXiv:1802.08168
https://doi.org/https://doi.org/10.1016/j.physletb.2018.11.064
https://doi.org/https://doi.org/10.1016/j.physletb.2018.11.064
http://www.sciencedirect.com/science/article/pii/S0370269318309936
http://www.sciencedirect.com/science/article/pii/S0370269318309936
https://doi.org/10.1103/PhysRevD.61.093005
arXiv:hep-ph/9911385
https://doi.org/10.23731/CYRM-2017-002
arXiv:1610.07922
https://doi.org/10.1103/PhysRevD.101.012002
https://link.aps.org/doi/10.1103/PhysRevD.101.012002
https://link.aps.org/doi/10.1103/PhysRevD.101.012002
https://cds.cern.ch/record/688762
https://cds.cern.ch/record/2257755
https://cds.cern.ch/record/2285585
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1063/1.1710367

	The Standard Model
	Particle Content
	The Standard Model Lagrangian
	Electroweak Symmetry Breaking
	Higgs Branching Fractions

	The Strong Force

	The Minimal Supersymmetric Standard Model
	Introduction to Supersymmetry
	Particle Content
	The MSSM Lagrangian
	Superpotential and R-Parity
	The Kähler Potential
	MSSM Electroweak Symmetry Breaking
	Soft Symmetry Breaking
	Electroweakino Mass Eigenstates
	Solutions to Standard Model Problems
	Coupling Unification Problem
	The Neutralino WIMP


	The ATLAS Experiment
	The LHC Acccelerator
	The ATLAS Experiment
	Tracking System
	Calorimetry System
	Muon Spectrometer and Toroidal Magnet System
	Trigger System

	Object Reconstruction
	The ATLAS Experiment Dataset
	The Proton Parton Distribution Function
	Physics Reach of the Large Hadron Collider
	Monte Carlo Simulation & Simplified Models
	LHC & ATLAS Upgrade Timeline

	Search for Supersymmetric Electroweak Production
	Our Signal
	Analysis Overview
	Recursive Jigsaw Reconstruction Implementation
	Standard Approach
	ISR Approach

	Technical Setup
	Object Reconstruction and Identification
	Fakes Matrix Method
	Z/+jets Estimation Methods
	MC Validation
	Systematic Uncertainties
	Signal Region Definitions
	Fakes Validation
	2 Fakes Validation
	3 Fakes Validation

	Background Estimation
	2 Control Region Definitions
	3 Control and Validation Region Definitions 

	ABCD Z/+jets Estimation
	SR2_Low Z/+jets Estimation
	SR2_ISR Z/+jets Estimation

	Results
	Signal Region Modelling
	Model Independent Limits


	Measurement of the Higgs Boson Production Cross-sections
	The Discovery of the Higgs Boson
	Overview of Run-II Approach
	Object Reconstruction
	Signal Region Definitions
	Background Estimation Method
	Top Control Regions
	Data-Driven b-jet Efficiency Extraction Method
	Signal Region Top Pair Production Estimation

	Fit Method
	Results
	Full Run-II Combined Results

	FTK Fast Simulation
	The Fast Tracker
	FTK Hardware Overview
	FTK Full Simulation
	FTK Fast Simulation
	Track Parameter Resolution
	Residuals and Gaussian Fits
	Track Resolution Parameterisation
	Double Gaussian Case

	Validation of FTK Fast Simulation

	ITk Strips Digitisation
	Phase-II Upgrade Overview
	The Induced Charge Model
	Simplified Digitization Model
	Validation and Conclusions

	Concluding Remarks



