
Efficient Fully Convolutional Networks
for Dense Prediction Tasks

Yifan Liu

A thesis submitted for the degree of
DOCTOR OF PHILOSOPHY

The University of Adelaide

October 14, 2021





iii

Contents

Abstract xvii

Declaration of Authorship xix

Acknowledgements xxi

1 Introduction 3
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Literature Review 7
2.1 Efficient Fully Convolutional Networks . . . . . . . . . . . . . . . . . . 7
2.2 Dense Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.1 Semantic Image/video Segmentation . . . . . . . . . . . . . . . 8
2.2.2 Depth Estimation . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Object Detection . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Auxiliary supervision . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Knowledge Distillation . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 Auxiliary Loss . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3 Structured Knowledge Distillation 13
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.3.1 Structured Knowledge Distillation . . . . . . . . . . . . . . . . 17
3.3.2 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.3 Extension to Other Dense Prediction Tasks . . . . . . . . . . . 20

3.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4.1 Semantic Segmentation . . . . . . . . . . . . . . . . . . . . . . 21

Implementation Details . . . . . . . . . . . . . . . . . . . . . . 21
Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . 21
Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Segmentation Results . . . . . . . . . . . . . . . . . . . . . . . 28

3.4.2 Depth Estimation . . . . . . . . . . . . . . . . . . . . . . . . . 32
Implementation Details . . . . . . . . . . . . . . . . . . . . . . 32



iv

Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . 34
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.4.3 Object Detection . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Implementation Details . . . . . . . . . . . . . . . . . . . . . . 35
Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . 37
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4 channel-wise distillation 39
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.3.1 Spatial Distillation . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3.2 channel-wise Distillation . . . . . . . . . . . . . . . . . . . . . . 43

4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4.1 Experimental Settings . . . . . . . . . . . . . . . . . . . . . . . 45
4.4.2 Comparing with Current Knowledge Distillation Methods . . . 46
4.4.3 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4.4 Semantic Segmentation Results . . . . . . . . . . . . . . . . . . 50
4.4.5 Object Detection Results . . . . . . . . . . . . . . . . . . . . . 54

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5 Efficient Semantic Video Segmentation 59
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.3.1 Motion Guided Temporal Consistency . . . . . . . . . . . . . . 62
5.3.2 Temporal Consistency Knowledge Distillation . . . . . . . . . 63
5.3.3 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3.4 Implementation Details . . . . . . . . . . . . . . . . . . . . . . 65

5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.4.1 Ablations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.4.2 Results on Cityscapes . . . . . . . . . . . . . . . . . . . . . . . 69
5.4.3 CamVid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4.4 300VW-Mask . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6 Auxiliary Overparameterization 75
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.3 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77



v

6.3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3.2 Basic auxiliary module . . . . . . . . . . . . . . . . . . . . . . . 77
6.3.3 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.3.4 Searching the Auxiliary Module . . . . . . . . . . . . . . . . . . 78

6.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.4.1 Experiments on Light-weight Single Tasks . . . . . . . . . . . . 80
6.4.2 Experiments on Multi-task Learning . . . . . . . . . . . . . . . 81

Different Training Strategies . . . . . . . . . . . . . . . . . . . . 82
Different Main Architectures . . . . . . . . . . . . . . . . . . . 83
Different Auxiliary Architectures. . . . . . . . . . . . . . . . . . 84
Comparison with State-of-the-art Methods . . . . . . . . . . . . 85
Network Pruning with Auxiliary Learning . . . . . . . . . . . . 86
Experiments on SUNRGBD . . . . . . . . . . . . . . . . . . . . 86

6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7 Conclusion 89

A Appendix for Auxiliary Overparameterization 91
A.1 Extension to Multi-task . . . . . . . . . . . . . . . . . . . . . . . . . . 91
A.2 Training Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

A.2.1 Semantic Segmentation . . . . . . . . . . . . . . . . . . . . . . 92
A.2.2 Multi-task Learning . . . . . . . . . . . . . . . . . . . . . . . . 92

A.3 Visualization Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

Bibliography 95





vii

List of Figures

2.1 Comparison of two representative MTL methods and the proposed ap-
proach. We take two tasks as example. The two MTL categories take
two extremes. (a) Hard parameter sharing: two tasks share the same
layers to extract the features, and task-specific layers to handle different
tasks. (c) Soft parameter sharing: each task employs an independent
network, but apply message passing between specific layers. (b) The
proposed auxiliary learning framework: The auxiliary modules provide
extra inductive bias for specific tasks, and improve the training for the
shared layers in the main network. . . . . . . . . . . . . . . . . . . . . 11

3.1 An example on the semantic segmentation task shows comparisons in
terms of computation complexity, number of parameters and mIoU for
different networks on the Cityscapes test set. The FLOPs is calculated
with the resolution of 512×1024. The red triangles are the results of our
distillation method while others are without distillation. Blue circles
are collected from FCN* [122], RefineNet [74], SegNet [8], ENet [106],
PSPNet [176], ERFNet [114], ESPNet [92], MobileNetV2Plus [81], and
OCNet [162]. With our proposed distillation method, we can achieve a
higher mIoU, with no extra FLOPs and parameters. . . . . . . . . . . 14

3.2 Our distillation framework with the semantic segmentation task as an
example. (a) Pair-wise distillation; (b) Pixel-wise distillation; (c) Holis-
tic distillation. In the training process, we keep the cumbersome net-
work fixed as our teacher net, and only the student net and the discrim-
inator net are optimized. The student net with a compact architecture
is trained with three distillation terms and a task-specific loss, e.g., the
cross-entropy loss for semantic segmentation. . . . . . . . . . . . . . . 16

3.3 Illustrations of the connection range α and the granularity β of each
node. (A) α = 9, β = 1, (B) α = 25, β = 1, (C)α = 9, β = 4. . . . . . 18

3.4 We show 7 different architectures of the discriminator. The red arrow
represents a self-attention layer. The orange block denotes a residual
block with stride 2. We add an average pooling layer to the output
block to obtain the final score. . . . . . . . . . . . . . . . . . . . . . . . 26



viii

3.5 The score distribution of segmentation maps generated by different stu-
dent nets evaluated by a well-trained discriminator. With adversarial
training, the distributions of the segmentation map become closer to
the teacher; and our method (the red one) is the closest one to the
teacher (the orange one). . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.6 Segmentation results for structured objects with ResNet18 (1.0) trained
with different discriminators. (a) W/o holistic distillation, (b) W/
D_shallow, (c) W/ D_no_attention, (d) Our method, (e) Teacher net,
(f) Ground truth, (g) Image. One can see that a strong discriminator
can help the student learn structure objects better. With the attention
layers, labels of the objects are more consistent. . . . . . . . . . . . . . 29

3.7 Illustrations of the effectiveness of pixel-wise and structured distillation
schemes in terms of class IoU scores on the network MobileNetV2Plus
[81] over the Cityscapes test set. Both pixel-level and structured dis-
tillation help improve the performance especially for the hard classes
with low IoU scores. The improvement from structured distillation is
more significant for structured objects, such as the “bus” and “truck”. 31

3.8 Qualitative results on the Cityscapes testing set produced from Mo-
bileNetV2Plus: (A) initial images, (B) w/o distillation, (C) only w/
pixel-wise distillation, (D) Our distillation schemes: both pixel-wise
and structured distillation schemes. (E) Ground truth labels. The seg-
mentation map in the red box about four structured objects: “trunk”,
“person", “bus" and “traffic sign” are zoomed in. One can see that the
structured distillation method (ours) produces more consistent labels. . 32

3.9 Qualitative results on the CamVid test set produced from ESPNet. (A)
Image. (B) Baseline student network trained without distillation. (C)
Our method. (D) Ground truth. . . . . . . . . . . . . . . . . . . . . . 33

3.10 The effect of structured distillation on CamVid. This figure shows that
distillation can improve the results in two cases: trained over only the
labeled data and over both the labeled and extra unlabeled data. . . . 34

3.11 Qualitative results on ADE20K produced from MobileNetV2. (A) Im-
age. (B) Baseline student network trained without distillation. (C)
Our method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.12 Detection results on the COCO dataset. With the structured knowl-
edge distillation, the detector can improve the results with occluded,
highly overlapped and extremely small objects. It can also produce a
higher classification score compared to the baseline. . . . . . . . . . . . 36



ix

4.1 Spatial knowledge distillation (top-left) works by aligning feature maps
in the spatial domain. Our channel-wise distillation (top-right) instead
aligns each channel of the student’s feature maps to that of the teacher
network by minimizing the KL divergence. The bottom plot shows that
the activation values of each channel tend to encode saliency of scene
categories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.2 The overall architecture of our proposed method. The plot on the
left is the paradigm of our teacher-student strategy, where the feature
map and the score map can be used for channel-wise distillation. The
plot on the right is the detailed description of channel-wise distillation.
Activated regions correspond to scene categories. . . . . . . . . . . . . 43

4.3 Qualitative segmentation results on Cityscapes produced from PSPNet-
R18: (a) raw images, (b) ground truth (GT), (c) channel-wise distilla-
tion (CW), (d) the spatial distillation schemes: attention transfer (AT),
and (e) output of the original student model. . . . . . . . . . . . . . . 48

4.4 The channel distribution of the student under three paradigms. (a)
raw images, (b) ground truth (GT), (c) channel distillation, (d) the
spatial distillation schemes: attention transfer (AT), and (e) output of
the original student model. . . . . . . . . . . . . . . . . . . . . . . . . 49

4.5 The channel distribution of the student under three paradigms. The
yellow dotted lines show that the activation maps of CD are better than
that of AT and the student network. . . . . . . . . . . . . . . . . . . . 50

4.6 Illustration of the performance under different individual distillation
methods. The red (blue) dotted line is the performance of AT (student).
The proposed channel-wise distillation method achieves better results
than any other spatial distillation method. . . . . . . . . . . . . . . . . 51

4.7 Impact of the temperature parameter T and the loss weight α. . . . . 52
4.8 Qualitative segmentation results on Cityscapes produced from PSPNet-

R18: (a) raw images, (b) ground truth (GT), (c) channel-wise distilla-
tion (CD), (d) the best spatial distillation schemes: attention transfer
(AT), and (e) output of the original student model. . . . . . . . . . . 52

5.1 (a) Visualization results on consecutive frames: Keyframe: Accel18 [57]
propagates and fuses the results from the keyframe (k) to non-key
frames (k + 1, . . . ), which may lead to poor results on non-key frames.
Baseline: PSPNet18 [176] trains the model on single frames. Inference
on single frames separately can produce temporally inconsistent results.
Ours: training the model with the correlations among frames and in-
ferring on single frames separately lead to high quality and smooth
results. (b) Comparing our enhanced MobileNetV2 model with previ-
ous keyframe based methods: Accel [57], DVSN [149], DFF [182] and
CC [123]. The inference speed is evaluated on a single GTX 1080Ti. . 60



x

5.2 (a)Overall of proposed training scheme: We consider the temporal
information by the temporal consistency knowledge distillation (c and
d) and the temporal loss (b) during training. (b) Temporal loss (TL)
encode the temporal consistency through motion constraints. Both
the teacher net and the student net are enhanced by the temporal
loss. (c) Pair-wise frame dependency (PF): encode the motion
relations between two frames. (d) multi-frame dependency (MF):
extract the correlations of the intermediate feature maps among multi-
frames. We only show the forward pass of the student net here and
apply the same operations on the teacher net to get the dependency
cross frames as soft targets. (e) The inference process. All the
proposed methods are only applied during training. We can improve
the temporal consistency as well as the segmentation accuracy without
any extra parameters or post-processing during inference. . . . . . . . 62

5.3 The temporal consistency between neighboring frames in one sampled
sequence on Cityscapes. The keyframe based method Accel shows se-
vere jitters between keyframes and others. . . . . . . . . . . . . . . . . 69

5.4 Qualitative outputs. (a): PSPNet18, training on multi frames and
inferring on each frame. (b): PSPNet18, training and inferring on each
frame. (c): Accel-18 [57], training and inferring on multiple frames.
The keyframe is selected in every five frames. For better visualization,
we zoom the region in the red and orange box. The proposed method
can give more consistent labels to the moving train and the trees in
the red box. In the orange boxes, we can see our methods have similar
quantity results in each frame while the keyframe-based methods may
generate worse results in the frame (e.g., k + 3) which is far from the
keyframe (i.e., k). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.5 Visualization results on 300VW-Mask. First row: Input frames; Sec-
ond row: Segmentation results from the baseline under semi-supervised
settings. Third row: Segmentation results from ours under semi-
supervised settings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.1 An overview of the proposed framework. . . . . . . . . . . . . . . . . . 77
6.2 (a) Auxiliary module search space. (b) The controller output for gen-

erating the l-th auxiliary cell, Al. (c) An example of the sampled
structure with the output of (b). . . . . . . . . . . . . . . . . . . . . . 78

6.3 Training Accuracy. During the training stage, all the auxiliary train-
ing strategies can boost the the pixel accuracy on the training mini-
batch, which indicates that the auxiliary module can improve the op-
timization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81



xi

6.4 Performance of different training strategies. We report the depth
prediction and semantic segmentation results on the NYUD-v2. Top-
right is better. We can see that adding an auxiliary network can signif-
icantly boost the performance, even better than that of a single task.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

6.5 Training curves. Base: jointly train two tasks. Auxi: adding aux-
iliary module to supervise the depth estimation. Here we show three
samples of the average gradients for different layers (a-c) and the train-
ing loss curve for the depth estimation task. We can observe that the
gradient w.r.t the shared parameters is enhanced. . . . . . . . . . . . . 84

A.1 (a) Auxiliary structure search space for multi-task learning. (b) Con-
troller output for generating a single cell for the l-th auxiliary cell of
task t, Atl . (c) The order of generating the whole auxiliary module
recursively among different tasks. . . . . . . . . . . . . . . . . . . . . 92

A.2 The auxiliary modules are sampled by reinforcement learning. We show
the detailed structure used in the multi-task experiments for depth
prediction and semantic segmentation. . . . . . . . . . . . . . . . . . . 93

A.3 Visualization Results on NYUD-v2 (a) Input image. (b) Predicted
depth results. (c) Ground truth depth results. (d) Predicted semantic
segmentation results. (e) Ground truth semantic segmentation results. 94

A.4 Visualization Results on SUNRGBD (a) Input image. (b) Pre-
dicted surface normal. (c) Ground truth surface normal. (d) Predicted
semantic segmentation results. (e) Ground truth semantic segmenta-
tion results. (f) Predicted depth results. (e) Ground truth depth results. 94





xiii

List of Tables

3.1 The effect of different components of the loss in the proposed method.
PI: pixel-wise distillation; PA: pair-wise distillation; HO: holistic distil-
lation; ImN: initial from the pre-trained weight on the ImageNet. . . . 22

3.2 The impact of the connection range and node granularity. The shape
of the output feature map is H ′ ×W ′. We can see that keeping a fully
connected graph is more helpful in pair-wise distillation. . . . . . . . . 24

3.3 The effectiveness of the conditional discriminator in HO distillation.
We choose ResNet18 (1.0) as the example student net. PI and PA
are employed as the baseline a. BN represents a batch normalization
layer inserted before the discriminator. Conditional represents that
the RGB image is concatenated as the conditional input of the discrim-
inator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.4 We choose ResNet18 (1.0) as the example student net. An AnLm index
represents n attention blocks with m residual blocks in the discrimina-
tor. The ability of the discriminator will affect the adversarial training. 25

3.5 We choose ResNet18 (1.0) as the example student net. Class IoU
with three different discriminator architectures is reported. The self-
attention layer can significantly improve the accuracy of structured
objects, such as “truck”, “bus”, “train”, and “motorcycle”. . . . . . . . . 26

3.6 We choose ResNet18 (1.0) as the example student net. The embedding
score difference and mIoU on the validation set of Cityscapes. . . . . 27

3.7 Comparison of feature transfer MIMIC [115, 67], attention transfer [166],
and local pair-wise distillation [147] against our pair-wise distillation.
The segmentation is evaluated by mIoU (%). PI: pixel-wise distilla-
tion. MIMIC: using a 1 × 1 convolution for feature distillation. AT:
attention transfer for feature distillation. LOCAL: The local similarity
distillation method. PA: our pair-wise distillation. ImN: initializing
the network from the weights pre-trained on the ImageNet dataset. . . 27

3.8 The segmentation results on the testing, validation (Val.), and training
(Tra.) set of Cityscapes. . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.9 The segmentation performance on the test set of CamVid. ImN =
ImageNet dataset, and unl = unlabeled street scene dataset sampled
from Cityscapes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.10 The mIoU and pixel accuracy on the validation set of ADE20K. . . . . 32



xiv

3.11 Depth estimation results and model parameters on NYUD-v2 test dataset.
With the structured knowledge distillation, the performance is im-
proved over all evaluation metrics. . . . . . . . . . . . . . . . . . . . . 33

3.12 Relative error on the NYUD-V2 test dataset. ‘Unl’ means Unleblled
data sampled from the large video sequence. The pixel-level distillation
alone can not improve the accuracy. Therefore we only use structured-
knowledge distillation in the depth estimation task. . . . . . . . . . . . 35

3.13 PA vs. MIMIC on the minival split with MobileNetV2-c256 as the stu-
dent net. Both distillation methods can improve the accuracy of the de-
tector, and the structured knowledge distillation performs better than
the pixel-wise MIMIC. By applying all the distillation terms, the results
can be further improved. . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.14 Detection accuracy with and without distillation on COCO-minival. . 37
3.15 Detection results and inference time on the COCO test-dev. The infer-

ence time was reported in the original papers [133, 76]. Our distillation
method can improve the accuracy of a strong baseline with no extra
inference time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.1 Current spatial distillation methods. i and j indicate the pixel index.
D(·) is a discriminator, and N(i) indicates 8-neighborhood of pixel i.
Si is the pixel set having the same label as pixel i and |Si| stands for
the size of the set Si. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2 Comparison between computation complexity and performance on the
validation set among various distillation methods. The mIoU is calcu-
lated on the Cityscapes validation set with PSPNet-R101 as the teacher
network and PSPNet-R18 as the student network. The complexity de-
pends on the shape (hx × wx × cx) of the input. O(D) denotes the
discriminator complexity. The superscript ~ means that additional
channel alignment convolution is needed. All the results are the mean
of three runs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.3 The class IoU of our proposed channel-wise distillation method com-
pared with the other two typical structural knowledge transfer methods
on the validation set of Cityscape, where PSPNet-R18 (1.0) was selected
as the student network. The results are from one run. . . . . . . . . . 46

4.4 Effectiveness of channel-wise distillation on semantic segmentation. We
can see that with the channel normalization and the asymmetry KL di-
vergence, the proposed channel-wise distillation achieves the best per-
formance among other variants. All the results are the mean of three
runs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.5 Comparison between our methods and other distillation methods on
object detection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53



xv

4.6 Comparison of student variants with the state-of-the-art distillation
methods on Cityscapes, where � denotes to be trained from scratch and
? indicates to be initialized by the weights pre-trained on ImageNet, and
R18 (MBV2) is the abbreviation for Resnet18 (MobileNetV2). . . . . . 55

4.7 The mIoU and mAcc on the validation set of Pascal VOC 2012, R18
(MBV2) is the abbreviation for Resnet18 (MobileNetV2). . . . . . . . 56

4.8 The mIoU and mAcc on the validation set of ADE20K, R18 (MBV2)
is the abbreviation for Resnet18 (MobileNetV2). . . . . . . . . . . . . 57

5.1 Accuracy and temporal consistency on Cityscapes validation set. SF:
single-frame distillation methods, PF: our proposed pair-wise-frame de-
pendency distillation method. MF: our proposed multi-frame depen-
dency distillation method, TL: the temporal loss. The proposed dis-
tillation methods and temporal loss can improve both the temporal
consistency and accuracy, and they are complementary to each other. . 66

5.2 Impact of the random sample policy. RS: random sample policy, TC:
temporal consistency, TL: temporal loss, Dis: distillation terms, ALL:
combine TL with Dis. The proposed random sample policy can improve
the accuracy and temporal consistency. . . . . . . . . . . . . . . . . . . 66

5.3 Influence of the teacher net. TL: temporal loss. TC: temporal consis-
tency. We use the pair-wise-frame distillation to show our design can
transfer the temporal consistency from the teacher net. . . . . . . . . . 67

5.4 We compare our methods with recent efficient image/video semantic
segmentation networks on three aspects: accuracy (mIoU,%), smooth-
ness (TC, %), and inference speed (fps, Hz). TL: temporal loss, ALL:
all proposed terms, TC: temporal consistency, #Param: parameters of
the networks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.5 Experiments results on 300VW-Mask [141]. The temporal stability
(Tsb), temporal consistency (TC), and Insertion-over-Union (IoU) for
each class are reported. mIoU is calculated without the background
class. The compared methods can be referred to in [141]. . . . . . . . . 72

6.1 Training with/w.o auxiliary network on ImageNet classification with
ResNet-18. We employ the basic auxiliary network and introduce 1×1

and 3× 3 convolutions as the adaptor, respectively. . . . . . . . . . . . 80
6.2 Semantic segmentation results on the test set of ADE20K. . . . . . . 80
6.3 The performance by applying the auxiliary module on top of different

network structures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.4 Results on the test set of NYUD-v2. We show that the auxiliary module

can improve the strong baseline to compare with other state-of-the-art
methods designed for multi-task. . . . . . . . . . . . . . . . . . . . . . 85

6.5 The performance w.r.t. different auxiliary architectures. . . . . . . . . 85



xvi

6.6 Fine-tuning pruned ResNet-18 with/without the auxiliary module on
NYUDv2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6.7 Semantic segmentation, depth prediction, and surface normal estima-
tion results on the test set of SUNRGBD. Auxi-depth, Auxi-seg and
Auxi-normal represent for adding a single auxiliary module with su-
pervised loss from depth estimation, semantic segmentation, and sur-
face normal task, respectively. Auxi-all represents for adding them all
together. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

We develop efficient fully convolutional networks for dense prediction tasks, which
learns a mapping from input images to complex output structures. To get a better
trade-off between performance and the efficiency, we mainly focus on better training
off-the-shelf efficient convolutional networks. Extra training constraints from larger
models, temporal information, auxiliary model and unlabeled data are discussed and
employed in this thesis. The performance of the efficient fully convolutional network
can be boosted without introduce any extra computational cost during the. infer-
ence process. The effectiveness has been verified on various tasks, including semantic
segmentation, depth estimation and object detection.



xvii

University of Adelaide

Abstract

Efficient Fully Convolutional Networks for Dense Prediction Tasks

by Yifan Liu

Dense prediction is a family of fundamental problems in computer vision, which learns
a mapping from input images to complex output structures, including semantic seg-
mentation, depth estimation, and object detection, among many others. Pixel-level
labeling is required in such tasks. Deep neural networks have been the dominant solu-
tion since the invention of fully-convolutional neural networks (FCNs). Well-designed
complicated network structures achieve state-of-the-art performance on benchmark
datasets, but often with a high computational cost. The cost will be more expen-
sive when extending to the video sequence. It is important to design efficient fully
convolutional networks for dense prediction tasks so that the models can be used
on mobile devices in many real-world applications. Light-weight models have drawn
much attention recently. Most compact models try to obtain higher accuracy with
lower computational cost, but usually, they need to make the trade-off between accu-
racy and efficiency. Besides, it is hard to train a compact model properly with limited
model capacity. Thus, we target improving the performance of fully convolutional
networks by using extra constraints during the training process to keep the efficiency
of the inference. Our study starts with knowledge distillation, which has been ver-
ified valid in classification tasks. The compact models are trained with the help of
large models. We design several new distillation methods for capturing the structure
information, taking into account the fact that dense prediction is a structured pre-
diction problem. Moreover, we extend the distillation methods to the video sequence
and design temporal knowledge distillation. Both the temporal consistency and the
accuracy of the compact models can be improved. Except for knowledge distillation,
we employ auxiliary modules to provide extra gradients or supervisions in training
compact models. Through our training methods, we can improve the performance of
compact models without any extra computational costs during inference. The pro-
posed training methods are general and can be applied to various network structures,
datasets, and tasks. We mainly conduct our experiments on typical dense prediction
tasks, e.g., semantic segmentation with both images and video sequences. We also
extend our methods to object detection, depth estimation, and the multi-task learning
system. We outperform previous works with a better trade-off between accuracy and
efficiency for various dense prediction tasks.
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Chapter 1

Introduction

Scene understanding is a core topic for computer vision. Developing algorithms to
analyze the location, layout, and geometry of a specific scene derives several funda-
mental vision tasks, such as semantic segmentation [90], depth estimation [143], object
detection [131] and so on. These tasks require pixel-level labeling for an input image
and belong to the family of dense prediction tasks. Dense prediction tasks have a lot
of applications such as self-driving, robotics, photography, and augmented reality. It
is crucial to consider the accuracy as well as the efficiency when designing algorithms.

Due to the high representation and generalization ability, deep learning methods
have been the dominant approach since the invention of fully-convolutional neural
networks (FCNs) [90]. New state-of-the-art performance has been achieved on pub-
lic benchmarks continuously. To obtain higher performance, two factors are usually
considered. The first one is to involve massive labeled data. Taking semantic seg-
mentation as an example, to compare with state-of-the-art performance on a popular
self-driving benchmark, i.e., Cityscapes [25], recent works [126, 18, 159] usually pre-
train their models on a larger self-driving dataset, e.g., Apollo [55]. Thus, superior
performance can be achieved. However, pixel-level labels are hard to obtain and will
require huge human efforts. The labeling cost will be more expensive if consistent
labels are required across a video sequence. The second direction to improve the
performance is to design high-computational task-specific modules. A complicated
model with a powerful backbone and a well-designed task-specific module is helpful
to achieve higher performance, but it is hard to apply to mobile devices. The com-
putational cost will be even higher if we apply the complicated networks to the video
sequence. For example, the high-performance OCRNet [159] can only run 4 fps with
input images with the shape of 1024× 2048 on the public benchmark [25], which can
not meet the requirement of real-time applications.

Recently, efficient fully convolutional networks have drawn much attention. Some
works [117, 170] employ lightweight backbones from the image classification tasks
for the feature extraction of dense prediction tasks. Other works [116, 2] design
lightweight structures by accelerating the convolution operations, like depth-wise or
channel-wise convolutions. There are also some works [154, 173] pay attention to
reducing the input resolution to get a higher inference speed, but details will be lost
with reduced input images. Compact models can significantly reduce the parameters
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and the computational costs for the deep models. However, due to the limited model
capacity, training the compact models is harder than the larger ones. Besides, directly
applying the compact models to each frame in a video sequence will lead to inconsistent
results as the model is hard to capture the temporal information among frames.

1.1 Motivation

As has been stated, massive labeled data are hard to obtain, large models have low
efficiency, and compact models are hard to train properly to get a promising perfor-
mance. In this thesis, we focus on achieving a better trade-off between performance
and efficiency on images and videos for different dense prediction tasks. The core idea
is to help the training of efficient convolutional networks with extra constraints and
unlabeled data. Although being challenging, we find properly training compact mod-
els for dense prediction tasks is important for both empirical and theoretical reasons.
We consider adding extra constraints from various sources, including larger models (
Chapter 3 and 4), temporal information (Chapter 5), and auxiliary models (Chap-
ter 6). The proposed methods in Chapter 3, 4 and 5 can also be applied to unlabeled
data.

Previous works [49, 164, 3] have explored training a compact model with the help
of large models in the classification task, also known as knowledge distillation. The
pioneering work employs a KL divergence to minimize the difference between the soft
logits from the teacher nets (large modes) and the student nets (compact models).
The correlation among different classes can help the student networks to learn better.
Following works also pay attention to the inner feature maps [3, 165], and try to align
pixel-level feature maps between the teacher and student nets. Most dense prediction
tasks can be seen as pixel-level classification problems with different targets. The
knowledge distillation methods for classification tasks can be directly applied to each
pixel in dense prediction tasks. However, pixels in dense prediction tasks are not
independent of each other, and they usually formulate structure outputs. It will be
helpful if the structure information can be considered during designing the knowledge
distillation frameworks for dense prediction tasks.

We first propose the structural knowledge distillation frameworks for dense predic-
tion tasks, including semantic segmentation, depth estimation, and object detection.
The pair-wise distillation and holistic distillation are proposed to capture the corre-
lation among pixels explicitly and implicitly. Based on this work, we further find out
that the activation values in each channel also contain structure information. Besides,
making use of the channel distribution is more efficient than calculating the pair-wise
correlation. By aligning the salient region in each channel, the student nets can focus
more on meaningful regions in spatial space.

When applying the compact models to video sequences, new challenges occur. Ex-
cept for the low per-frame accuracy, the compact models are hard to produce temporal
consistent results when the labeling images are sparse across the frames [63]. To deal
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with this, training constraints from the pre-trained motion network are considered in
this thesis. The prediction logits between adjacent frames are forced to be the same
on the matching pixels. Furthermore, new temporal consistent knowledge distillation
methods are proposed based on the single frame structural knowledge distillation.

The large teacher model and the temporal information may be hard to obtain
under some circumstances, e.g, in a compact multi-task learning system. Dealing
with multiple tasks in one network is hard to train as different features are needed in
one compact backbone. An easy and useful auxiliary module is designed for multi-task
learning. Benefit from the auxiliary module, the performance for a specific task or all
tasks can be boosted.

All the proposed methods are training schemes with extra constraints. We can im-
prove the performance of an off-the-shelf efficient fully convolutional network without
any extra computational costs during the inference process. Although more training
memory and longer training time are required, the empirical and theoretical values of
the proposed methods are still non-negligible.

1.2 Contribution

We train efficient fully convolutional networks for various dense perception tasks with
extra constraints and unlabeled data. This thesis aims to further improve the per-
formance (e.g. accuracy and stability) of a well-designed efficient fully convolutional
network without introducing any extra computational cost during the inference pro-
cess. The contributions of this thesis are:

• Inspired by that training with extra constraints can help the compact model con-
verge better, we design several training constraints in this thesis. The training
constraints can come from large networks (i.e. knowledge distillation), temporal
correlation, and overparameterization with auxiliary modules.

• The proposed training methods can also be applied to the unlabeled data in a
semi-supervised way.

• We propose several knowledge distillation methods for 2D images, including the
structural knowledge distillation, and the channel-wise distillation for training
compact models for semantic segmentation. The state-of-the-art performance
on various datasets has been achieved.

• The distillation methods can be extended to other tasks, including object de-
tection, and depth estimation. The performance of various strong baselines has
been boosted.

• The distillation methods can be extended to video sequences. To obtain an
accurate, efficient, and stable model, we devise new temporal consistent knowl-
edge distillation methods. The temporal consistency and the accuracy can be
improved without any extra computational cost during the inference process.
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• To make use of unlabeled video frames and temporal correlations, a motion loss is
proposed. The temporal consistency can be improved by aligning the predictions
from two adjacent frames with the help of a pre-trained flow estimation network.

• An auxiliary module is designed to help the training of a multi-task learning
system. Extra constraints come from the supervision from the auxiliary branch.

Chapter 2 gives the details about the related literature. We introduce two types
of compact model learning systems. Then, the development of dense prediction tasks,
including image/video semantic segmentation, depth estimation, object detection, is
covered. Finally, we summarize several previous training methods as adding auxiliary
constraints. The relation and difference are discussed.

Chapter 3 describes the basic structural knowledge distillation framework for
semantic segmentation. The pair-wise distillation and holistic distillation are proposed
to capture structure information between the teacher and student networks. The
training methods are further applied to depth estimation and object detection tasks.

Chapter 4 analyzes the shortages of previous structural knowledge distillation,
i.e. the large training memory caused by the pair-wise distillation. To solve this, a
new distillation framework regarding the channel-relation is proposed, namely channel
distillation. Superior performance is achieved and less training memory is required.

Chapter 5 focuses on building an efficient fully convolutional network for semantic
video segmentation. Accuracy, temporal consistency, and efficiency are considered
during designing the model. Two training methods are proposed, including a motion
loss and the temporal consistent knowledge distillation.

Chapter 6 aims to develop efficient fully convolutional networks for the multi-
task learning system through hard parameter sharing. The proposed auxiliary model
can provide extra gradients for specific tasks. Thus, the overall performance of the
multi-task learning system can be boosted.

In Chapter 7, we summarize the methods and the contribution of this thesis and
discuss the future work in developing efficient fully convolutional networks for dense
prediction tasks.
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Chapter 2

Literature Review

2.1 Efficient Fully Convolutional Networks

First of all, we introduce two categories of problems we term efficient network learning
(ENL). The first one is the lightweight network structure designed for a single specific
task, which forms an efficient structure. The efficient classification networks, e.g.,
MobileNet [52, 117], EfficientNet [130], ShuffleNet [170], and IGCNet [169] are the
fundamental works in this subarea, which design basic blocks with depth-wise con-
volutions or group convolutions to reduce the computation cost and are widely used
to accelerate other dense prediction problems in computer vision, such as semantic
segmentation, object detection, depth prediction and so on. Besides, the subsequent
approaches, Enet [106], ESPNet [92], YOLO [111, 109] focus on lightweight network
designed by accelerating the convolution operations with factorization techniques.
Moreover, Nekrasov et al. [98] employed the neural architecture search to sample
the decoder for depth prediction problems and achieve promising results. Most of
these methods are trying to find a better trade-off between accuracy and efficiency.
However, lightweight structures may lead to optimization difficulties. Another type
of problem we define as ENL is the hard parameter sharing multi-task learning. As
shown in Figure 5.2-(a) and (c), there are two typical ways of building an MTL system,
including hard parameters sharing [9, 96, 62] and soft parameters sharing [102, 150].
The former one builds an efficient way to handle the MTL by sharing the backbone
encoder and design task-specific decoders for each task. The latter one utilizes an
individual network for each task with only passing the variables among tasks, and the
complexity will grow linearly with the number of tasks.

The hard parameters sharing system shares the backbone network for different
tasks, which can be treated as an efficient network. It is challenging to be optimized
properly because of the competing task objectives [121]. And some approaches [148,
95, 172] focus on designing complex task-specific decoders to improve the performance.

As we mainly focus on dense prediction tasks, including semantic segmentation,
object detection, and depth estimation, our efficient networks are built with convo-
lutional layers and can be feed with arbitrary input sizes. Different from previous
methods for ENL, we do not focus on designing an efficient structure, but designing
training modules, which can be removed during inference. Therefore we can improve
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the performance of the compact model without increasing any complexity during in-
ference. We propose to assist the training of the first kind of efficient networks through
newly-designed knowledge distillation methods in Chapter 3 and 4. Besides, we pro-
pose training efficient networks for video sequence through knowledge distillation and
auxiliary losses in Chapter 5. Finally, we propose an auxiliary module to help the
training of the multi-task models in Chapter 6.

2.2 Dense Prediction

2.2.1 Semantic Image/video Segmentation

Semantic segmentation is a pixel classification problem, which requires an semantic
understanding of the whole scene. Deep convolutional neural networks have been
the dominant solution to semantic segmentation since the pioneering work, fully-
convolutional networks [122]. Various schemes have been developed for improving
the network capability and accordingly the segmentation performance. For example,
stronger backbone networks such as ResNets [42] and DenseNets [54], have shown
improved segmentation performance. Retaining the spatial resolution through dilated
convolutions [17] or multi-path refine networks [74] leads to significant performance
gain. Exploiting multi-scale context using dilated convolutions [156], or pyramid
pooling modules in PSPNet [176], also benefits the segmentation. Lin et al. [73]
combine deep models with structured output learning for semantic segmentation.

Recently, highly efficient segmentation networks have been attracting increasingly
more interests due to the need for mobile applications. Most works focus on lightweight
network design by accelerating the convolution operations with techniques such as
factorization techniques. ENet [106], inspired by [129], integrates several acceler-
ation factors, including multi-branch modules, early feature map resolution down-
sampling, small decoder size, filter tensor factorization, and so on. SQ [134] adopts
the SqueezeNet [56] fire modules and parallel dilated convolution layers for efficient
segmentation. ESPNet [92] proposes an efficient spatial pyramid, which is based on
filter factorization techniques: point-wise convolutions and spatial pyramid of dilated
convolutions, to replace the standard convolution. The efficient classification net-
works such as MobileNet [52] and ShuffleNet [170] and IGCNet [169], are also applied
to accelerate segmentation. In addition, ICNet (image cascade network) [174] ex-
ploits the efficiency of processing low-resolution images and high inference quality of
high-resolution ones, achieving a trade-off between efficiency and accuracy.

Semantic video segmentation requires dense labeling for all pixels in each frame
of a video sequence. It is different from video object detection [135] and video object
segmentation [24], which only focus on the recognition of foreground objects. Previous
work can be summarized into two streams.

The first one focuses on improving the accuracy by exploiting the temporal rela-
tions and the unlabelled data in the video sequence. Nilsson and Sminchiesescu [103]
employ a gated recurrent unit to propagate semantic labels to unlabeled frames. Other
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works like NetWarp [37], STFCN [33], and SVP [82] also employ optical-flow or re-
current units to fuse the results of several frames during inferring to improve the
segmentation accuracy. Recently, Zhu et al. [184] propose to use a motion estimation
network to propagate ground truth labels to unlabeled frames as data augmentation
and achieve state-of-the-art performance with segmentation accuracy. These methods
can achieve significant performance but are hard to apply to mobile devices.

Another stream pays attention to reduce the computational cost by re-using the
feature maps in the neighboring frames. ClockNet [123] proposes to copy the fea-
ture map to the next frame directly, therefore, can reduce the computational cost.
DFF [182] employs the optical flow to warp the feature map between the keyframe
and other frames. Xu et al. [149] further propose to use an adaptive keyframe se-
lection policy while Zhu et al. [183] find out that propagating partial region in the
feature map can get better performance. Li et al. [71] propose a low-latency video
segmentation network by optimizing both the keyframe selection and the adaptive fea-
ture propagation. Accel [57] proposes a network fusion policy to use a large model to
predict the keyframe and use a compact one in other frames. They also employ optical
flow to propagate results of the keyframe for results fusion. Keyframe-based methods
may produce different quantity results between keyframes and other frames. Besides,
the keyframe-based methods need to refer to previous prediction results during the
inference process, which may cause unbalanced latency.

2.2.2 Depth Estimation

Depth estimation from a monocular image is essentially an ill-posed problem, which
requires an expressive model with high reasoning ability. Previous works depend on
hand-crafted features [119].

Since Eigen et al. [31] proposed to use deep learning to predict depth maps, follow-
ing works [78, 79, 69, 36] benefit from the increasing ability of deep models and achieve
good results. Besides, Fei [34] proposed a semantically informed geometric loss while
Yin et al. [143] introduced a virtual normal loss to exploit the structure information.
As in semantic segmentation, some works try to replace the encoder with efficiency
backbones [143, 125, 144] to decrease the computational cost, but often suffer from the
training problem limited by the ability of the compact network. FastDepth [144] also
pays attention to training the compact networks for depth estimation. They propose
an efficient and lightweight encoder-decoder network architecture and apply network
pruning to further reduce computational complexity and latency. Here we focus on
adding extra constraints during training to improve the performance of lightweight
networks.

2.2.3 Object Detection

Object detection is a fundamental task in computer vision, in which one needs to
regress a bounding box as well as predict a category label for each instance of interest in
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an image. Early works [38, 112] achieved good performance by first predict proposals
and then refine the bounding box as well as predict a category label. Effort was
also spent on improving detection efficiency such as Yolo [111], and SSD [83]. They
use a one-stage method and design lightweight network structures. RetinaNet [76]
solves the problem of unbalance samples to some extent by proposing the focal loss,
which makes the results of one-stage methods comparable to two-stage ones. Most
of the above detectors rely on a set of pre-defined anchor boxes, which decreases
the training samples and makes the detection network sensitive to hyperparameters.
Recently, anchor free methods show promises, e.g., FCOS [133]. FCOS employs a
fully convolutional framework, and predict bounding box based on every pixel like in
semantic segmentation, which solves the object detection task as a dense prediction
problem. In this work, we apply the structured knowledge distillation method with
the FCOS framework, as it is simple and can achieve good performance.

2.3 Auxiliary supervision

2.3.1 Knowledge Distillation

Knowledge distillation [50] is a way of transferring knowledge from a heavy model to a
compact model to improve the performance of compact networks. It has been applied
to image classification by using the class probabilities produced from the cumbersome
model as “soft targets” for training the compact model [7, 50, 136] or transferring
the intermediate feature maps [115, 166]. There are also other applications, including
object detection [67], pedestrian re-identification [23] and so on. The MIMIC [67]
method distills a compact object detection network by making use of a two-stage
Faster-RCNN [112]. They align the feature map at pixel level and do not make use of
the structure information among pixels.

In [146], a local similarity map is constructed to minimize the discrepancy of
segmented boundary information between the teacher and student network, where
the Euclidean distance between the center pixel and the 8-neighborhood pixels is used
as knowledge for transferring. The work of [147] may be seen as a special case of our
proposed pair-wise distillation.

The work in [142] focuses on the intra-class feature variation among the pixels with
the same label, where the set of cosine distance between each pixel’s feature and its
corresponding class-wise prototype is constructed to transfer the structural knowledge.
Besides, an auto-encoder is used to compress features [46], and the feature adaptor
is employed to mitigate the feature mismatching between the teacher and student
networks.
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Figure 2.1. Comparison of two representative MTL methods and
the proposed approach. We take two tasks as example. The two MTL
categories take two extremes. (a) Hard parameter sharing: two tasks
share the same layers to extract the features, and task-specific layers to
handle different tasks. (c) Soft parameter sharing: each task employs
an independent network, but apply message passing between specific
layers. (b) The proposed auxiliary learning framework: The auxiliary
modules provide extra inductive bias for specific tasks, and improve

the training for the shared layers in the main network.

2.3.2 Auxiliary Loss

One straightforward way of adding auxiliary supervision is introducing additional
losses in the intermediate layers, which serve to combat the vanishing gradient prob-
lem while providing regularization. The effectiveness of additional losses has been
demonstrated in classification networks, like GoogLeNet [128], DSN [65], etc. More-
over, Zhao et al. [176] employ the additional loss added on top of the fourth layer of
the encoder for the semantic segmentation task. Nekrasov et al. [98] use the auxiliary
cells to accelerate the training of the decoders by adding multiple additional losses.
These methods are usually sensitive to the positions and scales of the guidance signals.
Knowledge distillation [50, 115, 164, 186, 86] can also be treated as adding auxiliary
supervisions. The supervision signals are generated by the large model acting as a
‘teacher’. The pioneering work [50] proposes to align the output logits between the
teacher and the student. And the following works [115, 164] also introduce the idea of
aligning the hidden feature maps. Different from the knowledge distillation methods,
the proposed auxiliary module is easy to develop and does not need to pre-train a
teacher network which is usually much deeper and maybe the upper bound of the
performance.
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Chapter 3

Structured Knowledge Distillation

3.1 Introduction

In this chapter, we investigate the knowledge distillation strategy for training efficient
dense prediction networks by making use of large networks. We start from the straight-
forward scheme, pixel-wise distillation, which applies the distillation scheme adopted
for image classification and performs knowledge distillation for each pixel separately.

Here we further propose to distill structured knowledge from large networks to
compact networks, taking into account the fact that dense prediction is a structured
prediction problem. Specifically, we study two structured distillation schemes: i) pair-
wise distillation that distills the pairwise similarities by building a static graph; and
ii) holistic distillation that uses adversarial training to distill holistic knowledge. The
effectiveness of our knowledge distillation approaches is demonstrated by experiments
on three dense prediction tasks: semantic segmentation, depth estimation, and object
detection.

3.2 Background

Dense prediction is a family of fundamental problems in computer vision, which learns
a mapping from input images to complex output structures, including semantic seg-
mentation, depth estimation, and object detection, among many others. One needs
to assign category labels or regress specific values for each pixel given an input image
to form the structured outputs.

In general, these tasks are significantly more challenging to solve than image-level
prediction problems, thus often requiring networks with large capacity to achieve
satisfactory accuracy. On the other hand, compact models are desirable for enabling
computing edge devices with limited computation resources.

Deep neural networks have been the dominant solutions since the invention of fully-
convolutional neural networks (FCNs) [122]. Subsequent approaches, e.g., DeepLab [17],
PSPNet [176], RefineNet [74], and FCOS [133] follow the design of FCNs to optimize
energy-based objective functions related to different tasks, having achieved significant
improvement in accuracy, often with cumbersome models and expensive computation.
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Recently, the design of neural networks with compact model sizes, light compu-
tation cost and high performance has attracted much attention due to the need for
applications on mobile devices. Most current efforts have been devoted to designing
lightweight networks especially for dense prediction tasks or borrowing the design from
classification networks, e.g., ENet [106], ESPNet [106] and ICNet [174] for semantic
segmentation, YOLO [111] and SSD [83] for object detection, and FastDepth [144] for
depth estimation.

Strategies such as pruning [144], knowledge distillation [67, 147] are applied to
helping the training of compact networks by making use of cumbersome networks.

  FLOPs (B)
100 101 102 103

A
cc

ur
ac

y 
(m

Io
U

 %
)

50

55

60

65

70

75

80

85

PSPNet

RefineNet

ESPNet-C

ENet

ESPNet

ERFNet

ResNet18(0.5)

MobilenNetV2Plus

ResNet18(1.0)

FCN

OCNet

w/ our distillation 
 w/o distillation 

#Parameters (M)
10-1 100 101 102 103

A
cc

ur
ac

y 
(m

Io
U

 %
)

50

55

60

65

70

75

80

85

PSPNet

RefineNet

ESPNet-C

ENet

ESPNet

ERFNet

SegNet

ResNet18 (0.5)

MobilenNetV2Plus

ResNet18 (1.0)

FCN

OCNet

w/ our distillation 

 w/o distillation 

Figure 3.1. An example on the semantic segmentation task shows
comparisons in terms of computation complexity, number of parame-
ters and mIoU for different networks on the Cityscapes test set. The
FLOPs is calculated with the resolution of 512× 1024. The red trian-
gles are the results of our distillation method while others are without
distillation. Blue circles are collected from FCN* [122], RefineNet [74],
SegNet [8], ENet [106], PSPNet [176], ERFNet [114], ESPNet [92], Mo-
bileNetV2Plus [81], and OCNet [162]. With our proposed distillation
method, we can achieve a higher mIoU, with no extra FLOPs and

parameters.

Knowledge distillation has proven effective in training compact models for classi-
fication tasks [50, 115]. Most previous works [67, 147] directly apply distillation at
each pixel separately to transfer the class probability or extracted feature embedding
of the corresponding pixel produced from the cumbersome network (teacher) to the
compact network (student) for dense prediction tasks. Note that, such a pixel-wise
distillation scheme neglects the important structural information.

Considering the characteristic of dense prediction problem, here we present struc-
tured knowledge distillation and transfer the structure information with two schemes,
pair-wise distillation and holistic distillation. The pair-wise distillation scheme is
motivated by the widely-studied pair-wise Markov random field framework [70] for
enforcing spatial labeling consistency. The goal is to align a static affinity graph
which is computed to capture both short and long-range structure information among
different locations from the compact network and the teacher network.

The holistic distillation scheme aims to align higher-order consistencies, which are
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not characterized in the pixel-wise and pair-wise distillation, between output struc-
tures produced from the compact network and the teacher network. We adopt the
adversarial training scheme, and a fully convolutional network, a.k.a. the discrimina-
tor, considers both the input image and the output structures to produce a holistic
embedding that represents the quality of the structure. The compact network is en-
couraged to generate structures with similar embeddings as the teacher network. We
distill the structure knowledge into the weights of discriminators.

Generative adversarial networks (GANs) have been widely studied in text gen-
eration [138, 157] and image synthesis [39, 60]. The conditional version [93] is suc-
cessfully applied to image-to-image translation, such as style transfer [58] and image
coloring [84]. The idea of adversarial learning is also employed in pose estimation [22],
encouraging the human pose estimation result not to be distinguished from the ground-
truth; and semantic segmentation [91, 94], encouraging the estimated segmentation
map not to be distinguished from the ground-truth map. One challenge in [91, 94] is
the mismatch between the generator’s continuous output and the discrete true labels,
making the discriminator in GAN be of very limited success. Different from [91, 94],
in our approach, the employed GAN does not face this issue as the ground truth for
the discriminator is the teacher network’s logits, which are real-valued. We use adver-
sarial learning to encourage the alignment between the output maps produced from
the cumbersome network and the compact network. However, in the depth predic-
tion task, the ground truth maps are not discrete labels. In [41], the authors use the
ground truth maps as the real samples. Different from theirs, our distillation methods
are trying to align the output of the cumbersome network and that of the compact
network. The task loss calculated with ground truth is optional. When the labeled
data is limited, given a well-trained teacher, our method can be applied to unlabelled
data and may further improve the accuracy.

To this end, we optimize an objective function that combines a conventional task
loss with the distillation terms. The main contributions of this paper can be summa-
rized as follows.

• We study the knowledge distillation strategy for training accurate and efficient
networks for dense prediction.

• We present two structured knowledge distillation schemes, pair-wise distillation,
and holistic distillation, enforcing pair-wise and high-order consistency between
the outputs of the compact and teacher networks.

• We demonstrate the effectiveness of our approach by improving recently-developed
state-of-the-art compact networks on three different dense prediction tasks: se-
mantic segmentation, depth estimation, and object detection. Taking semantic
segmentation as an example, the performance gain is illustrated in Figure 3.1.
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Figure 3.2. Our distillation framework with the semantic segmen-
tation task as an example. (a) Pair-wise distillation; (b) Pixel-wise
distillation; (c) Holistic distillation. In the training process, we keep
the cumbersome network fixed as our teacher net, and only the stu-
dent net and the discriminator net are optimized. The student net
with a compact architecture is trained with three distillation terms
and a task-specific loss, e.g., the cross-entropy loss for semantic seg-

mentation.
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3.3 Method

In this section, we first introduce the structured knowledge distillation method for
semantic segmentation, a task of assigning a category label to each pixel in the image
from C categories. A segmentation network takes a RGB image I of size W ×H × 3

as the input; then it computes a feature map F of size W ′ ×H ′ ×N , where N is the
number of channels. Then, a classifier is applied to compute the segmentation map
Q of size W ′ ×H ′ × C from F, which is upsampled to the spatial size W ×H of the
input image to obtain the segmentation results. We extend our method to other two
dense prediction tasks: depth estimation and object detection.
Pixel-wise distillation. We apply the knowledge distillation strategy [50] to transfer
the knowledge of the large teacher segmentation network T to a compact segmenta-
tion network S for better training the compact segmentation network. We view the
segmentation problem as a collection of separate pixel labeling problems, and directly
use knowledge distillation to align the class probability of each pixel produced from
the compact network. We follow [50] and use the class probabilities produced from
the teacher model as soft targets for training the compact network.

The loss function is given as follows,

`pi(S) =
1

W ′ ×H ′
∑
i∈R

KL(qsi‖qti), (3.1)

where qsi represents the class probabilities of the ith pixel produced from the com-
pact network S. qti represents the class probabilities of the ith pixel produced from
the cumbersome network T. KL(·) is the Kullback-Leibler divergence between two
probabilities, and R = {1, 2, . . . ,W ′ ×H ′} denotes all the pixels.

3.3.1 Structured Knowledge Distillation

In addition to the above straightforward pixel-wise distillation, we present two struc-
tured knowledge distillation schemes—pair-wise distillation and holistic distillation—
to transfer structured knowledge from the teacher network to the compact network.
The pipeline is illustrated in Figure 3.2.
Pair-wise distillation. Inspired by the pair-wise Markov random field framework
that is widely adopted for improving spatial labeling contiguity, we propose to trans-
fer the pair-wise relations, specifically pair-wise similarities in our approach, among
spatial locations.

We build an affinity graph to denote the spatial pair-wise relations, in which,
the nodes represent different spatial locations and the connection between two nodes
represents the similarity. We denote the connection range α and the granularity β
of each node to control the size of the static affinity graph. For each node, we only
consider the similarities with top-α near nodes according to spatial distance (here
we use the Chebyshev distance) and aggregate β pixels in a spatial local patch to
represent the feature of this node as illustrate in Figure 3.3.
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Here for a W ′ ×H ′ ×C feature map, W ′ ×H ′ is the spatial resolution. With the
granularity β and the connection range α, the affinity graph contains W ′×H′

β nodes
with W ′×H′

β × α connections.
Let atij denote the similarity between the ith node and the jth node the produced

from the teacher network T and asij denote the similarity between the ith node and
the jth node produced from the compact network S. We adopt the squared difference
to formulate the pair-wise similarity distillation loss,

`pa(S) =
β

W ′ ×H ′ × α
∑
i∈R′

∑
j∈α

(asij − atij)2. (3.2)

where R′ = {1, 2, . . . , W ′×H′

β } denotes all the nodes. In our implementation, we use
an average pool to aggregate β×C features in one node to be 1×C, and the similarity
between two nodes is simply computed from the aggregated features fi and fj as

aij = f>i fj/(‖fi‖2‖fj‖2),

which empirically works well.
Holistic distillation. We align the high-order relations between the segmentation
maps produced from the teacher and student networks. The holistic embeddings of
the segmentation maps are computed as the representations.

We adopt conditional generative adversarial learning [93] for formulating the holis-
tic distillation problem. The compact net is regarded as a generator conditioned on
the input RGB image I, and the predicted segmentation map Qs is regarded as a
fake sample. We expect that Qs is similar to Qt, which is the segmentation map
predicted by the teacher and is regarded as the real sample. The GAN is usually suf-
fering from the unstable gradient in training the generator due to the discontinuous
Jensen-Shannon (JS) divergence, along with other common distance and divergence.
The Wasserstein distance [40] (also known as the Earth Mover distance) can be used
to measure the difference between two distributions. The Wasserstein distance is
defined as the minimum cost to converge the model distribution ps(Q

s) to the real
distribution pt(Qt).

(a) (b) (c)

Figure 3.3. Illustrations of the connection range α and the granu-
larity β of each node. (A) α = 9, β = 1, (B) α = 25, β = 1, (C)α = 9,

β = 4.
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This can be written as follows:

`ho(S,D) = EQs∼ps(Qs)[D(Q
s|I)]− EQt∼pt(Qt)[D(Q

t|I)], (3.3)

where E[·] is the expectation operator, and D(·) is an embedding network, acting as
the discriminator in GAN, which projects Q and I together into a holistic embedding
score. The Lipschitz requirement is satisfied by the gradient penalty.

The segmentation map and the conditional RGB image are concatenated as the
input of the embedding network D. D is a fully convolutional neural network with five
convolutions. Two self-attention modules are inserted between the final three layers to
capture the structure information [167]. A batch normalization layer is added before
the concatenation input to handle the different scales of the RGB image and the logits.

Such a discriminator can produce a holistic embedding representing how well the
input image and the segmentation map match. We further add a pooling layer to pool
the holistic embedding into a score. As we employ the Wasserstein distance in the
adversarial training, the discriminator is trained to produce a higher score in terms
of the output segmentation map from the teacher net and produce lower scores in
terms of the ones from the student. In this processing, we encode the knowledge of
evaluating the quality of a segmentation map into the discriminator. The student is
trained with the regularization of achieving a higher score using the discriminator,
improving the performance of the student.

3.3.2 Optimization

The overall objective function consists of a standard multi-class cross-entropy loss
`mc(S) with pixel-wise and structured distillation terms1

`(S,D) = `mc(S) + λ1(`pi(S) + `pa(S))− λ2`ho(S,D), (3.4)

where λ1 and λ2 are hyper-parameters. Note that we have not carefully tuned these
hyper-parameters. Preliminary results show that the final performance is not sensitive
to these hyper-parameters in a wide range. For simplicity, we set λ1 and λ2 to be 10

and 0.1, making these loss value ranges comparable.
We minimize the objective function with respect to the parameters of the compact

segmentation network S, while maximizing it with respect to the parameters of the
discriminator D, which is implemented by iterating the following two steps:

• Train the discriminator D. Training the discriminator is equivalent to min-
imizing `ho(S,D). D aims to give a high embedding score for the real samples
from the teacher net and low embedding scores for the fake samples from the
student net.

1The objective function is the summation of the losses over the mini-batch of training samples.
For ease of exposition, we omit the summation operation.
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• Train the compact segmentation network S. Given the discriminator net-
work, the goal is to minimize the multi-class cross-entropy loss and the distilla-
tion loss relevant to the compact segmentation network:

`mc(S) + λ1(`pi(S) + `pa(S))− λ2`sho(S),

where
`sho(S) = EQs∼ps(Qs)[D(Q

s|I)]

is a part of `ho(S,D) given in Equation (3.3), and we expect S to achieve a higher
score under the evaluation of D.

3.3.3 Extension to Other Dense Prediction Tasks

Dense prediction learns a mapping from an input RGB image I with size W ×H × 3

to a per-pixel output Q with size W × H × C. In the semantic segmentation, the
number of the output channels is C, which is equal to the number of semantic classes.

For the object detection task, for each pixel, we predict the c∗ classes with one
background class, as well as a 4D tensor t∗ = (l, t, r, b) representing the distance
from the location to the four sides of the bounding box. We follow the task loss in
FCOS [133], and combine with the distillation terms as regularization.

In the depth estimation task, the depth estimation task can be solved as a clas-
sification task, as the continuous depth values can be divided into C discrete cate-
gories [13]. After we get the predicted probability, we apply a weighted cross-entropy
loss following [143]. The pair-wise distillation can be directly applied to the inter-
mediate feature map. The holistic distillation uses the depth map as input. We can
use the ground truth as the real samples of the GAN in the depth estimation task
because it is a continuous map. However, in order to apply our method to unlabelled
data, we still consider the depth map from the teacher as our real samples.

3.4 Experiments

In this section, we choose the typical structured output prediction task- semantic
segmentation as an example to verify the effectiveness of the structured knowledge
distillation. We discuss and explore how does structured knowledge distillation work
and how well does structured knowledge distillation work in Section 3.4.1 and Section
3.4.1.

The structured knowledge distillation can be applied to other structured output
prediction tasks under the FCN framework. In Section 3.4.3 and Section 3.4.2, we
apply our distillation method to strong baselines in object detection and depth esti-
mation tasks with minor modifications.
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3.4.1 Semantic Segmentation

Implementation Details

Network structures. We use the segmentation architecture PSPNet [176] with a
ResNet101 [42] as the teacher network T.

We study recent public compact networks and employ several different architec-
tures to verify the effectiveness of the distillation framework. We first use ResNet18
as a basic student network and conduct ablation studies on it. Then, we employ the
MobileNetV2Plus [81], which is based on a pretrained MobileNetV2 [117] model on
the ImageNet dataset. We also test the ESPNet-C [92] and ESPNet [92] models which
are very lightweight.
Training setup. Most segmentation networks in this chapter are trained using
stochastic gradient descent (SGD) with the momentum (0.9) and the weight decay
(0.0005) for 40000 iterations. The learning rate is initialized to be 0.01 and is mul-
tiplied by (1 − iter

max−iter )
0.9. We random cut the the images into 512 × 512 as the

training input. Standard data augmentation methods are applied during training,
such as random scaling (from 0.5 to 2.1) and random flipping. We follow the set-
tings in the corresponding publications [92] to reproduce the results of ESPNet and
ESPNet-C, and train the compact networks under our distillation framework.

Dataset

Cityscapes. The Cityscapes dataset [25] is collected for urban scene understanding
and contains 30 classes with only 19 classes used for evaluation. The dataset contains
5, 000 high-quality pixel-level finely annotated images and 20, 000 coarsely annotated
images. The finely annotated 5, 000 images are divided into 2, 975, 500, 1, 525 images
for training, validation and testing. We only use the finely annotated dataset in our
experiments.
CamVid. The CamVid dataset [11] contains 367 training and 233 testing images.
We evaluate the performance over 11 different classes such as building, tree, sky, car,
road, etc. and ignore the 12th class that contains unlabeled data.
ADE20K. The ADE20K dataset [179] contains 150 classes of diverse scenes. The
dataset is divided into 20K/2K/ 3K images for training, validation and testing.

Evaluation Metrics

We use the following metrics to evaluate the segmentation accuracy, as well as the
model size and the efficiency.

The Intersection over Union (IoU) score is calculated as the ratio of interval and
union between the ground truth mask and the predicted segmentation mask for each
class. We use the mean IoU of all classes (mIoU) to study the distillation effectiveness.
We also report the class IoU to study the effect of distillation on different classes. Pixel
accuracy is the ratio of the pixels with the correct semantic labels to the overall pixels.
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The model size is represented by the number of network parameters. and the Com-
plexity is evaluated by the sum of floating-point operations (FLOPs) in one forward
on the fixed input size.

Ablation Study

The effectiveness of distillations. We examine the effect of enabling and dis-
abling different components of our distillation system. The experiments are conducted
on ResNet18 with its variant ResNet18 (0.5) representing a width-halved version of
ResNet18 on the Cityscapes dataset. In Table 3.1, the results of different settings for
the student net are the average results of the final epoch from three runs.

From Table 3.1, we can see that distillation can improve the performance of the stu-
dent network, and distilling the structure information helps the student learn better.
With the three distillation terms, the improvements for ResNet18 (0.5), ResNet18
(1.0) and ResNet18 (1.0) with weights pre-trained from the ImageNet dataset are
6.26%, 5.74% and 2.9%, respectively, which indicates that the effect of distillation is
more pronounced for the smaller student network and networks without initialization
with the weight pre-trained from the ImageNet. Such an initialization method is also
a way to transfer the knowledge from other sources (ImageNet). The best mIoU of
the holistic distillation for ResNet18 (0.5) reaches 62.7% on the validation set.

On the other hand, one can see that each distillation scheme lead to higher mIoU
score. This implies that the three distillation schemes make complementary contribu-
tions for better training the compact network.
The affinity graph in pair-wise distillation. In this section, we discuss the impact
of the connection range α and the granularity of each node β in building the affinity

Table 3.1. The effect of different components of the loss in the pro-
posed method. PI: pixel-wise distillation; PA: pair-wise distillation;
HO: holistic distillation; ImN: initial from the pre-trained weight on

the ImageNet.

Method Validation mIoU (%) Training mIoU (%)
Teacher 78.56 86.09

ResNet18 (0.5) 55.37± 0.25 60.67± 0.37

+ PI 57.07± 0.69 62.33± 0.66

+ PI + PA 61.52± 0.09 66.03± 0.07

+ PI + PA + HO 62.35± 0.12 66.72± 0.04

ResNet18 (1.0) 57.50± 0.49 62.98± 0.45

+ PI 58.63± 0.31 64.32± 0.32

+ PI + PA 62.97± 0.06 68.97± 0.03

+ PI + PA + HO 64.68± 0.11 70.04± 0.06

ResNet18 (1.0) 69.10± 0.21 74.12± 0.19

+ PI +ImN 70.51± 0.37 75.10± 0.37

+ PI + PA +ImN 71.78± 0.03 77.66± 0.02

+ PI + PA + HO +ImN 74.08± 0.13 78.75± 0.02
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graph. Calculating the pair-wise similarity among each pixel in the feature map will
form the most complete affinity graph, but lead to high computational complexity.
We fix the node to be one pixel and change the connection range α from the fully
connected graph to the local sub-graph. Then, we keep the connection range α to be
fully connected and use a local patch to denote each node to change the granularity
β from fine to coarse. The result are shown in Table 3.2. The results of different
settings for the pair-wise distillation are the average results from three runs. We
employ a ResNet18 (1.0) with the weight pre-trained from ImageNet as the student
network. All the experiments are performed with both pixel-wise distillation and
pair-wise distillation, but the sizes of the affinity graph in pair-wise distillation vary.

From Table 3.2, we can see increasing the connection range can help improve the
distillation performance. With the fully connected graph, the student can achieve
around 71.37% mIoU. The best β is 2 × 2, which is slightly better than the finest
affinity graph, but the connections are significantly decreased. Using a small local
patch to denote a node and calculate the affinity graph may form a more stable
correlation between different locations. One can choose to use the local patch to cut
off the number of the nodes, instead of decreasing the connection range for a better
trade-off between efficiency and accuracy.

To include more structure information, we fuse pair-wise distillation items with
different affinity graphs. Three pair-wise fusion ways are introduced: alpha-fusion,
beta-fusion, and different scale feature fusion. The details can be seen in Table 3.2.
We can see that combining more affinity graphs may slightly improve the performance,
but also introduces extra computational cost during training.

The adversarial training in holistic distillation. In this section, we illustrate
that GAN can distill holistic knowledge. Firstly, we compare the results between
conditional GAN and unconditional GAN. Then we conduct ablation studies on the
structure of the discriminator. As described in Section 3.3.1, we concatenate the input
image with the segmentation map as the input of the discriminator. To deal with the
different scales of the RGB image and the segmentation map, we add a BN layer on
the concatenation input. The results are shown in Table 3.3. From this table, we could
know that the conditional discriminator outperforms the unconditional discriminator.
As the RGB images and the segmentation maps have different data scales, the batch
normalization layer is essential.

As described in Section 3.3.1, we employ a fully convolutional network with five
convolution blocks as our discriminator. Each convolution block has ReLU and BN
layers, except for the final output convolution layer. We also insert two self-attention
blocks in the discriminator to capture the structure information. The ability of the dis-
criminator will affect the adversarial training, and we conduct experiments to discuss
the impact of the discriminator’s architecture. The results are shown in Table 3.4, and
we use AnLm to represent the architecture of the discriminator with n self-attention
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Table 3.2. The impact of the connection range and node granularity.
The shape of the output feature map is H ′ ×W ′. We can see that
keeping a fully connected graph is more helpful in pair-wise distillation.

Method Validation mIoU(%) Connections
Teacher 78.56 −

Resnet18 (1.0) 69.10± 0.21 −
β = 1× 1, α =

W ′/16×H ′/16 70.83± 0.12 (W ′ ×H ′)2/28

W ′/8×H ′/8 70.94± 0.11 (W ′ ×H ′)2/26

W ′/4×H ′/4 71.09± 0.07 (W ′ ×H ′)2/24

W ′/2×H ′/2 71.15± 0.01 (W ′ ×H ′)2/4
W ×H 71.37± 0.12 (W ′ ×H ′)2

α =W ′ ×H ′/β, β =

2× 2 71.78± 0.03 (W ′ ×H ′)2/24

4× 4 71.24± 0.18 (W ′ ×H ′)2/28

8× 8 71.10± 0.36 (W ′ ×H ′)2/212

16× 16 71.11± 0.14 (W ′ ×H ′)2/216

32× 32 70.94± 0.23 (W ′ ×H ′)2/220

Multi-scale pair-wise distillations
alpha-fusion1 72.03± 0.26 21 ∗ (W ′ ×H ′)2/28

Beta-fusion2 71.91± 0.17 273 ∗ (W ×H)2/212

Feature-fusion3 72.18± 0.12 3 ∗ (W ′ ×H ′)2/24
1 Different connection ranges fusion, with output feature size H ′ ×
W ′, β = 2×2 and α asW ′/2×H ′/2,W ′/4×H ′/4 andW ′/8×H ′/8,
respectively.

2 Different node granulates fusion, with output feature size H ′×W ′,
β as 2× 2, 4× 4 and 8× 8, respectively, and α as W ′ ×H ′/β.

3 Different feature levels fusion, with feature sizeH ′×W ′, 2H ′×2W ′,
4H ′ × 4W ′, β as 2 × 2, 4 × 4 and 8 × 8, respectively, and α as
maximum.

layers and m convolution blocks with BN layers. The detailed structure can be seen
in Figure 3.4, and the red arrow represents a self-attention layer.

From Table 3.4, we can see adding self-attention layers can improve the average
mean of mIoU, and adding more self-attention layers does not change the results much.
We choose to add 2 self-attention blocks considering the performance, stability, and
computational cost. With the same self-attention layer, a deeper discriminator can
help the adversarial training.

To verify the effectiveness of adversarial training, we further explore the learning
ability of three typical discriminators: the shallowest one (D_Shallow, i.e., A2L2),
the one without attention layer (D_no_attention, i.e., A0L4) and ours (D_Ours, i.e.,
A2L4). The IoUs for different classes are listed in Table 3.5. It is clear that the
self-attention layer can help the discriminator better capture the structure, therefore
the accuracy of the students with the structure objects is improved.

In the adversarial training, the student, a.k.a. the generator, is trying to learn
the distribution of the real samples (output of the teacher). Because we apply the
Wasserstein distance to transfer the difference of two distributions into a more intuitive
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Table 3.3. The effectiveness of the conditional discriminator in HO
distillation. We choose ResNet18 (1.0) as the example student net.
PI and PA are employed as the baseline a. BN represents a batch
normalization layer inserted before the discriminator. Conditional
represents that the RGB image is concatenated as the conditional in-

put of the discriminator.

Method BN Conditional HO mIoU (%)
a 71.78
b X 72.31
c X X 71.03
d X X 73.02
e X X X 74.08

Table 3.4. We choose ResNet18 (1.0) as the example student net.
An AnLm index represents n attention blocks with m residual blocks
in the discriminator. The ability of the discriminator will affect the

adversarial training.

Architecture Index Validation mIoU (%)
Changing self-attention layers
A4L4 73.46± 0.02

A3L4 73.70± 0.02

A2L4 (ours) 74.08± 0.13

A1L4 74.05± 0.55

A0L4 72.85± 0.01

Removing convolution blocks
A2L4 (ours) 74.08± 0.13

A2L3 73.35± 0.10

A2L2 72.24± 0.42



26 Chapter 3. Structured Knowledge Distillation

A4L4 A3L4 A2L4 A1L4 A0L4 A2L3 A2L2In
de

x
A
rc
hi
te
ct
ur
e

Figure 3.4. We show 7 different architectures of the discriminator.
The red arrow represents a self-attention layer. The orange block
denotes a residual block with stride 2. We add an average pooling

layer to the output block to obtain the final score.

score, we can see the score are highly relevant to the quality of the segmentation maps.
We use a well-trained discriminator D (A2L4) to evaluate the score of a segmentation
map. For each image, we feed five segmentation maps, output by the teacher net, the
student net w/o holistic distillation, and the student nets w/ holistic distillation under
three different discriminator architectures (listed in Table 3.5) into the discriminator
D, and compare the distribution of embedding scores.

Table 3.5. We choose ResNet18 (1.0) as the example student net.
Class IoU with three different discriminator architectures is reported.
The self-attention layer can significantly improve the accuracy of struc-

tured objects, such as “truck”, “bus”, “train”, and “motorcycle”.

Class mIoU road sidewalk building wall fence pole Tra. lig. Tra. sign veget.
D_Shallow 72.28 97.31 80.07 91.08 36.86 50.93 62.13 66.4 76.77 91.73

D_no_attention 72.69 97.36 80.22 91.62 45.16 56.97 62.23 68.09 76.38 91.94
D_Ours 74.10 97.15 79.17 91.60 44.84 56.61 62.37 67.37 76.34 91.91
class terrain sky person rider car truck bus train motor. bicycle

D_Shallow 60.14 93.76 79.89 55.32 93.45 69.44 73.83 69.54 48.98 75.78
D_no_attention 62.98 93.84 80.1 57.35 93.45 68.71 75.26 56.28 47.66 75.59

D_Ours 58.67 93.79 79.9 56.61 94.3 75.83 82.87 72.03 50.89 75.72

We evaluate the validation set and calculate the average score difference between
different student nets and the teacher net, the results are shown in Table 3.6. With
holistic distillation, the segmentation maps produced from the student net can achieve
a similar score to the teacher, indicating that GAN helps distill the holistic structure
knowledge.

We also draw a histogram to show the score distribution of the segmentation map
across the validation set in Figure 3.5. The well-trained D can assign a higher score
to a high-quality segmentation map, and the three student nets with the holistic
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Table 3.6. We choose ResNet18 (1.0) as the example student net.
The embedding score difference and mIoU on the validation set of

Cityscapes.

Method Score difference mIoU
Teacher 0 78.56

Student w/o D 2.28 69.21
w/ D_no_attention 0.23 72.69

w/ D_shallow 0.46 72.28
w/ D_ours 0.14 74.10

Table 3.7. Comparison of feature transfer MIMIC [115, 67], at-
tention transfer [166], and local pair-wise distillation [147] against our
pair-wise distillation. The segmentation is evaluated by mIoU (%). PI:
pixel-wise distillation. MIMIC: using a 1 × 1 convolution for feature
distillation. AT: attention transfer for feature distillation. LOCAL:
The local similarity distillation method. PA: our pair-wise distilla-
tion. ImN: initializing the network from the weights pre-trained on

the ImageNet dataset.

Method ResNet18 (0.5) ResNet18 (1.0) + ImN
w/o distillation 55.37 69.10
+ PI 57.07 70.51
+ PI + MIMIC 58.44 71.03
+ PI + AT 57.93 70.70
+ PI + LOCAL 58.62 70.86
+ PI + PA 61.52 71.78

distillation can generate segmentation maps with higher scores and better quality.
Adding self-attention layers and more convolution blocks help the student net to
imitate the distribution of the teacher net, and attain better performance.
Feature and local pair-wise distillation. We compare a few variants of the pair-
wise distillation:

• Feature distillation by MIMIC [115, 67]: We follow [67] to align the features
of each pixel between T and S through a 1 × 1 convolution layer to match the
dimension of the feature

• Feature distillation by attention transfer [166]: We aggregate the response maps
into a so-called attention map (single channel), and then transfer the attention
map from the teacher to the student.

• Local pair-wise distillation [147]: This method can be seen as a special case of
our pair-wise distillation, which only covers a small sub-graph (8-neighborhood
pixels for each node).

We replace our pair-wise distillation by the above three distillation schemes to
verify the effectiveness of our pair-wise distillation. From Table 3.7, we can see that
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Figure 3.5. The score distribution of segmentation maps generated
by different student nets evaluated by a well-trained discriminator.
With adversarial training, the distributions of the segmentation map
become closer to the teacher; and our method (the red one) is the

closest one to the teacher (the orange one).

our pair-wise distillation method outperforms all the other distillation methods. The
superiority over feature distillation schemes: MIMIC [67] and attention transfer [166],
which transfers the knowledge for each pixel separately, comes from that we transfer
the structured knowledge other than aligning the feature for each individual pixel.
The superiority to the local pair-wise distillation shows the effectiveness of our fully-
connected pare-wise distillation which is able to transfer the overall structure infor-
mation other than a local boundary information [147].

Segmentation Results

Cityscapes. We apply our structure distillation method to several compact networks:
MobileNetV2Plus [81] which is based on a MobileNetV2 model, ESPNet-C [92] and
ESPNet [92] which are carefully designed for mobile applications. Table 3.8 presents
the segmentation accuracy, the model complexity, and the model size. FLOPs2 is
calculated on the resolution 512×1024 to evaluate the complexity. # parameters is the
number of network parameters. We can see that our distillation approach can improve
the results over 5 compact networks: ESPNet-C and ESPNet [92], ResNet18 (0.5),
ResNet18 (1.0), and MobileNetV2Plus [81]. For the networks without pre-training,
such as ResNet18 (0.5) and ESPNet-C, the improvements are very significant with
7.3% and 6.6%, respectively. Compared with MD (Enhanced) [147] that uses the

2FLOPs is calculated with the PyTorch version implementation [1].
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Figure 3.6. Segmentation results for structured objects with
ResNet18 (1.0) trained with different discriminators. (a) W/o holis-
tic distillation, (b) W/ D_shallow, (c) W/ D_no_attention, (d) Our
method, (e) Teacher net, (f) Ground truth, (g) Image. One can see
that a strong discriminator can help the student learn structure ob-
jects better. With the attention layers, labels of the objects are more

consistent.

pixel-wise and local pair-wise distillation schemes over MobileNet, our approach with
the similar network MobileNetV2Plus achieves higher segmentation quality (74.5 vs
71.9 on the validation set) with a little higher computation complexity and a much
smaller model size.

Figure 3.7 shows the IoU scores for each class over MobileNetV2Plus. Both the
pixel-wise and structured distillation schemes improve the performance, especially for
the categories with low IoU scores. In particular, the structured distillation (pair-
wise and holistic) has significant improvement for structured objects, e.g., 17.23%

improvement for Bus and 10.03% for Truck. The qualitative segmentation results
in Figure 3.8 visually demonstrate the effectiveness of our structured distillation for
structured objects, such as trucks, buses, persons, and traffic signs.
CamVid. Table 3.9 shows the performance of the student networks w/o and w/ our
distillation schemes and state-of-the-art results. We train and evaluate the student
networks w/ and w/o distillation at the resolution 480 × 360 following the setting
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Table 3.8. The segmentation results on the testing, validation (Val.),
and training (Tra.) set of Cityscapes.

Method #Params (M) FLOPs (B) Test § Val.
Current state-of-the-art results

ENet [106] † 0.3580 3.612 58.3 n/a
ERFNet [156] ‡ 2.067 25.60 68.0 n/a
FCN [122] ‡ 134.5 333.9 65.3 n/a
RefineNet [74] ‡ 118.1 525.7 73.6 n/a
OCNet [162]‡ 62.58 548.5 80.1 n/a
PSPNet [176] ‡ 70.43 574.9 78.4 n/a

Results w/ and w/o distillation schemes
MD [147] ‡ 14.35 64.48 n/a 67.3

MD (Enhanced) [147] ‡ 14.35 64.48 n/a 71.9

ESPNet-C [92] † 0.3492 3.468 51.1 53.3

ESPNet-C (ours) † 0.3492 3.468 57.6 59.9

ESPNet [92] † 0.3635 4.422 60.3 61.4

ESPNet (ours) † 0.3635 4.422 62.0 63.8

ResNet18 (0.5) † 3.835 33.35 54.1 55.4

ResNet18 (0.5) (ours) † 3.835 33.35 61.4 62.7

ResNet18 (1.0) ‡ 15.24 128.2 67.6 69.1

ResNet18 (1.0) (ours) ‡ 15.24 128.2 73.1 75.3

MobileNetV2Plus [81] ‡ 8.301 86.14 68.9 70.1

MobileNetV2Plus (ours) ‡ 8.301 86.14 74.0 74.5
† Train from scratch
‡ Initialized from the weights pre-trained on ImageNet
§ We select the best model along with training on the validation set to submit
to the leader board. All our models are tested on a single scale. Some large
networks are tested on multiple scales, such as OCNet and PSPNet.

of ENet. Again we can see that the distillation scheme improves the performance.
Figure 3.9 shows some samples on the CamVid test set w/o and w/ the distillation
produced from ESPNet.

We also conduct an experiment by using an extra unlabeled dataset, which contains
2000 unlabeled street scene images collected from the Cityscapes dataset, to show
that the distillation schemes can transfer the knowledge of the unlabeled images.
The experiments are done with ESPNet and ESPNet-C. The loss function is almost
the same except that there is no cross-entropy loss over the unlabeled dataset. The
results are shown in Figure 3.10. We can see that our distillation method with the
extra unlabeled data can significantly improve mIoU of ESPNet-c and ESPNet for
13.5% and 12.6%.
ADE20K. The ADE20K dataset is very challenging and contains 150 categories of
objects. The frequency of objects appearing in scenes and the pixel ratios of differ-
ent objects follow a long-tail distribution. For example, the stuff classes like “wall”,
“building”, “floor”, and “sky” occupy more than 40% of all the annotated pixels, and
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Figure 3.7. Illustrations of the effectiveness of pixel-wise and struc-
tured distillation schemes in terms of class IoU scores on the network
MobileNetV2Plus [81] over the Cityscapes test set. Both pixel-level
and structured distillation help improve the performance especially for
the hard classes with low IoU scores. The improvement from struc-
tured distillation is more significant for structured objects, such as the

“bus” and “truck”.

Table 3.9. The segmentation performance on the test set of CamVid.
ImN = ImageNet dataset, and unl = unlabeled street scene dataset

sampled from Cityscapes.

Method Extra data mIoU (%) #Params (M)
ENet[106] no 51.3 0.3580

FC-DenseNet56[28] no 58.9 1.550

SegNet[8] ImN 55.6 29.46

DeepLab-LFOV[20] ImN 61.6 37.32

FCN-8s[122] ImN 57.0 134.5

ESPNet-C[92] no 56.7

ESPNet-C (ours) no 60.3 0.3492

ESPNet-C (ours) unl 64.1

ESPNet[92] no 57.8

ESPNet (ours) no 61.4 0.3635

ESPNet (ours) unl 65.1

ResNet18 ImN 70.3

ResNet18 (ours) ImN 71.0 15.24

ResNet18 (ours) ImN+unl 72.3

the discrete objects, such as vase and microwave at the tail of the distribution, occupy
only 0.03% of the annotated pixels.

We report the results for ResNet18 and the MobileNetV2 which are trained with
the initial weights pre-trained on the ImageNet dataset, and ESPNet which is trained
from scratch in Table 3.10. We follow the same training scheme in [145]. All the
results are tested on a single scale. For ESPNet, with our distillation, we can see
that the mIoU score is improved by 3.78%, and it achieves higher accuracy with
fewer parameters compared to SegNet. For ResNet18 and MobileNetV2, after the
distillation, we achieve 2.73% improvement over the one without distillation reported
in [145].



32 Chapter 3. Structured Knowledge Distillation

(a) (b) (c) (d) (e)

Figure 3.8. Qualitative results on the Cityscapes testing set pro-
duced from MobileNetV2Plus: (A) initial images, (B) w/o distilla-
tion, (C) only w/ pixel-wise distillation, (D) Our distillation schemes:
both pixel-wise and structured distillation schemes. (E) Ground truth
labels. The segmentation map in the red box about four structured
objects: “trunk”, “person", “bus" and “traffic sign” are zoomed in. One
can see that the structured distillation method (ours) produces more

consistent labels.

Table 3.10. The mIoU and pixel accuracy on the validation set of
ADE20K.

Method mIoU(%) Pixel Acc. (%) #Params (M)
SegNet [8] 21.64 71.00 29.46

DilatedNet50 [145] 34.28 76.35 62.74

PSPNet (teacher) [176] 42.19 80.59 70.43

FCN [122] 29.39 71.32 134.5

ESPNet [92] 20.13 70.54 0.3635

ESPNet (ours) 24.29 72.86 0.3635

MobileNetV2 [145] 34.84 75.75 2.17

MobileNetV2 (ours) 38.58 79.78 2.17

ResNet18 [145] 33.82 76.05 12.25

ResNet18 (ours) 36.60 77.97 12.25

3.4.2 Depth Estimation

Implementation Details

Network structures We use the same model described in [143] with the ResNext101
backbone as our teacher model, and replace the backbone with MobileNetV2 as the
compact model. Training details We train the student net using the crop size
385× 385 by mini-batch stochastic gradient descent (SGD) with batchsize of 12. The
initialized learning rate is 0.001 and is multiplied by (1 − iter

max−iter )
0.9. For both w/
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(a) (b) (c) (d)

Figure 3.9. Qualitative results on the CamVid test set produced from
ESPNet. (A) Image. (B) Baseline student network trained without

distillation. (C) Our method. (D) Ground truth.

and w/o distillation methods, the training epoch is 200.

Dataset

NYUD-V2. The NYUD-V2 dataset contains 1449 annotated indoor images, in
which 795 images are for training and others are for testing. The image size is 640×
480. Some methods have sampled more images from the video sequence of NYUD-v2
to form a Large-NYUD-v2 to further improve the performance. Following [143],
we do ablation studies on the small dataset and also apply the distillation method
on current state-of-the-art real-time depth models trained with Large-NYUD-v2 to
verify the effectiveness of the structured knowledge distillation.

Method
#Params (M) rel log10 rms δ1 δ2 δ3

Lower is better Higher is better
Laina et al. [64] 60.62 0.127 0.055 0.573 0.811 0.953 0.988
DORN [36] 105.17 0.115 0.051 0.509 0.828 0.965 0.992
AOB [53] 149.82 0.115 0.050 0.530 0.866 0.975 0.993
VNL (teacher) [143] 86.24 0.108 0.048 0.416 0.875 0.976 0.994

CReaM [125] 1.5 0.190 - 0.687 0.704 0.917 0.977
RF-LW [100] 3.0 0.149 - 0.565 0.790 0.955 0.990
VNL 2.7 0.135 0.060 0.576 0.813 0.958 0.991
VNL w/ dis 2.7 0.130 0.055 0.544 0.838 0.971 0.994

Table 3.11. Depth estimation results and model parameters on
NYUD-v2 test dataset. With the structured knowledge distillation,

the performance is improved over all evaluation metrics.
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Figure 3.10. The effect of structured distillation on CamVid. This
figure shows that distillation can improve the results in two cases:
trained over only the labeled data and over both the labeled and extra

unlabeled data.

Evaluation Metrics

We follow previous methods [143] to evaluate the performance of monocular depth
estimation quantitatively based on following metrics: mean absolute relative error
(rel), mean log10 error (log10), root mean squared error (rms) , and the accuracy
under threshold (δi < 1.25i, i = 1, 2, 3).

Results

Ablation studies We compare the pixel-wise distillation and the structured knowl-
edge distillation in this section. In the dense-classification problem, e.g., semantic
segmentation, the output logits of the teacher is a soft distribution of all the classes,
which contains the relations among different classes. Therefore, directly transfer the
logits from teacher models from the compact ones at the pixel level can help improve
the performance. Different from semantic segmentation, as the depth map is real val-
ues, the output of the teacher is often not as accurate as of the ground truth. In the
experiments, we find that adding pixel-level distillation hardly improves the accuracy
in the depth estimation task. Thus, we only use structured distillation in the depth
estimation task.

To verify that the distillation method can further improve the accuracy with unla-
beled data, we use 30K images sampled from the video sequence of NYUD-v2 without
the depth map. The results are shown in Table 3.12. We can see that structured
knowledge distillation performs better than pixel-wise distillation, and adding extra
unlabelled data can further improve the accuracy.
Comparison with state-of-the-art methods We apply the distillation method to
a few state-of-the-art lightweight models for depth estimation. Following [143], we
train the student net on Large-NYUD-v2 with the same constraints in [143] as our
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(a) (b) (c)

Figure 3.11. Qualitative results on ADE20K produced from Mo-
bileNetV2. (A) Image. (B) Baseline student network trained without

distillation. (C) Our method.

Method Baseline PI +PA +PA +HO +PA +HO +Unl
rel 0.181 0.183 0.175 0.173 0.160

Table 3.12. Relative error on the NYUD-V2 test dataset. ‘Unl’
means Unleblled data sampled from the large video sequence. The
pixel-level distillation alone can not improve the accuracy. Therefore
we only use structured-knowledge distillation in the depth estimation

task.

baseline and achieve 13.5 in the metric ‘rel’. Following the same training setups, with
the structured knowledge distillation terms, we further improve the strong baseline
and achieve a relative error (rel) of 13.0. In Table 3.11, we list the model parameters
and accuracy of a few state-of-the-art large models along with some real-time models,
indicating that the structured knowledge distillation works on a strong baseline.

3.4.3 Object Detection

Implementation Details

Network structuresWe experiment with the recent one-stage architecture FCOS [133],
using the backbone ResNeXt-32x8d-101-FPN as the teacher network. The channel in
the detector towers is set to 256. It is a simple anchor-free model but can achieve
comparable performance with state-of-the-art two-stage detection methods.
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(a) Detection results w/o distillation

(b) Detection results w/ distillation

Figure 3.12. Detection results on the COCO dataset. With the
structured knowledge distillation, the detector can improve the results
with occluded, highly overlapped and extremely small objects. It can
also produce a higher classification score compared to the baseline.

We choose two different models based on the MobileNetV2 backbone: c128-MNV2
and c256-MNV2 released by FCOS [133] as our student nets, where c represents the
channel in the detector towers. We apply the distillation loss on all the output levels
of the feature pyramid network.
Training setup We follow the training schedule in FCOS [133]. For ablation studies,
all the teacher, the student w/ and w/o distillation are trained with stochastic gradient
descent (SGD) for 90K iterations with the initial learning rate being 0.01 and a mini-
batch of 16 images. The learning rate is reduced by a factor of 10 at iteration 60K
and 80K, respectively. Weight decay and momentum are set to be 0.0001 and 0.9,
respectively. To compare with other state-of-the-art real-time detectors, we double
the training iterations and the batch size, and the distillation method can further
improve the results on the strong baselines.

Dataset

COCOMicrosoft Common Objects in Context (COCO) [77] is a large-scale detection
benchmark in object detection. There are 115K images for training and 5K images
for validation. We evaluate the ablation results on the validation set, and we also
submit the final results to the test-dev of COCO.



3.4. Experiments 37

Method mAP AP50 AP75 APs APm APl
Teacher 42.5 61.7 45.9 26.0 46.2 54.3
student 31.0 48.5 32.7 17.1 34.2 39.7

+MIMIC [67] 31.4 48.1 33.4 16.5 34.3 41.0
+PA 31.9 49.2 33.7 17.7 34.7 41.3
Ours 32.1 49.5 34.2 18.5 35.3 41.2

Table 3.13. PA vs. MIMIC on the minival split with MobileNetV2-
c256 as the student net. Both distillation methods can improve the
accuracy of the detector, and the structured knowledge distillation
performs better than the pixel-wise MIMIC. By applying all the dis-

tillation terms, the results can be further improved.

Method mAP AP50 AP75 APs APm APl
Teacher 42.5 61.7 45.9 26.0 46.2 54.3

C128-MV2 30.9 48.5 32.7 17.1 34.2 39.7
w/ distillation 31.8 49.2 33.8 17.8 35.0 40.4

C256-MV2 33.1 51.1 35.0 18.5 36.1 43.4
w/ distillation 33.9 51.8 35.7 19.7 37.3 43.4

Table 3.14. Detection accuracy with and without distillation on
COCO-minival.

Evaluation Metrics

Average precision (AP) computes the average precision value for recall value over 0
to 1. The mAP We also report AP50 and AP75 represent the AP with a single IoU
of 0.5 and 0.75, respectively. APs, APm, and APl are AP across different scales for
small, medium, and large objects.

Results

Comparison with different distillation methods To demonstrate the effective-
ness of the structured knowledge distillation, we compare the pair-wise distillation
method with the previous MIMIC [67] method, which aligns the feature map on
pixel-level. We use the c256-MNV2 as the student net and the results are shown in
Table 3.13. By adding the pixel-wise MIMIC distillation method, the detector can be
improved by 0.4% in mAP. Our structured knowledge distillation method can improve
by 0.9% in mAP. Under all evaluation metrics, the structured knowledge distillation
method performs better than MIMIC. By combing the structured knowledge distilla-
tion with the pixel-wise distillation, the results can be further improved to the mAP
of 32.1%. Comparing to the baseline method without distillation, the improvement
of AP75, APs, and APl is more sound, indicating the effectiveness of the distillation
method.

We show some detection results in Figure 3.12. One can see that the detector
trained with the distillation method can detect more small objects such as “person”
and “bird”.
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backbone AP AP50 AP75 APS APM APL ms/img

RetinaNet [76] ResNet-101-FPN 39.1 59.1 42.3 21.8 42.7 50.2 198
RetinaNet [76] ResNeXt-101-FPN 40.8 61.1 44.1 24.1 44.2 51.2 -
FCOS [133] (teacher) ResNeXt-101-FPN 42.7 62.2 46.1 26.0 45.6 52.6 130

YOLOv2 [109] DarkNet-19 21.6 44.0 19.2 5.0 22.4 35.5 25
SSD513 [83] ResNet-101-SSD 31.2 50.4 33.3 10.2 34.5 49.8 125
DSSD513 [35] ResNet-101-DSSD 33.2 53.3 35.2 13.0 35.4 51.1 156
YOLOv3 [110] Darknet-53 33.0 57.9 34.4 18.3 35.4 41.9 51
FCOS (student) [133] MobileNetV2-FPN 31.4 49.2 33.3 17.1 33.5 38.8 45
FCOS (student) w/ dis MobileNetV2-FPN 34.1 52.2 36.4 19.0 36.2 42.0 45

Table 3.15. Detection results and inference time on the COCO test-
dev. The inference time was reported in the original papers [133, 76].
Our distillation method can improve the accuracy of a strong baseline

with no extra inference time.

Results of different student nets We follow the same training steps (90K) and
batch size (32) as in FCOS [133] and apply the distillation method on two different
structures: C256-MV2 and C128-MV2. The results of w/ and w/o distillation are
shown in Table 3.14. By applying the structured knowledge distillation combine with
pixel-wise distillation, the mAP of C128-MV2 and C256-MV2 are improved by 0.9

and 0.8, respectively.
Results on the test-dev The original mAP on the validation set of C128-MV2
reported by FCOS is 30.9% with 90K iterations. We double the training iterations
and train with the distillation method. The final mAP on minival is 33.9%. We submit
these results to the COCO test-dev to show the position of our method, comparing
against state-of-the-art methods. To make a fair comparison, we also double the
training iterations without any distillation methods and obtain mAP of 32.7% on
minival. The test results are in Table 3.15, and we also list the AP and inference time
for some state-of-the-art one-stage detectors to show the position of the baseline and
our detectors trained with the structured knowledge distillation method.

3.5 Conclusion

In this chapter, we have studied knowledge distillation for training compact dense pre-
diction networks with the help of cumbersome/teacher networks. By considering the
structure information in dense prediction problem, we have presented two structural
distillation schemes: pair-wise distillation and holistic distillation. We demonstrate
the effectiveness of our proposed distillation schemes on several recently-developed
compact networks on three dense prediction tasks: semantic segmentation, depth es-
timation, and object detection. Our structured knowledge distillation methods are
complementary to traditional pixel-wise distillation methods.
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Chapter 4

channel-wise distillation

4.1 Introduction

Knowledge distillation (KD) has been proven to be a simple and effective tool for train-
ing compact dense prediction models in Chapter 3. The lightweight student networks
are trained by extra knowledge transferred from large teacher networks. However, in
Chapter 3, the proposed KD methods require a large training memory as the pair-wise
distillation will rely on spatial size. Similar methods align the activation maps from
the student and teacher network in the spatial domain, typically by normalizing the
activation values on each spatial location and minimizing point-wise and/or pair-wise
discrepancy. To be more efficient during the training process and combine more in-
formation from different sources, we propose to normalize the activation map in each
channel to obtain a channel distribution. By simply minimizing the Kullback–Leibler
(KL) divergence between the channel distribution of the two networks, the distillation
process pays more attention to the most salient regions in each channel, which are
useful for dense prediction tasks.

We conduct experiments on fundamental dense prediction tasks, including seman-
tic segmentation and object detection. Experiments demonstrate that our simple
and effective channel-wise distillation outperforms state-of-the-art distillation meth-
ods considerably, and requires less computational cost during training. In particular,
we improve the RetinaNet based on ResNet50 backbone by 3.4% in terms of mAP
on COCO dataset, and PSPNet based on ResNet18 backbone by 6.07% in terms of
mIoU on Cityscapes dataset. Code will be available upon acceptance.

4.2 Background

As described in Chapter 3, dense prediction tasks are a group of fundamental tasks
in computer vision, including semantic segmentation [177, 19], depth estimation [143]
and object detection [72, 131]. These tasks require learning strong feature repre-
sentations for complex scene understanding goals. Thus, the state-of-the-art models
usually need high computational costs, making them hard to apply to mobile de-
vices. Recently, compact networks designed for dense prediction tasks have drawn
much attention. Moreover, effectively training lightweight networks has been studied
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Figure 4.1. Spatial knowledge distillation (top-left) works by align-
ing feature maps in the spatial domain. Our channel-wise distillation
(top-right) instead aligns each channel of the student’s feature maps
to that of the teacher network by minimizing the KL divergence. The
bottom plot shows that the activation values of each channel tend to

encode saliency of scene categories.

in previous works through knowledge distillation (KD). Dense prediction tasks are
per-pixel prediction problems, which are more complex and challenging than image-
level classification. Previous research [85, 68] found that directly transferring the KD
methods [49, 3] in classification to semantic segmentation may not lead to satisfac-
tory results. Strictly aligning the point-wise classification scores or the feature maps
between the teacher and student network may enforce overly strict constraints and
lead to sub-optimal solutions.

Our proposed structural knowledge distillation [85, 87] and the following work [51]
pay attention to enforce the correlations among different spatial locations. As shown
in Figure 4.1(a), the activation values 1 on each spatial location are normalized. Then,

1The activation values in this chapter include the final logits and the inner feature maps.
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some tasks specific relationships are conducted by aggregating a sub-set of different
spatial locations, such as pair-wise relations [85, 146] and inner-class relations [51].
Such methods may work better than the point-wise alignment in capturing spatial
structure information and improve the performance of the student network. However,
every spatial location in the activation map contributes equally to the knowledge
transferring, which may bring redundant information from the teacher network.

In this chapter, we propose a novel channel distribution (CD) distillation by nor-
malizing the activation maps in each channel for dense prediction tasks as shown in
Figure 4.1(b). Then, a simple asymmetry Kullback–Leibler (KL) divergence is em-
ployed to minimize the difference between the channel distributions from the teacher
and the student networks. We show an example of the channel distribution in se-
mantic segmentation in Figure 4.1(c). The feature activations of each channel tend
to encode saliency parts of scene categories. In each channel, the student will pay
more attention to mimic the regions with larger activation values, which will lead to a
more accurate localization in dense prediction tasks. For example, in object detection,
the student network will pay more attention to learn the activation of the foreground
objects and loosen the constraints in the background.

Some recent works pay attention to the knowledge contained in channels. Channel
distillation [181] proposes to transfer the activation in each channel into one atten-
tion value, which is useful for image-level classification tasks but may lose too much
spatial information for dense prediction tasks. Other works, like MGD [163], Channel
exchanging [140] and CSC [105] verify the importance of the channel information, but
they ignore the effect of normalizing the value in each channel to form the channel
distribution.

Experiments are conducted on semantic segmentation and object detection. Abla-
tion studies show that the simple normalizing operations in each channel can improve
the baseline spatial distillation by a large margin. Besides, the asymmetry KL di-
vergence also contributes to the final results. The proposed channel-wise distillation
is simple and easy to transfer to different tasks and network structures. We ob-
tain state-of-the-art performance compared to recent knowledge distillation methods
on four challenging benchmarks and various network structures. We summarize our
main contributions as follows.

• Unlike those existing spatial distillation approaches, we propose a novel channel-
wise distillation paradigm for knowledge distillation for dense prediction tasks.

• The proposed channel-wise distillation significantly outperforms state-of-the-art
KD methods for semantic segmentation and object detection, and requires less
computational cost during training.

• We show consistent improvements on four benchmark datasets with various net-
work structures on semantic segmentation and object detection tasks, demon-
strating that our method is general. Given its simplicity and effectiveness, we
believe that our method can serve as a strong baseline KD method for dense
prediction tasks.
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Table 4.1. Current spatial distillation methods. i and j indicate the
pixel index. D(·) is a discriminator, andN(i) indicates 8-neighborhood
of pixel i. Si is the pixel set having the same label as pixel i and |Si|

stands for the size of the set Si.

Loss ϕ(u, v)
φ(x)

Formulation Dimensionality
Point-wise alignment

Attention transfer [165] L1 or L2

∑C
c=1 ‖xic‖p 1×W ×H

Pixelwise [85, 21, 87, 142] KL softmax(xi/τ) C ×W ×H
Pairwise or higher order alignment

Local similarity [146] L1 or L2

∑
j∈N(i) ‖xj − xi‖ 1×W ×H

Pairwise affinity [85, 46, 87] L2
xT
i xj

‖xi‖2·‖xj‖2 1×W ×H
IFVD [142] L2 cos(xi,

∑
j∈Si

xj/|Si|) 1×W ×H
Holistic [85, 87, 142] EM [40] D(xi) 1

4.3 Method

In this section, we first present a brief introduction to spatial knowledge distillation,
and then we describe our proposed channel-wise distillation.

4.3.1 Spatial Distillation

Existing KD methods often employ a point-wise alignment or align structured infor-
mation among spatial locations, which can be formulated as:

` = `t(y, y
S) + α · ϕ(φ(yTi ), φ(ySi )). (4.1)

Here the task loss `t is still applied with y being the ground-truth labels. The cross-
entropy loss is usually employed in semantic segmentation. In object detection, the
task loss usually follows the original paper, and the distillation loss is added as the
regularization. α is a hyper-parameter to control the loss weight.

For better illustrating the knowledge distillation functions ϕ(·) and the transfor-
mation φ(·) used in the literature, representative spatial distillation methods are listed
in Table 4.1. Attention Transfer (AT) [165] uses an attention mask to squeeze the fea-
ture maps into a single channel for distillation. The pixel-wise loss [50] directly aligns
the point-wise class probabilities. The local affinity [146] is computed by the distance
between the center pixel and its 8 neighborhood pixels. The pairwise affinity [85, 46,
87] is employed to transfer the similarity between pixel pairs. The similarity between
each pixel’s feature and its corresponding class-wise prototype is computed to transfer
the structural knowledge [142]. The holistic loss [85, 87] use the adversarial scheme
to align the high-order relations between feature maps from the two networks. Note
that, the last four terms consider the correlation among pixels. Existing KD methods
as shown in Table 4.1 are all spatial distillation methods. All these methods consider
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Channel-wise Distillation

Teacher

Student

Feature Map Score Map

Car Traffic Sign Pole

Activation Maps in Each Channel

Person Truck

Figure 4.2. The overall architecture of our proposed method. The
plot on the left is the paradigm of our teacher-student strategy, where
the feature map and the score map can be used for channel-wise distil-
lation. The plot on the right is the detailed description of channel-wise

distillation. Activated regions correspond to scene categories.

the N channel activation values of a spatial location as the feature vectors to operate
on.

4.3.2 channel-wise Distillation

To better employ the knowledge in each channel, we propose to build a channel dis-
tribution by normalizing the values in each channel. Inspired by Figure 4.1(c), the
activation of different channels encodes the saliency of scene categories of an input
image. Besides, a well-trained teacher network tends to produce activation maps of
clearer category-specific masks for each channel—which is expected—as illustrated on
the right part of Figure 4.2.

We propose a novel channel-wise distillation paradigm to guide the student to
directly learn the information in channel from the well-trained teacher.

As illustrated in Figure 4.2, our method consists of the teacher network, student
network, and channel-wise distillation module. The teacher and student networks
are denoted as T and S, and the activation maps from T and S are yT and yS ,
respectively. The channel-wise distillation loss can be formulated as:

ϕ(φ(yT ), φ(yS )) = ϕ(φ(yT
c ), φ(y

S
c )). (4.2)

φ is used to transfer the activation values into the channel distribution. Here we
employ a softmax normalization:

φcd(yc) =
exp(yc,iT )∑W ·H
i=1 exp(yc,iT )

, (4.3)

where c = 1, ..., C. C is the number of channels and T is the temperature. The
distribution will be softer if we use a larger T , which means we focus on more regions
in each channel. By applying the softmax normalization, we remove the influences
of different magnitude scales between the large networks and the compact networks,
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which will benefit the knowledge distillation as shown in the previous work [137]. A
1×1 convolution layer will be employed to upsampling the number of channels for the
student network if the number of channels is different between the teacher and the
student. ϕ evaluates the discrepancy between the channel from the teacher network
and the student network. We use the KL divergence as ϕ which can be formulated as:

ϕcd
(
yT , yS

)
=
T 2

C

C∑
c=1

W ·H∑
i=1

·φ(yTc,i) · log
[φ(yTc,i)
φ(ySc,i)

]
. (4.4)

Following [49], T 2 is used to balance the magnitude between the soft and hard targets.
The KL divergence is an asymmetric metric. From Equation (4.4), we can see if
φ(yTc,i) is large, the φ(y

S
c,i) should be as large as φ(yTc,i) to minimize the KL divergence;

otherwise, if φ(yTc,i) is very small, the KL divergence will pay less attention to minimize
the φ(ySc,i). Thus, the student network tend to produce similar activation distribution
in the foreground sciency parts and ignore the redundancy background.

4.4 Experiments

In this section, we first describe the implementation details and the experiment set-
tings. Then, we compare our channel-wise distillation method with other state-of-
the-art distillation methods and conduct ablation studies on semantic segmentation.
Finally, we show consistent improvements in semantic segmentation and object detec-
tion with various benchmarks and student network structures.

Table 4.2. Comparison between computation complexity and perfor-
mance on the validation set among various distillation methods. The
mIoU is calculated on the Cityscapes validation set with PSPNet-R101
as the teacher network and PSPNet-R18 as the student network. The
complexity depends on the shape (hx × wx × cx) of the input. O(D)
denotes the discriminator complexity. The superscript ~ means that
additional channel alignment convolution is needed. All the results are

the mean of three runs.

Network Structural Complexity
Val mIoU(%)

Featuremap Scoremap
Teacher − − *****78.56***** *****78.56*****
Student − − 69.10 69.10

Spatial

AT [165] × hx · wx · (cx)p 72.37(+3.27)~ 72.32(+3.22)

PI [21, 142, 85,
87]

× hx · wx · cx 70.02(+0.92)~ 71.74(+2.64)

LOCAL [146]
√

8hx · wx · cx 69.81(+0.71)~ 69.75(+0.65)

PA [85, 46, 87]
√

(hx · wx)
2 · cx 71.23(+2.13)~ 71.41(+2.31)

IFVD [142]
√

hx · wx · cx · n 71.35(+2.25)~ 70.66(+1.56)

HO [85, 87, 142]
√

O(D) −~ 72.13(+3.03)

Channel CD (Ours)
√

hx · wx · cx 74.87(+5.77)~ 72.82(+3.72)
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4.4.1 Experimental Settings

Datasets. Three representative semantic segmentation benchmarks, i.e., Cityscapes [26],
ADE20K [180] and Pascal VOC [32] are considered. We also apply the proposed dis-
tillation method to object detection on MSCOCO 2017 [77], which is a large-scale
dataset that contains over 120k images with 80 categories.

The Cityscapes dataset is used for semantic urban scene understanding. It con-
tains 5,000 finely annotated images with 2,975/500/1,525 images for training/valida-
tion/testing respectively, where 30 common classes are provided and 19 classes are
used for evaluation and testing. The size of each image is 2048 × 1024 pixels. And
there are all gathered from 50 different cities. The coarsely labeled data is not used
in our experiments.

The Pascal VOC dataset contains 1,464/1,449/1,456 images for training/valida-
tion/testing. It contains 20 foreground object classes and an extra background class.
In addition, the dataset is augmented by extra coarse labeling, which resulting in
10,582 images for training. The training split is used for training, and the final per-
formance is measured on the validation set across 21 classes.

The ADE20K dataset covers 150 classes of diverse scenes, where the annotation
is detailed for semantic parsing. It contains 20K/2K/3K images for training, valida-
tion, and testing. In our experiments, we report the segmentation accuracy on the
validation set.
Evaluation Metrics. To evaluate the performance and efficiency of our proposed
channel-wise distillation method on semantic segmentation, following the previous
work [51, 87], we test each strategy via the mean Intersection-over-Union (mIoU) to
indicate the segmentation accuracy in all experiments under a single-scale setting.
The parameter number is computed by summing the parameters in the model and
the floating-point operations per second (FLOPs) are calculated with a fixed input
size (512 × 1024). Besides, the mean class Accuracy (mAcc) is listed for Pascal VOC
and ADE20K. To evaluate the performance on object detection, we report the mean
Average Precision (mAP), the inference speed (FPS), and the model size (parameters)
following the previous work [168].
Implementation Details. For semantic segmentation, the teacher network is PSP-
Net with ResNet101 (PSPNet-R101) as the backbone for all experiments. We employ
several different architectures, including PSPNet [177], DeepLab [171] with the back-
bones of ResNet18, and MobileNetV2 as student networks to verify the effectiveness of
the channel-wise distillation. In the ablation study, we analyze the effectiveness of our
method based on PSPNet with ResNet18 (PSPNet-R18). Unless otherwise indicated,
the training image for the student is randomly cropped into 512× 512, the batch size
is set to 8, and the number of the training step is 40k. We set T = 3 andW = 3 in all
experiments. For object detection, we employ the same teacher and student networks
and the training settings as in [168].
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4.4.2 Comparing with Current Knowledge Distillation Methods

To verify the effectiveness of our proposed channel-wise distillation, we compare our
method with current distillation methods listed below:

• Attention Transfer (AT) [165]: Sergey et al. calculate the summation of all
channels on each spatial location to obtain a single channel attention map. L2

is employed to minimize the difference between the attention map.

• Local affinity(LOCAL) [146]: For each pixel, a local similarity map is con-
structed, which considers the correlations between itself and its 8 neighborhood
pixels. L2 is employed to minimize the difference between the local affinity map.

• Pixel-wise distillation (PI) [85, 87, 142, 21]: KL divergence is used to align the
distribution of each spatial location from two networks.

• Pair-wise distillation (PA) [85, 46, 87]. : The correlations between all pixel pairs
are considered.

• Intra-class feature variation distillation (IFVD) [142]: The set of similarity be-
tween the feature of each pixel and its corresponding class-wise prototype is
regarded as the intra-class feature variation to transfer the structural knowl-
edge.

• Holistic distillation (HO)[85, 87, 142]: The holistic embeddings of feature maps
are computed by a discriminator, which is used to minimize the discrepancy
between high-order relations.

Table 4.3. The class IoU of our proposed channel-wise distillation
method compared with the other two typical structural knowledge
transfer methods on the validation set of Cityscape, where PSPNet-
R18 (1.0) was selected as the student network. The results are from

one run.

Method mIoU road sidewalk building wall fence pole traffic light traffic sign vegetation
PA 71.41 97.30 80.48 90.76 37.89 52.78 60.33 63.48 74.06 91.69

IFVD 71.66 97.56 81.44 91.49 44.45 55.95 62.40 66.38 76.44 91.85
CD 75.13 97.64 81.97 91.89 49.44 56.84 62.53 68.73 77.60 92.20
Class terrain sky person rider car truck bus train motorcycle bicycle
PA 58.60 93.48 78.96 55.45 93.42 63.79 78.48 60.12 51.62 74.01

IFVD 61.29 93.97 78.64 52.33 93.50 60.25 74.70 58.81 44.85 75.41
CD 63.37 94.32 80.06 58.49 94.18 70.31 85.61 72.85 52.92 76.58

We apply all these popular distillation methods to both the feature map and the score
map. The conventional cross-entropy loss is applied in all experiments. The compu-
tational complexity and performance of spatial distillation methods are reported in
Table 4.2. Given the input feature map (score map) with the size of hf × wf × c

(hs × ws × n), where hf (hs) × wf (ws) is the shape of the feature map (score map).
c is the number of channels and n is the number of classes. As shown in Table 4.2,
all distillation methods can improve the performance of the student network. Our
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channel-wise distillation method outperforms all spatial distillation methods, it out-
performs the best spatial distillation method (AT) by 2.5%. Moreover, channel-wise
distillation is more efficient as it requires less computational cost than other methods
during the training phase. The channel-wise distillation on the feature map works
better than on the score map, which may due to that the channel number is larger on
the feature map and may contain more detailed salient objects. We only employ the
channel-wise distillation on the feature map in the following experiments for simplicity
and efficiency.

Furthermore, we list the detailed class IoU of our method and two recent state-
of-the-art methods, PA [85] and IFVD [51] in Table 4.3. These methods propose to
transfer structure information in semantic segmentation. Our methods significantly
improve the class accuracy of several objects, such as traffic light, terrain, wall, truck,
bus, and train, indicating that the channel-wise can also transfer the structural knowl-
edge.

4.4.3 Ablation Study

We show the effectiveness of the channel-wise distillation and discuss the choice of
the hyper-parameters in semantic segmentation in this section. The baseline student
model is PSPNet-R18, and the teacher model is the PSPNet-R101. All the results are
evaluated on the validation set of Cityscapes.
Effectiveness of channel-wise distillation. The normalized channel distribution
and asymmetric KL divergence play an important role in our distillation method. We
conduct experiments with four different variants to show the effectiveness of proposed
methods in Table 4.4. All the distillation methods are applied to the same feature
maps as input and adopted the same training scheme as described in Section 4.4.1.
‘PI’ represents the pixel-level knowledge distillation, which normalizes the activation
of each spatial location. ‘L2 w/o NORM’ represents that we directly minimize the
difference between the feature maps from two networks, which considers the difference
at all locations in all channels equally. ‘Bhat’ is short for Bhattacharyya distance [10],
which is a symmetrical distribution measurement, which aligns the discrepancy in each
channel. From Table 4.4, we can see that the asymmetric KL divergence considering
the normalized channel distribution discrepancy achieves the best performance. Note
that as the KL divergence is asymmetric, the input of the student and teacher can not
be swapped. We experiment by changing the order of the input in the KL divergence,
and the training does not converge.
Visualization Results. We list the visualization results in Figure 4.3 and Fig-
ure 4.8 to intuitively demonstrate that, the channel-wise distillation method (CD)
outperforms the spatial distillation strategy (attention transfer). Besides, to evaluate
the effectiveness of the proposed channel-wise distillation, we visualize the activation
in each channel of the student network under three paradigms, i.e., original network,
distilled by the attention transfer (AT) and channel-wise distillation respectively, in
Figure 4.4 and Figure 4.5. We also present the visualization results in Figure 4.6 to
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intuitively demonstrate that, the channel distillation method (CD) outperforms the
spatial distillation strategy.

(a) Image (b) GT (c) CD (d) AT (e) Student

Figure 4.3. Qualitative segmentation results on Cityscapes pro-
duced from PSPNet-R18: (a) raw images, (b) ground truth (GT),
(c) channel-wise distillation (CW), (d) the spatial distillation schemes:
attention transfer (AT), and (e) output of the original student model.

Impact of the temperature parameter and loss weights. We conduct exper-
iments to change the channel distribution by adjusting the temperature parameter
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(a) Image (b) GT (c) CD (d) AT (e) Student

Figure 4.4. The channel distribution of the student under three
paradigms. (a) raw images, (b) ground truth (GT), (c) channel dis-
tillation, (d) the spatial distillation schemes: attention transfer (AT),

and (e) output of the original student model.

T under different loss weights α. All the results are the mean of three runs, which
are illustrated in Figure 4.7. The loss weight is set to 1, 2, 3, and T ∈ [1, 5]. The
distribution tends to be softer if we increase T . From the figure, we can see that a
soften distribution may help the knowledge distillation. Besides, in a certain range,
the performance is stable. The performance will drop a lot if T is extremely small,
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(a) Image (b) GT (c) CD (d) AT (e) Student

Figure 4.5. The channel distribution of the student under three
paradigms. The yellow dotted lines show that the activation maps of

CD are better than that of AT and the student network.

which means we only focus on limited salient pixels. We get the best performance
when T = 4 and α = 3 with the PSPNet18 on the Cityscapes validation set. To avoid
over-fitting and for simplicity, we choose T = α = 3 in all other experiments, which
also achieves a promising result.

4.4.4 Semantic Segmentation Results

We demonstrate that our proposed method can bring consistent improvement com-
pared with state-of-the-art semantic segmentation distillation methods, i.e., structural
knowledge distillation for segmentation/dense prediction (SKDS [87] /SKDD [85]) and

Table 4.4. Effectiveness of channel-wise distillation on semantic
segmentation. We can see that with the channel normalization and
the asymmetry KL divergence, the proposed channel-wise distillation
achieves the best performance among other variants. All the results

are the mean of three runs.

Method Normalize Divergence mIoU
Teacher - - 78.56
Student - - 69.10
PI Spatial KL 70.02
L2 w/o NORM None MSE 70.83
L2 Channel MSE 71.60
Bhat Channel Bhat 72.21
Ours Channel KL 74.87
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Figure 4.6. Illustration of the performance under different individual
distillation methods. The red (blue) dotted line is the performance of
AT (student). The proposed channel-wise distillation method achieves

better results than any other spatial distillation method.

intra-class feature variation distillation (IFVD [142]), under various student networks.
To make a fair comparison, we use the proposed channel-wise distillation for feature
maps to replace the PA/IFVD on the feature maps proposed in [85, 51]. The pixel-
wise distillation (PI) and the holistic distillation (HO) on the score map are also
included following previous methods [85, 51].
Cityscape. We first evaluate the performance of our method on the Cityscapes
dataset. Various student networks with different encoders and decoders are used
to verify the effectiveness of our method. Encoders include ResNet18 (initialized
with or without the weights pre-trained on ImageNet, a channel-halved variant of
ResNet18 [43]) and MobileNetV2 [118], and decoders include PSPhead [177] and ASP-
Phead [19]. Table 4.6 shows the results on Cityscapes.

Our method outperforms SKD and IFVD on seven student networks and three
benchmarks, which further indicates that the channel-wise distillation is effective for
semantic segmentation.

For the student with the same architectural type as the teacher, i.e., PSPNet-
R18�(0.5), PSPNet-R18� and PSPNet-R18?, the improvements are more significant.
As for the student with different architectural types with the teacher, i.e., PSPNet-
MBV2?, DeepLab-R18�(0.5), DeepLab-R18? and DeepLab-MBV2?, our method achieves
consistent improvement compared with SKDS and IFVD, which proves that our
channel-wise distillation is effective and can generalize well between different teacher
and student networks.
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Figure 4.7. Impact of the temperature parameter T and the loss
weight α.

(a) Image (b) GT (c) CD (d) AT (e) Student

Figure 4.8. Qualitative segmentation results on Cityscapes pro-
duced from PSPNet-R18: (a) raw images, (b) ground truth (GT), (c)
channel-wise distillation (CD), (d) the best spatial distillation schemes:
attention transfer (AT), and (e) output of the original student model.

The student network of a compact model capacity (PSPNet-R18�(0.5)) shows infe-
rior distillation performance (67.26%) compared to the student with large parameters
(PSPNet-R18?) (74.87%). This may be attributed to the fact that the capability of
small networks is limited compared with the teacher network and can not sufficiently
absorb the knowledge of the current task. For PSPNet-R18, the student initialized
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Table 4.5. Comparison between our methods and other distillation
methods on object detection.

Model AP AP50 AP75 APS APM APL FPS Params

Two-stage

Faster RCNN 38.4 59.0 42.0 21.5 42.1 50.3 18.1 43.57
+Chen et al. Method [16] 38.7 59.0 42.1 22.0 41.9 51.0 18.1 43.57
+Wang et al. Method [139] 39.1 59.8 42.8 22.2 42.9 51.1 18.1 43.57
+Heo et al. Method [48] 38.9 60.1 42.6 21.8 42.7 50.7 18.1 43.57
+Zhang et al. [168] 41.5 62.2 45.1 23.5 45.0 55.3 18.1 43.57
+Our Method 41.7 62.0 45.5 23.3 45.5 55.5 18.1 43.57

One-stage

RetinaNet 37.4 56.7 39.6 20.0 40.7 49.7 20.0 36.19
+Heo et al. [48] 37.8 58.3 41.1 21.6 41.2 48.3 20.0 36.19
+Zhang et al. [168] 39.6 58.8 42.1 22.7 43.3 52.5 20.0 36.19
+Our Method 40.8 60.4 43.4 22.7 44.5 55.3 20.0 36.19

Anchor free
RepPoints 38.6 59.6 41.6 22.5 42.2 50.4 18.2 36.62

+Zhang et al. [168] 40.6 61.7 43.8 23.4 44.6 53.0 18.2 36.62
+Our Method 42.0 63.0 45.3 24.1 46.1 55.0 18.2 36.62

by the weight pre-trained on ImageNet obtains the best distillation performance (im-
proved from 70.04% to 74.87%), further demonstrating that the well-initialized pa-
rameters help the distillation. Thus, the better student net leads to better distillation
performance, but the improvement is smaller as the gap between the teacher and
student network is smaller.

To further demonstrate the effectiveness of the proposed channel-wise distillation,
we only employ the proposed CD on the feature maps as our final results on Pascal
VOC and ADE20K. The experiment results are reported in Table 4.7 and Table 4.8.
Multi student-network variants with different encoders and decoders are used to val-
idate the efficiency of our method in this chapter. Encoders include ResNet18 and
MobileNetV2, and decoders include PSP-head and ASPP-head.
Pascal VOC. We evaluate the performance of our method on the Pascal VOC
dataset. The distillation results are listed in Table 4.7. Our proposed CD improves
PSPNet-R18 without distillation by 3.83%, outperforms the SKDS and IFVD by
1.51% and 1.21%. Consistent improvements on other student networks with different
encoders and decoders are achieved. The gains on PSPNet-MBV2 with our method
is 3.55%, surpassing the SKDS and IFVD by 1.98% and 1.20%. As for DeepLab-R18,
our CD improves the student from 66.81% to 69.97%, outperforming the SKDS and
IFVD by 1.84% and 1.55% respectively. Besides, the performance of DeepLab-MBV2
with our distillation is increased from 50.80% to 54.62%, outperforming the SKDS
and IFVD by 2.51% and 1.23% respectively.
ADE20K. We also evaluate our method on the ADE20K dataset to further demon-
strate that CD works better than other structural knowledge distillation methods. The
results are shown in Table 4.8. Our proposed CD improves PSPNet-R18 without distil-
lation by 3.83%, and outperforms the SKDS and IFVD by 1.51% and 1.21% in several.
Notable performance gains on other students with different encoders and decoders are
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also consistently achieved, As for PSPNet-MBV2, our method achieves a superior per-
formance of 27.97%, surpassing the student, SKDS, and IFVD by 4.82%, 3.18%, and
2.64%. The gain on DeepLab-R18 with our CD is 2.48%, outperforming the SKDS
and IFVD by 1.85% and 0.84%. Finally, the performance of DeepLab-MBV2 with
our channel-wise distillation is increased from 24.98% to 29.18%, outperforming the
SKDS and IFVD by 3.08% and 1.93% respectively.

4.4.5 Object Detection Results

We also apply our channel-wise distillation method on the object detection task. The
experiments are conducted on MS COCO2017 [77]. Various student networks un-
der different paradigm, i.e., a two-stage anchor-based method (Faster RCNN [113]),
a one-stage anchor-based method (RetinaNet [72]) and anchor-free method (Rep-
Points [151]), are used to validate the effectiveness of our method. To make a fair
comparison, we experiment on the same teacher with the same hyper-parameters as in
[168]. The only modification is that the feature alignment is changed to our channel-
wise distillation. The results are shown in Table 4.5. From the table, we can see that
our methods achieve consistent improvements (about 3.4% mAP) on strong baseline
student networks. Compared with previous state-of-the-art distillation methods [168],
our simple channel-wise distillation performs better, especially with anchor-free meth-
ods. We improve the RepPoint by 3.4% while Zhang et al. improve the RepPoint
by 2%. Besides, we can see that the proposed channel-wise distillation can improve
AP75 more significantly, demonstrating that the channel-wise distillation can improve
the ability of localization better.

4.5 Conclusion

In this chapter, we have summarized previous segmentation distillation methods as
the spatial distillation paradigm, and a novel structural knowledge transfer strat-
egy, i.e., channel-wise distillation, is proposed. Experimental results show that the
proposed channel-wise distillation method consistently outperforms almost all exist-
ing KD methods on three public benchmark datasets with various network back-
bones. Additionally, our experiments demonstrate the efficiency and effectiveness of
our channel-wise distillation, and it can further complement the spatial distillation
methods.

We hope that the proposed simple and effective channel-wise distillation can serve
as a strong baseline for effectively training compact networks for many other dense
prediction tasks, including object detection, instance segmentation and panoptic seg-
mentation.
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Table 4.6. Comparison of student variants with the state-of-the-art
distillation methods on Cityscapes, where � denotes to be trained from
scratch and ? indicates to be initialized by the weights pre-trained on
ImageNet, and R18 (MBV2) is the abbreviation for Resnet18 (Mo-

bileNetV2).

Method Params (M) FLOPs (G)
mIoU (%)
Val Test

ENet [2] 0.358 3.612 − 58.3

ESPNet [116] 0.363 4.422 − 60.3

ERFNet [29] 2.067 25.60 − 68.0

ICNet [173] 26.50 28.30 − 69.5

FCN [59] 134.5 333.9 − 62.7

RefineNet [75] 118.1 525.7 − 73.6

OCNet [161] 62.58 548.5 − 80.1

Results w/ and w/o distillation schemes
T:PSPNet [177] 70.43 574.9 78.5 78.4

S:PSPNet-R18�(0.5) 3.835 31.53 55.40 54.10

+SKDS [87] 3.835 31.53 61.60 60.50

+SKDD [85] 3.835 31.53 62.35 −
+IFVD [142] 3.835 31.53 63.35 63.68

+Ours 3.835 31.53 67.26 67.33

S:PSPNet-R18� 13.07 125.8 57.50 56.00

+SKDS [87] 13.07 125.8 63.20 62.10

+SKDD [85] 13.07 125.8 64.68 −
+IFVD [142] 13.07 125.8 66.63 65.72

Ours 13.07 125.8 70.04 70.11

S:PSPNet-R18? 13.07 125.8 69.72 67.60

+SKDS [87] 13.07 125.8 72.70 71.40

+SKDD [85] 13.07 125.8 74.08 −
+IFVD [142] 13.07 125.8 74.54 72.74

+Ours 13.07 125.8 75.79 74.37

S:PSPNet-MBV2? 1.98 16.40 58.64 57.43

+SKDS [87] 1.98 16.40 61.12 60.36

+IFVD [142] 1.98 16.40 62.74 61.92

+Ours 1.98 16.40 64.37 63.12

S:DeepLab-R18�(0.5) 3.15 31.06 61.83 60.51

+SKDS [87] 3.15 31.06 62.71 61.69

+IFVD [142] 3.15 31.06 63.12 62.37

+Ours 3.15 31.06 65.60 64.33

S:DeepLab-R18? 12.62 123.9 73.37 72.39

+SKDS [87] 12.62 123.9 73.87 72.63

+IFVD [142] 12.62 123.9 74.09 72.97

+Ours 12.62 123.9 75.25 74.12

S:DeepLab-MBV2? 2.45 20.39 65.94 65.07

+SKDS [87] 2.45 20.39 66.73 65.81

+IFVD [142] 2.45 20.39 67.04 66.12

+Ours 2.45 20.39 67.92 66.87
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Table 4.7. The mIoU and mAcc on the validation set of Pascal VOC
2012, R18 (MBV2) is the abbreviation for Resnet18 (MobileNetV2).

Method Params **mIoU(%) **mAcc(%)

FCN [59] 134.5 69.9 78.1

DeepLabV3 [19] 87.1 77.9 85.7

PSANet [175] 78.13 77.9 86.6

GCNet [14] 68.82 77.8 85.9

ANN [185] 65.2 76.7 84.5

OCRNet [160] 70.37 80.3 87.1

Results w/ and w/o our distillation schemes

T:PSPNet [177] 70.43 78.52 79.57

S:PSPNet-R18 13.07 65.42 80.43

+SKDS [87] 13.07 67.73 81.73

+IFDV [142] 13.07 68.04 82.25

+Ours 13.07 69.25 83.14

S:PSPNet-MBV2 1.98 62.38 77.82

+SKDS [87] 1.98 63.95 78.93

+IFDV [142] 1.98 64.73 79.81

+Ours 1.98 65.93 81.45

S:DeepLab-R18 12.62 66.81 81.14

+SKDS [87] 12.62 68.13 82.26

+IFDV [142] 12.62 68.42 82.70

+Ours 12.62 69.97 83.47

S:DeepLab-MBV2 2.45 50.80 74.24

+SKDS [87] 2.45 52.11 75.17

+IFDV [142] 2.45 53.39 76.02

+Ours 2.45 54.62 77.13
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Table 4.8. The mIoU and mAcc on the validation set of ADE20K,
R18 (MBV2) is the abbreviation for Resnet18 (MobileNetV2).

Method Params **mIoU(%) **mAcc(%)

FCN [59] 134.5 39.91 49.62

DeepLabV3 [19] 87.1 44.99 55.81

PSANet [175] 78.13 43.74 54.09

GCNet [14] 68.82 43.68 54.28

ANN [185] 65.2 42.93 53.25

OCRNet [160] 70.37 43.70 53.74

Results w/ and w/o our distillation schemes

T:PSPNet [177] 70.43 44.39 45.35

S:PSPNet-R18 13.07 24.65 33.66

+SKDS [87] 13.07 25.11 33.72

+IFDV [142] 13.07 25.72 33.83

+Ours 13.07 26.80 34.02

S:PSPNet-MBV2 1.98 23.15 32.93

+SKDS [87] 1.98 24.79 34.04

+IFDV [142] 1.98 25.33 35.57

+Ours 1.98 27.97 37.16

S:DeepLab-R18 12.62 24.89 33.60

+SKDS [87] 12.62 25.52 34.10

+IFDV [142] 12.62 26.53 34.79

+Ours 12.62 27.37 35.34

S:DeepLab-MBV2 2.45 24.98 35.34

+SKDS [87] 2.45 26.10 36.51

+IFDV [142] 2.45 27.25 37.23

+Ours 2.45 29.18 38.08
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Chapter 5

Efficient Semantic Video
Segmentation

5.1 Introduction

Although we can achieve a promising accuracy with efficiency on the benchmark
dataset of images through knowledge distillation methods, the efficient networks may
produce inconsistent results when tested on a video sequence. A few methods take
the correlations in the video sequence into account, e.g., by propagating the results to
the neighboring frames using optical flow, or extracting frame representations using
multi-frame information, which may lead to inaccurate results or unbalanced latency.
In contrast, in this chapter, we explicitly consider the temporal consistency among
frames as extra constraints during training and process each frame independently in
the inference phase. Thus no computation overhead is introduced for inference. To
further improve the performance of the efficient convolutional networks, new temporal
knowledge distillation methods are designed. Weighing among accuracy, temporal
smoothness, and efficiency, our proposed method outperforms previous keyframe based
methods and corresponding baselines which are trained with each frame independently
on benchmark datasets including Cityscapes and Camvid.

5.2 Background

In recent years, the development of deep learning has brought significant success to the
task of image semantic segmentation [176, 132, 17] on benchmark datasets, but often
with a high computational cost. This task becomes computationally more expensive
when extending to video. For a few real-world applications, e.g., autonomous driving
and robotics, it is challenging but crucial to build a fast and accurate video semantic
segmentation system.

In the previous chapters, we have developed several knowledge distillation meth-
ods for training compact networks in dense prediction tasks, such as semantic seg-
mentation. However, directly applying the real-time models to each frame in a video
sequence will produce inconsistent results. In this chapter, we discuss how to build a
semantic video segmentation system by training a compact model across frames.
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Figure 5.1. (a) Visualization results on consecutive frames:
Keyframe: Accel18 [57] propagates and fuses the results from the
keyframe (k) to non-key frames (k + 1, . . . ), which may lead to poor
results on non-key frames. Baseline: PSPNet18 [176] trains the model
on single frames. Inference on single frames separately can produce
temporally inconsistent results. Ours: training the model with the cor-
relations among frames and inferring on single frames separately lead
to high quality and smooth results. (b) Comparing our enhanced Mo-
bileNetV2 model with previous keyframe based methods: Accel [57],
DVSN [149], DFF [182] and CC [123]. The inference speed is evaluated

on a single GTX 1080Ti.

Previous works for semantic video segmentation can be categorized into two groups.
The first group focuses on improving the performance for video segmentation by
performing post-processing among frames [82], or employing extra modules to use
multi-frames information during inference [37]. The high computational cost makes it
difficult for mobile applications. The second group uses keyframes to avoid processing
of each frame, and then propagate [182, 183, 149] the outputs or the feature maps to
other frames (non-key frames) using optical flows. Keyframe based methods indeed
accelerate inference. However, it requires different inference time for keyframes and
non-key frames, leading to an unbalanced latency, thus being not friendly for real-
time processing. Moreover, accuracy cannot be guaranteed for each frame due to the
cumulative warping error, for example, the first row in Figure 5.1a.

Efficient semantic segmentation methods on 2D images [92, 154, 104] have draw
much attention recently. Clearly, applying compact networks to each frame of a video
sequence independently may alleviate the latency and enable real-time execution.
However, directly training the model on each frame independently often produces
temporally inconsistent results on the video as shown in the second row of Figure 5.1a.
To address the above problems, we explicitly consider the temporal consistency among
frames as extra constraints during the training process and employ compact networks
with per-frame inference to ease the problem of latency and achieve real-time inference.

A motion guided temporal loss is employed with the motivation of assigning a
consistent label to the same pixel along with the time axis. A motion estimation
network is introduced to predict the motion (e.g., optical flow) of each pixel from the
current frame to the next frame based on the input frame pair. Predicted semantic
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labels are propagated to the next frame to supervise predictions of the next frame.
Thus, the temporal consistency is encoded into the segmentation network through
this constraint.

We design a new temporal consistency knowledge distillation strategy to help the
training of efficient networks. Distillation methods are widely used in image recogni-
tion tasks [86, 47, 67], and achieve great success. Different from previous distillation
methods, which only consider the spatial correlations, we embed the temporal consis-
tency into distillation items. We extract the pair-wise frames dependency by calculat-
ing the pair-wise similarities for different locations between two frames, and further
encode the multi-frames dependency into a latent embedding by using a recurrent
unit, ConvLSTM [124]. The new distillation methods not only improve temporal con-
sistency but also boost segmentation accuracy. We also include the spatial knowledge
distillation methods (i.e. pixel-wise distillation and pair-wise distillation) described
in Chapter 3 of single frames in training to further improve the accuracy.

We evaluate the proposed methods on semantic video segmentation benchmarks:
Cityscapes [25], Camvid [11] and 300VW-Mask [141]. A few compact backbone net-
works, i.e., PSPNet18 [176], MobileNetV2 [117] and a lightweight HRNet [127], are
included to verify that the proposed methods can empirically improve the segmen-
tation accuracy and the temporal consistency, without any extra computation and
post-processing during inference. The proposed methods also show superiority in the
trade-off of accuracy and inference speed. For example, with the per-frame inference
fashion, our enhanced MobileNetV2 [117] can achieve higher accuracy with a faster
inference speed compared with state-of-the-art keyframe-based methods as shown in
Figure 5.1b. We summarize our main contributions as follows.

• We process semantic video segmentation with compact models by per-frame
inference, without introducing post-processing and computation overhead, en-
abling real-time inference without latency.

• We explicitly consider the temporal consistency in the training process by using
a temporal loss and newly designed temporal consistency knowledge distillation
methods.

• Empirical experiment results on Cityscapes and Camvid show that with the
help of proposed training methods, the compact models outperform previous
state-of-the-art semantic video segmentation methods weighing among accuracy,
temporal consistency, and inference speed.

5.3 Method

In this section, we show how we exploit the temporal information during training.
As shown in Figure 5.2(a), we introduce two terms: a simple temporal loss (Fig-
ure 5.2(b)) and newly designed temporal consistency knowledge distillation strategies
(Figure 5.2(c) and Figure 5.2(d)). The temporal consistency of the single-frame mod-
els can be significantly improved by employing temporal loss. However, if compact
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Figure 5.2. (a) Overall of proposed training scheme: We con-
sider the temporal information by the temporal consistency knowl-
edge distillation (c and d) and the temporal loss (b) during training.
(b) Temporal loss (TL) encode the temporal consistency through
motion constraints. Both the teacher net and the student net are
enhanced by the temporal loss. (c) Pair-wise frame dependency
(PF): encode the motion relations between two frames. (d) multi-
frame dependency (MF): extract the correlations of the intermedi-
ate feature maps among multi-frames. We only show the forward pass
of the student net here and apply the same operations on the teacher
net to get the dependency cross frames as soft targets. (e) The in-
ference process. All the proposed methods are only applied during
training. We can improve the temporal consistency as well as the seg-
mentation accuracy without any extra parameters or post-processing

during inference.

models are employed for real-time execution, there is still a performance gap between
large models and small ones. We design new temporal consistency knowledge distilla-
tion to transfer the temporal consistency from large models to small ones. With the
help of temporal information, the segmentation accuracy can also be boosted.

5.3.1 Motion Guided Temporal Consistency

Training semantic segmentation networks independently on each frame of a video se-
quence often leads to undesired inconsistency. Conventional methods include previous
predictions as an extra input, which introduces extra computational cost during infer-
ence. We employ previous predictions as supervised signals to assign consistent labels
to each corresponding pixel along the time axis.

As shown in Figure 5.2(b), for two input frames It, It+k from time t and t+ k, we
have:

`tl(It, It+k) =
1

N

N∑
i=1

V
(i)
t⇒t+k

∥∥qit − q̂it+k⇒t
∥∥2
2

(5.1)

where qit represents the predicted class probability at the position i of the segmentation
map Qt, and q̂it+k⇒t is the warped class probability from frame t + k to frame t, by
using a motion estimation network(e.g., FlowNet) f(·). Such an f(·) can predict the
amount of motion changes in the x and y directions for each pixel: f(It+k, It) =

Mt→t+k, where δi = Mt→t+k(i), indicating the pixel on the position i of the frame
t moves to the position i + δi in the frame t + k. Therefore, the segmentation maps
between two input frames are aligned by the motion guidance. An occlusion mask
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Vt⇒t+k is designed to remove the noise caused by the warping error: Vt⇒t+k =

exp(−
∣∣∣It − Ît+k

∣∣∣), where Ît+k is the warped input frame. We employ a pre-trained
optical flow prediction network as the motion estimation net in implementation. We
directly consider the temporal consistency during the training process through the
motion-guided temporal loss by constraining a moving pixel along the time steps to
have a consistent semantic label. Similar constraints are proposed in image processing
tasks [63, 152], but rarely discussed in semantic segmentation. We find that the
straightforward temporal loss can improve the temporal consistency of single-frame
models significantly.

5.3.2 Temporal Consistency Knowledge Distillation

Inspired by [86], we build a distillation mechanism to effectively train the compact
student net S by making use of the cumbersome teacher net T. The teacher net T

is already well trained with the cross-entropy loss and the temporal loss to achieve
a high temporal consistency as well as the segmentation accuracy. Different from
previous single frame distillation methods, two new distillation strategies are designed
to transfer the temporal consistency from T to S: pair-wise-frames dependency (PF)
and multi-frame dependency (MF).
Pair-wise-Frames Dependency. Following [86], we denote an attention (AT) op-
erator to calculate the pair-wise similarity map AX1,X2 of two input tensors X1,X2,
where AX1,X2 ∈ RN×N×1 and X1,X2 ∈ RN×C . For the pixel aij in A, we calcu-
late the cosine similarity between xi1 and xj2 from X1 and X2, respectively: aij =

xi1
>xj2/(‖xi1‖2‖x

j
2‖2). It is an efficient and easy way to encode the correlations be-

tween two input tensors.
As shown in Figure 5.2(c), we encode the pair-wise dependency between the pre-

diction of every two neighboring frame pairs by using the AT operator and get the
similarity map AQt,Qt+k

, where Qt is the segmentation map of frame t and aij of
AQt,Qt+k

denotes the similarity between the class probabilities on the location i of
the frame t and the location j of the frame t+ k. If a pixel on the location i of frame
t moves to location j of frame t+ k, the similarity aij may be higher. Therefore, the
pair-wise dependency can reflect the motion correlation between two frames.

We align the pair-wise-frame (PF) dependency between the teacher net T and the
student net S,

`PF (Qt,Qt+k) =
1

N2

N∑
i=1

N∑
j=1

(aSij − aTij)2, (5.2)

where ∀aSij ∈ AS
Qt,Qt+k

and ∀aTij ∈ AT
Qt,Qt+k

.
Multi-Frame Dependency. As shown in Figure 5.2(d), for a video sequence I =

{. . . It−1, It, It+1 . . . }, the corresponding feature maps F = {. . .Ft−1,Ft,Ft+1 . . . }
are extracted from the output of the last convolutional block before the classification
layer. Then, the self-similarity map, AFt,Ft , for each frame are calculated by using
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AT operator in order to: 1) capture the structure information among pixels, and 2)
align the different feature channels between the teacher net and student net.

We employ a ConvLSTM unit to encode the sequence of self-similarity maps into
an embedding E ∈ R1×De , where De is the length of the embedding space. For each
time step, the ConvLSTM unit takes AFt,Ft and the hidden state which contains
the information of previous t − 1 frames as input and gives an output embedding
Et along with the hidden state of the current time step. We align the final output
embedding at the last time step, ET and ES from T and S, respectively. The output
embedding encodes the relations of the whole input sequence, named multi-frame
dependency (MF). The distillation loss based on multi-frame dependency is termed
as: `MF (F) =

∥∥ET −ES
∥∥2
2
.

The parameters in the ConvLSTM unit are optimized together with the student
net. To extract the multi-frame dependency, both the teacher net and the student
net share the weight of the ConvLSTM unit. Note that there exists a model collapse
point when the weights and bias in the ConvLSTM are all equal to zero. We clip the
weights of ConvLSTM between a certain range and enlarges the ET as a regularization
to prevent the model collapse. As the ET is maximized during the training as the
regularization, the weight of the ConvLSTM unit could not be zero. Under this
constraints, we minimize the

∥∥ET −ES
∥∥2
2
to enable that the multi-frame dependency

among the student network is same as that among the teacher network.

5.3.3 Optimization

We pre-train the teacher net with the segmentation loss and the temporal loss to attain
a segmentation network with high semantic accuracy and temporal consistency. When
optimizing the student net, we fix the weight of the motion estimation net (FlowNet)
and the teacher net. These two parts are only used to calculate the temporal loss
and the distillation terms, which can be seen as extra regularization terms during
the training of the student net. During training, we also employ conventional cross-
entropy loss, and the single frame distillation method (SF) proposed in Chapter 3
on every single frame to improve the segmentation accuracy. The whole objective
function for a sampled video sequence consists of the conventional cross-entropy loss
`ce, the single-frame distillation loss `SF , temporal loss, and the temporal consistency
distillation terms:

` =
T ′∑
t=1

`(t)ce + λ(
T∑
t=1

`
(t)
SF +

T−1∑
i=1

`tl(Qt,Qt+1) +
T−1∑
i=1

`PF (Qt,Qt+1) + `MF ), (5.3)

where T is the number of all the frames in one training sequence, and T ′ is the number
of labeled frames. Due to the high labeling cost in semantic video segmentation
tasks [25, 11], most of the datasets are only annotated with sparse frames. Our
methods can be easily applied to the sparse-labeled dataset, because 1) we can make
use of large teacher models to generate soft targets; and 2) we care about the temporal
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consistency between two frames, which can be self-supervised through motion. The
loss weight for all regularization terms λ is set to 0.1.

After training the compact network, all the motion-estimation net, teacher net,
and distillation modules can be removed. We only keep the student net as the semantic
video segmentation network. Thus, both the segmentation accuracy and the tempo-
ral consistency can be improved with no extra computational cost in the per-frame
inference process.

5.3.4 Implementation Details

Dataset. We evaluate our proposed method on Camvid [11] and Cityscapes [25],
which are standard benchmarks for semantic video segmentation [57, 123, 103].
Network structures. Different from the keyframe based method, which takes sev-
eral frames as input during inferring, we apply our training methods to a compact
segmentation model with per-frame inference. There are three main parts while train-
ing the system:

• A light-weight segmentation network. We conduct most of the experiments on
ResNet18 with the architecture of PSPnet [176], namely PSPNet18. We also
employ MobileNetV2 [117] and a light-weight HRNet-w18 [127] to verify the
effectiveness and generalization ability.

• A motion estimation network. We use a pre-trained FlowNetV2 [108] to predict
the motion between two frames. Because this module can be removed during
inferring, we do not need to consider employing a lightweight flownet for accel-
eration, like in DFF [182] and GRFP [103].

• A teacher network. We adopt widely-used segmentation architecture PSPNet
[176] with a ResNet101 [42] as the teacher network, namely PSPNet101, which
is used to calculate the soft targets in distillation items. We train the teacher
net with the temporal loss to enhance the temporal consistency of the teacher.

Random sampled policy. In order to reduce the computational cost while training
video data, and make use of more unlabeled frames, we randomly sample frames in
front of the labelled frame, named ’frame_f’ and behind of the labelled frame, named
’frame_b’ to form a training triplet (frame_f, labelled frame, frame_b), instead of
only using the frames right next to the labelled ones. The random sampled policy can
take both long term and short term correlations into consideration and achieve better
performance. Training on a longer sequence may show better performance with more
expensive computation.
Evaluation metrics. We evaluate our method on three aspects: accuracy, temporal
consistency, and efficiency. The accuracy is evaluated by widely-used mean Intersec-
tion over Union (mIoU) and pixel accuracy for semantic segmentation [86]. We report
the model parameters (#Param) and frames per second (fps) to show the efficiency of
employed networks. We follow [63] to measure the temporal stability of a video based
on the mean flow warping error between every two neighbouring frames. Different
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Table 5.1. Accuracy and temporal consistency on Cityscapes vali-
dation set. SF: single-frame distillation methods, PF: our proposed
pair-wise-frame dependency distillation method. MF: our proposed
multi-frame dependency distillation method, TL: the temporal loss.
The proposed distillation methods and temporal loss can improve both
the temporal consistency and accuracy, and they are complementary

to each other.

Scheme index SF PF MF TL mIoU Pixel accuracy Temporal consistency
a 69.79 77.18 68.50
b X 70.85 78.41 69.20
c X 70.32 77.96 70.10
d X 70.38 77.99 69.78
e X 70.67 78.46 70.46
f X X 71.16 78.69 70.21

g X X 71.36 78.64 70.13
h X X X 71.57 78.94 70.61
i X X X 72.01 79.21 69.99
j X X X X 73.06 80.75 70.56

from [63], we use the mIoU score instead of the mean square error to evaluate the
semantic segmentation results.

5.4 Experiments

5.4.1 Ablations

All the ablation experiments are conducted on the Cityscapes dataset with the PSPNet18.

Table 5.2. Impact of the random sample policy. RS: random sample
policy, TC: temporal consistency, TL: temporal loss, Dis: distillation
terms, ALL: combine TL with Dis. The proposed random sample

policy can improve the accuracy and temporal consistency.

Method RS mIoU TC
PSPNet18 + TL 70.04 70.21
PSPNet18 + TL X 70.67 70.46
PSPNet18 + Dis 71.24 69.48
PSPNet18 + Dis X 72.01 69.99
PSPNet18 + ALL 72.87 70.05
PSPNet18 + ALL X 73.06 70.56

Effectiveness of proposed methods. In this section, we verify the effectiveness of
the proposed training scheme. Both the accuracy and temporal consistency are shown
in Table 5.1. We build the baseline scheme a, which is trained on every single labeled
frame. Then, we apply three distillation terms: the single-frame dependency (SF), the
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pair-wise-frame dependency (PF), and multi-frame dependency (MF), separately, to
get the scheme b, c and d. The temporal loss is employed in the scheme e. Compared
with the baseline scheme, all the schemes can improve accuracy as well as temporal
consistency. To compare scheme b with c and d, one can see that the newly designed
distillation scheme across frames can improve the temporal consistency to a greater
extent. From the scheme e, we can see the temporal loss is most effective for the
improvement of temporal consistency. To compare scheme f with i, we can see that
single frame distillation methods [86] can improve the segmentation accuracy but may
harm the temporal consistency.

To further improve the performance, we combine the distillation terms with the
temporal loss and achieve the mIoU of 73.06% and temporal consistency of 70.56%.
We do not increase any parameters or extra computational cost with per-frame infer-
ence. Both the distillation terms and the temporal loss can be seen as regularization
terms, which can help the training process. Such regularization terms introduce ex-
tra knowledge from the pre-trained teacher net and the motion estimation network.
Besides, performance improvement also benefits from temporal information and un-
labelled data from the video.
Impact of the random sample policy. We apply the random sample (RS) policy
when training with video sequence to make use of more unlabelled images, and capture
the long-term dependency. Experiment results are shown in Table 5.2. By employing
the random sampled policy, both the temporal loss and distillation terms can benefit
from more sufficient training data in the video sequences, and obtain an improvement
on mIoU from 0.24% to 0.69% as well as the temporal consistency from 0.19% to
0.63%. We employ such a random sampled policy considering the memory cost during
training.
Impact of the teacher net. The temporal loss can improve the temporal consis-
tency of both cumbersome models and compact models. We compare the performance
of the student net training with different teacher nets (i.e., with and without the pro-
posed temporal loss) to verify that the temporal consistency can be transferred with
our designed distillation term. The results are shown in Table 5.3. The temporal con-
sistency of the teacher net (PSPNet101) can be enhanced by training with temporal
loss by 1.97%. Meanwhile, the mIoU can also be improved by 0.69%. By using the

Table 5.3. Influence of the teacher net. TL: temporal loss. TC:
temporal consistency. We use the pair-wise-frame distillation to show
our design can transfer the temporal consistency from the teacher net.

Method Teacher Model mIoU TC
PSPNet101 None 78.84 69.71
PSPNet101 + TL None 79.53 71.68

PSPNet18 None 69.79 68.50
PSPNet18 PSPNet101 70.26 69.27
PSPNet18 PSPNet101 + TL 70.32 70.10
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Table 5.4. We compare our methods with recent efficient im-
age/video semantic segmentation networks on three aspects: accuracy
(mIoU,%), smoothness (TC, %), and inference speed (fps, Hz). TL:
temporal loss, ALL: all proposed terms, TC: temporal consistency,

#Param: parameters of the networks.

Method Backbone #Params
Cityscapes Camvid

mIoU TC fps mIoU TC fps
Video-based methods: Train and infer on multi frames

CC [123] VGG16 - 67.7 71.2 16.5 - - -
DFF [182] ResNet101 - 68.7 71.4 9.7 66.0 78.0 16.1
GRFP [103] ResNet101 - 69.4 - 3.2 66.1 - 6.4
DVSN [149] ResNet101 - 70.3 - 19.8 - - -
Accel [57] ResNet101/18 - 72.1 70.3 3.6 66.7 76.2 7.1

Single frame methods: Train and infer on each frame independently
PSPNet [176] ResNet101 68.1 78.8 69.7 1.7 77.6 77.1 4.1
SKD-MV2 [86] MobileNetV2 8.3 74.5 68.2 14.4 - - -
SKD-R18 [86] ResNet18 15.2 72.7 67.6 8.0 72.3 75.4 13.3
PSPNet18 [176] ResNet18 13.2 69.8 68.5 9.5 - - -
HRNet-w18 [126, 127] HRNet 3.9 75.6 69.1 18.9 - - -
MobileNetV2 [117] MobileNetV2 3.2 70.2 68.4 20.8 74.4 76.8 27.8

Ours: Train on multi frames and infer on each frame independently
Teacher Net ResNet101 68.1 79.5 71.7 1.7 79.4 78.6 4.1
PSPNet18+TL ResNet18 13.2 71.1 70.0 9.5 - - -
PSPNet18+ALL ResNet18 13.2 73.1 70.6 9.5 - - -
HRNet-w18+TL HRNet 3.9 76.4 69.6 18.9 - - -
HRNet-w18+ALL HRNet 3.9 76.6 70.1 18.9 - - -
MobileNetV2+TL MobileNetV2 3.2 70.7 70.4 20.8 76.3 77.6 27.8
MobileNetV2+ALL MobileNetV2 3.2 73.9 69.9 20.8 78.2 77.9 27.8

enhanced teacher net in the distillation framework, the segmentation accuracy is com-
parable (70.26 vs. 70.32), but the temporal consistency has a significant improvement
(69.27 vs. 70.10), indicating that the proposed distillation methods can transfer the
temporal consistency from the teacher net.
Discussions. We focus on improving the accuracy and temporal consistency for real-
time models by making use of temporal correlations. Thus, we do not introduce extra
parameters during inference. A series of work [174, 154, 104] focus on designing net-
work structures for fast segmentation on single images and achieve promising results.
They do not contradict our work. We will verify that our methods can generalize to
different network structures, e.g. ResNet18, MobileNetV2, and HRNet in the next
session. Besides, large models [176, 184] can achieve high segmentation accuracy but
have low inference speed. The temporal loss is also effective when applying to large
models, e.g., our teacher net.
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Figure 5.3. The temporal consistency between neighboring frames
in one sampled sequence on Cityscapes. The keyframe based method

Accel shows severe jitters between keyframes and others.

5.4.2 Results on Cityscapes

Comparison with single-frame-based methods. Single-frame methods are trained
and inferred on each frame independently. Directly apply such methods to video se-
quences will produce inconsistent results. We apply our training schemes to sev-
eral efficient single-frame semantic segmentation networks: PSPNet18 [176], Mo-
bileNetV2 [117] and HRNet-w18 [127, 126]. Metrics of mIoU, temporal consistency,
inference speed, and model parameters are shown in Table 5.4. As Table 5.4 shows,
the proposed training scheme works well with a few compact backbone networks (e.g.,
PSPNet18, HRNet-w18, and MobileNetV2). Both temporal consistency and segmen-
tation accuracy can be improved using the temporal information among frames.

We also compare our training methods with the single-frame distillation method [86].
According to our observation, GAN based distillation methods proposed in [86]can
produce inconsistent results. For example, with the same backbone ResNet18, train-
ing with the GAN based distillation methods (SKD-R18) achieves higher mIoU: 72.7
vs. 69.8, and a lower temporal consistency: 67.6 vs. 68.5 compared with the baseline
PSPNet18, which is trained with cross-entropy loss on every single frame. We replace
the GAN based distillation term with our temporal consistency distillation terms and
the temporal loss, denoted as “PSPNet18+ALL”. Both accuracy and smoothness are
improved. Note that we also employ a smaller structure of the PSPNet with half
channels than in [86].
Comparison with video-based methods. Video-based methods are trained and
inferred on multi frames, we list current methods including keyframe based meth-
ods: CC [123], DFF [182], DVSN [149], Accel [57] and multi-frame input method:
GRFP [103] in Table 5.4. The compact networks with per-frame inference can be
more efficient than video-based methods. Besides, with per-frame inference, seman-
tic segmentation networks have no unbalanced latency and can handle every frame
independently. Table 5.4 shows the proposed training schemes can achieve a better
trade-off between the accuracy and the inference speed compared with other state-of-
the-art semantic video segmentation methods, especially the MobileNetV2 with the
fps of 20.8 and mIoU of 73.9. Although keyframe methods can achieve a high average
temporal consistency score, the predictions beyond the keyframe are of low quality.
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Figure 5.4. Qualitative outputs. (a): PSPNet18, training on
multi frames and inferring on each frame. (b): PSPNet18, training
and inferring on each frame. (c): Accel-18 [57], training and inferring
on multiple frames. The keyframe is selected in every five frames.
For better visualization, we zoom the region in the red and orange
box. The proposed method can give more consistent labels to the
moving train and the trees in the red box. In the orange boxes, we
can see our methods have similar quantity results in each frame while
the keyframe-based methods may generate worse results in the frame

(e.g., k + 3) which is far from the keyframe (i.e., k).

Thus, the temporal consistency will be very low between keyframe and non-key frames,
as shown in Figure 5.3. The high average temporal consistency score is mainly from
the low-quality predictions on non-key frames. In contrast, our method can produce
stable segmentation results on each frame.
Qualitative visualization. Qualitative visualization results are shown in Figure 5.4,
in which, we can see, the keyframe-based method Accel-18 will produce unbalanced
quality segmentation results between the keyframe (e.g., the orange box of k) and
non-key frames (e.g., the orange box of k+1 and k+3 ), due to the different forward-
networks it chooses. By contrast, ours can produce stable results on the video sequence
because we use the same enhanced network on all frames. Compared with the baseline
method trained on single frames, we can see our proposed method can produce more
smooth results, e.g., the region in red boxes. The improvement of temporal consistency
is more clearly shown in the video comparison results. Moreover, we show a case of
the temporal consistency between neighboring frames in a sampled frame sequence
in Figure 5.3. Temporal consistency between two frames is evaluated by the warping
pixel accuracy. The higher, the better. The keyframe-based method will produce
jitters between keyframe and non-key frames, while our training methods can improve
the temporal consistency for every frame. The temporal consistency between non-key
frames is higher than our methods, but the segmentation performance is lower than
ours.
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Figure 5.5. Visualization results on 300VW-Mask. First row: In-
put frames; Second row: Segmentation results from the baseline un-
der semi-supervised settings. Third row: Segmentation results from

ours under semi-supervised settings.

5.4.3 CamVid

We provide additional experiments on CamVid. We use MobileNetV2 as the backbone
of the PSPNet. In Table 5.4, the segmentation accuracy, and the temporal consistency
are improved compared with the baseline method. We also outperform current state-
of-the-art semantic video segmentation methods with a better trade-off between the
accuracy and the inference speed. We use the pre-trained weight from cityscapes
following VideoGCRF [15], and achieve better segmentation results of 78.2 vs. 75.2.
VideoGCRF [15] can achieve 22 fps with 321 × 321 resolution on a GTX 1080 card.
We can achieve 78 fps with the same resolution. The consistent improvements on
both datasets verify the value of our training schemes for real-time semantic video
segmentation.

5.4.4 300VW-Mask

Implementation details. Both Cityscape and CamVid are outdoor datasets focus
on the road scene. To test the generalization ability of our method, we conduct
experiments with a new application, face mask segmentation, on the 300VW-Mask
dataset [141]. The 300VW-Mask dataset is sampled from 300 videos in the wild, which
contains 114 videos taken in unconstrained environments. The per-pixel annotations
include one background class and four foreground classes: facial skin (FC), eyes,
outer mouth (OMT), and inner mouth (IMT). 619/58/80 of 1-s sequences (30fps)
selected from 93/9/12 videos are used for training/validation/testing, which contain
18570/1740/2400 face images in total. We train the model using the crop size of
385× 385 for 80 epochs with 16 images per batch. PSPNet18 is employed as our per-
frame model. The teacher net with ResNet50 is trained with temporal loss. Following
the previous work [141], all the metrics are calculated on the original image resolution,
and the mIoU is calculated without the background class.
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Experiment settings. Different from the previous two datasets, 300VW-Mask has
annotations on each frame in the 1-s sequence. Thus, we conduct experiments under
two different settings. For the supervised setting, we train the per-frame model on
the whole labeled dataset with and without learning from the frames. For the semi-
supervised setting, we sampled 10% of the labeled data, and train the per-frame
models (both the teacher and student network) on the labeled data.
Results. Experiment results are shown in Table 5.5. It is clearly shown that learn-
ing from the video sequence during training can significantly improve the accuracy
and the smoothness of the per-frame model. We achieve 67.41% in terms of mIoU
with only 10% of the labeled data, outperforming state-of-the-art methods with the
same training splits. Our proposed method can have a larger improvement under
the semi-supervised setting, demonstrating that part of the gain comes from making
use of unlabeled data as analyzed before. The student network can achieve better
performance as the pseudo labels are generated by test-time augmentation, which is
stronger than the single-scale teacher net.

Table 5.5. Experiments results on 300VW-Mask [141]. The temporal
stability (Tsb), temporal consistency (TC), and Insertion-over-Union
(IoU) for each class are reported. mIoU is calculated without the
background class. The compared methods can be referred to in [141].

Method mIoU FC Eyes OMT IMT BG TC↑ Tsb↓ Backbone
Train on the Whole Labeled Dataset

FME 63.76 90.58 57.89 62.78 43.79 94.36 - - ResNet50
Face tracker 60.09 88.77 50.01 61.04 40.56 97.71 - - -
DeeplabV2 58.66 90.55 50.19 58.58 35.31 94.38 - - VGG16
FCN-VGG16 55.71 91.12 44.18 58.60 28.95 94.87 - - VGG16
Teacher 67.61 91.04 61.44 63.5 54.45 92.29 71.31 0.008013 ResNet50
Baseline 59.04 89.71 50.82 53.23 42.38 90.06 69.72 0.008122 ResNet18
Baseline_video 67.62 91.33 64.00 62.63 52.53 92.56 71.33 0.008025 ResNet18

Train on the 10% Labeled Dataset
Teacher 65.74 91.20 59.91 62.00 49.88 92.51 70.77 0.00827 ResNet50
Baseline 50.81 88.97 50.03 59.59 46.51 90.26 69 09 0.01098 ResNet18
Baseline_video 67.41 90.97 61.62 63.05 53.98 92.17 71.27 0.00839 ResNet18

5.5 Conclusion

In this chapter, we have developed real-time video segmentation methods that consider
not only accuracy but also temporal consistency. To this end, we have proposed to
use compact networks with per-frame inference. We explicitly consider the temporal
correlation during training by using: the temporal loss and the new temporal consis-
tency knowledge distillation. For inference, the model processes each frame separately,
which does not introduce latency and avoids post-processing. The compact networks
achieve considerably better temporal consistency and semantic accuracy, without in-
troducing extra computational cost during inference. Our experiments have verified
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the effectiveness of each component that we have designed. They can improve the
performance individually and are complementary to each other.





75

Chapter 6

Auxiliary Overparameterization

6.1 Introduction

The large teacher models and temporal information may be hard to obtain under some
cases. In this. chapter, we propose to use the idea of overparameterization for training
efficient convolutional networks. It is observed that overparameterization (i.e., design-
ing neural networks whose number of parameters is larger than statistically needed to
fit the training data) can improve both optimization and generalization while compact
networks are more difficult to be optimized. However, overparameterization leads to
slower test-time inference speed and more power consumption. To tackle this problem,
we propose a novel auxiliary module to simulate the effect of overparameterization.
During training, we expand the compact network with the auxiliary module to for-
mulate a wider network to assist optimization while during inference only the original
compact network is kept. Moreover, we propose to automatically search the hierar-
chical auxiliary structure to avoid adding supervisions heuristically. In experiments,
we explore several challenging resource constraint tasks including light-weight classifi-
cation, semantic segmentation, and multi-task learning with hard parameter sharing.
We empirically find that the proposed auxiliary module can maintain the complexity
of the compact network while significantly improving the performance.

6.2 Background

High performance of CNNs usually requires extensive computing and memory re-
sources which makes it hard to deploy big models on resource-constrained devices.
To tackle this issue, designing energy-efficient compact models for mobile devices is
attracting more and more attention. Due to the limited number of parameters or
complexity, directly learning simpler networks may run into worse results due to the
optimization difficulty. Previous works [65, 176, 98] show that adding auxiliary losses
in mid-level layers can accelerate the training process. And some advanced training
strategies, such as knowledge distillation [50, 115, 164, 186, 86], propose to train ef-
ficient models with larger models. We have discussed the effectiveness of knowledge
distillation in the previous chapters. However, under some cases, the complex teacher
network is hard and computationally expensive to obtain. The quality of the teacher
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model will greatly affect the performance of the student model, which may be the
upper bound of the performance.

Interestingly, as a counterpart of the compact model, one can use overparame-
terization tricks to overcome the optimization difficulty. It has been observed that
overparameterization for neural networks actually improves both training speed and
generalization. For example, it is theoretically proved by [6] that increasing depth
can improve the convergence of linear neural networks. Zhu et al.[4, 5] prove that
when the network is sufficiently overparameterized, simple optimization algorithms
(e.g., SGD) can learn a network with a certain risk and a small generalization error
in polynomial time using polynomially many samples. However, directly optimizing
and deploying such a network with more parameters may not be hardware-friendly.
Inspired by these observations, we, therefore, propose to utilize overparameterization
to assist the optimization of compact networks during the training stage, while we
discard the overparameterized portion during inference. In this way, we can learn a
more accurate compact model without increasing any complexity during inference.
Specifically, we propose to expand the compact network with a novel auxiliary mod-
ule to formulate a wider (i.e., overparameterized) network. It is worth noting that
the wider network shares the parameters of the original compact network, where the
gradients of shared parameters are weighted averaged from the two networks during
the training stage. In this way, we still target optimizing the compact model while
improving the convergence from the additional parameters.

It is also worth noting that the proposed method is also complementary to the
existing model compression approaches such as network pruning [66, 158, 89, 187].
In specific, the proposed approach is a general training strategy that works on the
off-the-shelf compact models. Our method can improve the convergence of a pruned
compact network during training.

Moreover, to avoid hand-crafted heuristics to explore the design space for the
auxiliary module, we utilize an efficient neural architecture search (NAS) method [98]
to automatically search the auxiliary module. We also suppose the employment of
NAS may offer interpretability of the auxiliary network, by analyzing the tend of each
operator.

In this chapter, we work on two tasks with efficient networks. On one hand, we
assist the training of small models with limited capacities for a single task, including
image classification and semantic segmentation. On the other hand, we propose to
improve the hard parameters sharing Multi-task learning (MTL) system [9, 96, 62],
which aims to solve different tasks simultaneously within only one forward pass for
mobile applications. The shared backbone is difficult to optimize due to the conflict
objectives of different tasks, which we treat as a case of the efficient network.



6.3. Method 77

6.3 Method

In this section, we describe the auxiliary overparameterization method to train a
compact model for a single task. We first give an overview of the proposed approach,
then introduce the basic module design and optimization. We further introduce how
to automatically search the auxiliary architecture. Note that the single task scenario
can be easily generalized to the multi-task case, and the details are explored in Sec. A.

6.3.1 Overview

C
(a) Overall of training stage (b) Basic auxiliary network
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Figure 6.1. An overview of the proposed framework.

The overview of the framework is shown in Fig. 6.1. Let {X ,Y} be the train-
ing samples. The compact main network AthcalF consists of a backbone AthcalB
and a decoder AthcalD, which is shown in Fig. 6.1 (c). However, directly optimiz-
ing AthcalF may be difficult due to its limited number of parameters. To ease the
optimization, we propose to explicitly add additional parameters during training by
introducing an auxiliary module A. In particular, the auxiliary module A takes the
intermediate outputs of the shared parameters from AthcalB, and provides extra gra-
dients over different scales of the AthcalB. In contrast, AthcalF does not depend on
the extra parameters in A, and benefits from the gradients and context information
provided by A. Therefore in the testing phase, only the main network AthcalF is
used for testing while the auxiliary module A is removed.

6.3.2 Basic auxiliary module

In this section, we will describe a basic structure of the auxiliary module A, which
is made up of a sequential of adaptors and aggregators as shown in Fig. 6.1(b). A
typical backbone framework usually consists of several blocks {AthcalBl}Ll=1, which
generate the intermediate output feature {Ol}Ll=1 on different scales. For the output
of l-th block, we apply a trainable adaptor Al(·) to transfer feature map into a task
specific space and get the adapted feature Al(Ol). We then use an operator � to
aggregate the adapted feature with the output of the previous hidden representation
hl−1 to get hl,

hl = hl−1 �Al(Ol). (6.1)

For the basic adaptor Al(·), we choose a simple 1× 1 convolutional layer followed by
a batch normalization layer. The aggregate operator we employ is the concatenation
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the sampled structure with the output of (b).

operation. It is worth noting that the hierarchical structure of A works like skip
connections in ResNet [44] and enables the auxiliary loss to directly propagates back.
Moreover, this structure of A and the policy on how it interacts with the main network
AthcalF are apparently not optimal. To avoid human heuristics, we further explain
the automatic design strategy.

6.3.3 Optimization

To jointly optimize the main network AthcalF and the auxiliary module A, we for-
mulate the objective function as follow,

min
{θB,θD,θaA}

L(F(X ;θB,θD), {Y})

+ Laux(A(O1, · · · ,OL;θ
A,θB), {Y}),

(6.2)

where θAthcalB, θAthcalD and θA represent the parameters for the backboneAthcalB,
decoder AthcalD and auxiliary module A, respectively. L is the task objective and
Laux is the auxiliary loss. For clarity of notation, we ignore the last output layer for
the auxiliary module A. From the equation, we can note that θB is shared among
AthcalB and A, which means we explicitly utilize the overparameterization to assist
the optimization over AthcalB. Following the chain rules, the gradient of the shared
parameters will have an additional term that comes from Laux, which contains extra
supervisions from different scales.

6.3.4 Searching the Auxiliary Module

The basic structure of the auxiliary block is a feasible solution to achieve our goal
of accelerating the training of the shared parameters and help the convergence of
the network. However, the specific choices of the adaptor, aggregate operation, and
the connection among different blocks still need manual design. We further utilize
the neural architecture search (NAS) to explore a high-performing architecture of the
auxiliary module in an automated way. The pipeline is shown in Fig. 6.2.
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Fig. 6.2 (a) represents for the whole search space, including the input locations
(loc), adaptor operations (opad) and the aggregate operations (opag). Two adaptors
and an aggregate operation form an auxiliary cell. An LSTM-based controller will
predict a sequence of operations and their locations. Each auxiliary cell is encoded by
a sub-sequence of length 5. As shown in Fig. 6.2 (b), the controller firstly generates
two indexes to choose nodes in loc as the input nodes, then generates indexes from
opad for the adaptor operations. Finally an index in opag is sampled to aggregate
together two adapted features to get an output node. The output of the auxiliary
cell will be appended to loc to serve as a new choice of input locations. An example
of sampled auxiliary cell Al is shown in Fig. 6.2 (c). The output of the controller is
a sequence of length 5 ∗ L, where L is the number of auxiliary cells in the auxiliary
module A. As described in the previous section, the number of auxiliary cells is equal
to the number of blocks in the backbone. Since the searching space for the auxiliary
module, A is not as large as the backbone network AthcalB, there is no need to make
a trade-off by searching a sub-network then duplicate similar to [178, 80, 12, 107]. To
improve the searching accuracy, we jointly search for the whole auxiliary module.

Following the previous work of searching the structure for dense prediction prob-
lem [98], we include the following 6 operators for adaptor candidates opad: separable
conv3 × 3, conv1 × 1, separable conv3 × 3 with dilation rate 3, separable conv3 × 3

with dilation rate 6, skip connections and deformable [27] conv3 × 3. The aggrega-
tor candidates opag include two operations: per-pixel summation and channel-wise
concatenation of two inputs. The basic structure described in the previous section is
included in the designed search space.

After the controller samples a structure of auxiliary module A, we train the sam-
pled structure on the meta-train set and evaluate it on the meta-val set. The geometric
mean of the evaluation metrics is employed as the reward. Gradient for the controller
to maximize the expected reward is estimated with PPO[120]. For MTL learning, we
assume there is a total of T tasks. The searching strategy for T tasks is the same as
that in the single task, but the output length of the controller is expanded to 5∗L∗T .
We generate auxiliary cells for each task following a heretical order, and more details
can be referred to in Sec A.2 in the appendix. We choose the structure with the
highest reward during the search process in the experiments.

6.4 Experiments

In this section, we first empirically evaluate the performance of the proposed auxiliary
training method on light-weight image classification and semantic segmentation. Then
we extend it to multi-task learning, where we investigate joint semantic segmentation
and depth estimation, and then evaluate three tasks by adding a head to predict
surface normal. Follow the previous works [172, 86, 99], we employ top-1 accuracy
(Acc.) to evaluate the image classification, the pixel accuracy (Pixel Acc.) and mean
intersection over union (mIoU) to evaluate the segmentation task, mean absolute
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relative error (Rel Error) and root mean squared error (RMS Error) to evaluate the
depth estimation and the mean error of angle (Mean Error) to evaluate the surface
normal.

6.4.1 Experiments on Light-weight Single Tasks

Table 6.1. Training with/w.o auxiliary network on ImageNet classi-
fication with ResNet-18. We employ the basic auxiliary network and
introduce 1× 1 and 3× 3 convolutions as the adaptor, respectively.

Method Baseline basic-conv1x1 basic-conv3x3
Accuracy, % 69.7 70.1 70.3

We start from training a single task on the fundamental classification task on
ImageNet to verify the effectiveness of overparameterization training. We employ
the ResNet-18 as our baseline network and add the basic auxiliary network with
different adaptors (basic-conv1x1, basic-conv3x3), respectively. The results are shown
in Table 6.1. From Table 6.1, we can see that adding an auxiliary network during
training can improve the accuracy over baseline. And when increasing the complexity
of the auxiliary network, the performance can be further boosted.

We also conduct an experiment on semantic segmentation with the proposed aux-
iliary overparamterization method on the ADE20K dataset. It contains 150 classes
under diverse scenes. The dataset is divided into 20K/2K/ 3K images for training,
validation, and testing respectively. To compare with previous works [86, 145], we
employ a Resnet-18 as our baseline network, and follow the training settings in [86].
We compare the proposed method with some other training strategies with auxil-
iary supervisions. KD: conventional knowledge distillation method with pixel-wise
supervision on the logits output. Addition loss: adding additional loss in the mid-
dle layers. The performance of SegNet [8], DilatedNet50 [145], PSPNet [176] and
FCN [122] on ADE20K are listed as reference. We show the training accuracy curves
in Figure 6.3 and the evaluation results in Table 6.2 to demonstrate the effectiveness
of our method.

Table 6.2. Semantic segmentation results on the test set of ADE20K.

Method mIoU (%) Pixel Acc. (%)
SegNet 21.64 71.00

FCN 29.39 71.32

DilatedNet50 34.28 76.35

PSPNet 42.19 80.59

ResNet-18 32.17 75.32

ResNet-18 + KD 35.48 76.78

ResNet-18 + Addition loss 33.82 76.05

ResNet-18+ Base Auxi 35.78 76.99

ResNet18 + NAS Auxi 36.13 77.24



6.4. Experiments 81

Iterations
0 10K 20K 30K 40K 50K 60K

Pi
xe

l a
cc

ur
ac

y 
fo

r 
m

in
i b

at
ch

 %

40

50

60

70

80

  Baseline 
+Adition loss
+Base Auxi
+Nas Auxi

Figure 6.3. Training Accuracy. During the training stage, all
the auxiliary training strategies can boost the the pixel accuracy on
the training mini-batch, which indicates that the auxiliary module can

improve the optimization.

From the Figure 6.3, we can see that during the training stage, adding an aux-
iliary module can significantly boost the training accuracy, which indicates that the
auxiliary module can assist the optimization of the main network and accelerate the
training. From the results in Table 6.2, we can observe that our method performs
much better than adding additional losses. Employing the NAS auxiliary module
can avoid the human heuristic and further improve the results. To compare with the
knowledge distillation, our method achieves comparable results. However, our method
is operationally easier than KD, because we do not need to pre-train a teacher network
which is usually much deeper than the student network. In particular, the flexible
auxiliary module is lightweight and shares the parameters of the main network which
saves considerable training burden.

6.4.2 Experiments on Multi-task Learning

Network structure. We employ the general hard parameter sharing structure by
sharing the hidden layers (i.e., encoder) between all tasks while keeping several task-
specific output layers (i.e., decoders). We use the MobileNetV2 [117] as the shared
encoder. Three variants of the main networks are as follows: i) Baseline: the baseline
decoder is a two-layer task-specific classification module followed by an 8× bilinear
upsampling layer. ii) Context : We further add an ASPP module [18] in the shared
parameters to learn a stronger shared representation. iii) U-shape:A U-net struc-
ture decoder are added following the design of [143]. A ResNet-50 backbone is also
employed to compare with other state-of-the-art methods.
Dataset. NYUD-v2 dataset consists of 464 different indoor scenes and has more than
100k raw data with depth maps, which are commonly used in the depth estimation
task [143]. 1, 449 images are officially selected to further annotate with segmentation
labels, in which 795 images are split for training and others are for testing. Following
previous works [99, 172], we also generate coarse semantic labels using a pre-trained
segmentation network [97] for 4k randomly sampled raw data in official training scenes



82 Chapter 6. Auxiliary Overparameterization

of NYUD-v2, which only has the depth maps. We name this dataset as NYUD-
v2-expansion. We further conduct the experiments on SUNRGBD dataset, which
contains 10, 355 RGB-D images with semantic labels, of which 5, 285 for training and
5, 050 for testing. We perform the segmentation task with 13 semantic classes.
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Figure 6.4. Performance of different training strategies. We
report the depth prediction and semantic segmentation results on the
NYUD-v2. Top-right is better. We can see that adding an auxiliary
network can significantly boost the performance, even better than that

of a single task.

Different Training Strategies

To investigate the effectiveness of the proposed method, we include the following
training strategies for study to train a multi-task system on NYUD-v2 with two
tasks: T1 (semantic segmentation) and T2 (depth estimation). i) Single: Solve the
task independently (shown in Fig. 6.4 with the dotted line parallel to the coordinate
axis). 2) Joint: Jointly train two tasks with the sum of two losses. 3) Prior: Initialize
from a well-trained task (T1 or T2), and then jointly train two tasks (shown in Fig. 6.4
with PT1 and PT2, separately). 4)Kendall et al. [61]: Use the uncertainty weighting
proposed by Kendall et al. [61]. 5) Deep Supervision: Train with additional losses
supervised by T1 or T2 (shown in Fig. 6.4 with DS1 and DS2, separately). We add
the additional losses at the end of each block, and sum them all with scale of 0.1. 6)
Auxi: Train with the auxiliary modules. AT1, AT2 and ATboth represent for adding
basic auxiliary module (described in Sec. 6.3.2) to supervise the T1, T2 or T1 and T2,
respectively. ATNAS represents for adding the NAS structure 1 as auxiliary modules
with two task supervisions. All reported results are based on the Baseline network.
The detailed training setup can be found in Sec. A.2 in the appendix.

1The detailed structure can be found in Sec. A.1 in the appendix.
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Table 6.3. The performance by applying the auxiliary module on
top of different network structures.

Method
baseline context U-shape

Rel Error mIoU Rel Error mIoU Rel Error mIoU
#Params (M) 3.31 3.98 4.19

Depth-only 18.7 - 17.13 - 14.91 -
Segmentation-only - 34.6 - 36.21 - 38.05

Joint 19.4 33.1 17.64 33.06 15.12 37.38

Ours 18.6 34.8 16.03 37.13 14.64 38.85

From Fig. 6.4, we can see that directly joint training the two tasks will decrease
the performance for both, which indicates the competing task objectives make the
shared weights hard to optimize. The strategies of prior and Kendall et al. can
have a better performance than joint but are still worse than the single task baseline.
Adding deep supervision is sensitive to the location and the scale, therefore it has
limited contribution to the performance. In contrast, the proposed auxiliary overpa-
rameterization training method can significantly boost the performance by providing
extra gradients for the shared weights during training. The overparameterized aux-
iliary module increases the capacity of the whole network, which assists the shared
backbone to learn a better representation and generalize better. By adding a single
auxiliary module (i.e., AT1 or AT2) or adding both modules ATboth, we find solutions
that are better than two single tasks. It indicates that the inductive bias between
different tasks can help the training of the single task. To replace the basic auxiliary
modules with NAS auxiliary modules, we get a 1.9% improvement on mIoU for the
semantic segmentation task, while the performance of the depth prediction task is
comparable.

To further analyze the benefit of training with the auxiliary module, we show the
gradients and the loss curves of the training process in Fig. 6.5. Base means we jointly
train the two tasks. Auxi indicates that we add the auxiliary module to supervise
the depth estimation. All the training settings are kept the same. We randomly
sample some parameters from the shared convolutional layers to calculate the average
gradient during the training process. The training loss curve of depth estimation is
also included. From Fig. 6.5, we can observe adding an auxiliary module provide
extra gradients for the shared parameters, which may accelerate the optimization of
the network [101]. Meanwhile, the training loss for the depth estimation task is lower,
which shows that the auxiliary overparameterization method can help the network
convergence better.

Different Main Architectures

In this section, we further explore the effectiveness of the proposed overparameteriza-
tion training strategy with different main network structures. We employ the struc-
ture, which has the highest reward on the validation set during the search processing as
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Figure 6.5. Training curves. Base: jointly train two tasks. Auxi:
adding auxiliary module to supervise the depth estimation. Here we
show three samples of the average gradients for different layers (a-c)
and the training loss curve for the depth estimation task. We can
observe that the gradient w.r.t the shared parameters is enhanced.

our auxiliary module. All the structures are pre-trained on the NYUD-V2-expansion
and then fine-tuned on the NYUD-V2. The results are shown in Table 6.3. From
Table 6.3, we can observe that as we increase the network’s capacity, the performance
of each task baseline boosts. It is a general way for one to get a higher performance
while sacrificing speed. Moreover, for different main network architectures, the auxil-
iary module can improve the performance for both tasks. It shows that the auxiliary
network can provide extra gradient for the shared backbone and mimic the effect of
overparameterization during training, which can help the convergence of the network.
More importantly, even though the auxiliary module introduces extra parameters dur-
ing training, we can easily remove this module during the inference, just like a pruning
process.

Different Auxiliary Architectures.

After testing on different variants of main networks, we then explore the influence
of the capacity of the auxiliary module. We conduct experiments with the same
architecture Context and employ variants for the auxiliary module. The results of
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Table 6.4. Results on the test set of NYUD-v2. We show that the
auxiliary module can improve the strong baseline to compare with

other state-of-the-art methods designed for multi-task.

Segmentation Depth Prediction
Method mIoU Pixel Acc. Rel Error RMS Error
Eigen and Fergus [30] 34.1 65.6 0.158 0.641
Sem-CRF+[96] 39.2 68.6 0.200 0.816
Real-Time [99] 42.0 - 0.149 0.565
TRL-ResNet50[172] 46.4 76.2 0.144 0.501
ResNet-50-depth-only - - 0.137 0.509
ResNet-50-seg-only 43.0 71.3 - -
ResNet-50-joint 42.9 71.1 0.143 0.563
ResNet-50-Auxi-Base 46.1 73.8 0.129 0.466
ResNet-50-NAS 46.6 74.2 0.135 0.470

Table 6.5. The performance w.r.t. different auxiliary architectures.

Method basic-conv1x1 basic-conv3x3 NAS
Rel Error % 16.12 15.94 16.03

mIoU % 35.02 35.71 37.13

various auxiliary modules with different structures are reported in Table 6.5. From
the table, we can observe that increasing the complexity of the auxiliary module can
further boost the performance. For example, by replacing the convolution 1 × 1 in
the basic structure of the adaptor with a large kernel of 3 × 3, we get performance
gain on both two tasks by 0.18% and 0.69% respectively. For the NAS method, the
segmentation task has a 1.42% improvement compared to the basic structure with
convolution 3× 3. The automatic searching method can avoid human heuristics, and
get better performance. The employed NAS has several ways [98] to accelerate the
training, therefore, we can finish searching for more than 1000 structures in one GPU
day. Moreover, we suppose the employment of NAS may offer interpretability for the
auxiliary network. We can see the trend of each operator, for example, the number of
‘skip connected’ operators decreases along with the RL training, which indicates the
‘skip connected’ is not helpful for the auxiliary network.

Comparison with State-of-the-art Methods

We further test the proposed approach to compare with other state-of-the-art meth-
ods designed for multi-task. We replace the backbone to ResNet-50, and employ
task-specific decoder follow [161] for each task. The results are shown in Table 6.4.
The auxiliary module can also boost the performance with a strong baseline such
as ResNet-50. To compare with TRL-ResNet-50 [172], we get better results over
the mIoU, Rel Error, and RMS Error by adding the NAS auxiliary network during
training.
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Network Pruning with Auxiliary Learning

Table 6.6. Fine-tuning pruned ResNet-18 with/without the auxiliary
module on NYUDv2.

Baseline(1.0) pruning(0.5) pruning(0.5)+Auxi
Pixel Acc. % 57.1 54.6 55.2

Rel Err. % 24.4 26.1 25.7

We also conduct an experiment to verify that our method is complementary to
prune a compact structure. They focus on designing a new compact structure, while
we work on the off-the-shelf compact models. Our method can improve the conver-
gence of a pruned compact network during training. Here, we combine our method
with the pruned structure and show the result in Table 6.6. We use Network Slim-
ming [88] to prune a ResNet-18 with a pruning ratio of 50%, then we fine-tune on
the NYUD-V2 dataset with and without our basic auxiliary module. In particular,
the auxiliary training improves the pruned baseline by 0.6% and 0.4% for semantic
segmentation and depth estimation, respectively.

Experiments on SUNRGBD

Finally, we conduct experiments on a larger dataset SUNRGBD with our proposed
training method to verify its generalization ability. The experiments are based on
a U-shape MobileNetV2, we further expand the number of the tasks from two to
three by adding a head performing the surface normal estimation. The results are
reported in Table 6.7. We add the auxiliary module for each task separately or add
them all together. We observe the overparameterization training approach boosts the
performance for a specific single task. When combining them together, we can get
an average improvement compared to the joint baseline. Besides, we can see that
the depth prediction task and the surface normal estimation task are highly related,
especially when we add the auxiliary module supervised by the surface normal loss,
and the performance of the depth prediction branch is better than the joint baseline,
even the Auxi-depth. It shows that the context information from the surface normal
task plays an important role in the depth prediction task.

6.5 Conclusion

In some cases, the large teacher net and temporal information are hard to obtain.
We apply the overparameterization principle to designing an auxiliary overparame-
terization strategy for training efficient networks. In specific, we have designed an
auxiliary module to make a wider network that shares the weights of the compact
network to mimic an overparameterization during training. In the inference process,
we can discard the auxiliary module. Moreover, we have utilized the neural archi-
tecture search method to automatically explore the structure of the auxiliary module
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Table 6.7. Semantic segmentation, depth prediction, and surface
normal estimation results on the test set of SUNRGBD. Auxi-depth,
Auxi-seg and Auxi-normal represent for adding a single auxiliary mod-
ule with supervised loss from depth estimation, semantic segmentation,
and surface normal task, respectively. Auxi-all represents for adding

them all together.

Auxi type
Segmentation Depth Surface Normal

Pixel Acc. mIoU Rel Error Mean Error (◦)
joint 80.7 53.7 22.8 28.7

Auxi-depth 80.8 54.0 20.8 27.0

Auxi-seg 82.9 55.3 21.7 28.3

Auxi-normal 80.9 54.4 20.3 25.7

Auxi-all 81.3 54.9 20.5 26.1

to avoid human heuristics. The proposed approach can be treated as an alternative
strategy to knowledge distillation for training compact models. We have empirically
shown that such a training strategy can improve the optimization and generalization
of the compact model with two case studies: the lightweight single task and the hard
parameter sharing multi-task system.
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Chapter 7

Conclusion

Deep learning has developed rapidly in recent years. Related technologies have been
applied in various fields such as agriculture, medical care, transportation, and security.
Therefore, it is of great significance to build a lightweight model that is efficient, stable,
and accurate.

In this thesis, we develop efficient fully-convolutional networks for dense prediction
tasks. We propose several training schemes to improve the performance of efficient
models with extra training constraints. First, we discuss how to use structural knowl-
edge in building a knowledge distillation framework for dense prediction tasks. We
propose pair-wise distillation and holistic distillation based on generative adversarial
networks. The pair-wise distillation aligns the correlations among pixels between the
teacher and the student network. The holistic distillation encourages the distribution
of the output logits map to be consistent between two networks. We first discuss
the effectiveness of the semantic segmentation task and then extend the distillation
framework to object detection and depth estimation tasks. Superior performance has
been achieved on five datasets among three dense prediction tasks, demonstrating the
effectiveness and the generalization ability of the proposed method. The performance
can be better if trained extra unlabeled data is involved. To the best of our knowledge,
we are the first to propose the concept of structural knowledge distillation for dense
prediction tasks.

Based on the knowledge distillation framework for dense prediction tasks, we fur-
ther propose a simple and effective channel-wise distillation. The channel-wise dis-
tillation method normalized the activation values in each channel to get the channel
distribution, and then align the most significant region in each channel. It significantly
reduces the training cost and achieves better performance on semantic segmentation
and object detection.

We further extend our core idea, adding extra constraints during training, to
video segmentation. We propose to use an efficient convolutional network to process
the video sequence frame by frame. In the previous chapters, we benefit from adding
extra constraints from a larger teacher net. In the semantic video segmentation, ex-
cept for learning from a large teacher net, we further explore the constraints between
temporal frames. We model the motion between frames by using a pre-trained optical
flow prediction network and propose a motion loss. To reduce the gap between the
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efficient models and the large models, two new temporal knowledge distillation meth-
ods are designed. The temporal consistency and accuracy of the efficient model can
be improved.

Finally, as the teacher network is hard to obtain in some cases, i.e. the multi-
task learning system, we explore the effectiveness of the auxiliary module. Benefit
from the over-parametric theory, we can get better performance with the help of the
auxiliary module. We demonstrate the effectiveness of the proposed auxiliary module
with semantic segmentation, depth prediction, and surface normal. The advantages
of apply training methods to improving the performance of efficient models can be
summarized as follows:

• The training methods do not increase any computational costs during the testing
process.

• The training methods are general and can be applied to various network struc-
tures.

• Some training methods, such as knowledge distillation and motion losses, can
be applied to unlabeled data.

Limitations and Future work. In this thesis, we mainly apply our method to
dense prediction tasks on 2D images and extend to video sequences under supervised
settings. We start a trail on applying our method to unlabeled data and achieve
promising performance. With the development and innovation of technology, artificial
intelligence systems will face more abundant data input sources. Large, rich unlabeled
data will also become very easy to obtain. Being able to make full use of multi-
modal input data and unlabeled input data will be very meaningful for the training
of compact models. There are still some limitations in our work. The improvement
through training methods is limited by the capacity of the efficient model. Thus,
developing more efficient network structures is still important. For example, using
neural network architecture search will be helpful to find low computational cost
models. Our method can serve for newly designed structures. Besides, the training
constraints can also come from some prior knowledge, like in three of my collaborative
works [155, 153, 45]. I hope this thesis can serve as a new way to build compact
networks in the computer vision community.
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Appendix A

Appendix for Auxiliary
Overparameterization

In this supplementary material, we provide additional details for Chapter 6.

A.1 Extension to Multi-task

To train a multi-task learning system, firstly we need to get a large dataset with the
mapping from a single input space X to multiple labels {Y}tt∈{T} , i.i.d. {xi, y1i , · · · , yTi }i∈{N},
where T is the number of the tasks and N is the number of the data samples. The
MTL network F consists of a single shared parameter space θsh and T sets of task-
specific parameters θt. Here we denote the loss function for task t as Lt(·) to describe
the difference between the output of F for task t: f t(X ;θB,θt), and the ground truth
label: {Y}t. Therefore, we formulate the final objective function for a hard parameter
sharing network as follows:

min
{θsh,θ1,··· ,θT }

T∑
t=1

αtLt(f t(X ;θsh,θt), {Y}t), (A.1)

where αt is a combination coefficient for the t-th task. In this work, we do not focus
on adjusting the αt to boost the performance, so we set the αt = 1 to all cases to
simplify the basic objective function to min

{θsh,θ1,··· ,θT }

∑T
t=1 Lt(f t(X ;θsh,θt), {Y}

t).

The basic structure of an auxiliary module for task t is the same as shown in the
main paper, and we can extend the objective function (i.e., Eq. (2)) in the main paper
to multi-task case as follows:

min
{θsh,θ1,··· ,θT ,θ1

a,··· ,θT
a }
(

T∑
t=1

Lt(f t(X ;θsh,θt), {Y}t)

+

T∑
t=1

Ltaux(At(O1, · · · ,OL;θ
sh,θta), {Y}

t)),

(A.2)

where θta and Ltaux(·) represent the adaptor parameters and the auxiliary loss for the
t-th task, respectively.
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To extend the search policy to the multi-task case, as described in the main paper,
we enlarge the output length of the controller to T times as many as a single task
and follow the order in Fig. A.1. We have reserved the possibility of an association
between different tasks in the search space, for example, for the l-th cell in task t,
it can choose the output of task 1 to task t − 1 in the first l − 1 cells as input.
The auxiliary module A can learn heretical relationships among all tasks. We show
the search results of a sampled structure, which has the highest reward score on the
validation set in Fig. A.2.
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Figure A.1. (a) Auxiliary structure search space for multi-task learn-
ing. (b) Controller output for generating a single cell for the l-th aux-
iliary cell of task t, At

l . (c) The order of generating the whole auxiliary
module recursively among different tasks.

A.2 Training Details

In this section, we will introduce the training setups for the experiments. All the
experiments are implemented in PyTorch.

A.2.1 Semantic Segmentation

As for the single task of semantic segmentation, we use the open-source implemen-
tation [179], and follow their settings. We set the initial learning rate as 0.02 and
weight decay as 0.0001 by default, the input image is resized to the length randomly
chosen from the set 300, 375, 450, 525, 600 due to that the images are of various sizes
on ADE20K. The batch size is 8 and we also synchronize the mean and standard-
deviation of BN cross multiple GPUs. We train all the experiments for 20 epochs.

A.2.2 Multi-task Learning

Common data augmentation is employed with the random flip, random reshape (from
0.5 to 2.1) and random crop with the training size 385 × 385. The ground truth of
depth should be normalized with the scale of random reshape. The batch size is 12

for all experiments. We verify our proposed method on the NYUD-v2 dataset. We
train the single task baseline and the joint baseline for 30k iterations with the initial
learning rate of 0.01 and weight decay of 0.0001. The learning rate is multiplied by
(1 − iter

max−iter )
0.9. For the prior training strategy, we initialize the network with the
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Figure A.2. The auxiliary modules are sampled by reinforcement
learning. We show the detailed structure used in the multi-task exper-

iments for depth prediction and semantic segmentation.

single task baseline, and then jointly train two tasks with a learning rate of 0.001
for 30k iterations with the same learning rate schedule. To make a fair comparison,
for adding a single auxiliary module, we follow the same training setting with prior.
And when adding auxiliary modules supervised by two tasks, we follow the training
setups of the joint baseline. In other sections, the models are pre-trained on NYUD-
v2-expansion for 40k iterations with an initial learning rate of 0.01, and then fine
tune on the NYUD-v2 with a fixed learning rate of 0.00001 for 10k iterations. On the
SUNRGBD dataset, the models are trained for 80k iterations with the initial learning
rate of 0.01 both with and without auxiliary modules.

A.3 Visualization Results

In this section, we show some visualization results on NYUD-v2 and SUNRGBD. The
multi-task system can generate multiple outputs in one forward pass.
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(a) (b) (c) (d) (e)

Figure A.3. Visualization Results on NYUD-v2 (a) Input im-
age. (b) Predicted depth results. (c) Ground truth depth results. (d)
Predicted semantic segmentation results. (e) Ground truth semantic

segmentation results.

(a) (b) (c) (d) (e) (f) (g)

Figure A.4. Visualization Results on SUNRGBD (a) Input im-
age. (b) Predicted surface normal. (c) Ground truth surface normal.
(d) Predicted semantic segmentation results. (e) Ground truth seman-
tic segmentation results. (f) Predicted depth results. (e) Ground truth

depth results.
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