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Abstract 

Much research investigating the police lineup has argued that presenting items 

sequentially is superior to presenting them simultaneously, because sequential presentation 

reduces rates of innocent suspect identification, minimising the chance of false conviction. 

However, the research program that arrived at this conclusion was resolutely applied in focus, 

directing less attention to developing theories that might explain how sequential item 

presentation achieves this outcome. 

Recent research has addressed this issue by applying signal detection theory to 

understanding the lineup task. This mathematical modelling framework characterises 

observed performance on a recognition memory test, such as the police lineup, as resulting 

from two latent variables; discriminability, the ability to distinguish target items (guilty 

suspects) from non-target items, and response bias, conceptualised as willingness to choose. 

Research employing this framework suggests that sequential item presentation achieve its 

reduction in innocent suspect identifications by encouraging witnesses to choose less readily 

than simultaneous presentation, rather than by increasing discriminability. Some studies also 

find that discriminability is greater for simultaneous presentation and that, on this basis, it 

should be preferred. However, this body of recent research has employed analysis techniques 

that fail to capture the unique constraints of sequentially presented lineup tasks. This may 

compromise the measurement of discriminability (and response bias), leading to incorrect 

conclusions when comparing sequentially presented lineup tasks to the simultaneous lineup. 

This thesis addresses this limitation by developing signal detection models that 

capture the structural constraints of sequentially presented lineup tasks. These models are 

used in studies one and two to compare simultaneous lineup presentation to two sequentially 

presented lineup tasks, one on which identification of the current item terminates the task 

(stopping rule) and another on which two full laps of the items is completed before an 
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identification decision is made, as used in the United Kingdom (UK). Study three develops a 

model for examining changes in discriminability and response bias by serial position in the 

sequential stopping rule lineup. Each study involved the collection of new experimental data 

and studies one and three also analysed previously published datasets. 

The results of studies one and two imply that sequential item presentation may have a 

small negative effect on discriminability compared to simultaneous presentation, but this 

effect was not consistently observed. Effects on response bias were larger and more reliable; 

the sequential stopping rule lineup was associated with the most conservative overall 

choosing, followed by the simultaneous lineup, then the UK sequential lineup. In study three, 

discriminability increased from serial position one to position two in the sequential stopping 

rule lineup, but not beyond. Changes in response bias by serial position differed depending on 

whether an identification was made before or after the presentation of the guilty suspect. 

Taken together, these results imply that there is no compelling reason for policymakers to 

prefer sequentially presented lineups to the simultaneous lineup. The insights generated from 

this thesis demonstrate the value of a formal modelling and approach and the need to consider 

carefully the match between model, task, and research question. 
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Chapter 1 

1.1 Introduction  

In the seminal eyewitness memory text “On the Witness Stand”, Hugo Munsterberg 

(1908) sketches a vision of a research program relating the rapidly-increasing knowledge 

base of experimental psychology to issues concerning the criminal justice system. 

Munsterberg (1908) proposes that the experimental method should be used to investigate 

applied problems in their original form, evaluating outcomes according to the aims of the end 

user. He cautions against addressing applied problems by generalising the results of 

“undigested” (p. 8) theoretical research. The field of eyewitness memory has taken this 

advice to heart. Much of the research conducted since a revival in the 1970s has been focused 

on minimising the possibility of one particular error; a witness to a crime misidentifying an 

innocent suspect (Clark, 2012a; Gronlund et al., 2015; Wells, 1978). This research program 

can lay claim to substantial real world impact. It has developed a number of reforms to the 

procedures for collecting eyewitness evidence that have been subsequently adopted as policy 

(Clark, 2012a). However, this focus on the “engineering” of lineup procedures to minimise a 

particular decision outcome has had unintended consequences. The development of most 

procedural reforms has proceeded without formal theoretical guidance, which has resulted in 

difficulties explaining how and why changes to lineup procedures affect decision behaviour. 

Until recently, the field has also neglected the measurement of psychologically relevant latent 

variables that are used to characterise decision performance in theoretical research on 

recognition memory (Bornstein & Penrod, 2008). As a result, the effects of the reforms 

already in use are unclear. In order to achieve its aim of improving the eyewitness evidence 

collection procedures used in the criminal justice system, the field must address these 

theoretical shortcomings. It is necessary to improve understanding of how currently adopted 

reforms affect decision behaviour and proceed with the development of new lineup 
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procedures from a solid theoretical base. This thesis will outline a measurement modelling 

approach based in signal detection theory that provides tools for building and testing theories 

of eyewitness memory. This approach is applied in three studies investigating one of the most 

contentious lineup reforms, the sequential presentation of lineup items. These studies offer 

theoretical insight in to what might drive observed differences in decision performance on 

sequentially-presented lineups compared to simultaneously presented lineups and act as a test 

of the recently proposed Diagnostic Feature Detection Theory of eyewitness memory 

(Wixted & Mickes, 2014).  

1.2 Measuring Memory 

Measurement is the act of quantifying some property of an event or object. The mass 

of an object is one such property. Through our senses, we can establish that some objects are 

heavier than others. We can communicate the heaviness of objects by assigning numbers to 

represent heaviness according to a set of mathematical principles (Mitchell et al., 2017). A 

kitchen scale maps the observable property of heaviness to an underlying kilogram unit, 

allowing objects to be compared on this dimension despite spatial or temporal distance. In the 

case of mass, the property we wish to quantify is directly observable. In psychological 

science, the properties we wish to quantify are often not directly observable. However, the 

value of these so called “latent” variables may be inferred from some observable variable. 

Consider the property of memory strength. People encounter stimuli out in the world, or in 

the laboratory, and it is assumed that they encode these stimuli to a greater or lesser extent 

(Mickes et al., 2007; Spanton & Berry, 2020). It is known that the stored representations of 

these encoded stimuli grow weaker over time, i.e. “forgetting”, although the exact 

mechanisms behind forgetting are still debated (Malmberg et al., 2019). At some point in 

time after encoding a stimulus, a person may need to draw on its representation in memory. 

How strong is their memory for the originally encoded stimulus? 
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It is intuitive to make the inference that greater accuracy in recalling or recognising 

previously encountered stimuli indicates greater memory strength. However, the accuracy of 

observable recognition decisions is affected by factors other than memory strength, such as 

willingness to respond or the format of the memory test. In order to measure memory strength 

independent of these factors, a measurement model is required that maps participants’ 

observed responses on a particular test procedure to some underlying scale for memory 

strength. With the aid of such a psychological measurement instrument, it is possible to 

compare the effect of different memory test procedures on memory strength.  

A challenge inherent to measuring latent variables like memory strength is the 

“problem of coordination” (Kellen et al., 2021a). It is assumed that there is a function that 

characterises the relationship between an observed variable and the latent variable of interest, 

e.g. between observed decision accuracy and memory strength. If this function can be 

derived, then values of the observed variable can be translated in to values of the latent 

variable. However, in order to derive this function, it is necessary to know all values of the 

observed variable for all corresponding values of the latent variable. This is not possible 

without first knowing the function that characterises their relationship, a problematic 

circularity. In order to proceed, it is necessary to employ a theory that makes sensible 

assumptions in proposing a mapping between the observed and latent variables. Fortunately, 

there is a long standing theoretical approach that is well suited to measuring eyewitness 

memory strength. 

1.3 Signal Detection Theory 

Signal detection theory (SDT) is a measurement modelling framework for evaluating 

the performance of a detector under conditions of uncertainty where to-be-detected signal can 

be easily confused with noise (Green & Swets, 1966; Macmillan & Creelman, 2005; 

Wickens, 2002). Recognition memory can be conceptualised as such a detection task (Egan, 
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1958) on which the to-be-detected “signal” is stimuli previously encountered in the world and 

the “noise” is stimuli not previously encountered. There is often uncertainty about whether a 

stimulus was previously encountered, such as when seeing a distant acquaintance across the 

room at a party. Researchers have long sought to understand the properties of memory by 

conducting laboratory experiments (Ebbinghaus, 1885/1965; Wundt & Judd, 1897). In a 

recognition memory experiment employing a “yes/no” test format, participants are first asked 

to learn a list of stimuli, often words (Egan, 1958). After some delay, they are presented with 

a series of test trials comprising either a single “old” item that appeared on the study list or a 

single “new” item that did not, and are asked to indicate whether the item appeared on the 

study list. That is, participants are tasked with detecting old items. Table 1.1 shows the 

possible decision outcomes for this test format. There are two possible correct responses, a hit 

or a correct rejection, and two possible incorrect responses, a miss and a false alarm.  

Table 1.1 

Decision Outcomes for a Yes/No Recognition Memory Task 

 Participant Decision 

Test Item Item is Old Item is New 

Item is Old Hit Miss 

Item is New False Alarm Correct Rejection 

 

SDT characterises recognition performance, the correctness of the observed decision 

outcomes in Table 1.1, as resulting from two unobservable latent variables, discriminability 

and response bias. Discriminability is the ability of the detector to distinguish signal (old 

items presented at test) from noise (new items presented at test). In a recognition memory 

context, discriminability is thought to map on to memory strength. Response bias is the 

tendency for the detector to indicate the presence of a signal (decide an item is old). The SDT 

formalism that maps observed responses on a recognition memory test to these latent 
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variables begins with the assumption that the presentation of a test item elicits some level of 

familiarity or “signal strength” in participants, modelled as a random draw from a probability 

distribution. These distributions are usually assumed to be Gaussian in form (Macmillan & 

Creelman, 2005), which is the case for the models used in this thesis, but other distributions 

may be used (e.g. DeCarlo, 2010). Figure 1.1 shows an equal variance signal detection model 

of a yes/no recognition memory task with two Gaussian probability distributions for 

familiarity.  

 

The Old distribution, O(x), gives familiarity values for the presentation of to-be-

detected old items, and the New distribution, N(x), gives familiarity values for the 

Figure 1.1 

Equal Variance Signal Detection Model with a Single Decision Criterion 
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presentation of new items. Note that O(x) is positively displaced along the x-axis compared to 

N(x) because, on average, the presentation of an old item that appeared in the study phase 

should elicit greater familiarity than a new item.  

On each trial, the familiarity for the presented item is drawn from the relevant 

distribution shown in Figure 1.1. This familiarity value is compared to the bold vertical line 

labelled “c”, the decision criterion. The placement of this criterion is the measure of the latent 

variable response bias. On a single trial of a yes/no recognition memory test, an item that 

elicits familiarity > c will be classified by participant as having appeared in the study phase 

(“yes”), while an item that elicits familiarity < c will be classified as not having appeared in 

the study phase (“no”). The criterion is often measured relative to the midpoint between the 

means of the signal and noise distributions (the ideal placement). It may also be measured 

relative to the mean of N(x), which is conventionally fixed to zero (Macmillan & Creelman, 

2005). In this case, c = Φ-1(1 – F), where Φ-1 is the inverse normal cumulative distribution 

function. The probability of a hit (H) is given by the proportion of O(x) that is to the right of 

c, while the probability of a miss (M) is the proportion of O(x) distribution to the left, that is 

(Pr|M) = 1 – (Pr|H). Similarly, the probability of a false alarm (F) is given by the proportion 

of N(x) distribution to the right of c and the probability of a correct rejection (R) is the 

proportion to the left of c, that is (Pr|R) = 1 – (Pr|F). It is clear from Figure 1.1 that the 

placement of the decision criterion involves a trade-off between two different kinds of errors, 

false alarms and misses. Holding all else equal, false alarms can be avoided by adopting a 

bias toward conservative responding, moving c rightwards along the x-axis, but this 

necessarily leads to a decrease in hits. Similarly, misses can be avoid by setting a more 

lenient response bias, moving c leftwards along the x-axis, which leads to more false alarms.  
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In the equal variance signal detection model, the latent variable discriminability, 

labelled d’ on Figure 1.1, is measured as the distance between the mean of O(x), µold, and the 

mean of N(x), µnew, in units of their common standard deviation. It can be calculated by the 

formula d’ = Φ-1(H) – Φ-1(F), (Macmillan & Creelman, 2005). This equation makes use of 

the relationship between H and F and values of µold and µnew in relation to c. When measuring 

discriminability with respect to c, i.e. d’ = (µold – c) – (µnew – c), the proportion of “yes” 

responses, i.e. H and F, is related to values of µ – c via the inverse normal cumulative 

distribution function. That is, when H = .5 and F = .5, µold – c = 0 and µold – c = 0. When H 

and F are > .5, µold – c and µnew – c are positive, when H and F are < .5, µold – c and µnew – c 

are negative. Holding all else equal, an increase in discriminability, i.e. an increase in the 

distance between µold and µnew, will result in an increase in correct responses (hits and correct 

rejections) and decrease incorrect response (false alarms and misses). For the model shown in 

Figure 1.1, d’ = 1.7 and c = 1.2, both measured relative to the mean of N(x), which is set to 

zero, in units of the standard deviation, which is set to one.  

SDT was first applied to recognition memory by Egan (1958) using a list learning 

paradigm and a rating task. After learning a word list, participants with individual test items, 

some old and some new, and asked to rate them on either a five- or seven-point Likert scale, 

where one was sure that the word is “old”, i.e. was part of the test list, and five/seven was 

sure that the word is “new”. Egan (1958) showed that the pattern of participants’ data 

conformed to those predicted by signal detection theory with underlying Gaussian 

distributions for signal and noise. A large body of subsequent research has shown that signal 

detection theory provides a parsimonious explanation of recognition memory phenomena 

(Kellen et al., 2021b; Wixted, 2007), leading to its continued use in present day recognition 

memory research. 
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1.4 Applying Signal Detection Theory to Eyewitness Identification Data 

There are two main procedures used by police to collect identification evidence, the 

showup and the lineup. On a showup, a witness to a crime is presented with a single suspect 

and asked to indicate whether the suspect is the perpetrator of the crime (Neuschatz et al., 

2016). This procedure is sometimes used when police have both an eyewitness and have 

apprehended a suspect, who may or may not be the perpetrator of the crime under 

investigation, shortly after a crime has been committed (Behrman & Davey, 2001). The 

showup task is directly analogous to a yes/no recognition memory test. The suspect may 

either be the perpetrator of the crime (an “old” item) or innocent of the crime (a “new” item). 

The witness’s task is to detect the perpetrator and they may either indicate that the suspect is 

the perpetrator (“yes”) or that they are not (“no”). This means that the equal variance signal 

detection model shown in Figure 1.1 can be directly applied to measure discriminability and 

response bias on the showup task.  

The police lineup, however, differs in important ways from the yes/no task and 

showup procedure that are characterised by the equal variance signal detection model. First, 

multiple items are presented on a police lineup, as opposed to a single item on the yes/no test 

and show up. A suspect appears in conjunction with a number of known-innocent foils, who 

are most often chosen to resemble the witness’s description of the suspect (Luus & Wells, 

1991; Navon, 1992) but may also be selected to resemble the suspect’s appearance (Clark et 

al., 2015b). Police lineups on which the suspect is the perpetrator are referred to here as 

“target present” and lineups on which the suspect is not the perpetrator are referred to as 

“target absent”. The witness’s task is to determine whether the perpetrator – hereafter referred 

to as the “target” – is present among the test items and, if so, identify the target (Duncan, 

2006). Witnesses on the showup task judge whether only a single item is the perpetrator. A 

witness presented with a lineup may either identify an item or indicate that the no item 
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matches their memory of the target, termed a rejection. The possible decision outcomes given 

the guilt of the suspect and the witness’s identification decision are displayed in Table 1.2.  

Table 1.2 

Possible Decision Outcomes for the Police Lineup Task 

 Witness Identification Decision 

State of the World Suspect Foil Rejection 

Suspect is Guilty Target Identification Foil Identification Miss 

Suspect is Innocent False Identification Foil Identification Correct Rejection 

 

When the suspect is guilty, i.e. the suspect is the target, the witness can correctly 

identify the target (target identification), incorrectly identify a known-innocent foil (foil 

identification) or incorrectly reject the lineup (miss). If the suspect is innocent, the witness 

can incorrectly identify the innocent suspect (false identification), incorrectly identify a 

known innocent foil or correctly reject the lineup (correct rejection). It is evident from Table 

1.2 that the police lineup results in a 2 x 3 decision matrix with six possible decision 

outcomes, in contrast to the 2 x 2 structure of the yes/no task. This means that the equal 

variance signal detection model cannot be directly applied to measure discriminability and 

response bias on the police lineup because its assumptions do not reflect the structure of the 

task. However, signal detection models can be modified or extended to capture the structure 

of many decision tasks (Macmillan & Creelman, 2005) and discriminability can be compared 

across tasks that differ in structure when a suitable model is applied to data from each task. 

Measurement and comparison of discriminability on the yes/no and two-alternative forced 

choice (2AFC) tasks provides an instructive example.  

On a 2AFC recognition task, participants are presented with two items and asked to 

indicate which one appeared on a previously studied list. Because an old item is always 

present on 2AFC trials, only two decision outcomes are possible; correctly selecting the old 
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item, analogous to a hit, or incorrectly selecting the new item, analogous to a false alarm. In 

contrast, four decision outcomes are possible for the yes/no task. Thus, observed decision 

performance is reliably greater for the 2AFC task compared to the yes/no task, i.e. it is easier 

for participants to make the correct response. If the equal variance model calculation d’ = Φ-

1(H) – Φ-1(F) is applied to data from both tasks, it will appear as though discriminability is 

greater for the 2AFC task. When calculating 2AFC discriminability, it is necessary to account 

for the fact that participants select from one of two items on each trial as compared to judging 

a single item on each yes/no trial. When an appropriate signal detection model is applied, 

2AFC discriminability is often very similar to yes/no discriminability despite superior 

observed decision performance for the 2AFC task (Jang et al., 2009; Macmillan & Creelman, 

2005; Wixted & Mickes, 2018).  

In much the same way, measuring discriminability on a police lineup task therefore 

requires modifications to the commonly-employed equal variance signal detection model. 

Additionally, there are important structural differences between the police lineup tasks 

currently used in real police investigations. This means that models of police lineup tasks are 

necessary in order to compare them discriminability (and response bias) between these tasks, 

a primary aim of this thesis. The following section describes the police lineup tasks 

investigated in this thesis and a general signal detection framework for modelling them. This 

framework is used to develop models that account for the unique structure of particular police 

lineup tasks, allowing them to be compared in terms of discriminability (and response bias).    

1.5 Police Lineup Tasks 

In real police lineups, the true guilt or innocence of the suspect is unknown. This 

means that it is difficult to estimate discriminability and response bias from field data 

(Wixted et al., 2016), because the decision outcomes shown in Table 1.2 are not able to be 

determined. Due to this inherent limitation of field data, the lineup is most often investigated 
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using laboratory experiments (Wells, 1978), on which the guilt or innocence of the suspect is 

manipulated as a between subjects factor, in addition to other between subjects conditions. In 

the experimental version of the lineup task, participants encode an event, usually a simulated 

crime. After some delay or a distraction task they are presented with a either a target present 

lineup that is composed of the target from the simulated crime and the appropriate number of 

foils, or a target absent lineup containing one designated innocent suspect and foils. When 

there is no designated innocent suspect, the false identification rate can be estimated by 

dividing the target absent foil identification rate by the lineup size. This is based on the 

assumption that the identification of each foil on a fair target absent lineup is equiprobable. In 

experimental research, it is typical for the target absent condition to have no designated 

innocent suspect. The practice of designating an innocent suspect, particularly one that 

resembles the target to a greater degree than the other foils, has become less common based 

on the assumption that innocent suspects in real police lineups should resemble the 

perpetrator to the same degree as the foils (McQuiston-Surrett et al., 2006).  

There are many dimensions along which police lineups can vary. Researchers have 

investigated the effect of pre-lineup instructions, the similarity of the known-innocent foils to 

the target and whether or not the lineup administrator knows which item is the suspect (Clark, 

2012a), among others. This thesis focuses on the presentation format of the lineup items. 

Current police lineup procedures present items to the witness either simultaneously or 

sequentially.  

1.5.1 Simultaneous Lineup Presentation 

Simultaneous item presentation is the typical method of presenting a lineup. All items 

are presented to the witness in one array and the witness may either identify an item from the 

array or reject it. While no jurisdiction for which data is available explicitly recommends 

simultaneous presentation, procedural guidelines for the majority of jurisdictions describe or 
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imply conducting a simultaneous lineup (Fitzgerald et al., 2021). The origins of the 

simultaneous police lineup are difficult to determine, but numerous documented instances of 

lineups conducted in English case records have been found dating back to the 1850s and 

1860s (Bentley, 2003). Around this period, awareness increased in the legal profession that 

poor quality identifications, such as those made by a witness in the dock at trial or from a 

face glimpsed in the muzzle flash of a pistol, often led to miscarriages of justice (Wills, 

1838/1850). The practice of placing the suspect in an “identification parade” with similar 

looking fillers was enacted to improve the reliability of identification evidence, protecting the 

suspect. The beginning of the modern period of lineup research highlighted similar issues, 

ironically, with the simultaneous lineup itself (Lindsay & Wells, 1985). Documented 

miscarriages of justice resulting from false identifications prompted researchers investigate 

alterations to the lineup procedure that would reduce possibility that innocent suspects would 

be identified (Wells, 1978).  

1.5.2 The Sequential Lineup with a Stopping Rule  

One procedural alteration proposed to reduce the false identification rate observed on 

the simultaneous lineup is the sequential presentation of lineup items (Lindsay & Wells, 

1985). The rationale for why sequential item presentation would reduce false identifications 

can be found in the distinction between absolute and relative judgement strategies (Wells, 

1984). Sequential item presentation was proposed to encourage witnesses to make absolute 

comparisons between their memory of the perpetrator and the lineup items, rather than 

selecting the lineup item that most resembled their memory of the perpetrator relative to the 

other lineup items. This rationale is expanded in Section 1.8.1.2. 

For each sequentially presented item, the witness makes a decision to identify or 

reject. If the witness identifies the current item, the procedure terminates; they are not shown 

the remaining lineup members. This is known as the “stopping rule”. If the witness rejects the 
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current item, they are shown the next item. If the witness rejects all items, this is considered 

an overall lineup rejection. A large body of experimental work shows that the sequential 

stopping rule lineup procedure reliably achieves its aim of reducing rates of false 

identification (Steblay et al., 2011b). On this basis, researchers advocated for the adoption of 

the procedure by police jurisdictions. It is now used in approximately 30% of United States 

jurisdictions, although it is generally conducted without the stopping rule (Wells et al., 

2015a). Sequential item presentation is also recommended in the procedural guidelines for 

Canada, Germany, Denmark, Norway, the United Kingdom (UK) and Sweden (Fitzgerald et 

al., 2021). 

1.5.3 The Sequential Lineup in the United Kingdom 

While the lineup task used in the UK is sequentially presented, it differs substantially 

from the task described by Lindsay and Wells (1985). The procedure was developed in the 

mid nineteen-nineties by West Yorkshire Police and was in regular use in that jurisdiction 

from approximately 1997 (Pike et al., 2002) before being subsequently adopted across the 

UK. It is unclear whether its development was influenced by eyewitness memory research.  

On the UK lineup, the complete sequence of items must be viewed twice before the 

witness can choose to either identify an item from the lineup or to reject it. Additionally, each 

item is a 15-second long video of a head and shoulders rotating profile, in contrast to the 

photographs typically used in simultaneous and stopping-rule sequential lineups. It seems that 

video-based lineups were advanced largely on the basis that they are easier to construct and 

administer than live lineups (British Broadcasting Corporation, 2003). The adoption of this 

video-based procedure required changes to legislation at this time, as live lineups were 

previously treated as superior to video lineups from a legal standpoint (Pike et al., 2002). This 

procedure is of theoretical interest because the items are sequentially presented but the single 
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identification decision is deferred, in contrast to the yes/no decision required for each item on 

the sequential stopping rule lineup. 

1.6 A Signal Detection Model of the Lineup Task 

The starting point for developing signal detection models of the police lineup tasks 

described in the previous section is to assume that each trial involves the presentation of an 

array of n items. A target present (TP) lineup contains the perpetrator (target) of a crime and 

n – 1 known-innocent foils. A target absent lineup (TA) is composed of one designated 

innocent suspect and n – 1 foils or, more commonly, n foils. Familiarity for targets is a 

random draw from a Gaussian distribution, T(x), with mean dt and standard deviation st, 

analogous to the signal distribution in Figure 1.1. Familiarity for innocent suspects is a 

random draw from a Gaussian distribution, S(x), with mean ds and standard deviation ss. 

Familiarity for foils is a random drawn from a Gaussian distribution, F(x), with mean df and 

standard deviation sf. The distributions F(x) and S(x) are analogous to the noise distribution 

of the equal variance model in Figure 1.1; both model the signal strength elicited by the 

presentation of non-target items. For experimental designs without a designated innocent 

suspect on TA lineups, all foils are assumed to be drawn from the same distribution. In this 

case, ds = df and the model reduces to two distributions, T(x) and F(x). It is expected that dt > 

df and dt > ds because targets encoded when witnessing the event should, on average, elicit 

greater memory strength for witnesses than foils or innocent suspects. It is assumed, without 

loss of generality, that df = 0 and sf = 1. Values for the free model parameters dt, st and c1…cn 

are estimated relative to df and sf. If there is a designated innocent suspect on TA lineups, ds 

is estimated relative to df and sf.   

Figure 1.2 shows a signal detection model for the lineup task with a designated 

innocent suspect and three decision criteria. 
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Unlike the equal variance model shown in Figure 1.1, for this model, st ≠ sf. This is 

known as the unequal variance signal detection model and is used in recognition memory 

research because the assumption that st = sf is known to be violated on recognition memory 

tasks. For list learning paradigms in basic recognition memory research, it is usual that st > sf 

(Mickes et al., 2007), which is presumed to reflect variable encoding quality across 

participants for the items in the study phase. For the lineup task, it has been found that st < sf 

(Seale-Carlisle et al., 2019; Wixted et al., 2018). The calculation of discriminability, labelled 

Figure 1.2 

Unequal Variance Signal Detection Model of the Lineup Task 
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d in Figure 1.2, differs depending on the experimental design. When there is a designated 

innocent suspect, it is the ability to discriminate between targets and innocent suspects, i.e. d 

= dt – ds. When there is no designated innocent suspect, it is the ability to discriminate 

between targets and foils, i.e. d = dt – df = dt – 0 = dt. The other parameter that summarises 

discriminability for an unequal variance model is st. Both dt and st affect the amount of 

overlap between the target distribution and the innocent suspect or foil distribution. Holding 

all else equal, an increase in dt or a decrease in st will decrease the amount of overlap between 

the distributions, leading to fewer decision errors and increasing discriminability.  

In contrast to the equal variance model depicted in Figure 1.1, the model shown in 

Figure 1.2 has multiple decision criteria. The single decision criterion in Figure 1.1 that 

separates “yes” responses from “no” is analogous to the criterion labelled c1 in Figure 1.2. 

This is the threshold that separates identifying an item from rejecting the lineup. Criteria c2 

and c3 are increasingly strict criteria for classifying an identification. The placement of the 

decision criteria can be altered by varying the payoff for hits compared to false alarms or by 

changing the base rate of trials on which a target is presented. This shifts the optimal 

placement of the choose/no choose threshold. A low base rate of target present trials or large 

penalty for false identifications requires a more conservative criterion to maximise returns, 

while a high base rate of target present trials or a large bonus for hits requires a more lenient 

criterion. In this case, the criteria shown on Figure 1.2 would represent response bias 

calculated from separate experimental conditions. In much recognition memory research, the 

decision criteria reflect post-decision confidence ratings, based on the assumption that 

confidence judgments are scaled directly from the memory strength or familiarity generated 

by a test item (Stretch & Wixted, 1998). Post-decision confidence judgements are often 

collected for lineup identifications on the basis that they provide insight into the reliability of 

witness decisions. A large body of research shows that confidence and accuracy are 
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positively related for identification decisions, particularly at high levels of confidence 

(Wixted & Wells, 2017). This relationship does not appear to hold for rejection decisions 

(Brewer, 2006) but this is a less pressing applied problem because it is less likely that the 

suspect in a rejected lineup to be charged with a crime. When assessing the reliability of 

identification evidence, it is advisable to rely on the post-decision confidence estimates 

collected immediately after the initial identification decision, because subsequent estimates 

elicited from witnesses are liable to inflation (Wixted & Wells, 2017).  

 The lowest confidence rating, labelled c1 in Figure 1.2, is the choose/no choose 

threshold. This boundary separates the response of identifying an item from rejecting the 

lineup. This is analogous to the single criterion, c, in Figure 1.1. Criteria c2 and c3 represent 

thresholds for classifying an identification with greater levels of confidence. The number of 

criteria in a model is arbitrary. In some studies, the experimental design constrains the 

number of criteria, such as when confidence is collected on a Likert-type scale (e.g. Mickes et 

al., 2012). In other instances, confidence is collected on a fine grained scale, perhaps 0 – 100, 

and the number of criteria and the width of each confidence category is set such that cell 

counts are as even as possible between categories (e.g. Seale-Carlisle et al., 2019). This 

method is employed where possible in this thesis. In general, adding criteria to a given model 

will improve its ability to account for observed data. However, there is a point beyond which 

adding additional criteria will not benefit the model because the number of criteria exceeds 

the resolution of participants’ ability to use the confidence scale.  

1.6.1 Decision Rules for Lineup Models 

As discussed in Section 1.4, the lineup task involves both a detection component (is 

the target present in the test array?) and an identification component (if so, which member is 

the target?) because multiple items are presented on each trial (Duncan, 2006). As a result, 

models of the lineup must include a decision rule that specifies how the familiarity values of 
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the lineup items are compared to the decision criteria to determine whether an item will be 

identified or the lineup rejected. A number of different decision rules have been used in 

lineup research, all instantiated within the unequal variance Gaussian framework shown in 

Figure 1.2. It is important to note that these decision rules do not aim describe the process by 

which individual witnesses complete the lineup task. Rather, they aim to account for the 

constraints of a given lineup task in order to provide an accurate mapping between observed 

decision performance and discriminability and response bias at the population level. The 

following sections describe the decision rules for models currently employed in lineup 

research.  

1.6.1.1 The Integration Model (SDT-INT)  

Originally developed by Duncan (2006), the aim of this model is to represent the 

lineup as a “compound decision” task that includes both detection and identification 

components. Within this framework, detection and identification may be associated with 

different decision rules. For the “integration” model (SDT-INT), the decision rule is to 

identify the maximally familiar lineup item if the summed familiarity of the lineup items 

exceeds the lowest decision criterion, otherwise, reject the lineup. The detection decision is 

based on the summed familiarity of the lineup items and the identification decision is based 

on the maximally familiar item in the lineup. 

This was the first signal detection model applied to lineup research (Palmer et al., 

2010) and has been used in a recent study (Smalarz et al., 2019). Its continued use is of some 

concern given that is has been shown to provide a poor fit to the data compared to competing 

models that specify alternative decision rules, possible because it makes an incorrect 

prediction about the impact of correlated memory strengths, i.e. the similarity between lineup 

members (Wixted et al., 2018). As a result, it may provide inaccurate estimates of 

discriminability and response bias for a given lineup procedure. Additionally, the model is 
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complex to implement relative to the better-performing maximum familiarity model (Wixted 

et al., 2018). The mathematical functions for the probability of each lineup decision outcome 

according to this model are available in Section 2.4.5.2, with more detail in Appendix A.   

1.6.1.2 The Maximum Familiarity Model (SDT-MAX) 

The maximum familiarity model, also known as the independent observations model, has a 

long history in perceptual research (Macmillan & Creelman, 2005; Wixted et al., 2018). The 

rule is to identify the maximally familiar item in the lineup if it exceeds the lowest decision 

criteria, otherwise, reject the lineup. In the context of a compound decision task, both the 

detection and identification components are based on the same decision rule. This model has 

provided an adequate fit to lineup data from a number of studies, although the more complex 

Ensemble model has a performance advantage (Wixted et al., 2018). The mathematical 

functions for the probability of each lineup decision according to this model are also available 

in Section 2.4.5.1 and Appendix A.   

1.6.1.3 The Ensemble Model 

This model has been developed recently as part of an effort to aid theory building in lineup 

research. For the Ensemble model, the decision rule is to identify the maximally familiar 

lineup member if the difference between the maximally familiar lineup item and the average 

familiarity of the lineup items exceeds the lowest decision criterion, otherwise, reject the 

lineup. The Ensemble model has been found to provide a better fit to lineup data than SDT-

INT and SDT-MAX when fit to lineup data and is now widely used (e.g. Colloff & Wixted, 

2019; Seale-Carlisle et al., 2019). The mathematical functions for the probability of each 

lineup decision according to this model are available in (Wixted et al., 2018). 

1.6.2 The Unique Constraints of the Sequential Stopping Rule Lineup  

SDT-MAX, SDT-INT and the Ensemble model are all plausible models of the 

simultaneous lineup task and the UK lineup task. However, these decision rules are not 
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compatible with the sequential stopping rule lineup task. Recall that the decision to identify 

an item on the sequential lineup terminates the procedure, remaining items are not shown 

(Lindsay & Wells, 1985). Some proportion of participants will identify prior to the end of the 

sequential lineup so the number of items viewed before identifying differs from trial to trial. 

On the simultaneous and UK lineups, all items are shown on every trial. This stopping rule is 

therefore incompatible with the detection decision rules for SDT-INT and the Ensemble 

model, which are a function of the familiarity of all lineup items, the sum and arithmetic 

mean, respectively. Additionally, it is not possible to determine which lineup item is 

maximally familiar lineup item unless all items are presented, which affects the identification 

decision rule for SDT-INT and the Ensemble model and both the detection and identification 

decision rules for SDT-MAX. These models cannot capture the underlying data generating 

process of the sequential stopping rule lineup. 

This model misspecification is of theoretical importance because fitting these models 

to data from a sequential stopping rule lineup may lead to inaccurate parameter estimates, in 

turn leading to incorrect conclusions about the data. A number of studies have fit SDT-MAX 

and SDT-INT to data from the sequential stopping rule lineup. Palmer and Brewer (2012) fit 

SDT-INT to a corpus of earlier studies comparing the simultaneous lineup and the sequential 

lineup. They found that the two procedures did not differ in terms of discriminability, but that 

sequential stopping rule presentation led to more conservative responding. This important 

study was one of the first to find results consistent with the notion that the apparent 

superiority of the sequential stopping rule lineup, particularly in reducing false alarms, was 

due to a conservative criterion shift (Ebbesen & Flowe, 2002; Meissner et al., 2005). Horry et 

al. (2012b) used SDT-INT to investigate the practice of concealing the number of items in a 

sequential stopping rule lineup from the witness, known as “backloading”. This study also 

investigated position effects, analysing decisions at serial positions two and six in order to 
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understand how backloading might affect witness’s responding over the course of the lineup. 

They found that the more items participants were told to expect, the more conservative their 

responding and that backloading prevented responding becoming more lenient over the 

course of the sequential lineup. They also found greater discriminability for position two 

compared to position six on a non-backloaded lineup. Carlson et al. (2016) also investigated 

backloading, fitting Duncan’s (2006) version of SDT-MAX to the data. Similar to Horry et 

al. (2012b), they found that more backloading led to more conservative responding, although 

they did not find any difference in discriminability by serial position. Horry et al. (2015) used 

SDT-INT to explore the effects of a allowing a second lap through the sequential lineup 

items. This allowed participants to change their identification decision on the second lap. 

They found that electing to see a second lap was associated with poorer discriminability and 

that responding was more lenient on the second lap compared to the first.  

 It is possible that the results of these studies are affected by the misspecification of the 

SDT-MAX and SDT-INT models when fit to sequential lineup data. In order to measure 

discriminability and response bias on the sequential lineup and compare it to performance on 

other tasks, a signal detection model is required that can account for the stopping rule 

constraint.  

1.6.3 A Model of the Sequential Lineup with a Stopping Rule 

The starting point for deriving a decision rule is to assume that the n items on each 

sequential stopping rule lineup trial are presented one at a time in a random order, with an 

index from 1 to n. A decision rule that captures the stopping rule constraint is to identify the 

first lineup item of the items 1 – n that exceeds the lowest decision criterion. If no item 

exceeds the decision criterion, then reject the lineup. In contrast to the decision rules for 

SDT-MAX, SDT-INT and the Ensemble model, the SDT-SEQ decision rule allows for the 

possibility that the maximally familiar item in a lineup may not be identified if a less familiar 
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item that appears before it in exceeds the decision criterion. The mathematical functions for 

the probability of each lineup decision according to this model are available in Section 

2.4.5.3 and Appendix A.  

The SDT-SEQ model was introduced in a conference proceedings paper (Kaesler et 

al., 2017), followed by an expanded journal article that forms the first study of this thesis 

(Kaesler et al., 2020). It has since been employed in simulations by Wixted and Mickes 

(2018) and fit to empirical data by Wilson et al. (2019) to examine position effects in a six-

item sequential lineup. Wilson et al. (2019) found that discriminability increased from 

position one to position two but did not significantly increase beyond position two. AUC 

showed the opposite pattern, decreasing with serial position.  This is the first empirical 

demonstration of a dissociation between AUC and discriminability for the sequential lineup 

of the type shown in simulations by Rotello and Chen (2016). Wilson et al. (2019) also found 

that response bias varied by serial position but did not systematically increase or decrease. 

The use of SDT-SEQ to examine position effects reinforces the need to consider the 

match between task and model. In order to estimate discriminability and response bias at each 

position, Wilson et al. (2019) constructed subsets of the data when the target appeared in 

position j and fit the model to the data, specifying that the target appeared in a particular 

position. While SDT-SEQ accounts for the position of the target in the lineup and can 

therefore account for the position at which target identifications are made, it does not account 

for the position at which foil identifications are made. For example, a foil identification made 

at position two is indistinguishable in the data structure from a foil identification made at 

position five. Because data from a subset of all trials when the target appeared in position j 

contains foil identifications made at all positions ≠ j, SDT-SEQ may not accurately estimate 

discriminability and response bias at each serial position. This shortcoming of SDT-SEQ is 

addressed in study three, which describes a probabilistic model called the ISL model that 
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accounts for both the position of the target and the position at which identifications are made. 

This model can be recast as a signal detection model, SDT-ISL in order to measure 

discriminability and response bias at each serial position. In study three, the ISL model is 

used to reanalyse the Wilson et al. (2019) data and to analyse data from a new sequential 

lineup experiment.  

1.6.4 Estimating Lineup Discriminability and Response Bias  

Unlike the model of the yes/no task described in Section 1.3, the relative complexity 

of the lineup task means that the lineup models based on the framework in Figure 1.2 do not 

have closed form solutions for estimating discriminability and response bias. As a result, it is 

necessary to fit the models to data in order to estimate the parameter values parameters. This 

thesis employs the maximum likelihood estimation technique (Myung, 2003). In order to 

conduct maximum likelihood estimation, it is necessary to derive equations for the 

probability of each lineup decision outcome for a particular model and given set of parameter 

values. These equations are known as likelihood functions. From a set of starting parameter 

values, a computational optimisation routine searches the parameter space iteratively to arrive 

at the set of parameters are most likely to have generated the observed data. At each iteration, 

the optimiser calculates predicted data by passing the current set of parameter values to the 

likelihood functions, compares the predicted data against the observed data, and calculates a 

goodness-of-fit index. The optimiser then adjusts the parameter values for the next iteration, 

according to a particular algorithm, in order to improve the goodness-of-fit index. When no 

further improvement is possible, or another condition has been reached such as a maximum 

number of allowable iterations, the optimiser terminates and returns the best-fitting set of 

parameter values, a final goodness-of-fit value, and the predicted data. A supplementary 

document that steps through R code for fitting the SDT-MAX model to lineup data can be 

found in Appendix D.  
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1.6.5 Measurement at the Task Level 

Psychological science is typically focused on providing explanations at the level of 

the individual. As discussed in Section 1.7.1, the eyewitness memory research conducted in 

the early 20th century displayed this tendency, focusing largely on assessing the credibility of 

individual witnesses. However, the modern period of lineup research has been characterised 

by the measurement of performance at the group level. This maps on to an important applied 

aim; to understand how changes to lineup procedures affect observed decision outcomes for a 

given police jurisdiction. The main question posed in this thesis is aligned with this aim; what 

is the effect on discriminability and response bias, and the resulting rates of target, foil and 

false identification, for a hypothetical jurisdiction if lineups are presented sequentially rather 

than simultaneously? To this end, the models introduced in the previous sections are used to 

measure discriminability and response bias for a population of witnesses rather than for 

individual witnesses. To understand why this is the case, it is necessary to review the 

structure of real world lineup data and its relationship to experimental research.  

As alluded to in Section 1.5, each witness in a real criminal case makes a single lineup 

decision for a single suspect1. As the true guilt of the suspect is not known, these decisions 

can only be classified as either suspect identifications, foil identifications or rejections. 

Analysis of field data has focused on how changes to lineup procedure affect rates of these 

three possible responses (Horry et al., 2012a; Mecklenburg et al., 2008; Wells et al., 2011). It 

is not possible to assess decision performance directly from this data, as there is no indication 

of which suspect identifications and lineup rejections are correct or incorrect. If the guilt of 

the suspect could be conclusively established, or a certain base rate of target present lineups 

is assumed (Wixted et al., 2016), each identification decision made by a witness can be 

                                                 
1In rare cases, multiple witnesses may be asked to identify the same suspect (Horry et al., 2012a) 
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classified as one of the decision outcomes in Table 1.2. These identification decisions can be 

aggregated to calculate the decision outcome rates for a jurisdiction. The models described in 

this section can also be fit to data in this format in order to measure discriminability and 

response bias for a jurisdiction (Wixted et al., 2016). In order to maintain ecological validity, 

participants in experimental lineup studies also typically provide only a single lineup decision 

(cf. Mansour et al., 2017). These decisions are aggregated in each between-subjects condition 

before the data is analysed. This is analogous to comparing data from two jurisdictions that 

differ in their administration of the lineup task. 

Measurement of latent variables at the group level with single trial experiments 

ensures that research outcomes are relevant to policy. It is possible to draw inferences about 

lineup tasks from “single trial” experiments that may be translated to policy with minimal 

adjustment. This may not be the case in an experiment employing many test trials for each 

participant, as is common in cognitive psychology, because this design does not match as 

closely the constraints of the task as applied in real police jurisdictions. 

1.7 Investigating the Lineup Task 

The preceding sections describe a measurement modelling framework based on signal 

detection theory for comparing lineup procedures on two latent variables that determine 

observed decision performance, discriminability and response bias. In order to explain how 

this framework can increase understanding in lineup research, it is necessary to establish the 

context in which it will be applied. The following sections review the origins of the field’s 

general approach to investigating the lineup task and examine existing approaches to 

comparing lineup task performance. 

1.7.1 The Origins of Modern Lineup Research 

The possibility that psychological science might inform the legal system has been 

recognised since the beginnings of experimental psychology (Wundt & Judd, 1897). Much 
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early eyewitness memory research focused on the environmental factors that might affect 

witness’ encoding of an event and the personal qualities of witnesses that may indicate their 

reliability (McCarty, 1929; Munsterberg, 1908; Robinson, 1935; Stern, 1903; Whipple, 

1917). Wells (1978) shifted the focus of eyewitness to the procedures used to collect 

evidence, proposing the binary classification of factors affecting eyewitness memory as either 

estimator variables, which the justice system cannot control, or system variables, which the 

justice system can control. Understanding how changes to system variables affect witness 

decision behaviour is likely to be useful when developing evidence collection procedures that 

aim to reflect the priorities of stakeholders in the criminal justice system. The lineup 

procedure is one such system variable and is amenable to experimental investigation, as there 

are many possible methods for administering the task and multiple points at which a 

witness’s ability to recognise might be affected or their post-decision confidence 

manipulated. Wells (1978) suggests that the field focus largely on the system variable 

research because the applied benefits are potentially greater than for estimator variable 

research.  

Wells (1978) distilled the broad aims of early eyewitness research into a directive 

focused on the outcomes of the criminal justice system; to produce knowledge that would 

maximize guilty convictions while minimizing false convictions. In defining the scope of the 

system vs. estimator variable distinction, he distinguished between eyewitness memory 

research that addresses the applied concerns of the criminal justice system, prioritising 

ecological validity, and eyewitness memory research that is relevant to theoretical questions 

about memory, providing the example of false memory research (Loftus & Palmer, 1974). 

Like Munsterberg (1908), Wells (1978) conceived of applied eyewitness memory research as 

requiring direct applied outcomes that could be translated into practice. This applied focus 
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influenced the choice of methods for comparing lineup task performance in a long program of 

subsequent system variable research (Bornstein & Penrod, 2008).  

1.7.2 Approaches to Comparing Lineup Task Performance 

The central applied problem of eyewitness memory is that eyewitnesses are mistaken 

some proportion of the time. The most obvious consequence of this error is the many cases of 

false conviction that have resulted from the identification of an innocent suspect from a 

lineup (Garrett, 2012). There is also a largely unknown harm from perpetrators in lineups 

going free, who may commit additional crimes. Additionally, jurors find eyewitness evidence 

particularly persuasive (Semmler et al., 2012). Thus, the accuracy of witness lineup decisions 

is important to achieve the desired outcomes of the criminal justice system. On this basis, a 

sensible starting point for addressing the applied aim of maximising guilty convictions and 

minimising false convictions is to examine the effect of changes to lineup procedure on target 

identifications and false identifications (see Table 1.2). These outcomes are most often 

reported as rates, which can be calculated by dividing the target present decision frequencies 

by total number of target present lineups and the target absent decision outcome frequencies 

by the number of target absent lineups.  

1.7.2.1 Analysing Choosing Rates 

Some early lineup research directly compared rates of target identification and false 

identification between experimental conditions (e.g. Brown et al., 1977; Leippe et al., 1978). 

The limitation of this approach is that, unless one condition produces both a greater target 

identification rate and a lesser false identification rate, it is difficult to determine which 

condition was associated with superior performance. This limitation also affects logistic 

regression, which has been used in some lineup studies (Gronlund & Neuschatz, 2014) and 

linear mixed effects modelling (Weber & Varga, 2012). Competing lineup procedures are 

entered in to a model as predictors of binary correct/incorrect decision outcomes. This gives 
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the odds ratio for one binary outcome over another, e.g. the odds of a target identification on 

a target present lineup compared to an incorrect response (foil identification or miss), for a 

given procedure (e.g. Key et al., 2015). Recent studies have employed logistic regression as a 

complement to other measures of lineup performance (e.g. Horry et al., 2015; Wooten et al., 

2020).  

Another commonly used measure called the diagnosticity ratio (Wells & Lindsay, 

1980) captures changes in both target and false identifications in a single index. It is 

calculated as the ratio of the target identification rate to the false identification rate and gives 

the probability that a suspect selected from a given lineup procedure is guilty rather than 

innocent. This aligns with the legal notion of “probative value”, the extent to which evidence 

produced at trial supports the guilt or innocence of the defendant (Friedman, 1986). An 

identification from a lineup procedure with a greater diagnosticity ratio is, all else being 

equal, more likely to indicate that a suspect is guilty, although this ignores witness’s post-

decision confidence estimates (Wixted et al., 2014). Thus, a lineup procedure that produces a 

greater diagnosticity ratio is preferred. This measure was subsequently employed in studies 

that developed the procedural guidelines for lineups proposed by the U.S. National 

Department of Justice (1999), in addition to many studies investigating the sequential 

stopping rule lineup (Steblay et al., 2011b).  

The major limitation of measures based on choosing rates is that they provide no 

insight into latent variables. Within a signal detection framework, observed decision 

outcomes on a lineup task reflect some combination of discriminability and response bias, in 

addition to other factors such as the format of the memory test. Recall the example in Section 

1.4 of the difference in observed recognition performance between the 2AFC and yes/no test 

formats. This highlights the major shortcoming of comparing procedures using these 

measures; discriminability and response bias are confounded (Macmillan & Creelman, 2005; 
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Wixted & Mickes, 2012). This confound impedes understanding because it is unclear which 

latent variable, or other factor, is responsible for differences in decision outcomes between 

lineup procedures. The changing interpretation of the diagnosticity ratio from its introduction 

to the present day provides an instructive case study.  

For much of its history, the diagnosticity ratio was thought to reflect the extent to 

which a procedure was diagnostic of suspect guilt (Lindsay & Wells, 1980). That is, 

procedures that produce a higher diagnosticity ratio are to be preferred. When viewed from a 

signal detection standpoint, the statistic largely captures changes in response bias – as 

opposed to discriminability – because it is very sensitive to changes in the false identification 

rate (Clark, 2012a; Wixted & Mickes, 2012). In most lineup studies, the target identification 

rate is greater than the false identification rate. As responding becomes more conservative, 

the false identification rate denominator approaches zero. This can result in a very large 

diagnosticity ratio. This property leads the diagnosticity ratio to favour conservative lineup 

procedures that reduce both target and false identifications, which was not widely appreciated 

for much of the period where it dominated eyewitness memory research. The use of this 

measure contributed to the development of the “no cost view” (Clark, 2012a, 2012b). Many 

lineup studies claimed that reforms that reduced false identifications either did not reduce 

target identifications or that the benefit of the larger reduction in false identifications 

outweighed a small reduction in target identifications (e.g. Lindsay & Pozzulo, 1999; Steblay 

et al., 2011b). Despite the findings of earlier studies, Clark (2012a) showed that the strong 

version of the “no cost view” does not hold for any of the major lineup reforms that have 

since been adopted as policy; in each case, a reduction in false identifications was 

accompanied by a reduction in target identifications. Additionally, the argument that the 

benefit of reducing false identifications outweighs the small loss of correct identifications is 

subjective, depending on the weighting of each major lineup error, failing to identify a target 



  30 

 

and falsely identifying an innocent suspect. In effect, this weaker version of the “no cost 

view” presumes that a false identification is a far more serious error than a miss, which aligns 

with the values of many countries that employ an English legal system (Epps, 2015).  

Research highlighting the tendency of the diagnosticity ratio to favour conservative 

procedures proposed that lineup procedures should instead be compared in terms of 

discriminability (Wixted & Mickes, 2012). This required the adoption of a signal detection 

framework that had seen limited use in eyewitness memory (Meissner et al., 2005), despite its 

long history in theoretical recognition memory research.  

1.7.2.2 Receiver Operating Characteristic Analysis  

In Sections 1.3 and 1.6, discriminability is formalised as the distance between the 

mean of two Gaussian distributions in units of their pooled standard deviation. This quantity 

is specific to a given signal detection model. For the equal variance model of the yes/no task, 

discriminability can be estimated using a particular closed-form solution. For the unequal 

variance lineup models, it must be estimated computationally using the likelihood functions 

that give the probability of each decision lineup decision outcome. Receiver Operating 

Characteristic (ROC) analysis provides an alternative method to signal detection modelling 

for measuring discriminability independent of response bias (Macmillan & Creelman, 2005). 

In general, a ROC curve can be constructed for a test procedure by plotting cumulative hit 

rates against cumulative false alarm rates at multiple levels of response bias. Discriminability 

can be measured by joining the hit rate/false alarm rate points and summing the resulting area 

under the ROC curve (AUC). All hit rate/false alarm rate pairs on a ROC curve are associated 

with the same level of discriminability, so greater AUC reflects greater discriminability.  

ROC curves are constructed from lineup data by plotting the cumulative target 

identification rate against the cumulative false identification rate at multiple post-decision 

confidence categories, from conservative to lenient (Gronlund et al., 2014). The area under 
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the lineup ROC curve therefore provides a task-level measure of ability to discriminate 

targets from innocent suspects. If there is no designated innocent suspect in target absent 

lineups, then the false identification rate may be estimated by dividing the target absent foil 

identification rate by the lineup size. Some studies without a designated innocent suspect on 

target absent lineups plot the correct identification rate against the target absent foil 

identification rate (Mickes et al., 2017; Seale-Carlisle et al., 2019; Wilson et al., 2018), 

ostensibly to increase statistical power. In this case, AUC measures discriminability for guilty 

suspects compared to foils from a target absent lineup. Foil identifications on target present 

lineups and, in most cases, target absent lineups are not represented by a lineup ROC curve. 

As a result, these curves do not extend over the full range from zero to one in ROC space, as 

do ROC curves from tasks that share the 2 x 2 decision outcome structure of the yes/no task 

shown in Table 1.1. A lineup ROC curve terminates at the false identification/false alarm rate 

for the most lenient confidence category. As a result, lineup procedures are compared using 

partial AUC (pAUC), where the cut point for comparing pAUC for each curve is typically set 

at the most lenient false identification/false alarm rate for the more conservative procedure 

(Gronlund et al., 2014). This means that some portion of the ROC curve of the more lenient 

procedure will be discarded when making the comparison. This limitation has led some 

researchers to argue against the use of ROC analysis (Lampinen et al., 2019; Smith et al., 

2019).  

The aim of ROC analysis is to measure discriminability without relying on an 

underlying signal detection model. One benefit to this approach is that any two lineup 

procedures can be compared in terms of AUC, whereas comparing discriminability between 

lineup procedures requires careful selection and specification of models that can account for 

the structure of the tasks. However, “theory-free” quantification of discriminability requires 

compromises, even under ideal conditions. AUC is most often calculated is by connecting the 
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hit rate/false alarm rate pairs comprising the ROC curve using straight lines and summing the 

areas of the resulting trapezoids. As ROCs are generally curvilinear, this trapezoidal AUC 

calculation underestimates true AUC (Macmillan & Creelman, 2005; Wickens, 2002), a bias 

which worsens for ROC curves with fewer points. As participants in eyewitness memory 

experiments generally provide only a single lineup decision, a large sample is required in 

order to plot ROCs curves with many points. In the case of a single hit rate/false alarm rate 

pair, trapezoidal AUC cannot be calculated. This might be the case for a dataset that does not 

contain confidence ratings or when working with summary data from published studies. The 

next-most "theory-free" option is an average area statistic, A' (Pollack & Hsieh, 1969). A' 

behaves poorly at very high levels of performance and the formula for its calculation implies 

that the signal and noise distributions have equal variance, although it does not specify the 

form of these distributions (Wickens, 2002). It is therefore ill-suited to recognition memory 

tasks in general, where the respective variances of the signal and noise distributions are 

known to be unequal (Mickes et al., 2007; Wixted et al., 2018). The other alternatives for a 

single hit rate/false alarm rate point are to calculate discriminability from the yes/no task, 

using the formula described in Section 1.3 (Mickes et al., 2014), or the area under the 

theoretical isosensitivity curve Az, both of which assume underlying Gaussian distributions 

for signal and noise. At this point, the measures are no longer atheoretical as some sort of 

underlying model is assumed. Az is derived from a model for the two-alternative 2AFC 

decision task (Green & Swets, 1966). The 2AFC model is unlikely to adequately characterise 

data from the police lineup, as lineup tasks are not forced choice and generally contain three 

or more items.  

1.7.2.3 Area under the Curve and Discriminability  

AUC is perhaps best thought of as a measure of a detector’s ability to sort stimuli in 

to the correct response category, whereas discriminability is a measure of the separation of 
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underlying signal and noise distributions for a given decision task according to a particular 

signal detection model. The original justification for using AUC as a “model free” measure of 

decision performance is the finding that AUC for the 2AFC task is equal to discriminability 

for a model of the 2AFC task with underlying Gaussian distributions for signal and noise, the 

so called Area Theorem (Green & Swets, 1966). It is important to note that this one-to-one 

relationship between AUC and discriminability does not hold for other tasks. This means that 

AUC and discriminability can be dissociated in cases where some structural feature of the 

memory test affects the shape of the ROC curve (Rotello & Chen, 2016; Rotello et al., 2015; 

Stephens et al., 2019; Wixted & Mickes, 2018).  

Once again, the comparison of AUC for the two-alternative forced choice (2AFC) 

task and yes/no task provides an example of such a dissociation. As discussed in Section 1.4, 

performance in terms of observed hit and false alarm rates is reliably better on a 2AFC test 

compared to a yes/no test, even when discriminability for each task, as estimated by 

appropriate models, is very similar (Jang et al., 2009; Macmillan & Creelman, 2005; Wixted 

& Mickes, 2018). AUC is calculated using these observed hit and false alarm rates, which 

means that AUC is reliably greater for a 2AFC memory test than for a yes/no memory test 

under the same conditions. This is a shortcoming of ROC analysis for comparing data 

generated from these tasks; it can neither separate nor quantify the respective contributions of 

discriminability and task structure to any differences in observed performance.   

The potential for dissociation between AUC and discriminability is relevant to 

theoretical development in lineup research. When aspects of the lineup task are manipulated 

that do not alter the structure of the task, differences in AUC are likely to reflect differences 

in discriminability. For example, Carlson et al. (2019, experiment one) manipulated the 

number of features shared between lineup items using computer generated stimuli. They 

found that AUC was greater in conditions where there were fewer shared features. In all 
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experimental conditions, participants were tested using six item simultaneous lineups. As the 

lineup task was the same in each experimental condition, the greater AUC for the conditions 

in which fewer features were shared between the lineup items likely reflects greater 

discriminability. This result is theoretically informative; greater performance for one 

condition is explained by a corresponding increase in a latent variable. It also conforms to a 

prediction of the diagnostic feature detection theory of eyewitness memory, described in 

Section 1.8.3.  

As foreshadowed in Section 1.6, some procedural manipulations alter the structure of 

lineup task, which affects the shape of the corresponding ROC curve. There are three major 

lines of research affected by this issue; the comparison of the single-suspect showup to a 

lineup, the comparison of lineups that differ in the number of items they contain and the 

comparison of the simultaneous lineup and the sequential stopping-rule lineup.  

The showup is a special case of the lineup with only one item, so the first two issues 

can be discussed together. As the number of lineup items increases, the maximum possible 

false identification rate decreases. Recall that a lineup ROC curve terminates at the false 

identification rate of the lowest confidence category, i.e. the choose/no-choose threshold. 

Under the most lenient response bias, i.e. always choose an item, the false identification rate 

is equal to 1 divided by the lineup size. This means that lineups with fewer items necessarily 

have higher false alarm rates at the choose/no-choose threshold and extend further along the 

x-axis in ROC space. As a result, AUC (and pAUC at the same cut point) will differ between 

ROC curves from lineups containing different numbers of items, even if discriminability is 

the same. A simulation presented in Section 2.4.4 illustrates this effect. The shape of the 

sequential stopping rule lineup ROC is also affected by the structure of the task. Through 

simulation, Rotello and Chen (2016) showed that the stopping rule constraint of the 

sequential lineup leads to a non-monotonic ROC curve (also see Cohen et al., 2020), which 
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has been demonstrated empirically by Wilson et al. (2019). As responding becomes 

increasingly lenient, target and false identification rates decrease, because the first 

sequentially presented item will tend to be identified, resulting in the sequential lineup ROC 

curve falling back toward the line of chance performance. In contrast, the simultaneous ROC 

curve is monotonic; responding becomes more lenient, target and false identification rates 

increase. As in the situation of comparing lineups with different numbers of items, a 

difference in AUC between simultaneous and sequential presentation using a stopping rule 

does not necessarily indicate a difference in discriminability. 

Many studies have used ROC analysis to compare showups and lineups (Colloff & 

Wixted, 2019; Gronlund et al., 2012; Key et al., 2015; Neuschatz et al., 2016; Wetmore et al., 

2015; Wooten et al., 2020), reporting that lineups reliably lead to greater AUC. A number of 

studies have also compared simultaneous presentation to sequential presentation using ROC 

analysis. Some have reported greater AUC for simultaneous presentation (Experiment 1a 

Carlson & Carlson, 2014; Dobolyi & Dodson, 2013; Mickes et al., 2012; Neuschatz et al., 

2016), while others have reported no difference between the procedures (Experiment 1b and 

2 Andersen et al., 2014; Flowe et al., 2016; Gronlund et al., 2012; Mickes et al., 2012; Sučić 

et al., 2015). The results of these ROC studies are of great applied significance. Lower AUC 

for showups indicates that police should prefer lineups to showups, despite the relative ease 

of constructing administering showups (Wells et al., 2020). Greater AUC for the 

simultaneous lineup compared to the sequential lineup is contradicts the previous consensus 

in the literature. For many years, sequential presentation was thought to be superior to 

simultaneous presentation, based on the finding that it reliably produces a greater 

diagnosticity ratio (Steblay et al., 2011b). As previously discussed, the diagnosticity ratio is 

effectively a measure of response bias that favours conservative procedures. Consistent with 

this, subsequent research has found that the sequential lineup leads to more conservative 
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responding than the simultaneous lineup (Palmer & Brewer, 2012). If the simultaneous lineup 

is associated with greater AUC than the sequential lineup, then it may give policymakers 

cause to re-examine its use in real police lineups. From a theoretical perspective, the results 

of ROC analysis provide minimal explanation for why lineups outperform showups or why 

simultaneous presentation outperforms sequential presentation, because differences in AUC 

between these lineup tasks reflect some combination of task structure and discriminability.    

1.7.3 Theoretical Limitations of Non-Model Based Measures 

The introduction of ROC analysis is a positive development for addressing applied 

research questions in lineup research. AUC provides a measure of discrimination ability 

dissociated from response bias, in contrast to previously employed choosing rate measures. 

The advantages of ROC analysis have been noted by policymakers (National Research 

Council, 2014). However, the significant effort expended on debating which measure should 

be used to compare lineup procedures in terms of their applied utility (Lampinen, 2016; 

Wells et al., 2015b; Wixted et al., 2017) does not address the question of their theoretical 

utility.  

Choosing-rate based measures and ROC analysis are of minimal utility for addressing 

theoretical questions because they are uninformative with respect to how changes in observed 

responses reflect changes in latent variables discriminability and response bias. That is, they 

are unable to explain why one procedure might lead to superior applied outcomes, however 

that might be defined. An ability to explain how differences in observed decision outcomes 

arise, rather than simply describe them with respect to applied aims, lies at the heart of 

developing and testing theories of eyewitness memory. These theories can be used to guide 

the development of future lineup procedures, rather than relying on intuition or instinct. The 

importance of theoretical development in this regard has been emphasised by numerous 

authors (e.g. Brewer et al., 2007; Clark, 2008; Clark et al., 2015a; Clark et al., 2014; Lane & 
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Meissner, 2008; Wells, 2008). However, much lineup research remains resolutely applied in 

focus, tending to address theoretical concerns only when there is overlap with some applied 

question (Carlson et al., 2019; Wooten et al., 2020).   

In contrast to choosing rate based measures and ROC analysis, signal detection 

models measure latent variables that determine observed performance. Using these models, it 

is possible to quantify the effects of changes to lineup procedure on discriminability and 

response bias, in addition to the contribution of task structure. The ability to explain how 

changes to lineup procedure result in observed decision outcomes provides a starting point 

for developing and testing theories of eyewitness memory that choosing rate based measures 

and ROC analysis cannot.  

1.8 Theories of Eyewitness Memory 

Section 1.7.1 explored how the modern period of lineup research came to focus more 

on applied rather than theoretical research. This focus is reflected in the decision to compare 

procedures in terms of observed decision outcomes rather than latent variables. It has also 

influenced the theory advanced to explain patterns in observed decision outcomes (Bornstein 

& Penrod, 2008; Gronlund & Benjamin, 2018). This section reviews the two major 

theoretical positions in lineup research. The first of these is the distinction between absolute 

and relative judgment distinction (Wells, 1984), which was the dominant framework for 

much of the field’s history and is closely linked to the diagnosticity ratio statistic. It proposes 

that differences in observed decision outcomes between lineup procedures result from the 

extent to which they encourage witnesses to adopt an absolute as opposed to a relative 

judgment strategy. The second is a signal detection-based diagnostic feature detection theory 

of eyewitness memory proposed by Wixted and Mickes (2014). This theory states that 

differences in observed decision outcomes between lineup procedures result from differences 
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in discriminability, which is facilitated by the extent to which a procedure allows witnesses to 

isolate distinctive features shared by the target and the lineup items.  

1.8.1 Absolute vs Relative Judgment  

Wells (1984) proposed a theoretical distinction between absolute and relative 

judgment strategies. Witnesses who adopt a relative judgement strategy select the lineup item 

most similar to the target relative to the other lineup items. This results in them identifying 

more readily when the target is absent from the lineup. In contrast, witnesses who adopt an 

absolute strategy directly compare each lineup item to their memory for the target. This 

results in them identifying less readily from target absent lineups, provided that the innocent 

suspect does not resemble the target to a greater degree than the other foils.  

This distinction was proposed based on the results of early lineup studies (Lindsay & 

Wells, 1980) that manipulated the similarity between foils and the innocent suspect on target 

absent lineups but held constant the similarity between the innocent suspect and the target. 

Participants were more likely to select the innocent suspect when the foils were dissimilar 

rather than when they were similar (also see Wells et al., 1993). Wells (1984) interpreted this 

as evidence of a relative judgment strategy, because the similarity of the innocent suspect 

changed relative to the foils surrounding it, not to the target. Malpass and Devine (1981) 

found that informing witnesses that the perpetrator may or may not be present in the lineup 

reduced the tendency for witnesses to choose on a target absent lineups but not target present 

lineups. This was interpreted as an instruction that successfully discouraging participants 

from adopting relative judgement strategy. 

In an experimental demonstration of the operation of relative judgements, Wells 

(1993) compared the choosing rates of participants shown a simultaneous six-item target 

present lineup to those shown the same lineup but with the target removed. In the target 

removed condition, a large proportion of participants identified the next-most frequently 
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chosen item from the target present condition rather than rejecting the lineup. This pattern of 

results was presumed to reflect the operation of a relative judgement strategy, because 

participants employing an absolute judgement strategy would have rejected the target 

removed lineup rather than identifying another lineup member (Quinlivan et al., 2017; Wells 

et al., 1998). Based on this empirical evidence, the absolute vs. relative judgement distinction 

became a guiding framework for motivating the reforms proposed by Wells et al. (1998), 

which influenced the guidelines developed by US National Department of Justice (1999). 

That is, some reforms proposed in this period of eyewitness research sought a priori to 

reduce participants’ use of a relative judgement strategy, while other studies argued post hoc 

that a reduction in false identification rates was due to some procedural manipulation 

discouraging the use of a relative judgement strategy (Wells et al., 1998).   

1.8.1.1 Limitations of the Absolute vs. Relative Judgment Distinction 

A major limitation of the absolute vs. relative judgement distinction is that it is 

verbally specified. Verbal theories are difficult to falsify because their predictions are 

imprecise and therefore difficult to test. Many studies that were interpreted as supporting the 

absolute vs. relative distinction manipulated some factor that is presumed to influence 

judgement strategy and showed the expected effect on the rate of target and false 

identification, often summarised using the diagnosticity ratio (e.g. Lindsay & Wells, 1985; 

Lindsay et al., 1991b). This indirect method is necessary because the theory does not provide 

a measurement model that maps observed performance to latent variables that represent 

absolute and relative judgment. It also rests heavily on the validity of the experimental 

manipulation. Some studies sought to measure the contribution of absolute and relative 

judgement through self-report (Dunning & Stern, 1994; Lindsay et al., 1991a) although this 

rests on the assumption that participants have insight in to their cognitive processes, which is 
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known to be false under a variety of conditions (Haeffel & Howard, 2010; Nisbett & Wilson, 

1977). 

Realising the limitations of verbal specification, Clark (2003) formalised the absolute 

vs. relative judgment distinction in a global memory matching model called WITNESS. This 

model has parameters that correspond to the contributions of an absolute vs. relative 

judgment strategy. Fits of the model to data from previous studies (Clark et al., 2011) found 

some evidence for the superiority of an absolute strategy. However, the parameters in the 

WITNESS model for absolute and relative judgement were found be difficult to identify by 

Fife et al. (2014). This means that WITNESS can predict the same decision outcome rates 

using most combinations of parameter values for the respective contributions of absolute and 

relative judgment. Thus, the extent to which absolute and relative judgement determine 

witness decision performance remains unclear.  

Finally, the theory alludes to constructs from formal models of recognition memory 

without adopting the formal aspects of these frameworks to understand performance (Clark, 

2012b). Models of recognition memory often include some kind of threshold for degree of 

match to memory that separates one kind of response from another, e.g. a rejection from an 

identification. The absolute decision strategy is described as comparing each individual 

lineup item to a decision criterion. In contrast, the relative judgement strategy is described as 

involving no criterion and nothing preventing a witness from making an identification, other 

than that the items cannot all be equally familiar (Wells, 1984; Wells et al., 1998). Gronlund 

et al. (2015) reinterpreted the results of Wells (1993) through a signal detection theory lens, 

arguing that their results could reflect the situation where the target and the next most 

familiar foil exceed the decision criterion. Once the target is removed, the next most familiar 

foil will be selected under the same criterion. That is, the results of Wells (1993) are also 

consistent with a single criterion explanation. In fact, some researchers have proposed that 
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the absolute vs. relative judgement distinction is a theory of response bias (Wixted & Mickes, 

2014). The difference between the two strategies is essentially that one strategy has a much 

lower criterion for identifying an item. Additionally, McAdoo and Gronlund (2016) 

formalised the absolute vs relative judgement distinction as a dual process signal detection 

model, where absolute judgements are analogous to recollection and relative judgements are 

analogous to recognition (Yonelinas, 1994). Using a ranking task, they showed that memory 

appeared to be based on recognition alone, contrary to the verbal description of relative 

judgement theory in Wells et al. (2012), which implied that some target identifications are 

based on recollection and some on recognition. Given the known limitations of dual-process 

theories of recognition memory in explaining patterns in observed data (Dunn, 2004; Wais et 

al., 2008), this development is unlikely to advance the absolute vs relative distinction to any 

great extent.  

These theoretical issues do not just impede the building of scientific understanding, 

they also limit the utility of the theory for addressing applied problems. The limitations of the 

absolute vs. relative judgement distinction as a guiding framework are most evident when 

examining its role in the development of the sequential stopping rule lineup.  

1.8.1.2 Development of the Sequential Stopping Rule Lineup 

In their rationale for developing the sequential stopping rule lineup, Lindsay and 

Wells (1985) proposed that presenting lineup items sequentially would discourage witnesses 

from adopting a relative judgment strategy, thereby reducing the false alarm rate compared to 

simultaneous item presentation. Presumably, this is because sequential item presentation 

restricts the ability of witnesses to compare across lineup items. An experiment comparing 

the two procedures showed that the sequential stopping rule lineup led to a small reduction in 

the target identification rate and a larger reduction in the false identification rate compared to 

the simultaneous lineup. Lindsay and Wells (1985) compared the two procedures using the 
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diagnosticity ratio statistic discussed in Section 1.7.2.1, finding that sequential presentation 

generated a higher diagnosticity ratio. The finding that sequential presentation led to a higher 

diagnosticity ratio than simultaneous presentation, largely due to a reduction in the false 

identification rate, was replicated in many subsequent studies (Steblay et al., 2001; Steblay et 

al., 2011b).  

This pattern of results was considered to support the absolute vs. relative judgement 

distinction and was also interpreted as evidence for the efficacy of sequential presentation in 

discouraging relative judgements. However, subsequent research employing signal detection 

theory has shown that this apparent sequential lineup advantage as indicated by the 

diagnosticity ratio is a result of more conservative responding (Mickes et al., 2012; Palmer & 

Brewer, 2012). The sequential lineup is likely to be either no different or possibly inferior to 

the simultaneous lineup in terms of discriminability (Mickes et al., 2012; Palmer & Brewer, 

2012). The absolute vs. relative distinction is not informative in this regard because it does 

not make predictions about discriminability. Rather, this new understanding of the sequential 

lineup was reached by adopting the kinds of analysis used in theoretical recognition memory 

research. This potential misunderstanding of the effects of sequential item presentation on 

decision behaviour emphasises the limitations of a heavy focus on applied outcomes and a 

disconnection with relevant theoretical research (Gronlund & Benjamin, 2018). The 

combination of a limited theory, in the form of the absolute vs. relative judgement distinction, 

and a misleading dependent measure, in the form of the diagnosticity ratio, led researchers to 

develop the sequential lineup and advocate for its use. Its utility for real police jurisdictions is 

currently unclear, as it may not outperform the simultaneous lineup procedure. 

1.8.1.3 Summary  

The absolute vs. relative judgement distinction is ill-suited to guiding the 

development of future lineup procedures. In verbal form, it is difficult to test and, when 
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formalised, the predictions it makes about latent variables corresponding to the contributions 

of each decision strategy have found minimal support. Finally, the theory makes no clear 

predictions about the effect of changes to lineup procedure on discriminability, the latent 

variable of greatest theoretical interest to memory researchers.  

1.8.2 Diagnostic Feature Detection Theory 

Wixted and Mickes (2014) proposed a theory based on a signal detection framework 

to account for the results of ROC studies showing that simultaneous presentation was 

associated with greater AUC than sequential presentation (Carlson & Carlson, 2014; Dobolyi 

& Dodson, 2013; Mickes et al., 2012). Dubbed the Diagnostic Feature Detection Theory 

(DFDT), it proposes that discriminability on the lineup task results from the isolation of 

distinctive features shared uniquely by the perpetrator and the lineup items. Drawing on 

research in perceptual discrimination (Gibson, 1969), Wixted and Mickes (2014) suggested 

that affording witnesses greater opportunity to compare across lineup items may enhance 

discriminability by facilitating the isolation of distinctive features. This is in contrast to the 

absolute vs relative judgment distinction, which proposes that comparing across lineup 

members is detrimental to decision accuracy (Wixted & Mickes, 2014). DFDT predicts that 

simultaneous presentation should be associated with greater discriminability than sequential 

presentation because witnesses are better able to compare across items on the simultaneous 

lineup compared to the sequential stopping rule lineup. This explains the observed AUC 

advantage for simultaneous presentation. 

Wixted and Mickes (2014) produced a simulation to show how the presence of 

additional items in a simultaneous lineup might allow the detection of features compared to a 

single suspect showup. They modelled four features; age, race, face shape and eye size. The 

features shared by a lineup item and the witness’s memory of the perpetrator were modelled 

as a random draw from a Gaussian distribution with a mean of 1 and a standard deviation of 
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1.22. Features not shared by a lineup item and the witness’s memory for the perpetrator were 

modelled as a random draw from a Gaussian distribution with mean of 0 and a standard 

deviation of 1. The higher mean for shared feature distributions is because features of the 

perpetrator encoded during the event should elicit greater memory strength than features not 

encoded during the event and the larger standard deviation reflects encoding variability 

(Mickes et al., 2007). Memory strength for each feature was combined by summing their 

means and variances to calculate an overall discriminability value for each test format. In the 

simulation, the innocent suspect shared age and race, but not face shape and eye size, with the 

target. It was assumed that the simultaneous lineup allows witnesses to discount the common 

features of age and race and focus only on the distinctive features of face shape and eye size, 

which leads to greater discriminability between the target and the innocent suspect compared 

to the showup, on which witnesses could not discount the common features of age and race. 

This formalisation of DFDT makes a number of predictions about the effect of 

structural changes to lineup procedures on discriminability. It predicts that the simultaneous 

lineup will be associated with greater discriminability than the single suspect showup and the 

sequential lineup, as the simultaneous lineup offers more opportunity to compare across 

lineup members. It also predicts that discriminability will increase over the course of the 

sequential stopping rule lineup, as the presentation of each item provides an additional 

opportunity to isolate distinctive features. These predictions pertain to structural aspects of 

the lineup task. As discussed in Section 1.7.2.3, when two tasks differ in structure, greater 

AUC for one task compared to another does not necessarily indicate greater discriminability. 

In this case, comparing tasks in terms of discriminability requires signal detection models that 

can account for task structure. This is pertinent to studies employing ROC analysis that either 

aimed to test DFDT or have been retrospectively interpreted as supporting its predictions.  
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1.8.2.1 Simultaneous vs. Sequential Item Presentation Prediction  

DFDT predicts that discriminability will be lower for both the sequential stopping rule 

lineup and the UK lineup compared to the simultaneous lineup. As discussed in Section 

1.7.2.3, AUC and discriminability are dissociated for the sequential stopping rule lineup, so it 

is not possible to say whether greater AUC for simultaneous presentation (e.g. Mickes et al., 

2012) indicates greater discriminability. The only study comparing the two procedures by 

fitting a signal detection model was conducted by Palmer and Brewer (2012). Employing the 

SDT-INT model, they found that the two procedures did not differ in discriminability, 

contrary to the prediction of DFDT. However, as discussed in Section 1.6.1.1, SDT-INT is 

not consistent with the stopping rule constraint, which may have affected Palmer and 

Brewer’s (2012) results. Study one of this thesis is the first since the introduction of DFDT 

(Wixted & Mickes, 2014) to test this prediction of the theory by measuring discriminability 

using a suitable model of the sequential lineup, SDT-SEQ, rather than using AUC as proxy.  

Also relevant to this prediction of DFDT are studies comparing the simultaneous 

lineup to the sequentially presented UK lineup (Seale-Carlisle & Mickes, 2016 ; Seale-

Carlisle et al., 2019 ). On both tasks, only a single identification decision is made after the 

presentation of all items, as opposed to the yes/no decision for each item on the sequential 

stopping rule lineup. This means that simultaneous and UK lineups do not fundamentally 

differ in structure, despite the fact that lineup items are presented sequentially on the UK 

lineup and that the set of items must be viewed twice before making an identification 

decision. Holding all else equal, a difference in AUC between the procedures therefore likely 

reflects a difference in discriminability. Seale-Carlisle et al. (2019) and Seale-Carlisle and 

Mickes (2016) employed ROC analysis and signal detection modelling, finding that the 

simultaneous lineup is associated with both greater AUC and discriminability than the UK 

lineup, consistent with the predictions of DFDT. It is unclear whether the sequential 
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presentation of items is the primary cause of this decrement, as concluded by Seale-Carlisle 

et al. (2019), or whether it is due to some other aspect of the UK lineup procedure. Study two 

of this thesis seeks to clarify the effects of sequential item presentation by comparing 

simultaneous, sequential and UK lineup presentation, extending the findings of study one.    

1.8.2.2 Sequential Lineup Position Effect Prediction 

Wilson et al. (2019) found an increase in discriminability from serial position one to 

position two on the sequential stopping rule lineup task. This partially conforms to the 

predictions of DFDT, although the theory is somewhat unclear about whether discriminability 

should continue to increase with lineup size or whether this effect is mitigated by some other 

factor, such as newly presented test items interfering with memory for the target (Seale-

Carlisle et al., 2019). As discussed in Section 1.6.3, Wilson et al. (2019) fit the SDT-SEQ 

model to estimate discriminability at each serial position, which does not account for the 

position at which an identification was made and is therefore ill-suited to investigating 

position effects. Study three of this thesis develops the Independent Sequential Lineup (ISL) 

model, which does account for identification position, and uses it to reanalyse the Wilson et 

al. (2019) data in addition to new experimental data, providing a further test of the DFDT 

prediction that discriminability increases with over the course of the sequential lineup.  

1.8.2.3 Showup vs. Simultaneous Lineup Prediction 

A number of studies have used ROC analysis to compare discriminability on the showup and 

the simultaneous lineup. All studies reported that AUC was greater for the simultaneous 

lineup than the showup. As for the sequential lineup, the two procedures differ in structure, 

which means that differences in AUC do not necessarily indicate differences in 

discriminability. Of these studies, Colloff and Wixted (2019) also fit a signal detection model 

to the data, which indicated that the simultaneous lineup was associated with greater 

discriminability than the showup. Colloff and Wixted (2019) also conducted an informative 
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experimental test of DFDT, comparing performance on the single suspect showup to a 

showup where the single suspect for identification was surrounded by foils that could not be 

chosen. Both AUC and discriminability were higher in the “simultaneous showup” condition 

compared to the single suspect showup condition. The presence of foil items, even if they 

could not be chosen by the witness, seems to have improved discriminability, which is 

consistent with DFDT.  

1.8.2.4 Other Predictions 

Predictions of the theory not related to task structure are also supported by empirical 

results. Carlson et al. (2019)  manipulated the number of distinctive features shared the target 

and the lineup items using both computer generated and real stimuli. They found that AUC 

was greater when fewer features were shared between the lineup items, i.e. when there were 

more distinctive features, concluding that this result supported the predictions DFDT. As the 

same six-item simultaneous lineup was used for each experimental condition, differences in 

AUC between the conditions likely reflect differences in discriminability caused by the 

manipulation of the number of shared features. The prediction that increasing the similarity of 

lineup foils improves discriminability because it better allows witnesses to isolate diagnostic 

features has also found empirical support (Colloff et al., 2016; Colloff et al., 2018; Colloff et 

al., 2017; Wetmore et al., 2017).  

1.8.2.5 Summary 

DFDT improves on the absolute vs. relative judgements distinction because it makes 

testable predictions about the effect of procedural reforms on discriminability, one of the 

most important latent variables measured by models of recognition memory. Testing the 

DFDT predictions that relate to structural aspects of lineup procedure therefore requires 

signal detection models that can capture the structure of the tasks under investigation. 
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1.8.3 Limitations of Existing Modelling Research for Theoretical Development 

Wixted and Mickes (2018) proposed that AUC as measured by ROC analysis, which 

they term empirical discriminability, is relevant to policy concerns, while discriminability as 

measured by signal detection models, which they term underlying discriminability, is relevant 

to theoretical questions. Aside from legal considerations of procedural fairness, this implies 

that policy makers should prefer the lineup procedure that produces the greatest AUC 

regardless of whether this results from greater discriminability for that procedure or some 

structural aspect of the task. As argued in Section 1.7.3, it is important to understand why one 

procedure leads to better performance in terms of observed decision outcomes than another. 

This knowledge can be built in to coherent theories, which can be used to develop lineup 

procedures that better achieve applied aims. Wixted and Mickes (2018) also state that the 

measures most often agree about which procedure is superior, a claim used by others (e.g. 

Colloff & Wixted, 2019; Wooten et al., 2020) as a justification for interpreting AUC as a 

proxy for discriminability. As discussed in Section 1.7.2.3, AUC is only a proxy for 

discriminability when the procedural manipulation in question does not alter the structure of 

the lineup task.  

 While some studies have used signal detection models to specifically address 

theoretical questions (Wilson et al., 2019; Wixted et al., 2018), many studies have employed 

model based analyses as a complement to ROC analysis (Colloff et al., 2016; Colloff et al., 

2017; Colloff & Wixted, 2019; Seale-Carlisle & Mickes, 2016; Seale-Carlisle et al., 2019) or 

choosing rate based analyses (Smalarz et al., 2019). For example, Seale-Carlisle and Mickes 

(2016) and Seale-Carlisle et al. (2019) reported both AUC and discriminability as estimated 

by a signal detection model for simultaneous lineup presentation compared to UK lineup 

presentation. They largely focused on the applied utility of the procedures as measured by 

AUC when discussing their results, commenting that discriminability and AUC agreed in all 
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cases about which procedure should be preferred. While researchers take care to highlight the 

conceptual difference and potential for dissociation between AUC and discriminability 

(Colloff & Wixted, 2019), this approach has the potential to obscure the different purpose of 

the two measures as outlined by (Wixted & Mickes, 2018). This body of research may give 

the impression that modelling is most useful as a kind of “sanity check” for the results of 

ROC analysis with respect to the applied utility of a given procedure. In fact, model based 

analyses aim to answer theoretical questions and are a necessity when procedural 

manipulations alter the structure of the lineup task, leading to a dissociation between AUC 

and discriminability. Theoretical development in lineup research would be hampered if signal 

detection models were primarily used to support the result of ROC analysis with respect to 

applied outcomes.  

1.9 Aims and Study Summaries  

This thesis aims to improve understanding of how the sequential presentation of 

lineup items affects memory strength, i.e. discriminability, and response bias. Much prior 

research examining the sequential stopping rule lineup (Lindsay & Wells, 1985) has 

employed ROC analysis as a proxy for discriminability (e.g. Mickes et al., 2012), however 

AUC does not measure discriminability on this task because the stopping rule constraint 

affects the shape of the ROC curve (Rotello & Chen, 2016; Wilson et al., 2019). Other 

research has measured discriminability on the sequential stopping rule lineup task using 

signal detection models that do not account for the stopping rule constraint (Carlson et al., 

2016; Palmer & Brewer, 2012), potentially compromising measurement accuracy. Measuring 

discriminability on the stopping-rule sequential lineup requires the development of models 

that can account for the unique constraint that an identification terminates the memory test.  

The first study in this thesis develops a signal detection model for characterising data 

from the sequential lineup task, SDT-SEQ. This model, along with two extant candidate 
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models of the simultaneous lineup, SDT-MAX and SDT-INT, is fit to lineup data to compare 

the simultaneous and sequential stopping rule lineups in terms of discriminability and 

response bias. This tests the prediction of the diagnostic feature detection hypothesis that the 

sequential presentation of items impairs discriminability relative to the simultaneous 

presentation of items. Two corpora of previously published studies comparing simultaneous 

and sequential stopping-rule presentation are analysed, in addition to data from a new 

experiment comparing simultaneous and sequential presentation. This experiment addresses 

the limitations of earlier studies by employing a larger sample size. In an attempt to minimise 

the potential for stimulus effects, a pool of stimuli that acted as both targets and foils was 

used, rather a single target with a set of accompanying foils. This study also allows some 

comparison of the performance of SDT-MAX and SDT-INT in accounting for simultaneous 

lineup data.  

The second study extends the first by comparing simultaneous, sequential stopping 

rule and UK lineup presentation in a more powerful experiment. This is the first study to 

compare the sequential stopping rule lineup and the UK lineup directly. The aim is to unify 

the results of previous studies that have separately compared these tasks to the simultaneous 

lineup in order to clarify whether the sequential presentation of items itself negatively affects 

discriminability, as proposed by the diagnostic feature detection hypothesis, or whether some 

other aspect of the UK lineup task might be responsible for its apparent decrement in 

discriminability compared to the simultaneous lineup (Seale-Carlisle & Mickes, 2016; Seale-

Carlisle et al., 2019; Wixted et al., 2018). 

The third study develops a model for examining changes in discriminability and 

response bias over serial position in the sequential stopping rule lineup, the ISL model. The 

critical difference between the ISL model and the SDT-SEQ model developed in the first 

study is that the ISL model accounts for the serial position at which an identification is made, 
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whereas SDT-SEQ does not. This model is used to reanalyse the results of a previous study 

that reported an increase in discriminability with serial position (Wilson et al., 2019), 

consistent with diagnostic feature detection theory, in addition to newly collected 

experimental data.  

Together, these three studies employ a measurement model approach informed by 

research in theoretical research on recognition memory. They develop and apply new models 

to address both theoretical and applied questions about how item presentation format affects 

decision behaviour. The broad aim is to increase understanding of eyewitness memory and 

the procedures used to collect identification evidence. 
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Chapter 2 

2.1 Preface to Study One 

Previous studies evaluating the performance of the simultaneous and sequential 

stopping rule lineup procedures have compared the procedures in terms of observed decision 

outcomes, rather than the latent variables that determine them. This body of research is of 

some applied utility in determining which procedure should be preferred by policymakers. 

However, it is limited in its ability to inform theory because it does not explain why changing 

the presentation format of the lineup leads to changes in the observed decision outcomes of 

interest.  

Study one introduces a measurement model approach based in signal detection theory 

that can be used to quantify two important latent variables that govern observed decision 

outcomes, discriminability and response bias. In order to accurately estimate these 

parameters, it is necessary for the models to capture the structure of the task under 

investigation. This is relevant to the stopping rule constraint used in the most commonly 

studied version of the sequential lineup tasks, which means that not all items will be seen by 

every participant on every trial. This study develops and describes a model that accounts for 

this constraint of the sequential stopping rule lineup, SDT-SEQ. 

This model, in conjunction with models of the simultaneous lineup, SDT-MAX, SDT-

INT and the Ensemble model, are used to compare discriminability and response bias on the 

simultaneous and sequential stopping rule lineups. The models are fit to data from a large 

number of previously published studies comparing the simultaneous and sequential stopping 

rule lineup tasks. A new experiment was also conducted to address the statistical power and 

methodological limitations of previously collected data. In this experiment, participants were 

randomised to see either a target present or target absent lineup, presented either 

simultaneously or sequentially with a stopping rule. Each participant provided only a single 
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lineup decision. A target was randomly selected on each trial from a pool of sixteen faces, 

with the necessary foils also randomly selected from the pool. The position of the target in 

the lineup was also randomised. This approach to lineup composition was motivated by a 

desire to avoid stimulus effects that may occur if only a single target and accompanying set of 

foils is used for an experiment, as is the case in some older lineup studies. 
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2.3 Abstract 

Debate regarding the best way to test and measure eyewitness memory has dominated the 

eyewitness literature for more than thirty years. We argue that resolution of this debate 

requires the development and application of appropriate measurement models. In this study 

we develop models of simultaneous and sequential lineup presentations and use these to 

compare these procedures in terms of underlying discriminability2 and response bias, thereby 

testing a key prediction of diagnostic feature detection theory, that underlying 

discriminability should be greater for simultaneous than for stopping-rule sequential lineups. 

We fit the models to the corpus of studies originally described by Palmer and Brewer (2012, 

Law and Human Behavior, 36(3), 247-255), to data from a new experiment and to a corpus of 

eight recent studies comparing simultaneous and sequential presentation. We found that 

although responses tended to be more conservative for sequential lineups there was little or 

no difference in underlying discriminability between the two procedures. We discuss the 

implications of these results for the diagnostic feature detection theory and other kinds of 

sequential lineups used in current jurisdictions. 

                                                 
2The term “underlying discriminability”, used throughout the manuscripts presented in chapters two, three and 

four of this thesis, refers to model-based discriminability. The term “empirical discriminability” refers to Area 

under the ROC Curve (AUC). See Wixted and Mickes (2018) for a full discussion. This terminology was 

adopted based on reviewer comments for this published manuscript, which led to its use in the prepared 

manuscripts that comprise chapters three and four. My personal view is that referring to model-based measures 

as “discriminability” and ROC analysis measures as “AUC” is both clearer and more accurate. I use my 

preferred terminology in the general introduction and discussion sections of this thesis, chapters one and five, 

respectively.   
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2.4 Introduction 

A major goal of eyewitness research is to develop procedures that maximize correct 

identifications and minimize incorrect identifications by eyewitnesses. The sequential3 lineup 

has been proposed as one such procedure (Lindsay & Wells, 1985). In contrast to the more 

traditional simultaneous lineup, in which all items are presented to the eyewitness at the same 

time, items in the sequential lineup are presented one at a time. Past research had suggested 

that the sequential lineup is superior to the simultaneous lineup because it leads to a reduced 

number of incorrect identifications without affecting the number of correct identifications 

(e.g. Wells et al., 2006), suggesting that memory for the perpetrator is expressed more 

efficiently in the sequential lineup. However, recent studies have drawn the opposite 

conclusion, finding that simultaneous presentation is superior (e.g. Clark, 2012a; Mickes et 

al., 2012). This raises the question of whether memory for the perpetrator is greater in the 

sequential lineup compared to the simultaneous lineup or vice versa. In order to answer this 

question, we argue that it is necessary to apply formal models specific to each procedure in 

order to measure underlying memory strength and response bias. Our aim in this paper is to 

develop such models and to apply them to both existing and new data to answer the question 

whether memory is the same or different between simultaneous and sequential lineups. 

2.4.1 The Sequential Lineup 

Lineups are typically presented simultaneously, with all lineup items shown at the 

same time in a single array. A witness may either identify an item as the target (i.e., 

corresponding to their memory of the perpetrator) or reject the lineup, indicating that no item 

is a suitable match. In a sequential lineup, as originally proposed by Lindsay and Wells 

(1985), each lineup item is presented one at a time and, for each item, the witness is asked to 

                                                 
3By convention, the term “sequential lineup” in lineup research refers to the sequential lineup conducted with a 

stopping rule proposed by Lindsay and Wells (1985). This is the terminology used in the published version of 

this manuscript.   
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judge if it matches their memory of the target by making a "yes/no" judgment. If the witness 

responds "yes", the procedure terminates and the remaining lineup items (if any) are not 

shown. If they respond “no”, they are shown the next lineup item if there is one. The lineup is 

implicitly rejected if the witness responds “no” to all available lineup members. Variations of 

this procedure have also been proposed which do not enforce the immediate stopping rule. 

These alternatives may permit witnesses to see remaining lineup members after an 

identification is made (Wilson et al., 2019), require witnesses to view all lineup members 

before making an identification, or allow (or require) witnesses to lap through the procedure a 

second time (Horry et al., 2015; Seale-Carlisle et al., 2019). 

Lindsay and Wells (1985) originally proposed the sequential lineup based on a 

theoretical distinction between absolute and relative judgment strategies (Wells, 1984). A 

relative judgment is said to occur when a witness selects the lineup item most similar to their 

memory of the target relative to the other items. Such a strategy would tend to lead to a high 

false positive rate because there is a basis for identification even when memory for the 

perpetrator is poor or the target is not a member of the lineup. An absolute judgment is said to 

occur when an identification judgment does not depend on the similarity of other lineup items 

to the witness’ memory of the target. Such a strategy would tend to lead to lower false 

positive rates because witnesses have a basis to reject the lineup when memory for the target 

is poor or if the target is not present. Lindsay and Wells (1985) suggested that the sequential 

lineup would encourage an absolute decision strategy by removing the opportunity to 

compare lineup items. Consistent with this, Lindsay and Wells (1985) found that sequential 

presentation led to significantly fewer innocent suspect identifications than simultaneous 

presentation, accompanied by a relatively small reduction in target identifications. This 

pattern of results, termed the sequential superiority effect, has been found by many 

subsequent studies as well as by two meta-analyses (Steblay et al., 2001; Steblay et al., 
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2011b). Based on this evidence, researchers have successfully advocated a policy shift toward 

sequential presentation, which has led to its adoption in various forms in 30% of US 

jurisdictions as well as in Canada and the United Kingdom (Police Executive Research Police 

Executive Research Forum, 2013; Seale-Carlisle & Mickes, 2016). 

2.4.2 Diagnostic Feature Detection Theory 

The interpretation of the sequential superiority effect has recently been challenged by 

Wixted and Mickes (2014). They have proposed the diagnostic feature detection theory 

(DFDT) of lineup identification, which predicts a memory advantage for simultaneous 

lineups compared to sequential lineups. According to this theory, correct identification (and 

rejection) of a lineup is based on identifying diagnostic features of the different lineup items. 

A diagnostic feature is one that is uniquely shared by a lineup item and the witness’ memory 

of the target which, if identified, would support a correct identification. A non-diagnostic 

feature is one that is shared by all lineup items (e.g., hair colour) which, even if it matches the 

witness’ memory of the target, cannot support a correct identification. Wixted and Mickes 

(2014) argued that because a witness is better able to compare the features of different lineup 

items in a simultaneous lineup, they are better able to identify features that are diagnostic and 

to discount those that are not.  

The distinction between absolute and relative identification strategies proposed by 

Lindsay and Wells (1985) and DFDT make opposite predictions concerning the relative 

merits of simultaneous and sequential lineups – both cannot be correct. This has led to a re-

evaluation of the sequential superiority effect and a re-examination of how eyewitness 

performance is measured. Specifically, researchers have argued that much of the early 

sequential lineup research has obscured potential shortcomings of the sequential procedure by 

treating the accompanying small reduction in perpetrator identifications as inconsequential 

(Clark, 2012a; Moreland & Clark, 2016). In addition, recent research, employing Receiver 
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Operating Characteristic (ROC) analysis derived from signal detection theory, has found 

evidence that simultaneous presentation may, in fact, outperform sequential presentation (e.g. 

Carlson & Carlson, 2014; Dobolyi & Dodson, 2013). We discuss each of these issues in turn. 

2.4.3 Measuring Identification Performance 

In many earlier studies of the sequential superiority effect, eyewitness performance 

was measured using the diagnosticity ratio statistic, defined as the ratio of the proportion of 

correct target identifications (TID rate) to the proportion of incorrect suspect identifications 

(SID or false positive rate). A TID is made when the witness correctly identifies the target in 

the lineup. An SID is made when the target is not a member of the lineup and the witness 

incorrectly identifies the innocent suspect. On this measure of performance, an identification 

made from a lineup procedure that reliably generates a higher diagnosticity ratio is to be 

preferred to one that does not.  

An alternative performance measure is based on signal detection theory (Wixted & 

Mickes, 2012; Wixted & Mickes, 2015a, 2015b) and proposes that performance should be 

judged in terms of the level of correct identifications that can be obtained for a given level of 

incorrect suspect identifications. This is termed empirical discriminability and it minimizes 

the two kinds of identification error discussed previously (Wixted & Mickes, 2018). 

Empirical discriminability can be measured by constructing a Receiver Operating 

Characteristic (ROC) curve. In the context of lineup tasks, this is a plot of TID rates against 

SID rates at different levels of response bias – the general willingness of a decision maker to 

make an identification. In perceptual research, different levels of response bias are achieved 

by varying payoffs that differentially weight correct and false positive responses, leading 

decision makers to be biased towards one kind of response over another. In many recognition 

memory experiments, post-decision confidence estimates are used as a proxy for different 
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levels of response bias. These may be recorded on a Likert scale or a 0-100% scale with the 

number of bins set by the researcher.  

Figure 2.1 displays ROCs for two hypothetical show up procedures. A show up is a 

lineup consisting of only one item.  

 

These ROC curves have the same form as found in laboratory-based yes-no 

recognition memory tasks, extending from the extreme lower left to extreme the upper right. 

The two curves in Figure 2.1 differ in empirical discriminability, which is greater for the 

curve that is closer to the top-left corner. This curve, corresponding to Procedure B in this 

example, always has a higher correct identification rate for any given incorrect identification 

rate. If empirical discriminability is zero, the ROC curve falls on the main diagonal indicating 

Figure 2.1 

The Diagnosticity Ratio at different points in ROC Space for two Hypothetical Lineup 

Procedures 
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chance performance. Following this logic, empirical discriminability can be measured by 

calculating the area under the ROC curve (AUC). The greater the AUC, the greater the 

empirical discriminability. The AUC measure is independent of response bias because any 

combination of correct and incorrect identification rates on the same ROC curve is associated 

with the same AUC. Accordingly, because Procedure B has greater AUC than Procedure A, it 

has greater empirical discriminability. 

Each point on an ROC curve corresponds to a different response bias and is associated 

with a given diagnosticity ratio. It is here that the contrast between empirical discriminability 

and the diagnosticity ratio becomes apparent – the same ratio can be found on different ROC 

curves corresponding to different levels of discriminability (Gronlund et al., 2014; Rotello et 

al., 2015). This feature is shown in Figure 2.1 by the set of dashed lines each of which 

corresponds to a different diagnosticity ratio (either 1, 1.5, 2.5, 5, or 10). As can be seen, 

these lines intersect each of the two ROC curves at different points showing that, all else 

being equal, the more conservative is the response bias (associated with lower false positive 

rates), the larger is the diagnosticity ratio. It is clear from this that the diagnosticity ratio is 

simply a measure of response bias, independent of empirical discriminability.  

2.4.4 Task Dependence of ROC Curves 

Empirical discriminability provides an objective criterion against which different 

lineup procedures may be compared. On this view, any procedure that leads a higher correct 

identification rate for any given false positive rate is to be preferred (Wixted & Mickes, 

2012). However, DFDT is concerned with underlying discriminability, i.e. memory strength 

(Wixted & Mickes, 2018). It proposes that the feature detection mechanism facilitated by 

simultaneous presentation leads to greater underlying discriminability compared to sequential 

presentation, and that this explains the superior empirical discriminability for simultaneous 

presentation observed in some ROC studies (e.g. Carlson & Carlson, 2014). ROC analysis 



  64 

 

may be uninformative with respect to underlying discriminability when the procedures being 

compared have different structural characteristics. In this case, the shapes of the ROC curves 

and the resulting empirical discriminability associated with each procedure may differ 

substantially even when underlying discriminability is the same (Rotello & Chen, 2016; 

Stephens et al., 2019).  

A dissociation between empirical and underlying discriminability due to structural 

features of a task is illustrated in Figure 2.2 Panel A. This shows a family of hypothetical 

ROC curves derived from lineups of different sizes. These curves were generated using the 

simultaneous lineup model SDT-MAX which we define later (the relevant formulas are given 

in Appendix A).  

 

 

 

Figure 2.2 

The effect on ROC shape of changes to a) Lineup Size on the Simultaneous Lineup and b) Response 

Criterion on the Sequential Lineup 
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This model is based on a signal detection framework in which there is a normal 

distribution of familiarity values for the target item and another normal distribution for foil 

items, including the innocent suspect. For each lineup size, although underlying 

discriminability (i.e., the difference between the familiarity distributions of the target and 

foils) is the same, the shape and termination point of each ROC curve is different. Each curve 

terminates at a different point because, under the most lenient response bias (i.e., always 

select a lineup member) there is a 1/n chance of choosing the innocent suspect, where n is the 

lineup size. Thus, because n differs between the curves, each must terminate at a different 

point corresponding to a false positive rate of 1/n.  

Because the ROC curves in Figure 2.2 Panel A were all generated from the same 

underlying signal detection model, the differences are due to a structural characteristic of the 

lineup task – specifically the lineup size. This means that differences in empirical 

discriminability between these tasks do not indicate differences in underlying discriminability 

(which is the same for each curve).  

From the foregoing, it should come as no surprise that structural characteristics of the 

sequential lineup also change the shape of the ROC curve. In this case, it is not the size of the 

lineup that is critical, but the minimum level of evidence required to make an identification. 

Figure 2.2 Panel B shows a set of ROC curves for a sequential lineup of size six, each 

constructed with a different minimum level of evidence. The ROC curves shown by thin solid 

lines in Figure 2.2 Panel B illustrate different choices for the minimum level of evidence 

expressed in terms of a decision criterion on the familiarity axis. The value of this criterion is 

indicated at the end of each corresponding ROC curve. A large value indicates a conservative 

response bias for which a relatively high level of familiarity is required for a lineup item to 

trigger identification. A small value indicates a lenient response bias for which a relatively 

low level of familiarity is sufficient to trigger identification. Each of these ROC curves 
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terminate at different points. In the limit, when the minimum evidence is very low, the ROC 

curve terminates on the main diagonal (indicated by the dotted line in Figure 2.2 Panel B). 

The ROC curve shown by the thick solid line corresponds to the situation in which each 

witness has a different level of minimum evidence. It encloses the set of confidence-based 

ROC curves and is clearly non-monotonic. Rotello and Chen (2016) found a similar shaped 

curve in their simulations of the sequential lineup, as did Wilson et al. (2019) in empirical 

sequential lineup data.  

Figure 2.2 Panel B also shows the ROC curve generated from a simultaneous lineup 

of size six as shown in Figure 2.2 Panel A (by the curve labelled 6). Altogether, these curves 

show that even when underlying discriminability is held constant, the shapes of ROCs and 

the corresponding empirical discriminability values differ to a considerable degree. It is 

therefore important to distinguish two research questions. One question is about empirical 

discriminability– for any given false identification rate, which procedure leads to higher 

correct identification rates? The ROC curves shown in Figure 2.2, suggest that simultaneous 

lineups are preferred to sequential lineups and, within the class of simultaneous lineups, 

smaller lineup sizes are preferred to larger lineup sizes. Empirical research also supports this 

conclusion, at least with respect to simultaneous, as compared to sequential lineups (Carlson 

& Carlson, 2014; Dobolyi & Dodson, 2013; Experiment 1a Mickes et al., 2012; Neuschatz et 

al., 2016), although this has not always been found (Flowe et al., 2016; Gronlund et al., 2012; 

Experiment 1b and 2 Mickes et al., 2012; Sučić et al., 2015).  

The second question bears on DFDT and concerns underlying discriminability – 

which eyewitness test procedure reveals higher levels of memory strength? ROC curves and 

AUC cannot be used to answer this question. As shown above, they may not reflect 

underlying discriminability across different lineup procedures. In order to measure 

underlying discriminability, it is necessary to use a formal model to measure the parameter of 
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interest. In this section we outline two models of the simultaneous lineup task based on signal 

detection theory (SDT-MAX and SDT-INT) and develop a comparable model of the simple 

stopping rule version of the sequential lineup task (SDT-SEQ). We then apply these models 

to extant and new data to estimate memory strength across the two procedures. 

2.4.5 Unequal Variance Signal Detection Model 

The starting point for all the lineup models we consider is the unequal variance signal 

detection (UVSD) model. This common underlying framework ensures that parameters 

values estimated by each model are directly comparable. The UVSD model accounts well for 

data in laboratory-based recognition memory tests (Jang et al., 2009; Mickes et al., 2007) and 

can be extended to account for lineup tasks. In a typical eyewitness experiment, a participant 

views a simulated crime conducted by a perpetrator and is subsequently shown an n-item 

lineup. In a target present (TP) lineup, one item is the target (a picture of the perpetrator) and 

the remaining items are foils or fillers (pictures of other people). In a target absent (TA) 

lineup, one item may designated as the innocent suspect with the remaining items being foils. 

The participant is required to judge whether the lineup contains the target and, if they believe 

it does, to identify the corresponding item. We assume that each lineup item is associated 

with a familiarity value that reflects its similarity to the participant’s memory of the 

perpetrator. Each familiarity value is considered a random draw from one of several 

distributions – a target distribution if the item is a target, an innocent suspect distribution if it 

is an innocent suspect1, and a foil distribution if it is a foil. In order for the models to be 

testable we assume that each distribution is Gaussian. Consistent with most signal detection 

models, the foil distribution is assigned a mean of zero and a standard deviation of one. The 

target distribution has dt and standard deviation st, both of which can be estimated from the 

data. Because st may not equal one the model is called the unequal variance signal detection 
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model.  In addition, because the innocent suspect may be distinct from the remaining foils, 

the suspect distribution has mean ds and standard deviation ss.  

A lineup can be considered as a combination of a detection question, "Is the target 

present?", and an identification, "If so, which item is the target?" (Duncan, 2006). While the 

answer to the identification question is relatively straightforward – always choose the lineup 

member associated with the greatest familiarity – the answer to the detection question is less 

clear-cut. This leads to different models based on different decision rules. Although there is a 

wide range of possible decision rules, we consider two in particular which we call SDT-MAX 

and SDT-INT. In the SDT-MAX model, the decision rule is to compare the familiarity value 

of the most familiar lineup item (the maximum) to a response criterion. In the SDT-INT 

model, the decision rule is to compare the sum of the familiarity values of the lineup items to 

a response criterion. For both of these models, if the relevant value exceeds the criterion, the 

most familiar item is identified as the target. We also develop a model of the sequential 

lineup. In this case, because the witness does not see all the lineup items until the end, and 

may not see all items if they choose before reaching the end, it not possible before that point 

to identify either the maximum or the sum, or any other function of the familiarity values of 

the entire lineup. For this reason, we develop a model of the sequential lineup, here called 

SDT-SEQ.  

2.4.5.1 SDT-MAX 

SDT-MAX, also known as the Independent Observations model (Duncan, 2006; 

Wixted et al., 2018), is perhaps the simplest model of the simultaneous lineup. In this model, 

identification decisions are made with respect to a set of k decision criteria,  1
, ,

k
C c c  

such that c1 < c2 < … < ck, that define a set of 1k   confidence levels.  Let  1
, ,

n
X x x

be the set of familiarity values associated with each of n lineup items and let m be the item 
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number such that  max
m

x X . The decision rule is this: If 1m
x c then reject the lineup, 

otherwise choose lineup item m with confidence level l where cl is the largest element of the 

set,  :
i m i

c C x c  . 

As detailed in Appendix A, we derive general formulas for the probability of a correct 

identification and the probability of a false identification under the SDT-MAX model. We 

summarize these below under the assumption that all the underlying target and foil 

distributions are Gaussian. Let  ; ,x    be the normal probability density function and 

let ( ; , )x   be the normal cumulative distribution function evaluated at x . Recall that 

the foil distribution takes the form of the standard normal distribution with µ = 0 and σ = 1. In 

this case, we write    ;0,1x x   and    ;0,1x x   . Let c C  be a decision 

criterion and let  TID
P c  be the probability of a correct target identification with confidence 

greater than or equal to c. Then 

    
1

( ; , )
n

TID t t
c

P c x d s x dx
 

  . 

Similarly, let  SID
P c  be the probability of an incorrect suspect identification with confidence 

greater than or equal to c. Then, if there is a designated innocent suspect, 

      
1

; ,
n

SID s s
c

P c x d s x dx
 

  , 

otherwise, 

    
1

1 ( )
n

SID
P c c

n
  . 
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2.4.5.2 SDT-INT 

Let  sum X  be the sum of familiarity values of all the lineup items. The decision rule 

is this: If   1
sum X c  then reject the lineup, otherwise choose lineup member m with 

confidence level l where cl is the largest element of the set,   : sumc C X c  .   

 The equations for the probability of a correct identification and probability of a false 

identification under the SDT-INT model are summarized below (see Appendix A for details).  

    

      
1

( ) Pr sum | Pr

1 ; ( 1) , ( 1 ; ,

TID

n

x x t t

P c X c m t m t

c x n n x d s x dx  
 



    

     
 

where t is the position of the target item and x
  and x

  are the mean and standard deviation, 

respectively, of the standard normal distribution truncated at the upper limit of x. The 

equation is not exact because it assumes that the sum of 1n   truncated distributions is 

approximately normal (by the Central Limit Theorem). Similarly, if there is a designated 

innocent suspect, then 

        
1

( ) 1 ;( 1) , 1 ; ,
n

SID x x s s
P c c x n n x d s x dx  

 


      , 

otherwise, 

     1
1 ;0,

SID
P c c n

n
  . 

2.4.5.3 SDT-SEQ 

Our model for sequential presentation is also based on the UVSD framework and 

incorporates the “first-above-criterion” decision rule where presentation of the lineup items is 

terminated as soon as an identification is made. As detailed in Appendix A, we derive the 

following equations for the probability of a correct identification and probability of a false 

identification under the SDT-SEQ model. Let pi be the probability that the lineup item at 

position i is a target. Then 
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       
1

1

1

1 ; ,
n

i

TID t t i

i

P c c d s p c




    . 

If there is a designated innocent suspect, let qi be the probability that the lineup item at 

position i is the suspect. Then, 

       
1

1

1

1 ; ,
n

i

SID s s i

i

P c c d s q c




   , 

otherwise, 

       
1

1

1

1
1

n
i

SID

i

P c c c
n





   .   

2.4.6 Palmer and Brewer (2012) Database 

Palmer and Brewer (2012) conducted an extensive analysis of previously published 

studies that compared simultaneous and stopping-rule sequential lineups under the same 

conditions. They fit a signal detection model equivalent to the SDT-INT model described 

previously, to data from 22 previous studies. Their aim was to determine if either underlying 

discriminability and/or response bias differs between sequential and simultaneous lineups. 

Their analysis revealed that, across the datasets, the two presentation methods did not differ 

in terms of underlying discriminability but that the sequential procedure was associated with 

more conservative responding.  

While the finding of equal underlying discriminability is not consistent with DFDT, 

the difference in response criteria was consistent with the view that a sequential lineup 

produces a higher diagnosticity ratio. It is now widely accepted that sequential presentation 

leads to more conservative responding than simultaneous presentation (Clark, 2012a; Clark et 

al., 2014; Wells, 2014; Wixted & Mickes, 2014). The apparent success of the modelling 

approach employed by Palmer and Brewer (2012) has also led researchers to use SDT-INT to 

examine other aspects of the sequential lineup (Carlson et al., 2016; Horry et al., 2015; Horry 

et al., 2012b). 
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However, there are aspects of the Palmer and Brewer’s (2012) approach that 

challenge the validity of their conclusions. First, and most critically, the SDT-INT model was 

fit to data from both simultaneous and sequential lineups. No attempt was made to model the 

unique task demands of sequential presentation. It is therefore unknown whether the same 

results would be found if a more appropriate model were used, such as SDT-SEQ described 

previously. Second, the SDT-INT model does not exhaust the set of decision rules for 

simultaneous lineups (Wixted et al., 2018). A different decision rule, such as SDT-MAX, 

may lead to different results. Third, Palmer and Brewer (2012) fit the SDT-INT model using 

an inefficient and potentially inaccurate manual grid search of parameter space. Finally, 

because confidence judgments were not available, it was only possible to fit an equal 

variance signal detection model in which st = ss = 1. If this is not an appropriate model of 

their data, the results may be distorted.  

2.4.7 Summary and Aims 

The aim of the present paper is to compare simultaneous and sequential lineups in 

order to test the central prediction of DFDT that simultaneous presentation is associated with 

greater underlying discriminability than sequential presentation. To do this, we first 

reanalysed the corpus of simultaneous and sequential data from Palmer and Brewer (2012), 

addressing the previously described problems in their analysis. Principally, we fit a model of 

the sequential lineup, SDT-SEQ, specifically developed for this task, as well as two models 

of the simultaneous lineup - the SDT-INT model as used by Palmer and Brewer (2012) and 

the alternative SDT-MAX model. Third, we fit each model using an efficient optimisation 

procedure that leads to more accurate solutions. Second, we conducted a new experiment 

from which we obtained confidence judgments enabling us to fit models based on the 

assumption of unequal variances.  
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2.4.8 Predictions 

Predictions were preregistered on the Open Science Framework, available at 

https://osf.io/xwp9d/. DFDT predicts that simultaneous presentation should lead to greater 

underlying discriminability than sequential presentation. Specifically, this means that the 

estimate of dt (or the difference dt – ds if there is a designated suspect) should be greater for 

simultaneous lineups. Based on the conclusions reached by Palmer and Brewer (2012), 

sequential presentation is predicted to lead to more conservative responding than 

simultaneous presentation. This means that the estimate of c1 (and possibly other criteria) 

should be greater for sequential lineups.  

2.5 Model Cross Fit 

We have described three models that we propose to fit to data. This is motivated in 

part by the idea that there are differences between the models that determine how well they fit 

different kinds of data. This means that if data is simulated from a model, while this model 

should fit the data well, other models should fit relatively poorly. In order to investigate this 

question, we conducted a cross fitting and parameter recovery analysis. First, we randomly 

generated 100 sets of parameter values for a 6-item lineup and then used each of these to 

generate 100 simulated datasets from each model. To avoid issues with low cell counts, we 

set the number of TP and TA lineups to 10,000, giving 20,000 simulated observations for 

each dataset. We then fit each model to its own sets of data and to those generated by the 

other models, recording the 2 value, p value and parameter estimates from each fit. Further 

detail regarding the simulation process and expanded results are available in Appendix B.  
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Figure 2.3 shows the proportion of datasets where the model could be rejected at p < 

.05. It shows that when a model is fit to data generated by any other model, it is highly likely 

to be rejected. In other words, the models are in principle distinct – given sufficient statistical 

power, if the data are consistent with one model then they should be poorly fit by any of the 

remaining models.  

 

2.6 Parameter Recovery  

We measured parameter recovery by examining the correlation between generating 

and recovered parameter values for each model fit. Scatterplots and tables of correlations are 

available in Appendix B. We were interested in two aspects of this analysis. First, it is 

desirable for the correlation to be close to one when the models are fit to their own data. 

Second, it is also important to understand how well the models recover the correct parameter 

Figure 2.3 

Results of Cross Fitting Models to Simulated Data 



  75 

 

values when fit to data they did not generate as, in some cases, they may fit well but recover 

incorrect parameter estimates.  

When fit to their own data, the models generally recover their own parameters well, 

with r >= .90 for generating vs. recovered parameter values. SDT-MAX recovers the 

generating parameters perfectly when fit to its own data, but both SDT-SEQ and, to a lesser 

extent, SDT-INT, recover a small number of outliers, affecting the correlation coefficients. 

These are most likely due to the presence of local minima which can be avoided by starting 

parameter search from different initial values. It is evident from the scatterplots in Appendix 

B that recovery is close to perfect once these outliers are excluded.  

When SDT-MAX and SDT-INT are fit to data generated by SDT-SEQ, recovery of dt 

is poor. This suggests that if SDT-SEQ is a good representation of the sequential lineup task, 

then fitting SDT-MAX or SDT-INT to sequential lineup data may lead to inaccurate 

estimates of dt. Recovery of st was poor for all models when fit to data they did not generate, 

while recovery of the decision criteria ( 1 5
, ,c c ) was generally good for all fits, with r >= 

.80.   

2.7 Reanalysis of the Palmer and Brewer (2012) Dataset 

Palmer and Brewer (2012) selected a corpus of 22 studies (total N = 3871, 

simultaneous n = 1952, sequential n = 1919) that compared simultaneous and stopping-rule 

sequential presentation procedures using the “full diagnostic design” inclusion criteria 

described in Steblay et al. (2011b). That is, each study manipulated both presentation format 

(simultaneous vs. sequential) and target presence (present vs. absent), reported above-chance 

identification performance, defined as 0.1
TID SID

P P  , in at least one of the four 

experimental conditions, and used only adult participants. 

The simultaneous lineup data from each study were fit by both SDT-INT (as 

undertaken by Palmer and Brewer) and SDT-MAX. The corresponding sequential lineup data 
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were fit by SDT-INT (as undertaken by Palmer and Brewer) and SDT-SEQ. Each model was 

fit using the Matlab® fmincon function. Because each study required participants to make a 

single choose-no choose decision, there are not enough degrees of freedom to fit all of the 

model parameters, specifically c, dt, ds, st, and ss, without the model becoming saturated (i.e., 

having no remaining degrees of freedom). Accordingly, we specified that 1
t s

s s  , as was 

also assumed by Palmer and Brewer. 

Some studies designated an innocent suspect while others did not. When a suspect had 

been designated, we estimated ds, the mean of the suspect distribution, otherwise we 

stipulated that ds = 0, the same as the mean of the foil distribution. In addition, studies 

differed in the probability of a target (and suspect if relevant) appearing at different 

sequential lineup positions. When specified, this information was used in fitting the SDT-

SEQ model (see Appendix A for details), otherwise it was assumed that the target/suspect 

had the same probability of appearing at each lineup position. 

2.8 Results and Discussion  

2.8.1 Model Fit Performance  

Table 2.1 presents the 2 goodness-of-fit values for each dataset and each fitted 

model. Each 2 test has one degree of freedom and we set α = .01 to control the Type I error 

rate across the large number of tests conducted. We fit the SDT-MAX and SDT-INT models 

to the simultaneous lineup data and SDT-SEQ and SDT-INT to sequential lineup data. SDT-

MAX fit 20 of 22 simultaneous data sets, as indicated by non-significant 2 values. The 

model did not fit data from two studies - Carlson et al. (2008) experiment two and 

Greathouse and Kovera (2009). SDT-INT performed similarly, also failing to fit the two 

studies above, in addition to Lindsay and Wells (1985). For the sequential lineups, SDT-SEQ 

fit 19 of 22 data sets, failing to fit data from Kneller et al. (2001), Lindsay and Wells (1985) 

and Pozzulo and Marciniak (2006). SDT-INT failed to fit the three datasets above, in addition 
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to experiment one and two from Carlson et al. (2008). In all, SDT-MAX and SDT-SEQ 

performed better than SDT-INT when fit to data from simultaneous and sequential lineups 

respectively. Similar results with respect to simultaneous lineup data were found by Wixted 

et al. (2018), who examined the performance of SDT-MAX and SDT-INT by fitting these  

models to a number of previous lineup datasets. 

Table 2.1  

χ2 fit values for each dataset, presentation format, and model 

Note: Asterisks indicate a significant difference from zero, α = 0.01 (critical value = 6.63). 

 

 Simultaneous Lineup Sequential Lineup 

Dataset SDT-MAX SDT-INT SDT-SEQ SDT-INT 

Carlson et.al (2008, Exp 1) 0.01 2.29 2.01 11.48* 

Carlson et.al (2008, Exp 2) 20.81* 36.53* 0.23 30.04* 

Clark & Davey (2005, Exp 1) 0.39 0.08 0.06 0.05 

Clark & Davey (2005, Exp 2) 0.30 0.03 1.14 0.51 

Greathouse & Kovera (2009) 9.23* 10.28* 2.91 0.01 

Kneller et al (2001) 2.68 3.20 10.91* 13.17* 

Levi (2006) 0.08 0.72 0.17 0.10 

Lindsay, Lea, & Fulford (1991) 1.24 1.39 0.17 4.99 

Lindsay & Wells (1985) 5.99 11.86* 6.74* 22.25* 

MacLin & Phelan (2007) 0.37 0.21 0.02 0.00 

MacLin et al (2005, Exp 1) 0.25 0.22 1.41 1.39 

MacLin et al (2005, Exp 2) 0.61 0.46 0.00 0.03 

Melara et al (1989) 1.14 1.18 0.07 0.01 

Memon & Gabbert (2003) 0.31 0.48 0.05 0.34 

Parker & Ryan (1993) 1.38 4.33 0.00 0.27 

Pozzulo et al (2008) 0.03 0.00 0.00 0.06 

Pozzulo & Marciniak (2006) 0.09 0.03 12.18* 13.75* 

Rose et al (2005) 0.49 1.62 0.01 0.10 

Sporer (1993) 0.66 0.63 0.63 0.44 

Steblay et al (2011) 0.72 1.24 0.00 0.07 

Wells & Pozzulo (2006) 0.47 0.24 0.59 0.73 

Wilcock et al (2005) 5.34 5.56 0.02 0.17 
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Table 2.2  

χ2 fit values for Previously Non-fitting Datasets, disaggregated in to Original Experimental 

Conditions 

Note: Asterisks indicate a significant difference from zero, α = 0.01 (critical value = 6.63). 

  

We examined the datasets that were not fit by one or more models. Our first 

observation was that each of these contained a limited number of observations, although this 

was also true for other datasets that were fit well. Second, in the case of Carlson et al. (2008, 

Exp 2), Greathouse and Kovera (2009) and Pozzulo and Marciniak (2006), Palmer and 

Brewer (2012) had collapsed the relevant data across different experimental conditions. In 

addition to presentation format, Carlson et al. (2008, Experiment 2) manipulated lineup 

fairness, Greathouse and Kovera (2009) manipulated administrator bias and lineup fairness, 

and Pozzulo and Marciniak (2006) manipulated appearance change from encoding to test. 

 Simultaneous Lineup Sequential Lineup 

Dataset SDT-MAX SDT-INT SDT-SEQ SDT-INT 

Carlson et.al (2008, Exp 2) – 

biased  
19.68* 19.66* 1.94 22.76* 

Carlson et.al (2008, Exp 2) – 

intermediate 
.81 3.02 .42 10.23* 

Carlson et.al (2008, Exp 2) – 

fair 
10.00* 16.88* .85 2.61 

Greathouse & Kovera (2009) – 

biased, single-blind  
.15 0.38 .78 0.15 

Greathouse & Kovera (2009) – 

biased, double-blind 
.57 0.38 4.08 2.17 

Greathouse & Kovera (2009) – 

fair, single-blind  
5.44 6.29 4.06 0.44 

Greathouse & Kovera (2009) – 

fair, double-blind 
3.83 4.09 .25 0.15 

Pozzulo & Marciniak (2006) – 

no appearance change 
.89 0.09 1.82 3.81 

Pozzulo & Marciniak (2006) –

appearance changed 
.21 0.06 12.60* 11.58* 
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Given that these manipulations may have affected the underlying signal detection parameters 

and that collapsing across these conditions may have caused the models to perform poorly, 

we disaggregated each dataset in to its original experimental conditions and re-fit the models 

to these datasets. The resulting 2 values are shown in Table 2.2, revealing improved model 

fits in 10 of 18 experimental conditions. 

2.8.2 Parameter Estimates  

In order to compare our results with Palmer and Brewer’s (2012), we report parameter 

values recovered from fitting the models to the same 22-dataset corpus, rather than 

disaggregating each study in to its original experimental conditions. A full table of parameter 

estimates is available in Table 1, Appendix C. Table 2.3 shows the mean estimates of the 

model parameters and their standard deviations for each presentation format, weighted by 

sample size. The parameters are underlying discriminability, decision criterion, c, and a 

derived decision parameter C, which Palmer and Brewer (2012) used in their original 

analysis. C is defined as, / 2
t

C c d   , with zero indicating an "unbiased" criterion set at the 

midpoint between the target and foil distributions. Negative values indicate a lenient response 

criterion while positive values indicate a conservative criterion. This metric is only relevant 

in the equal variance case, as a change in target distribution variance will shift the point at 

which choosing would be truly unbiased. Our hypothesis tests are based on the estimated 

parameters from fitting SDT-MAX fit to the simultaneous data and SDT-SEQ fit to the 

sequential data. Mean weighted parameter values from fitting SDT-INT to both data types 

and as calculated from the original Palmer and Brewer (2012) fits are presented for 

comparison.  

2.8.2.1 Underlying Discriminability  

Figure 2.4 shows underlying discriminability plotted against criterion c estimated by 

SDT-MAX and SDT-SEQ fit to simultaneous and sequential lineups respectively. For studies 
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that specified a designated innocent suspect, underlying discriminability was calculated as dt 

– ds. Visual examination of Figure 2.4 reveals no particular relationship between underlying 

discriminability and presentation format. Mean weighted underlying discriminability shown 

in Table 2.3 does not differ between simultaneous and sequential presentation, as indicated 

by a Welch two-sample weighted t-test, t(40.33) = -.40, p = .69. We re-ran the analysis, 

excluding datasets that the models failed to fit, but this did not change the result. This result 

is consistent with the conclusion reached by Palmer and Brewer (2012) and fails to support 

our hypothesis that underlying discriminability is greater for simultaneous presentation.  

 

Table 2.3 shows that the mean-weighted estimates of underlying discriminability 

recovered by SDT-INT for each presentation format are similar to those recovered by SDT-

Figure 2.4 

Discriminability Plotted Against Criterion for All Studies in the Palmer and Brewer Corpus 
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MAX and SDT-SEQ when fit to their respective data types. Welch two-sample weighted t-

tests indicated that there is no significant difference for simultaneous, t(37.53) = .08, p = .94, 

or sequential presentation, t(35.22) = -.26, p = .79. 

Table 2.3  

Mean Weighted Parameter Estimates for the Palmer and Brewer Corpus 

  Parameter 

  discriminability c C 

Format Source µw σw µw σw µw σw 

Simultaneous 

Palmer & Brewer (2012) 1.64 .50 -0.07 .37 -0.89 .33 

SDT-MAX .91 .72 1.24 .24 0.58 .25 

SDT-INT .94 1.02 -0.17 .82 -1.01 .72 

Sequential 

       

Palmer & Brewer (2012) 1.75 .62 0.48 .59 -0.38 .49 

SDT-SEQ .99 .58 1.61 .37 0.92 .39 

SDT-INT .93 .93 1.07 1.37 0.18 1.25 

 

Our estimates of mean weighted underlying discriminability shown in Table 2.3 are 

less than those calculated from Palmer and Brewer’s (2012) original analyses and those 

reported in our preliminary analysis of this corpus (Kaesler et al., 2017). This is because we 

estimated ds for studies that employed a designated innocent suspect selected to resemble the 

perpetrator more closely than foils, where previous analyses assumed that the innocent 

suspect and the foils were drawn from the same distribution with a mean of zero and standard 

deviation of one. In the case where ds is greater than zero, DFDT does not predict a strong 

simultaneous advantage, because the features uniquely shared by the innocent suspect and the 

perpetrator will cause the innocent suspect to be identified at a higher rate in the simultaneous 

procedure compared to the sequential procedure. For this reason, we examined whether there 

was a simultaneous advantage in the subset of studies that did not use an innocent suspect. 

We found that the mean weighted difference in underlying discriminability between 
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simultaneous and sequential presentation as estimated by SDT-MAX and SDT-SEQ 

respectively was less for the eight studies that used an innocent suspect (M = -.23) compared 

to the fourteen that did not (M = .09). However, a Welch two-sample weighted t-test 

indicated that the difference between these means is not significant, t(9.78) = -1.61, p = .14.  

2.8.2.2 Response Bias 

Visual examination of Figure 2.4 shows an apparent difference between sequential 

and simultaneous datasets for values of the decision criterion, c. Analysis of mean weighted c 

values show that these are greater (indicating more conservative responding) for sequential 

than for simultaneous lineups, Welch two-sample weighted t-test, t(35.83) = -3.88, p < .01. 

Once again, excluding the datasets that the models failed to fit did not change the result.  

2.8.3 Summary 

The reanalysis of Palmer and Brewer’s (2012) corpus of data reaffirmed their original 

finding of no significant difference in underlying discriminability between sequential and 

simultaneous presentation. SDT-MAX and SDT-SEQ performed similarly and recovered 

similar parameter estimates to SDT-INT when fit to their respective data types. This is in 

contrast to simulations we conducted that showed that the models behave differently over the 

entire parameter space. Both of these results may be attributable to low statistical power since 

each study on average had less than 100 participants. It is possible that, because of the 

relatively small number of participants in each study, each individual analysis lacked the 

statistical power to detect both differences in the fits of models and differences in underlying 

discriminability between simultaneous and sequential lineups.   

In addition to a lack of statistical power, two other methodological issues limit the 

utility of the corpus for investigating differences in underlying discriminability. First, a 

designated innocent suspect was selected to resemble the perpetrator in some studies which 

may attenuate any simultaneous advantage in underlying discriminability. Second, the target 
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was fixed to appear in certain positions in many of the sequential lineup studies. While our 

modelling approach accounted for fixed target positions, there is some evidence to suggest 

that underlying discriminability may increases with target position (Wilson et al., 2019). As a 

result, in those studies in which the target was fixed to appear late in the lineup may have 

overestimated underlying discriminability compared to studies in which target position was 

randomised. In addition, because each study either recorded or reported only a binary 

(yes/no) decision, it was necessary to assume an underlying equal variance signal detection 

model. Although the resulting model fits were good, it is possible that the parameter 

estimates may have been systematically affected. For these reasons, we conducted a new 

experiment that sought to address each of these limitations.  

2.9 Experiment 1 

The aim of Experiment 1 is to compare a simultaneous lineup and a stopping-rule 

sequential lineup, extending the studies examined by Palmer and Brewer (2012) by 

increasing statistical power by using a large sample size, collecting confidence judgments, 

and avoiding using a designated innocent suspect.   

2.9.1 Design 

We employed a 2 x 2 between-participants factorial design, manipulating presentation 

format (simultaneous vs. sequential) and target presence (TP vs. TA). 

2.9.2 Participants  

Participants were n = 600 Amazon Mechanical Turk workers who were compensated 

1 USD for the five- to ten-minute experiment. Eleven participants were excluded for failing 

attention check questions relating to the content of the stimulus video, leaving n = 589 

participants (simultaneous TP = 139, simultaneous TA = 141, sequential TP = 161, sequential 

TA = 148) for the eventual analysis. 
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2.9.3 Materials 

This study employed a pool of sixteen female lineup members, drawn from the 

Adelaide Lineup Database. This consists of a video and accompanying head-and-shoulders 

photographs taken front-on, at 90 degrees side-on, and approximately at 45 degrees for each 

of 194 persons. Only front-on photos were used in this study. In each video, the actor wears a 

black shirt t-shirt with a white University of Adelaide logo to remove the identifying potential 

of coloured clothing in the lineup phase. The scene opens with an actor (each of the 194 

persons in turn) seated at computer with their back to the camera. After a few seconds during 

which they type on the computer keyboard, the actor picks up a mobile phone placed on the 

table to their left and turns to face the camera while looking at the phone. The actor then 

stands and walks towards the camera while looking at the phone, glancing up briefly to the 

camera as they pass by. Each video is approximately 10 to 15 seconds in duration. An 

example video can be found at https://osf.io/p2hck/.  

2.9.4 Stimulus Pool Selection Process  

In order to minimise the potential for stimulus effects, rather than a single target and 

set of foils, we used a pool of lineup members that could all act as both targets and foils. The 

starting point for selecting the pool members was similarity ratings previously collected for 

front-on photographs of ninety female faces in the Adelaide Lineup Database. Amazon 

Mechanical Turk workers (n = 76) were compensated USD 1.30 to rate 45 pairs of faces on a 

Likert scale from zero, most similar, to ten, least similar. Each participant rated a different 

subset of the possible face pairs to reduce participant burden and ensure timely collection of 

the data. The average number of ratings per similarity pair was 5.92, minimum 1, maximum 

10. This resulted in a similarity matrix with each cell containing the mean similarity rating 

between each pair of faces. 
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We first summed across each row of the similarity matrix, giving the mean similarity 

of a face relative to all other faces. Faces were then sorted from most similar to all others to 

least similar to all others. While this ordering served as a guide, we also identified a set of 

feature-based exclusion criteria, some of which related to distinctive non-biological features 

that appear in the photographs and others that related to constraints in terms of isolating a 

suitably large feature-matched subset from within the corpus. We excluded participants with 

nose rings or other obvious piercings, those wearing glasses, those who were not Caucasian 

in appearance, those with "unnaturally" dyed hair, e.g. blue, those with hair shorter than 

shoulder length and those with their hair pulled back. This resulted in a pool of sixteen lineup 

female members of a similar ethnicity, skin tone, hair colour and hairstyle. One of the 

stimulus photographs required some editing to remove distinctive clothing features that were 

not obscured by the black t-shirt worn by all actors.  

2.9.5 Procedure  

The entire procedure took place within Amazon Mechanical Turk (AMT), with the 

experiment rendered on the participants' web browsers. Participants were allocated to one of 

the four conditions on a round robin basis. They were first questioned on their understanding 

of the task, being directed back to the instruction page if incorrect responses were recorded. 

They were then shown a video of a target randomly selected from the sixteen-member pool, 

before completing a visual search distractor task, similar in nature to a "Where's 

Waldo/Wally". Participants were then shown pre-lineup instructions corresponding to those 

in the U.S. National Department of Justice (1999) guidelines before viewing either a target 

present or target absent lineup presented simultaneously or sequentially, with the appropriate 

number of foils (5 for target present, 6 for target absent) randomly selected from the 

remaining fifteen members of the stimulus pool. The position of the target on target present 
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lineups and the order of the foils on both target present (TP) and target absent (TA) lineups 

was randomised.  

In the simultaneous condition, participants could either identify a lineup item or 

choose a black silhouette to indicate that the target was not present in the lineup, after which 

they provided a confidence rating for their choice by typing a number from zero to one 

hundred, where zero was lowest confidence and one hundred was highest confidence. In the 

sequential condition, participants were shown each lineup item individually with an option 

either to identify or to reject it. If the item was rejected, the next item in the sequence was 

shown. If a lineup item was identified, the procedure terminated and the participant was 

asked to provide a typed confidence estimate for their identification. If all lineup items were 

rejected, participants were informed that the lineup had been exhausted, indicating a rejection 

decision, and were asked for a typed confidence rating. Participants then answered follow-up 

questions about instruction clarity and task difficulty, and were given the opportunity to 

provide feedback.  

2.9.6 Analyses 

 We fit SDT-MAX to the simultaneous data and fit SDT-SEQ to the sequential data, 

estimating seven parameters, dt, st, and c1 ,…, c5, for each dataset. In Supplement 1 we provide 

annotated R code for fitting a multi-criteria, unequal variance version of SDT-MAX to 

simultaneous lineup data.   

We tested our hypotheses using likelihood-ratio tests, comparing an unconstrained 

model to seven nested models where an equality constraint across the simultaneous and 

sequential data was imposed for one or the other parameter. The unconstrained models for the 

likelihood-ratio tests were an omnibus fit of SDT-MAX to the simultaneous data and SDT-

SEQ to the sequential data, minimising χ2 for the overall fit to both datasets rather than 



  87 

 

fitting each dataset separately. This allowed us to specify equality constraints across both 

conditions.  

2.9.7 Results and Discussion 

 Table 2.4 shows the decision outcome frequencies for simultaneous and sequential 

lineups. The bin widths were set by collapsing over all conditions and partitioning the 

confidence judgments in to even-as-possible frequency quintiles. We used an alpha level of 

.05 for the model fits and hypothesis tests.  

Table 2.4  

Decision Outcome Frequencies for Simultaneous and Sequential Presentation 

Simultaneous 

Confidence 100-91 90-81 80-66 65-51 50-0 Reject 

TP – Target ID 24 25 30 9 11 
19 

TP – Foil ID 0 1 5 4 11 

TA – Foil ID 4 11 25 16 24 61 

       

Sequential 

Confidence 100-91 89-81 80-66 65-51 50-0 Reject 

TP – Target ID 32 22 21 13 6 
41 

TP – Foil ID 0 3 7 9 7 

TA – Foil ID 3 5 31 11 14 84 

 

2.9.7.1 Model Fit Performance and Parameter Estimates 

Table 2.5 shows the recovered parameter values and fit statistics for SDT-MAX and 

SDT-INT fit to the simultaneous data and SDT-SEQ fit to the sequential data. For the 

simultaneous condition, both SDT-MAX and SDT-INT fit the data well. For the sequential 

condition, SDT-SEQ provided an adequate fit to the data. Table 2.5 shows that simultaneous 

and sequential st are similar when SDT-MAX is the simultaneous lineup model. This means 

that the dt values for each presentation format are comparable estimates of underlying 

discriminability. In contrast, st is twice as large for simultaneous presentation compared to 

sequential presentation when SDT-INT is the simultaneous lineup model. In this case, the dt 
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values for each presentation format cannot be interpreted as directly comparable estimates of 

underlying discriminability. This is because, holding all else equal, increasing st increases the 

area of overlap between the target and foil distributions, reducing underlying discriminability. 

Table 2.5 

Estimates and from Fitting SDT-MAX and SDT-INT to the Simultaneous Data and SDT-SEQ 

to the Sequential Data from Experiment 1 

 Simultaneous Sequential 

P SDT-MAX SDT-INT SDT-SEQ 

dt 1.83 2.56 1.89 

st .94 2.02 1.12 

c5 2.72 5.17 2.74 

c4 2.20 3.41 2.27 

c3 1.69 1.56 1.74 

c2 1.49 .79 1.54 

c1 1.16 -.54 1.41 

χ2 13.44 12.19 15.39 

df 8 8 8 

p .10 .14 .05 

 

It is also evident from Table 2.5 that the decision criteria (c) estimated by SDT-INT 

are spread wider than those estimated by both SDT-MAX and SDT-SEQ. This is because 

they are scaled according to the detection decision variable for SDT-INT, the sum of the 

familiarity of all lineup items. Consequently, the decision criteria estimated by SDT-INT are 

not directly comparable to those estimated by SDT-SEQ (or SDT-MAX). In contrast, the 
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decision variables of SDT-SEQ and SDT-MAX are both based on “untransformed” signal 

strengths and are therefore directly comparable.  

These difficulties in comparing the parameter estimates of SDT-INT to SDT-SEQ 

mean that SDT-INT is not well suited to testing our hypothesis. As a result, we employ SDT-

MAX as the simultaneous lineup model and SDT-SEQ as the sequential lineup model in all 

subsequent analyses. 

2.9.7.2 Underlying Discriminability 

Table 2.6 shows the results of the likelihood-ratio tests of the equality of each 

parameter between the simultaneous and sequential conditions as estimated by the SDT-

MAX and SDT-SEQ models respectively. The estimates of dt and st did not differ 

significantly between the simultaneous and sequential conditions.  

Table 2.6  

Likelihood Ratio Tests for Parameter Equality 

 
χ2(1) p 

dt .15 .70 

st .87 .35 

c5 .01 .91 

c4 .28 .60 

c3 .28 .60 

c2 .48 .48 

c1 10.54 < .01 

Note. Significant p-values at α = .05 indicate that model fit significantly worsened when a 

parameter was constrained to be equal across the simultaneous and sequential conditions. For 

each unconstrained model, we fit SDT-SEQ to the sequential data and SDT-MAX to the 

simultaneous data. The unconstrained models had 16 degrees of freedom, fixing one 

parameter increases the degrees of freedom to 17, χ2(17) - χ2(16) = χ2(1), thus the χ2 tests 

above have one degree of freedom. 
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The lack of a significant difference in underlying discriminability between 

simultaneous and sequential lineups is consistent with our previous re-analysis of the Palmer-

Brewer database. It suggests that this result is not easily attributable non-random target 

position in sequential lineups or the use of a designated innocent suspect selected to resemble 

the target to a greater extent than the foils. We also attempted to address the lack of statistical 

power in many of the studies in the Palmer-Brewer database. Despite increasing the number 

of participants compared, we were unable to observe a statistically significant difference in 

underlying discriminability. This suggests that if there is a simultaneous advantage, it is small 

enough to be difficult to detect. The effect size as measured by Hedge’s g for the difference 

between simultaneous and sequential underlying dt is small, g = .06.  

Additionally, our conclusion rests on the assumption that the SDT-MAX model is an 

appropriate model of the simultaneous lineup data. Recently, Wixted et al. (2018) proposed 

the Ensemble model based on the idea of comparing diagnostic features2. In this model, the 

item with the maximum familiarity (and potential target) is compared to the average 

familiarity of the remaining items. If this difference exceeds an evidential criterion, the 

potential target is identified, otherwise the lineup is rejected. We also fit this model to data 

from the simultaneous condition of experiment one and found that it provided an excellent fit, 

χ2(8) = 6.96, p = 0.54. However, we again found no statistically significant difference 

between its estimate of dt and the estimate from the SDT-SEQ model, χ2(1) = 0.29, p = 0.59.  

2.9.7.3 Response Bias  

Table 2.5 shows that estimates of decision criteria (c2, …, c5) are comparable between 

simultaneous and sequential lineups for each criterion except c1, which separates lineup 

identification and rejection decisions (the choose/no choose threshold). Table 2.6 shows that 

c1 was significantly larger in the sequential condition, supporting our hypothesis and 

conforming to previous literature (Carlson et al., 2016; Clark, 2012a; Dobolyi & Dodson, 
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2013; Gronlund et al., 2009; Meissner et al., 2005). Interestingly, having made this decision, 

the assignment of additional confidence levels did not differ between the two procedures. 

2.9.7.4 Target Distribution Variance  

Table 2.6 shows that estimates of target distribution variance (st) did not differ 

between simultaneous and sequential presentation. The st values displayed in Table 2.5 are 

also close to one for both presentation formats, implying that equal-variance models may 

account for this data. Constraining the models so that st = ss = 1 did not significantly worsen 

the fit for SDT-MAX, χ2(1) = .28, p = .60, or SDT-SEQ, χ2(1) = .61, p = .43. This indicates 

that equal-variance models adequately capture these data, in contrast to long-standing 

findings of unequal target and lure distribution variance in basic recognition memory 

literature (Egan, 1958; Mickes et al., 2007) and in recent lineup research (Wilson et al., 2019; 

Wixted et al., 2018).   

2.9.8 Sequential Position One compared to the Simultaneous Lineup 

In addition to greater underlying discriminability in the simultaneous lineup, DFDT 

also predicts that underlying discriminability should increase over the course of the sequential 

lineup (Wixted & Mickes, 2014). The presentation of each new sequential lineup item 

provides an additional opportunity to isolate distinctive features uniquely shared by the target 

and the lineup items. Consistent with this, Wilson et al. (2019) found greater underlying 

discriminability at sequential target positions two to six compared to position one. This 

suggest that the difference in discriminability between sequential and simultaneous 

presentation should be greatest at sequential position one and should reduce over the course 

of the lineup. Because position one in a sequential lineup is equivalent to a single item 

showup, this result is also consistent with the robust finding that the simultaneous lineup 

outperforms the single-suspect showup (Gronlund et al., 2012; Neuschatz et al., 2016; 

Wooten et al., 2020).  
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When comparing underlying discriminability between simultaneous and sequential 

presentation, differences between the simultaneous lineup and each sequential position are 

aggregated. Fully randomising the position of the target, as in our experiment, may have 

reduced the average simultaneous advantage, which may explain why we failed to find one. 

To investigate this possibility, we compared underlying discriminability between sequential 

position one and the simultaneous lineup.  

2.9.8.1 Data  

Table 2.7 shows the frequency counts for sequential serial position one (i.e. showup) 

data and the simultaneous lineup. Because of the comparatively small number of target 

present trials in sequential position one, it was not possible to classify the data further by 

confidence level. In order to treat sequential position one responses as a showup, we 

reclassified participants’ responses as follows. A TP1 showup trial occurred when the first 

sequential lineup item was the target. A TA1 showup trial occurred when the first sequential 

lineup item was a foil. Note that this includes those participants who encountered the target at 

a later serial position in the lineup as well as those who never saw a target.  

Decision outcomes frequencies for sequential serial position one, treated as a showup, and the 

simultaneous lineup 

Table 2.7  

Data from Sequential Position One and the Simultaneous Lineup 

Showup (Sequential Serial Position One) 

 Identify Reject 

TP1 – Target ID 15 13 

TA1 – Foil ID 19 262 

   

Simultaneous Lineup 

 Identify Reject 

TP – Target ID 99 
19 

TP – Foil ID 21 

TA – Foil ID 80 61 
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2.9.8.2 Model Fits and Results 

We used an equal variance (EVSD) model of the yes/no task to estimate showup dt 

and c and SDT-MAX to estimate simultaneous dt and c. As previously, we conducted 

likelihood ratio tests comparing the overall fit of an unconstrained model fit to each dataset 

simultaneously, to various constrained models where one parameter was set to be equal 

across the two sets of data.  

We fit the EVSD model to the showup data. In this case, it has an analytic solution 

given by, dt = Φ-1(H) – Φ-1(F) and c = Φ-1(1 – F), where H is the Target ID rate, F is the TA 

Foil ID rate and Φ-1 is the inverse normal cumulative distribution function. Because there are 

no degrees of freedom, this model necessarily fits perfectly. The estimated parameter values 

were, dt = 1.58 and c = 1.49. We fit the SDT-MAX to the simultaneous data with the 

constraint that st = 1. It fit these data well, χ2(1) = 2.54, p = .11, with estimated parameter 

values, dt = 1.98 and c = 1.18. Although underlying discriminability appeared to be greater 

for the simultaneous lineup, this difference was not significant, χ2(1) = 1.87, p = .17. 

Responding was significantly more conservative for sequential position one, χ2(1) = 5.79, p < 

.05, consistent with previous findings at the aggregate level.  

Despite previous studies that have reported a simultaneous advantage in underlying 

discriminability over showups (e.g. Neuschatz et al., 2016) we failed to observe a similar 

effect in our data. Because the experiment was not designed with this analysis in mind, the 

number of participants in the TP1 was relatively small (N = 28) which means that the analysis 

may not have sufficient statistical power. Nevertheless, it is possible to conclude that if there 

is an advantage for simultaneous presentation it is likely to be a relatively small effect.  
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2.10 Reanalysis of Simultaneous vs. Sequential Studies conducted since Palmer and 

Brewer (2012) 

 We failed to find an underlying discriminability advantage for the simultaneous 

lineup compared to the sequential lineup in a corpus of studies published prior to Steblay and 

Phillips (2011) and in our own experimental data. However, it is possible that such an effect 

occurs in studies published after Steblay and Phillips (2011), particularly those that report an 

empirical discriminability advantage for simultaneous presentation (e.g. Mickes et al., 2012). 

We conducted a literature search for studies published since 2011 that compared 

photographic simultaneous and stopping-rule sequential lineups. We isolated studies that 

reported results in such a way that we could extract the cell frequencies required to fit the 

SDT-MAX and SDT-SEQ models. Seven simultaneous vs. stopping sequential studies 

published since 2011 reported met our criteria; Pica and Pozzulo (2017), Flowe et al. (2016), 

Carlson et al. (2016), Pozzulo et al. (2016), Sučić et al. (2015), Carlson and Carlson (2014) 

and Pozzulo et al. (2013). Additionally, we requested the data from Mickes et al. (2012), 

from which we were able to extract the required cell frequencies for experiment 1a, but not 

experiments 1b or 2. This new corpus of eight studies (total N = 6453, simultaneous n = 

2803, sequential n = 3650) provides more power to detect a simultaneous advantage in 

underlying discriminability than the Palmer and Brewer corpus (total N = 3871, simultaneous 

n = 1952, sequential n = 1919). 

2.10.1 Method  

As per our analysis of the Palmer and Brewer corpus, we estimated dt, c and, where 

relevant, ds for each study by fitting SDT-MAX to the simultaneous data and SDT-SEQ to 

the sequential data. We then calculated mean discriminability (dt – ds) and response bias (c) 

weighted by sample size for simultaneous and sequential presentation. For most of the 

studies, we estimated parameters separately for each experimental condition, rather than 
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collapsing over conditions other than presentation format. This led to thirteen simultaneous 

vs. sequential datasets from the eight studies. For Carlson and Carlson (2014) and Carlson et 

al. (2016), we collapsed the sequential target position two and target position five conditions, 

specifying that the target could only appear at these two positions when fitting SDT-SEQ. For 

Pozzulo et al. (2013) we collapsed the adolescent and adult age conditions because the 

original study reported no effect of age on decision performance.  

 

2.10.2 Results 

Model fit statistics and parameter values for each dataset are available in Appendix C, 

Table 2. SDT-MAX fit 12 of 13 simultaneous datasets at α = .05, failing to fit the backloaded 

simultaneous condition of Carlson et al. (2016). SDT-SEQ fit 10 of 13 sequential datasets at 

α = .05, failing to fit the sequential data from Sučić et al. (2015), the sequential weapon 

present plus distinctive feature condition from Carlson and Carlson (2014) and the sequential 

data from Pozzulo et al. (2013). Table 2.8 shows the mean and standard deviations for 

discriminability and response bias (c) for simultaneous and sequential presentation, weighted 

by sample size.  

Table 2.8  

Mean Parameter Values weighted by Sample Size from fits SDT-MAX to Simultaneous Lineup 

Data and SDT-SEQ to Sequential Lineup data from a Corpus of Eight Recent Studies 

  Parameter 

  discriminability c 

Format Source µw σw µw σw 

Simultaneous SDT-MAX 1.23 .54 1.09 .21 

Sequential SDT-SEQ 1.02 .38 1.09 .32 

 

Welch two-sample weighted t-tests indicated no significant difference in mean 

weighted discriminability, t(21.43) = 1.14, p = .27 or mean weighted response bias, t(20.72) = 
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0.08, p = .94, between presentation formats. As for the Palmer and Brewer corpus and our 

experiment, this does not support the hypothesis that underlying discriminability is greater for 

simultaneous presentation. Unlike our previous analyses, the hypothesis that responses are 

more conservative in the sequential procedure was not supported.  

2.11 General Discussion 

The present study sought to compare performance between the simultaneous lineup 

and sequential stopping-rule lineup in order to test the central prediction of the diagnostic 

feature detection hypothesis; that underlying discriminability is greater when lineups are 

administered simultaneously rather than sequentially (Wixted & Mickes, 2014). As structural 

differences between the procedures affect the shape of the corresponding ROCs, a difference 

in empirical discriminability between simultaneous and sequential presentation does not 

necessarily indicate a difference in underlying discriminability. In order to measure 

underlying discriminability, it is necessary to characterise the data in terms of an appropriate 

model. Accordingly, we developed a novel signal detection model that captures the structure 

of the sequential lineup task, SDT-SEQ, and contrasted this with models of the simultaneous 

lineup task, SDT-MAX and SDT-INT (as well as the Ensemble model). 

We first fit SDT-MAX, SDT-INT and SDT-SEQ to the Palmer and Brewer (2012) 

database comprised of a set of earlier studies that directly compared simultaneous and 

sequential stopping-rule presentations. While we identified and corrected a number of 

methodological shortcomings in the original study, the conclusions that we reached were the 

same. First, we found no systematic difference in underlying discriminability between the 

two kinds of lineup (measured by the parameter, dt, or dt – ds where relevant). Second, we 

found a shift to a more conservative response bias in sequential lineups. As the studies in the 

database did not collect or report post-decision confidence estimates, we were unable to 

estimate all the parameters specified in our models, leaving more nuanced aspects of the 
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simultaneous vs. sequential presentation question unexplored. Most studies also had 

relatively small numbers of participants and so lacked statistical power to detect a small 

effect, selected designated innocent suspects designed to resemble the target, and did not 

randomise the position of the target in sequential lineups. For this reason, we conducted a 

more powerful experiment that elicited multiple confidence judgments, did not employ a 

designated innocent suspect and randomised the position of the target on sequential lineups. 

We found no significant difference in underlying discriminability and more conservative 

responding for the sequential lineup, consistent with the Palmer and Brewer reanalysis. 

Finally, we analysed a corpus of data containing eight recent lineup studies that compared 

simultaneous and sequential presentation. The results were consistent with the previous 

findings in that there was no significant difference in underlying discriminability, but we did 

not find more conservative response bias for sequential presentation.  

Our analyses provide estimates of the difference in underlying discriminability 

between simultaneous and sequential lineups across a total of 36 separate studies or 

conditions within studies. While many features of these studies (e.g., lineup size, target 

position, presence of a designated suspect, backloading) vary considerably, each provides a 

point estimate of the difference in underlying discriminability. These estimates are plotted in 
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Figure 2.5 Panel A weighted by the number of participants and in Panel B as a cumulative 

proportion ogive.  

 

Panel A can be viewed as a “group-based” histogram in which each participant is 

assigned the difference estimate calculated for their group as a whole. Each vertical bar is 

centered on a given estimate and the length of the bar corresponds to the total number of 

participants in the group. The total number of participants across all the studies is 10,913. 

According to these data, the overall weighted mean difference is 0.09, indicating a slight 

advantage for simultaneous lineups. The same data are plotted in Panel B as a cumulative 

proportion ogive. From this, it is possible to determine that the median difference is .003, the 

5th percentile is -.56 and the 95th percentile is .77. Thus, in the studies we have analysed, 

approximately 50% of participants can be presumed to have shown a simultaneous advantage 

in underlying discriminability while the remaining 50% show the opposite.  Overall, this 

means that although some more recent studies have observed a simultaneous advantage in 

Figure 2.5 

Difference between Simultaneous and Sequential Discriminability plotted for each Dataset 

Analysed 
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underlying discriminability, the evidence to date taken as a whole suggests that this effect is 

close to zero.  

2.11.1 Diagnostic Feature Detection Theory 

Our results are not consistent with a key prediction of diagnostic feature detection 

theory (DFDT), that the greater opportunity to compare lineup items in the simultaneous 

lineup should improve underlying discriminability compared to the sequential lineup.   

However, the lack of an easily detected difference in underlying discriminability between 

simultaneous and sequential lineups does not necessarily militate against the processes 

proposed by the DFDT. All things being equal, it is possible that the greater detectability of 

diagnostic features in simultaneous lineups may lead to a performance advantage. However, 

this is a critical caveat – there may be other differences between the procedures that serve to 

counteract this effect. One obvious difference is the size of the choice set. In a simultaneous 

lineup, the target (if present) is one of several alternatives while in a sequential lineup, on 

each trial only a single item is presented. It is well-known that the probability of correct 

target detection declines with the increasing size of the choice set (Swets, 1959). On the other 

hand, it is possible that sequential presentation may induce retroactive interference through 

re-encoding of lineup items into memory. This would be expected to have a greater impact on 

items appearing later in the sequence which is suggested by the finding reported by Wilson et 

al (2019) that underlying discriminability may increase over the course of the sequential 

lineup, at least after position one. The point is that because the two procedures have different 

characteristics, it is likely they induce a range of effects on memory which, in the cases we 

have so far examined, more or less cancel out. Diagnostic feature detection may well occur 

but its effects on memory may be counteracted by other differences. 

The foregoing analysis suggests that if relevant differences between simultaneous and 

sequential lineups could be reduced then the effects of diagnostic feature detection may be 
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revealed. A recent study by Colloff and Wixted (2019) bears on this issue. They compared a 

standard showup in which only the suspect was presented with a novel simultaneous showup 

in which the suspect was presented along with five fillers none of which could be identified 

as the target. Based on ROC analysis, they found that the opportunity to compare the suspect 

to other similar faces in the “simultaneous showup” procedure improved empirical 

discriminability. Because the structural characteristics of the standard and simultaneous 

lineups are essentially the same – both require a decision to be made about a single item – the 

difference in empirical discriminability suggests a corresponding difference in underlying 

discriminability. If so, then the results reveal the kind of advantage predicted by the DFDT.   

2.11.2 The UK Lineup Procedure 

In a series of studies, Seale-Carlisle and colleagues have investigated the empirical 

and underlying discriminability of the UK (or PACE) lineup procedure (Seale-Carlisle & 

Mickes, 2016; Seale-Carlisle et al., 2019; Wixted et al., 2018). This procedure is conducted in 

accordance with the UK Police and Criminal Evidence guidelines (Police and Criminal 

Evidence Act, Code D, 2017). It differs in important ways from the stopping rule sequential 

lineup. First, witnesses see short videos of each lineup member rotating through a head-and-

shoulders profile rather than a static photo. Second, witnesses must view two full laps of the 

lineup procedure before making a decision, i.e. the lineup does not have a stopping rule, and 

may return to any item as many times as they wish before making their decision. In addition, 

the UK lineup contains nine items rather than six, as is common in other jurisdictions. 

Seale-Carlisle and Mickes (2016) found that the UK lineup procedure had lower 

empirical discriminability based on ROC analysis than a comparable simultaneous lineup. 

Seale-Carlisle et al (2019) conducted a series of experiments to try to isolate which aspects of 

the UK procedure were responsible for this difference. They also examined underlying 

discriminability by fitting the ensemble model to different versions of the UK lineup. They 
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concluded that the crucial feature that impaired relative performance in the UK lineup was 

the sequential presentation format. This was identified in one experiment (Experiment 1) and 

partially verified in a second experiment (Experiment 5). That is, both experiments found a 

difference in empirical discriminability based on measure of area under the ROC curve, but 

although a significant difference in underlying discriminability was found in the first 

experiment, this was not replicated in the second.  

The results found by Seale-Carlisle et al (2019) are, to our knowledge, the only 

example of a significant simultaneous lineup advantage in underlying discriminability. 

Because there is no stopping rule, witnesses make their decision after having viewed all the 

lineup items. Therefore, in terms of the task demands, the UK lineup functions as a kind of 

simultaneous lineup in which viewing of items is constrained to be sequential. The decrement 

in underlying discriminability identified by Seale-Carlisle et al. appears to be a consequence 

of this feature. However, our previous analyses suggest that it may not be a consequence of 

sequential presentation per se. These show that sequential presentation with a stopping rule 

does not significantly impair underlying discriminability. The difference must lie elsewhere. 

One possibility is that the UK procedure places additional memory demands on witnesses 

who must encode information about the members in the lineup, such as their facial features 

and lineup position, for a future identification decision. This may lead to the build-up of 

retroactive interference between test items and target memory (Dewar et al., 2007; Sosic-

Vasic et al., 2018; Wickelgren, 1966). In contrast, the presence of a stopping-rule reduces 

memory demands because once a decision is made, the features of the current lineup item can 

be immediately forgotten.  

Consistent with previous studies (Carlson et al., 2016; Clark, 2012a; Dobolyi & 

Dodson, 2013; Gronlund et al., 2009; Meissner et al., 2005; Palmer & Brewer, 2012), we 
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found that sequential presentation led to more conservative responding. This conforms to the 

original intention behind the introduction of sequential lineups, to reduce false alarms.  

2.11.3 Conclusions 

This study introduced a new model of the sequential lineup task, SDT-SEQ, and in 

conjunction with models of the simultaneous lineup task, SDT-MAX and SDT-INT, tested a 

key prediction of the diagnostic feature detection theory that underlying discriminability 

should be greater in a simultaneous lineup. In both our re-analysis of the Palmer-Brewer 

(2012) database and data from eight recently published studies, in addition to the results of a 

new experiment, we did not find evidence consistent with this prediction. This suggests that if 

the effect exists, it may be counteracted by other effects associated with differences between 

the two kinds of task. Further research is required to determine the conditions under which 

comparing features across lineup items improves memory, the limits of such an effect, and 

the extent to which it is affected by structural aspects of different lineup tasks. 
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Chapter 3 

3.1 Preface to Study Two 

Study one found that the sequential stopping rule lineup and simultaneous lineup did 

not significantly differ in discriminability. When aggregating results from a large number of 

previously published datasets and newly collected experimental data, the estimated effect size 

for this difference was close to zero. The sequential stopping rule lineup was associated with 

more conservative responding than the simultaneous lineup, consistent with previous 

research. The finding of no significant difference in discriminability was consistent with 

previous research that had compared these two tasks (Palmer & Brewer, 2012). However, 

previous research also found that the sequentially presented UK lineup task was associated 

with lower discriminability and more lenient – rather than more conservative – responding 

than the simultaneous lineup (Seale-Carlisle et al., 2016; Seale-Carlisle et al. 2019). These 

conflicting results for two sequentially presented lineup tasks raise the possibility that some 

other aspect of the UK lineup task, such as memory interference, or some aspect of the 

methodology of previous experiments, is responsible for the reported discriminability 

decrement and/or the lenient responding observed on the UK lineup.  

 Study two aimed to clarify the pattern of results observed in previous studies by 

comparing discriminability and response bias on the simultaneous lineup, the sequential 

stopping rule lineup, and the UK lineup. In a single large sample experiment (n = 2861), 

participants were allocated to see a six-item lineup with the target either present or absent, 

presented either simultaneously, sequentially with a stopping rule, or according to the UK 

presentation guidelines. As this study focused on presentation format, the UK lineup 

condition used still photos shown for five seconds each rather than 15 second long videos so 

as not to introduce added variability in to the experimental design, which would have reduced 

statistical power and complicated the interpretation of the results. However, the UK lineup 
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did include the option to revisit lineup items before identifying, which is a feature of the real-

world task not included in previous studies. This also allowed the comparison of participants 

who revisited compared to those who did not revisit on the UK lineup. The method of lineup 

composition and pool of sixteen items were shared with study one.
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3.3 Abstract 

Previous research has reported diverging patterns of results with respect to underlying 

discriminability and response bias when comparing the simultaneous lineup to two different 

lineup procedures on which items are presented sequentially, the sequential stopping rule4 

lineup and the UK lineup. As a result, the effect of sequential item presentation on these 

latent variables is unclear. In a single large sample experiment, we compared underlying 

discriminability and response bias on six-item photographic lineups presented either 

simultaneously, sequentially with a stopping rule, or sequentially according to UK 

presentation guidelines. Underlying discriminability was higher for the simultaneous lineup 

compared to the sequential stopping rule lineup, despite a non-significant difference in 

empirical discriminability between the procedures. There was little or no difference in 

underlying discriminability when comparing the simultaneous lineup to the UK lineup and 

the UK lineup the sequential stopping rule lineup. Responding was most lenient for the UK 

lineup, followed by the simultaneous lineup, followed by the sequential lineup. These results 

imply that sequential item presentation may not exert a large effect in isolation on the latent 

variables of interest. Rather, underlying discriminability and response bias on the sequential 

stopping rule lineup and UK lineup result from the interaction of sequential item presentation 

with other factors of these procedures. 

                                                 
4In contrast to study one, the terminology in this study distinguishes between the sequential lineup conducted 

with a stopping rule and the UK lineup, conducted without, as these two procedures are directly compared. 
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3.4 Introduction 

The procedure for presenting a lineup to a witness differs across nations and 

jurisdictions. In the majority of United States (US) jurisdictions and in Australia, lineup items 

are presented to the witness simultaneously. In Canada, the United Kingdom (UK) and 

approximately 30% of US jurisdictions, lineup items are presented to the witness sequentially 

(Police Executive Research Forum, 2013). Recent research comparing simultaneous and 

sequential presentation has found that the sequential presentation of items may impair 

underlying discriminability compared to the simultaneous presentation of items (Seale-

Carlisle & Mickes, 2016; Seale-Carlisle et al., 2019; Wixted et al., 2018). However, these 

studies compared the simultaneous lineup to the UK lineup procedure, in which procedural 

aspects other than sequential presentation may impair underlying discriminability. In a recent 

study, we found no significant difference in underlying discriminability between the 

simultaneous lineup and a sequential lineup task conducted with a stopping rule (Lindsay & 

Wells, 1985) in both new experimental data and data from a corpus of previous studies 

(Kaesler et al., 2020). This raises the question of whether the sequential presentation of items 

itself impairs underlying discriminability or whether the decrement in underlying 

discriminability observed for the sequentially-presented UK lineup is due to some other 

aspect of that procedure. Our aim in this study is to clarify the effects of sequential 

presentation on underlying discriminability by comparing performance on the simultaneous 

lineup, the sequential stopping rule lineup and UK lineup in terms of underlying 

discriminability and response bias. We will estimate the underlying parameter values 

associated with each procedure by fitting appropriate signal detection models to the data.  

3.4.1 Sequential Lineup Tasks 

As originally described by Lindsay and Wells (1985), the sequential stopping rule 

lineup task involves presenting lineup items to the witness one at a time, with the witness 
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making a yes/no decision for each item. If the witness rejects an item, they are shown the 

next item. If the witness identifies an item, their decision is recorded and the procedure is 

terminated; any remaining items are not shown. We refer to this as the “stopping rule”. If the 

witness rejects all items, their response is recorded as a non-identification. Like the 

simultaneous lineup, the sequential stopping rule lineup is conducted with photographic 

stimuli and is typically comprised of six items.  

In the UK, eyewitness identification policy is governed by the Police and Criminal 

Evidence Act (1984) Code D (Revised 2017). The UK lineup procedure also presents items 

to the witness one at a time, but the procedure differs substantially in other ways. First, the 

witness does not make an identification decision for each sequentially presented item. Rather, 

the witness must view the sequence of lineup items twice through before making their 

identification decision. This viewing is not self-paced; the items in the UK lineup are 15 

second long videos of a head-and-shoulders profile rotating through 180 degrees. Second, the 

UK lineup comprises nine items rather than the six items typical of simultaneous and 

sequential lineups. Finally, the witness is able to revisit items as many times as they wish 

before making their identification decision, although this feature has not been included in 

experimental versions of the task.  

3.4.2 Procedural Aspects of the UK Lineup 

Seale-Carlisle et al. (2019) conducted five experiments that aimed to understand 

which aspect of the UK lineup procedure was responsible for its decrement in underlying 

discriminability compared to the simultaneous lineup procedure (Seale-Carlise & Mickes, 

2016). These experiments held other aspects of the lineup constant while manipulating 

presentation format (sequential vs simultaneous), stimulus modality (photo vs video), laps 

required before identification decision (one lap vs optional two laps vs required two laps) and 

lineup size (six vs nine items). There was a small but only marginally significant underlying 
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discriminability advantage for photo stimuli over video stimuli, while there were no 

differences in the lineup size or lap conditions. In two experiments, simultaneous presentation 

was associated with greater underlying discriminability that sequential presentation. This 

pattern of results implies that the sequential presentation of items is the main factor in the 

decrement in underlying discriminability observed for the UK lineup compared to the 

simultaneous lineup (Seale-Carlisle & Mickes, 2016). 

3.4.3 Diagnostic Feature Detection Theory 

These findings are consistent with the Diagnostic Feature Detection Theory (DFDT) 

of eyewitness memory. DFDT proposes that underlying discriminability is enhanced when 

witnesses are able to compare across lineup items in order to isolate features uniquely shared 

by the lineup items and their memory of the target. The greater opportunity to compare items 

afforded by a simultaneously presented lineup compared to a sequentially presentation lineup 

will therefore lead to greater discriminability. However, we recently failed to find support for 

this prediction (Kaesler et al., 2020) in an analysis of 36 datasets (n = 10,913) from studies 

that compared the simultaneous lineup and the sequential stopping rule lineup (not the UK 

lineup). The overall effect size for the difference in underlying discriminability between 

simultaneous and sequential presentation was close to zero. This indicates that comparing 

across lineup items may provide, at best, only a small benefit to underlying discriminability. 

This benefit may be counteracted by other procedural factors. The results of Kaesler et al. 

(2020) imply that sequential presentation may not be the main factor in the underlying 

discriminability decrement observed for UK lineup presentation compared to simultaneous 

presentation, contrary to the conclusions reached by Seale-Carlisle et al. (2019).  

3.4.4 Possible Memory Interference in the UK Lineup 

Another aspect of UK lineup presentation that might impair underlying 

discriminability is the requirement to defer the identification decision until each lineup item 
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has been seen twice. On the simultaneous lineup, a single identification decision is required 

from an array of items. The witness is required to assess whether any of the items are a 

suitably strong match to their memory of the target. On the UK lineup the witness may need 

to hold some or all items in memory until they make their identification decision, in addition 

to assessing the degree of match between each item and their memory of the target. The 

lineup items may therefore interfere with witness memory for the perpetrator (e.g. Criss et al., 

2011). 

Memory interference, rather than sequential presentation, as the main factor 

responsible for impairing underlying discriminability on the UK lineup would also explain 

the similar underlying discriminability observed in Kaesler et al. (2020) for simultaneous 

presentation and sequential stopping-rule presentation. On the sequential lineup, the witness 

assesses the degree of match between each item and their memory for the perpetrator, but are 

not required to hold rejected lineup items in memory because they cannot be revisited, 

mitigating the potential for interference.  

If the beneficial effect of comparing across lineup members proposed by DFDT is 

small compared to the deleterious effect of interference on the UK lineup, then the 

simultaneous and sequential stopping-rule procedures would be expected to perform similarly 

despite a decrement in underlying discriminability for the UK lineup compared to the 

simultaneous lineup.  

3.4.5 Present Study 

In the present study, we sought to further investigate the extent to which the 

sequential presentation of items might impair underlying discriminability by comparing the 

simultaneous, sequential stopping rule and UK lineup procedures in terms of a critical 

feature; the method of presenting lineup items. To our knowledge, this is the first study to 

compare UK lineup presentation and sequential stopping rule presentation. This comparison 
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is also a test of the predictions of DFDT. To control for effects caused by differences other 

than presentation method, we conducted each lineup procedure with six items. This meant 

that the UK lineup was conducted with six photographic items, shown for five seconds each, 

rather than the typical nine 15-second long video items. Additionally, we included the ability 

to for witnesses to revisit items on the UK lineup in order to investigate whether this aspect 

of the task might affect performance. Finally, we sought to address the statistical power 

limitations in both the archival and experimental data in Kaesler et al. (2020) that may have 

resulted in us failing to detect a simultaneous advantage in underlying discriminability 

compared to sequential presentation. We therefore collected approximately three times as 

many responses for each presentation format condition compared to our experiment in 

Kaesler et al. (2020).  

3.4.6 Model Selection 

The signal detection models used in lineup research generally adopt the same 

underlying unequal variance signal detection framework (Kaesler et al., 2020; Kaesler et al., 

2017; Wixted et al., 2018). The signal strength distributions from which the foil and target 

values are drawn are assumed to be Gaussian in form. The mean and standard deviation of 

the foil distribution are set to zero and one, respectively. Free parameters are estimated in 

standard deviation units relative to the mean of the foil distribution. The standard deviation of 

the target distribution (st) may be estimated as a free parameter given sufficient degrees of 

freedom. In lineup research, it is typical that st < 1, in contrast to the result typically observed 

in basic recognition memory research employing list learning designs (Wixted et al., 2018). 

The other free parameters typically estimated by the models are the mean of the target 

distribution, dt, which captures underlying discriminability in conjunction with st, and one or 

more decision criteria, c, which determine the cut point for identification decisions at varying 

levels of confidence. The critical difference between signal detection models of the lineup 
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task is in the decision rule that specifies how the signal strength values are compared to the 

decision criteria (c). Specifying different decision rules allows the models to capture the 

structure of different lineup tasks.  

We previously introduced a signal detection model called SDT-SEQ (Kaesler et al., 

2020) that accounts for structure of sequential stopping rule lineup by specifying a “first 

above criterion” decision rule. This is necessary because the decision rules of all other 

models currently used in lineup research assume that all items are shown on every trial, 

which is not guaranteed when a stopping rule is in place. This model has provided a good fit 

to sequential stopping rule lineup data in two studies (Kaesler et al., 2020; Wilson et al., 

2019). We employed SDT-SEQ to estimate the underlying signal detection parameters for the 

sequential lineup data in this study. 

While the UK lineup procedure is also sequentially presented, the absence of a 

stopping rule constraint means that all lineup items are presented on each trial. This means 

that the UK lineup can be characterised by models on which the decision rules require all 

items to presented on each trial. Previous research comparing simultaneous and UK lineup 

presentation has fit the Ensemble model to data from both procedures (Seale-Carlisle et al., 

2019; Wixted et al., 2018). We previously found SDT-MAX to provide a good fit to 

simultaneous lineup data (Kaesler et al., 2020; Wixted et al., 2018). We employed SDT-

MAX here to estimate the underlying signal detection parameters for both the simultaneous 

and UK lineup data, although, as will be shown later, it fit both datasets poorly. We therefore 

employed the Ensemble model to estimate parameters for these tasks.   

3.4.7 Hypotheses 

The hypotheses for this study were preregistered on the Open Science Framework 

https://osf.io/xgzfu.  Note that we revised our sampling plan for data collection contained in 

the original registration. The updated sampling plan is available at https://osf.io/f7nb6. In 
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accordance with Diagnostic Feature Detection Theory, we hypothesise that simultaneous 

presentation will be associated with the greatest underlying discriminability as it affords the 

greatest opportunity for comparison across items, followed by UK lineup presentation, 

followed by sequential stopping rule presentation.  

Previous research indicates that UK lineup presentation leads to more lenient 

responding than simultaneous presentation (Seale-Carlisle & Mickes, 2016; Seale-Carlisle et 

al., 2019), and that sequential stopping rule presentation leads to more conservative 

responding than simultaneous presentation (Kaesler et al., 2020; Palmer & Brewer, 2012). On 

this basis, we hypothesise that responding will be most conservative for sequential 

presentation, followed by simultaneous presentation, followed by UK lineup presentation.  

3.5 Method 

3.5.1 Design and Materials 

This study employed a 3 x 2 between subjects design. We manipulated presentation 

format (simultaneous, sequential stopping rule or UK lineup) and target presence (target 

present or target absent). This study employed the stimuli from Kaesler et al. (2020), sixteen 

female faces selected on the basis of pairwise similarity ratings and feature-based criteria. See 

Kaesler et al. (2020) for full details of the stimuli selection process. All stimuli acted as both 

targets and foils and were randomly drawn on each trial.   

3.5.2 Participants 

Participants were n = 2982 Amazon Mechanical Turk workers. They were 

compensated 1 USD for completing the five- to ten-minute experiment. We excluded 120 

participants for failing attention check questions presented after the stimulus video and one 

participants whose identification response did not save correctly, leaving n = 2861 (TP = 

1925, TA = 936)  participants for the eventual analysis. By presentation condition, 

simultaneous n = 913 (TP = 612, TA = 301), sequential stopping rule n = 948 (TP = 645, TA 
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= 303) and UK lineup n = 1000 (TP = 668, TA = 332). We used an approximately 2:1 ratio of 

TP to TA lineups because it is desirable to have more power in the target present conditions 

than the target absent conditions, as there are three possible target present decision outcomes 

(target identification, foil identification or miss) and two possible target absent decision 

outcomes (foil identification or correct rejection).  

3.5.3 Procedure 

The main structure of the experiment was the same as the experiment in Kaesler et al. 

(2020), study one of this thesis. The experiment was administered using Amazon Mechanical 

Turk (AMT) and took place entirely within participants' web browsers. Participants were 

allocated to conditions using a round robin. After viewing instructions and provided consent 

to participate, they answered validation questions about the instructions and were directed 

back to the previous screen if their answers were incorrect. Participants were then shown a 

video of a randomly selected target from the sixteen-member pool, before completing a visual 

search distractor task. Pre-lineup instructions corresponding to those in the U.S. National 

Department of Justice (1999) guidelines were then shown. For the sequential stopping rule 

condition, participants were instructed that the procedure would terminate if they made an 

identification. For the UK lineup condition participants were instructed that all lineup 

members would be sequentially presented, that all members would be shown twice before 

they could make their decision, then they would be able to revisit lineup members before 

making their decision. Participants were then shown a target present or target absent lineup, 

with the target (if any) and the appropriate number of foils (five for target present, six for 

target absent) randomly selected from the remaining fifteen members of the stimulus pool. 

The position of the target (if any) and foils was random.  
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3.5.3.1 Simultaneous Presentation 

Participants were presented with six lineup items in a 3 x 2 grid. They could either 

select a lineup member or select a silhouette labelled “not present”, which indicated a 

rejection. They selected their desired option and clicked a continue button to confirm their 

choice.  

3.5.3.2 Sequential Stopping Rule Presentation  

Participants were presented with each lineup item individually with the option to 

either to identify or reject it. If an item was rejected, the next item was shown. If an item was 

identified, the procedure terminated. If all lineup items were rejected, participants were 

informed that the lineup was exhausted, indicating a rejection decision.  

3.5.3.3 UK Lineup Presentation  

This procedure is based on the Police and Criminal Evidence Act (1984) Code D 

(Revised 2017) guidelines. Participants saw each lineup item individually, looping through 

the set of six items twice in the same order. Each item was presented for five seconds and had 

a number corresponding to its serial position shown under the photograph. Numbering of the 

lineup items in this way is explicitly required by the PACE guidelines. Participants were then 

shown a decision screen which contained numbers one to six shown in a 3 x 2 grid and a 

silhouette labelled “not present”, which participants could select to indicate a rejection. Under 

each number were two clickable buttons, one labelled “See Again”, which showed the 

corresponding lineup item for five seconds before returning to the decision screen, and one 

labelled “Choose”, which showed a photo of the lineup item with two clickable arrow 

buttons. The left arrow button labelled “go back” returned participants to the decision screen 

and a right arrow button labelled “confirm” confirmed their choice. Showing a witness their 

chosen lineup item before confirming their identification is also explicitly required by the 

PACE guidelines. 
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3.5.3.4 Post-Decision Confidence  

After making their lineup decision, participants provided a typed confidence estimate 

for their identification on a 0 – 100 scale and a written confidence estimate in words. 

Participants also provided a written justification for their identification or rejection decision. 

They then answered follow-up questions about instruction clarity and task difficulty, and 

were given the opportunity to provide feedback.   

3.6 Results and Discussion 

Table 3.1 shows the frequencies of each response type split across six confidence 

levels for simultaneous, sequential stopping rule and UK lineup presentation. The bin widths 

were set by dividing confidence ratings from all choosers into six even-as-possible 

categories. 

Table 3.1  

Decision Outcome Frequencies for each Presentation Format 

Simultaneous Lineup 

Confidence 100 99 – 91 90 – 81  80 – 71  70 – 51  50 – 0 Reject 

TP – Target ID 88 57 82 92 83 50 
67 

TP – Foil ID 1 6 2 16 26 42 

TA – Foil ID 9 12 17 43 38 58 124 

        

Sequential Stopping Rule Lineup 

Confidence 100 99 – 91 90 – 81  80 – 71  70 – 51  50 – 0 Reject 

TP – Target ID 69 39 76 114 61 31 
102 

TP – Foil ID 11 8 21 43 45 25 

TA – Foil ID 6 4 20 31 39 45 158 

        

UK Lineup 

Confidence 100 99 – 91 90 – 81  80 – 71  70 – 51 50 – 0 Reject 

TP – Target ID 118 80 96 97 66 42 
34 

TP – Foil ID 8 5 20 30 39 33 

TA – Foil ID 21 18 30 61 65 61 76 
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3.6.1 ROC Analysis 

While our interest is primarily in underlying discriminability, this study is the first – 

to our knowledge – to directly compare sequential stopping rule and UK lineup presentation. 

This provides the opportunity to compare the procedures in terms of empirical 

discriminability. Figure 3.1 shows the target identification rate plotted against the innocent 

suspect identification rate, i.e. the ROC curve, for each presentation format.  

 

This study did not have a designated innocent suspect so we estimated the rate by 

dividing the target absent foil identification rate by the lineup size (Mickes et al., 2012). We 

used pROC (Robin et al., 2011) to conduct pairwise comparisons of partial Area Under the 

Curve (pAUC) between the procedures, following the tutorial in Gronlund et al. (2014). For 

Figure 3.1 

Empirical ROC Curves for each Presentation Format 
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each comparison, the cut point was set at the innocent suspect identification rate of the 

rightmost point of the more conservative procedure.  

First, pAUC did not significantly differ at a cut point of .080 between simultaneous 

(pAUC =  .024) and sequential (pAUC = .027) presentation, D = -.47, p = .64. Second, pAUC 

did not significantly differ at a cut point of .098 between simultaneous (pAUC = .033) and 

UK lineup (pAUC = .023) presentation, D = 1.15, p = .25. Finally, pAUC did not 

significantly differ at a cut point of .080 between sequential (.027) and UK lineup (.016) 

presentation, D = 1.66, p = .10. 

Empirical discriminability did not significantly differ between the simultaneous and 

sequential lineups, in contrast to some prior studies (Carlson & Carlson, 2014; Dobolyi & 

Dodson, 2013; Experiment 1a Mickes et al., 2012; Neuschatz et al., 2016) but in accordance 

with others (Flowe et al., 2016; Gronlund et al., 2012; Mickes et al., 2012; Sučić et al., 2015). 

There was also no significant difference in empirical discriminability between the sequential 

lineup and the UK lineup. The comparison of these two procedures highlights a known 

limitation of ROC analysis; comparing a relatively lenient and relatively conservative 

procedure may disadvantage the lenient procedure (Lampinen et al., 2019; Smith et al., 2020; 

Wixted & Mickes, 2018). This is because part of the range of the more lenient procedure is 

discarded when making the comparison. The UK lineup may have an empirical 

discriminability advantage over the sequential stopping rule lineup in the more lenient region 

of ROC space where it extends beyond the sequential lineup ROC, because the sequential 

lineup ROC has been shown to be non-monotonic (Rotello & Chen, 2016; Wilson et al., 

2019). This highlights a potential difficulty in comparing pAUC from the sequential stopping 

rule task to other tasks with monotonic ROC curves. We now apply signal detection models 

to compare underlying discriminability between each procedure.  
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3.6.2 Model Fit Performance  

The dashed lines in Figures 3.2, 3.3 and 3.4 show the model ROCs for each candidate 

model plotted against the empirical ROCs for each presentation format. We used the 

Matlab® fmincon function to fit each model to the data. SDT-SEQ fit the sequential stopping 

rule data well, χ2(10) = 15.90, p = .10. SDT-MAX did not fit the simultaneous data, χ2(10) = 

50.88, p < .001, or the UK lineup data well, χ2(10) = 42.00, p < .001. We planned to use 

SDT-MAX as the simultaneous and UK lineup model in this study but it provided a poor fit 

to the data. As a result, we fit the Ensemble model to the simultaneous and UK lineup data, as 

it has been shown to outperform SDT-MAX in characterising data from these tasks, 

particularly the UK lineup (Wixted et al., 2018). The Ensemble model fit the UK lineup data 

well, χ2(10) = 10.65, p = .39, so we adopted it as the UK lineup model for the foregoing 

analyses. The Ensemble model fit the simultaneous data to a greater degree than SDT-MAX, 

but still failed to fit the data, χ2(10) = 26.46, p < .01. 

Figure 3.2  

Model ROC curves for the Simultaneous Lineup 
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Figure 3.4  

Model ROC Curves for the Sequential Lineup 

Figure 3.3  

Model ROC Curves for the UK Lineup 
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3.6.2.1 Model Fit Issues  

We planned to test our hypotheses using likelihood ratio tests, comparing the fit of a 

model with all parameters free to vary, fit simultaneously to two datasets, to the fit of a 

constrained model where one parameter was set to be even across two datasets. The 

advantage of likelihood ratio testing is that it offers a direct method for testing differences 

between model parameters. However, the poor fit of SDT-MAX and the Ensemble model to 

the simultaneous data means that the point estimates of underlying discriminability (dt and st) 

and response bias (c) for the simultaneous condition recovered by the models may not be an 

accurate measure of the true parameter values. This complicates the interpretation of any 

significant differences in point value estimates of underlying discriminability and response 

bias between simultaneous presentation and the other presentation format conditions, because 

a significant difference in model parameter estimates may not indicate a significant difference 

in the true parameter values.  

Figure 3.2 shows that SDT-MAX and the Ensemble model capture the general pattern 

of the simultaneous data, even though they fail to fit it α = .05. Thus, the models may still 

prove useful from a measurement perspective by providing an indication of the region in 

which the true parameter values might lie. We therefore constructed bootstrap 95% 

confidence intervals (CIs) around each model parameter for both SDT-MAX and the 

Ensemble model fit to the simultaneous data, in addition to SDT-SEQ fit to the sequential 

stopping rule data and the Ensemble model fit to the UK lineup data. Another benefit of the 

bootstrap CI approach is that it provides some sense of the variability in the point estimate 

parameter values, although it is a less direct test of the differences in model parameters 

compared to a likelihood ratio test. When evaluating the predictions our hypotheses, we 

examined both the bootstrap 95% CIs around each parameter and the results of the likelihood 

ratio tests.  
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3.6.2.2 Bootstrap Procedure  

We first created 10000 bootstrap datasets of the simultaneous, sequential stopping 

rule and UK lineup data by generating random vectors from a multinomial distribution using 

the decision outcome rates for target present and target absent trials and the total number of 

target present and target absent trials in presentation format condition. This is equivalent to 

randomly resampling from the data without replacement. We then fit the relevant model to 

each bootstrap dataset. For some bootstrap samples, the models found local minima in the 

parameter space and produced implausible parameter values as a result. We excluded these 

outlier datasets before calculating 95% CIs from the bootstrap distributions for each 

parameter. In the case with the greatest number of outliers, the Ensemble model fit to the 

simultaneous lineup data, 43 bootstrap samples out of 10000 were discarded. To clarify, this 

means that the bootstraps 95% CIs for model parameters reported here are calculated directly 

from percentiles of the empirical bootstrap distributions and are not bias-corrected and 

accelerated (BCa) CIs (Efron, 1993). This is because calculating BCa intervals involve an 

inner jacknife procedure to calculate the acceleration factor that is computationally intensive, 

which made the runtime for bootstraps unfeasible.   

3.6.3 Parameter Estimates 

3.6.3.1 Underlying Discriminability  

Figure 3.5 shows the point estimates and bootstrap 95% CIs for dt and st recovered by 

each model when fit to the relevant presentation format data. All 95% CIs for st overlap, 

indicating that st did not significantly differ between presentation formats, irrespective of 

which model was fit to the simultaneous data. None of the likelihood ratio tests for 

differences in st by presentation format and model shown in Table 3.2 were significant, 

aligning with the pattern of results in the 95% CIs. This indicates that the dt estimates for 
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each presentation format are comparable for the purpose of estimating underlying 

discriminability. 

 

Figure 3.5 shows that dt was greatest for simultaneous presentation (for both 

candidate models), followed by UK lineup presentation, followed by sequential stopping rule 

presentation. The bootstrap 95% CIs for simultaneous and UK dt overlap, irrespective of 

which model was fit to the simultaneous data, indicating the dt advantage for simultaneous 

presentation over UK lineup presentation is likely not significant. Whether dt was greater for 

simultaneous presentation compared to sequential stopping rule presentation depended on 

which model was fit to the simultaneous data. When the Ensemble model was fit to the 

Figure 3.5 

Estimates of dt and st with Bootstrap 95% CIs for each Presentation Format 



  126 

 

simultaneous data, the bootstrap 95% CIs for simultaneous dt and sequential stopping rule dt 

overlapped, but only beyond the second decimal point, which implies that the difference may 

be significant. When SDT-MAX was fit to the simultaneous data, the bootstrap 95% CIs for 

simultaneous and sequential stopping rule dt overlap, indicating no significant difference in dt 

between the procedures.  

Table 3.2 

Likelihood Ratio Tests for dt and st 

 Sim(MAX) vs Seq Sim(ENS) vs Seq 

 χ2 p χ2 p 

dt 1.51 .22 7.08 <.05 

st 3.56 .06 .34 .56 

dt and st  4.32 .12 7.10 <.05 

     

 Sim(MAX) vs UK(ENS) Sim(ENS) vs UK(ENS) 

 χ2 p χ2 p 

dt .01 .91 2.62 .11 

st 3.40 .07 .44 .51 

dt and st  3.50 .17 2.64 .27 

     

 UK(ENS) vs Seq   

 χ2 p   

dt 1.33 .25   

st .02 .89   

dt and st  1.51 .47   

 

The likelihood ratio tests for dt by presentation format and model shown in Table 3.2 

reveal a similar pattern of results. The difference between simultaneous and sequential 

stopping rule dt was significant when the Ensemble model was fit to the simultaneous data. 

We calculated Hedge’s g as a measure of the effect size, g = .26, which is a small effect. The 

difference in simultaneous and sequential stopping rule underlying discriminability was not 

significant when SDT-MAX was fit to the simultaneous data. There was no significant 

difference in dt between simultaneous and UK lineup presentation, regardless of which model 
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was fit to the simultaneous data, or between UK lineup presentation and sequential stopping 

rule presentation.  

These results partially support our hypothesis with respect to underlying 

discriminability. The prediction that underlying discriminability would be greater for 

simultaneous presentation than for sequential stopping rule presentation was supported when 

the Ensemble model was fit to the simultaneous data, in accordance with a key prediction of 

the diagnostic feature detection hypothesis (Wixted & Mickes, 2014). The prediction that 

underlying discriminability would be greater for simultaneous presentation compared to UK 

lineup presentation was not supported, in contrast to previous research (Seale-Carlisle & 

Mickes, 2016; Seale-Carlisle et al., 2019), nor was the prediction that underlying 

discriminability would be greater for UK lineup presentation compared to sequential stopping 

rule presentation.  

The underlying discriminability advantage for simultaneous presentation compared to 

sequential stopping rule presentation found in this study should be interpreted with caution 

for two reasons. First, neither the Ensemble model nor SDT-MAX provided a good fit to the 

simultaneous lineup data. We attempted to work around this issue by constructing bootstrap 

95% CIs for differences in addition to testing for differences in the point estimates of the 

parameters, but we cannot rule out the possibility that point values were inaccurate and/or 

that the bootstrap CIs did not include the true parameter values. This failure of the models to 

fit the simultaneous data may be due to noise in the data or some unique feature of our 

sample not present in a previous simultaneous lineup experiment where we employed the 

same stimuli and procedure (Kaesler et al., 2020). Another possibility is that some 

simplifying assumptions made by the models are in conflict with reality, such as the Gaussian 

form of the distributions for signal strength or that every participant shares the same set of 

decision criteria (Macmillan & Creelman, 2005). 
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Second, whether underlying discriminability was greater for simultaneous compared 

to sequential stopping rule presentation depended on which model was fit to the simultaneous 

data. This highlights an inherent difficulty with the measurement model approach; measuring 

instruments sometimes disagree (Chang, 2004). We prefer the Ensemble model results here, 

as the model both quantitatively and visually provided a better fit to the data than SDT-MAX. 

The model ROC curves for SDT-MAX when fit to both simultaneous and UK lineup data in 

Figures 3.2 and 3.3 appear to show that SDT-MAX overestimates performance when 

responding is conservative and underestimates performance when response is lenient 

compared to the Ensemble model. The result of this is that SDT-MAX estimates a lesser 

value for simultaneous dt compared to the Ensemble model. This pattern is also evident in the 

unanalysed SDT-MAX estimate of underlying discriminability for the UK lineup, dt = 1.77, 

compared to the Ensemble model estimate, dt = 1.86.  

The uncertainty inherent in analysing simultaneous lineup data that was not well 

characterised by our candidate models means that we cannot state conclusively whether 

underlying discriminability was greater for simultaneous compared to sequential stopping 

rule presentation in this study, or indeed equivalent. However, we consider our results to 

favour the possibility of a small underlying discriminability advantage.  

3.6.3.2 Response Bias 

Examination of the empirical ROCs for each presentation format shown in Figure 3.1 

imply that responding is most lenient for the UK lineup, followed by the simultaneous lineup, 

then the sequential stopping rule lineup. This is indicated by the UK lineup ROC curve 

extending further to the right in ROC space, i.e. achieving a higher overall innocent suspect 

identification rate, than the ROC curves for the other procedures.  
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Figure 3.6 shows the estimated decision criteria (c1 – c6) and bootstrap 95% CIs for 

each model when fit to the relevant presentation format data. For c1, i.e. the choose/no-choose 

threshold, responding was most conservative for sequential stopping rule presentation, 

followed by simultaneous presentation (either SDT-MAX or Ensemble estimates), followed 

by UK lineup presentation. This was indicated by no overlap in the 95% bootstrap CIs for 

each presentation format. Examination of Figure 3.6 beyond c1 shows that the UK lineup was 

the most lenient procedure in general, with none of the bootstrap 95% CIs for UK lineup c2 – 

c6 overlapping with the those for sequential stopping rule presentation or simultaneous 

presentation as estimated by SDT-MAX. The c6 bootstrap 95% CI for UK lineup presentation 

Figure 3.6  

Estimates of Decision Criteria with Bootstrap 95% CIs for each Presentation Format 
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overlapped with c6 for simultaneous presentation as estimated by the Ensemble model. The 

bootstrap 95% CIs for sequential c2 – c6 are more lenient in general than those for 

simultaneous c1 – c6 as estimated by SDT-MAX, although only the difference at c2 is 

marginally significant. The bootstrap 95% CIs for sequential stopping rule c2 – c6 are more 

conservative, but not significantly, than those for simultaneous c2 – c6 as estimated by the 

Ensemble model.  

Table 3.3 shows the likelihood ratio tests for each criteria and presentation format. 

Using a Bonferroni corrected p-value of .05/6 = .008 to correct for multiple comparison, the 

results are largely in alignment with the bootstrap 95% CIs. Responding was significantly 

more conservative at c1 for sequential stopping rule presentation, followed by simultaneous 

presentation, followed by UK lineup presentation, irrespective of which model was fit to the 

simultaneous data. The UK lineup was also significantly more lenient than the other 

procedures from c2 – c6, irrespective of the simultaneous lineup model. Some differences 

were significant according to the likelihood ratio tests even though their bootstrap 95% CIs 

did not overlap. In particular, c2 – c6 were significantly more conservative for sequential 

stopping rule presentation compared to simultaneous presentation as estimated by the 

Ensemble model, and c2 and c2 were significantly more lenient for sequential stopping rule 

presentation compared to simultaneous presentation as estimated by SDT-MAX.  

These results support our response bias hypothesis; that responding would be most 

lenient for UK lineup presentation, followed by simultaneous presentation, then sequential 

stopping rule presentation. Our findings concur with previous model-based research 

comparing response bias between UK lineup presentation and simultaneous lineup 

presentation (Seale-Carlisle & Mickes, 2016; Seale-Carlisle et al., 2019) and simultaneous 

presentation and sequential stopping rule presentation (Horry et al., 2012b; Kaesler et al., 

2020). 
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The absence of a stopping rule is the most plausible explanation for more lenient 

responding on the UK lineup and simultaneous lineup compared to the sequential lineup 

(Kaesler et al., 2020; Palmer & Brewer, 2012; Seale-Carlisle et al., 2019). Under the stopping 

rule constraint, an identification decision terminates the lineup, so the optimal strategy to 

avoid errors is to set a higher criterion for identification compared to a procedure on which an 

identification decision has no effect on the possibility of viewing remaining lineup items. 

Table 3.3  

Likelihood Ratio Tests for Criteria between Presentation Formats 

 Sim(MAX) vs Seq Sim(ENS) vs Seq 

 χ2 p χ2 p 

c6 4.18 <.05 1.86 .17 

c5 5.14 .08 9.73 <.05 

c4 8.02 .05 9.77 <.05 

c3 12.38 <.05 9.96 <.05 

c2 15.23 <.05 15.52 <.05 

c1 70.53 <.001 66.51 <.001 

     

 Sim(MAX) vs UK(ENS) Sim(ENS) vs UK(ENS) 

 χ2 p χ2 p 

c6 45.98 <.001 7.70 <.05 

c5 63.20 <.001 12.41 <.01 

c4 86.83 <.001 22.07 <.001 

c3 108.30 <.001 33.57 <.001 

c2 119.84 <.001 45.18 <.001 

c1 121.17 <.001 51.81 <.001 

     

     

 UK(ENS) vs Seq   

 χ2 p   

c6 18.01 <.001   

c5 39.36 <.001   

c4 49.51 <.001   

c3 54.39 <.001   

c2 79.99 <.001   

c1 147.15 <.001   
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It is less obvious why the UK lineup should lead to more lenient responding than the 

simultaneous lineup. One possibility is that allowing participants to revisit lineup members 

before identifying produces a demand characteristic that encourages choosing. Perhaps 

participants interpret the option to revisit as feedback that the target is present in the lineup 

(Quinlivan et al., 2017). If this leads them to revise upward their belief in the prior 

probability that the target was present in the lineup, the optimal strategy is to choose more 

readily. However, this explanation alone cannot account for the pattern of results observed 

here because Seale-Carlisle et al. (2019) also observed lenient responding for UK lineup 

presentation without the option to revisit compared to simultaneous presentation. Another 

possibility is that the requirement to lap twice leads to lenient responding, consistent with 

research examining shifts in response bias from lap one to lap two in a sequential lineup 

procedure conducted without a stopping rule (Horry et al., 2015; Steblay et al., 2011a). 

However, it does not appear that responding was more lenient for the two lap compared to the 

one lap condition in Seale-Carlisle et al. (2019).  

3.6.4 Revisiting Items on the UK Lineup 

The opportunity to revisit lineup members at will before identifying is a unique aspect 

of the UK lineup procedure compared to the simultaneous and sequential procedure and 

reflects the way real police lineups are conducted in the United Kingdom (Police and 

Criminal Evidence Act, 1984). We sought to understand whether there are differences in 

underlying discriminability and response bias between those participants who revisited lineup 

members before identifying and those who did not. We partitioned the UK lineup data into 

two groups based on whether participants did or did not revisit lineup members before 

identifying. The data, with three confidence categories are shown in Table 3.4. We then fit 

the Ensemble model to each dataset, estimating dt, st, and three decision criteria (c1 – c3). 
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Table 3.5 shows the fit statistics and parameter estimates for each condition. The 

Ensemble model fit the “revisited” data well, but failed to fit the “did not revisit” data. 

Despite the failure of the Ensemble model to fit one condition, we proceed with the parameter 

estimates from this model because this facilitates straightforward comparison between each 

group. Additionally, the Ensemble model provided a superior fit to the original UK lineup 

dataset compared to SDT-MAX. It appears that underlying discriminability (dt) is greater for 

participants who did not revisit items compared to participants who did, but response bias (c1 

– c3) appears similar between the two groups.  

Table 3.4  

Decision Outcome Frequencies for Revisit vs Not Participants on the UK Lineup 

UK Lineup – revisited items before identifying 

Confidence 100 – 91 90 – 71 70 – 0 Reject 

TP – Target ID 29 65 52 
16 

TP – Foil ID 9 12 36 

TA – Foil ID 15 41 68 25 

     

UK Lineup – did not revisit items before identifying 

Confidence 100 – 91 90 – 71 70 – 0 Reject 

TP – Target ID 169 128 56 
18 

TP – Foil ID 4 38 36 

TA – Foil ID 24 50 58 51 

 

Table 3.5  

Parameter Values for Revisit vs Not Participants on the UK Lineup 

 Revisited Did Not Revisit 

dt 1.56 2.01 

st .54 .75 

c3 1.94 1.92 

c2 1.40 1.34 

c1 .81 .90 

χ2 5.74 14.54 

df 4 4 

p .22 .01 
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We compared the parameter values using likelihood ratio tests, comparing the fit of an 

unconstrained model fit to both datasets simultaneously to a number of constrained models 

where one parameter was fixed to be equal across the datasets. Table 3.6 shows the likelihood 

ratio tests. The difference in underlying discriminability between the groups was significant, 

the effect size was medium, g = .66. We note that the effect size of the dt advantage for those 

who did not revisit items compared to those who did is larger than the effect size of the 

difference between simultaneous and sequential presentation observed here. It is unclear 

whether some participants revisit items due to poor memory caused by pre-test factors, such 

as poor encoding of the target or memory decay, or whether the act of revisiting lineup 

members itself impairs memory through an interference-type mechanism.  

Table 3.6 shows that responding was significantly more lenient at the choose/no-

choose threshold (c1) for participants who revisited items before identifying, although the 

difference in the parameter estimates between each group is small. This indicates that a 

subset of participants with poor memory also chose more readily, an undesirable outcome. 

Table 3.6 

Likelihood Ratio Tests for Revisit vs Not on the UK lineup 

 χ2 df p 

dt 23.72 1 <.001 

st 2.46 1 .12 

dt and st 23.76 2 <.001 

c3 .05 1 .81 

c2 1.88 1 .39 

c1 8.70 1 <.05 

 

There were no significant differences for c2 and c3. The estimates of c1 for each group 

are similar to the estimate for UK presentation overall (c1 = .86). This implies that act of 

revisiting itself may not cause more lenient responding. It could be that the opportunity to 
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revisit prompts choosing, or that some other aspect of the procedure for lenient responding 

compared to simultaneous and sequential presentation. 

To disentangle these effects, an experimental test is required to understand the effects 

of allowing witnesses to revisit items. A future experiment could compare a UK lineup on 

which participants are able to revisit items to one on which they are not. With sufficient 

power, it would also be possible to investigate whether the nature of the relationship between 

underlying discriminability and response bias change with the number of items revisited.  

3.7 General Discussion 

This study compared simultaneous, sequential stopping rule and UK lineup 

presentation in terms of underlying discriminability and response bias by fitting signal-

detection based measurement models to experimental data. We sought to investigate the 

possibility that some aspect of the UK lineup task other than the sequential presentation of 

items may impair memory, in addition to providing a test of Diagnostic Feature Detection 

Theory (DFDT). To our knowledge, this is the first study to compare the sequential stopping-

rule lineup procedure and the UK lineup procedure. We found that simultaneous presentation 

was associated with greater underlying discriminability than sequential stopping rule 

presentation when the Ensemble model was fit to the simultaneous and UK lineup data, 

consistent with the predictions of DFDT. There were no significant differences in underlying 

discriminability between the simultaneous lineup and the UK lineup or the UK lineup and the 

sequential stopping rule lineup. Sequential stopping rule presentation was associated with the 

most conservative responding, followed by simultaneous presentation, followed by UK 

lineup presentation. The UK lineup was more lenient than the other presentation formats at 

all decision criteria, while simultaneous and sequential stopping rule presentation differed 

largely in the setting of the choose/no-choose threshold.  
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3.7.1 Diagnostic Feature Detection Hypothesis 

Our results were consistent with a key prediction of the diagnostic feature detection 

hypothesis (DFDT), that simultaneous presentation is associated with greater underlying 

discriminability than sequential stopping rule presentation. However, our results failed to 

conform to the DFDT predictions that the simultaneous lineup would be associated with 

greater underlying discriminability than the UK lineup, and that the UK lineup would be 

associated with greater discriminability than the sequential stopping rule lineup. The pattern 

of results can be interpreted as providing modest evidence in favour of DFDT. The additional 

opportunity afforded to compare items on the UK lineup meant that its decrement in 

underlying discriminability compared to the simultaneous lineup was smaller than the 

decrement for the sequential stopping rule lineup. 

We are somewhat constrained in evaluating DFDT by the limitations of a 

measurement model approach. As in our previous study (Kaesler et al., 2020), it is possible 

that there is a small beneficial effect of comparing across lineup members on underlying 

discriminability, which was counteracted by other aspects of the tasks under investigation. 

We may have also lacked power to detect a small effect.  Signal detection models measure 

underlying discriminability for a given lineup procedure, but cannot separately quantify the 

benefit to underlying discriminability of comparing across lineup members and the harmful 

effect of, for example, memory interference that might increase with the number of items 

viewed. Teasing out these differences requires careful experimentation. As we did not find 

patterns in the data that clearly contradict DFDT, such as a robust underlying discriminability 

advantage for sequential stopping rule presentation over simultaneous presentation, our 

results present little problem for the process account specified by the theory. Further 

experimental research is required to understand whether there are empirical results at this 
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level of explanation that are inconsistent, rather than inconclusive, with respect to the 

predictions of DFDT. 

The utility of the feature detection explanation is also difficult to test using signal 

detection models because this class of model does not formalise the exact processes that give 

rise to familiarity. That, is signal detection models are agnostic about what a feature is, what 

it means to detect one, and how that might enhance underlying discriminability. If the 

predictions of DFDT prove to be robust at the measurement level, then a model framework 

that does formalise the feature detection process and its relationship to underlying 

discriminability may be required to further test the theory. 

3.7.2 The UK Lineup Procedure 

Our results are consistent with the notion that the sequential presentation of items is 

the main factor responsible for the underlying discriminability decrement previously 

observed on the UK lineup compared to the simultaneous lineup, although we cannot draw 

strong conclusions as we failed to replicate this decrement in this study (Seale-Carlisle & 

Mickes, 2016; Seale-Carlisle et al., 2019). In addition to sequential presentation, we isolated 

two critical aspects of the UK lineup procedure, the requirement for witnesses to lap through 

the lineup items twice before identifying and the ability for witnesses to revisit lineup 

members before making their identification. We found no evidence that the requirement to 

defer the identification decision, lapping twice through the lineup items, impaired underlying 

discriminability. This weighs against the possibility that the decrement observed in other 

studies (Seale-Carlisle & Mickes, 2016; Seale-Carlisle et al., 2019) was due to the UK lineup 

interfering with memory for the target, rather than the sequential presentation of items 

(Kaesler et al., 2020). However, the duration of our UK lineup procedure was also much 

shorter than the more externally valid procedure used in Seale-Carlisle et al. (2019) and 

Seale-Carlisle and Mickes (2016). Each of our six photographic items was shown for five 
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seconds each while their nine photographic items were shown for fifteen seconds each. The 

longer duration for item presentation in Seale-Carlisle et al. (2019) and the greater number of 

lineup items may have led to more interference than in this study, which might have 

contributed to the larger decrement in underlying discriminability for UK lineup presentation 

in that study.  

The UK lineup procedure is complex to conduct relative to the simultaneous 

procedure, involving a presentation phase and a decision phase. It also requires specialised 

software (VIPER and PROMAT) and the maintenance of a library of appropriate foil videos. 

The evidence presented in this study and others suggests that this increased complexity is not 

associated with a corresponding benefit to the memory strength of witnesses. This 

demonstrates the potential for unintended consequences when memory test procedures are 

developed without reference to relevant research in recognition memory (Pike et al., 2002).  

3.7.3 The Sequential Lineup as applied in the United States 

While the stopping rule is in integral part of the sequential procedure described by 

Lindsay and Wells (1985), surveys of US police jurisdictions reveal that the stopping rule is 

not enforced (Wells et al., 2015a). The lineup does not terminate when an identification is 

made and witnesses are offered the opportunity of a second lap. They are also able to change 

their identification decision, which is recorded when their evidence is presented in court. Our 

results conform to the previous research (Wells et al., 2015a) finding that the omission of the 

stopping rule in US sequential lineups may lead witnesses to choose more readily than might 

be expected based on results of experimental studies, which typically do employ the stopping 

rule (Kaesler et al., 2020; Palmer & Brewer, 2012).  

The sequential lineup was adopted by jurisdictions based on the finding that it 

produced a higher diagnosticity ratio, the ratio of the target identification rate to the innocent 

suspect identification rate, than the simultaneous lineup (Steblay et al., 2011b). Subsequent 
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research demonstrated that increases in this ratio largely reflect increasingly conservative 

responding rather than an increase in memory strength (Mickes et al., 2012). Some 

researchers have argued that the sequential procedure may still be preferred because 

conservative responding necessarily reduces innocent suspect identifications (Wells, 2014). 

The promised reduction of innocent suspect identifications relative to simultaneous 

presentation may not be realised when sequential lineups are conducted without a stopping 

rule (Wells et al., 2015a), which may be of concern to policy makers in light of a lack of 

enforcement of this aspect of the lineup procedure. 

3.7.4 Empirical and Underlying Discriminability 

Previous research has demonstrated that empirical discriminability, measured by ROC 

analysis, and underlying discriminability, measured by signal detection models, can be 

dissociated (Wilson et al., 2019; Wixted & Mickes, 2018). We found such a dissociation 

here; there was no significant difference in empirical discriminability between simultaneous 

and sequential stopping rule presentation but there was a small underlying discriminability 

advantage for simultaneous presentation. This further reinforces the necessity of adopting a 

measurement model approach when comparing the underlying signal detection parameters 

between lineup tasks that differ in structure (Kaesler et al., 2020).   

3.7.5 Model Selection 

Our results with respect to simultaneous presentation highlight important issues 

regarding model selection. First, SDT-MAX failed to fit both the simultaneous and UK 

lineup tasks and was outperformed by the Ensemble model, consistent with prior research 

(Wixted et al., 2018). This implies that SDT-MAX may not be a suitable candidate model for 

characterising data from these tasks. However, SDT-MAX successfully fit data from a wide 

range of simultaneous lineup experimental data in a prior study we conducted (Kaesler et al., 

2020), although some of the older datasets analysed in that study may have had insufficient 
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power to reject the model. Another issue is that underlying discriminability was greater in 

this study than in some previous model-based studies (Seale-Carlisle et al., 2019; Wixted et 

al., 2018). This led to relatively few foil identifications at high confidence. SDT-MAX may 

have been more affected by low power in these cells than the Ensemble model, which might 

explain its apparent overestimation of performance when responding was conservative. SDT-

MAX may provide an adequate fit to data when performance is poorer, whereas the 

Ensemble model may provide an adequate fit over a greater range of possible performance. In 

all, our results provide further evidence that the Ensemble model is superior to SDT-MAX 

for characterising data from simultaneous and UK lineups (Wixted et al., 2018).  

Second, the underlying discriminability advantage for simultaneous compared to 

sequential presentation was evident when the Ensemble model was fit to the simultaneous 

data but not when SDT-MAX was fit to the simultaneous data. In this study, we adjudicated 

between the models based on goodness-of-fit. For our data, it is principled to prefer the 

results when the Ensemble model is the simultaneous and UK lineup model because its 

decision rule is a plausible characterisation of both procedures and it provides a better fit to 

the data than SDT-MAX. Our results depended on the model fit to the data, which highlights 

the possibility that the conclusions of future lineup studies could be influenced by model 

selection, particularly when more than one model fits the data. In the case where model 

selection leads to different results, it would be prudent to report both versions of an analysis 

in order to present the most complete account.  

3.7.6 Conclusion 

This study compared simultaneous, sequential stopping rule and UK lineup 

presentation in terms of underlying discriminability and response bias. Consistent with 

Diagnostic Feature Detection Theory, we found that simultaneous presentation was 

associated with greater underlying discriminability than sequential stopping rule presentation. 
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The pattern of results with respect to the UK lineup implied that the performance decrement 

observed in previous research (Seale-Carlisle & Mickes, 2016; Seale-Carlisle et al., 2019) 

may be due to the sequential presentation of items rather than an interference-type effect 

resulting from other aspects of the procedure. Further work is required to understand how 

allowing witnesses to revisit items on sequentially presented lineup tasks affects their 

decision behaviour. 
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Chapter 4 

4.1 Preface to Study Three  

Study one developed and introduced a model for measuring discriminability and 

response bias on the sequential stopping rule lineup, SDT-SEQ. This model was used in 

studies one and two to compare performance on the simultaneous lineup to the sequential 

stopping rule lineup and the UK lineup. One aspect of the sequential stopping rule lineup 

unexplored in studies one and two is the extent to which discriminability and response bias 

change over the course of the task. Understanding this aspect of the task may prove useful 

when developing policy about where the suspect should be placed in the lineup.  

 In order to address the question it is necessary once again to consider the match 

between the task, measurement model and research question. In study three, the sequential 

stopping rule lineup is conceptualised as a series of yes/no decision tasks, on which a “yes” 

response terminates the procedure. Thus, the probability of identifying an item from the 

sequential lineup is joint probability of not identifying the previous items and the probability 

of identifying the current item. This means that it is necessary to consider not only the 

position of the target (or innocent suspect) in the lineup, which is accounted for by SDT-

SEQ, but also the position at which identifications are made, which is not accounted for by 

SDT-SEQ. Addressing the issue of position effects in the sequential stopping rule lineup 

therefore requires the development of a new model. Study three develops the Independent 

Sequential Lineup (ISL) model, which gives the probability of each lineup decision outcome 

at each target and identification position, and a signal detection implementation, SDT-ISL, 

which converts these probabilities into discriminability and response bias. The ISL model and 

SDT-ISL are used to reanalyse data from a recent study that investigated position effects on 

this task (Wilson et al., 2019), in addition to newly collected experimental data. This 

experiment followed the same procedure for administering the sequential stopping rule lineup 
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and used the same stimuli as the experiments in studies one and two. The data structure of the 

ISL model required a large sample size to ensure adequate counts in all cells for model fitting 

(n = 7,204)
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4.3 Abstract 

How do underlying discriminability and response bias change over the course of the 

sequential lineup5? To explore this question, we developed and applied the Independent 

Sequential Lineup (ISL) model, which accounts for both identification position, the position 

at which the witness identifies a lineup item as the target, and target position, the position at 

which the target or suspect appears. We conducted a large sample sequential lineup 

experiment (n = 7,204) and reanalysed data from two similar experiments recently conducted 

by Wilson, Donnelly, Christenfeld and Wixted (2019; Journal of Memory and Language, 

104, 108-125). There was a small increase in underlying discriminability from serial position 

one to position two in our experiment, but not in the experiments from Wilson et al., contrary 

to their original analysis. Responding became more conservative with serial position when a 

foil was identified prior to the presentation of the target. Failing to identify a target led to a 

conservative shift in response bias for the next item, although this effect weakened as the 

lineup progressed. Results are discussed in terms of their implications for diagnostic feature 

detection theory and for the placement of the suspect in real police lineups conducted using 

the sequential procedure.

                                                 
5As for study one, the term “sequential lineup” in this study refers to the procedure described by Lindsay and 

Wells (1985), conducted with a stopping rule.  
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4.4 Introduction  

The sequential lineup (Lindsay & Wells, 1985) was developed to reduce the risk of 

mistaken identification and has generated much research since its introduction. Of critical 

interest in this research has been the question of where to place the suspect in the sequence of 

lineup members, to minimise false alarms and maximise correct detections. Early sequential 

lineup research concluded that choosing rates did not differ by position if the number of 

lineup members was concealed from the witness (Lindsay & Wells, 1985; Sporer, 1993). 

However, subsequent studies employing choosing-rate based analyses (e.g. Gronlund et al., 

2009), Receiver Operating Characteristic (ROC) analysis (e.g. Meisters et al., 2018) and 

signal detection modelling (Wilson et al., 2019) have reported results consistent with both 

differences in overall choosing by position and differential effects on target and non-target 

identification rates by position.  Aside from practical concerns, these results raise important 

theoretical questions about why such effects might occur. According to signal detection 

theory, the different choosing rate patterns reported in previous literature imply two different 

explanations of decision behaviour: A change in overall choosing rates by position 

corresponds to a change in response bias, while a differential effect on target and non-target 

identifications by position corresponds to a change in underlying discriminability (Wixted & 

Mickes, 2018). Given the variety of analysis techniques used in existing research and the 

mixed pattern of results, the extent to which response bias and underlying discriminability 

change over the course of the sequential lineup remains unclear. In this paper, we aim to 

develop a model of the sequential lineup that can be used to estimate the signal detection 

parameters at each serial position. This will describe the nature of the effects that occur. We 

fit the model of the sequential lineup to new experimental data and the data from Wilson, 

Donnelly, Christenfeld and Wixted (2019). This will clarify the conclusions reached about 
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position effects in previous studies and highlight the areas where models need to be 

developed to understand why they occur. 

4.4.1 Choosing Rate-Based Sequential Position Studies 

Prior to the introduction of ROC analysis to lineup research (Mickes et al., 2012), 

position effects were investigated using choosing rate based measures. Some studies 

compared the rates of target identification and innocent suspect identification at each position 

(Clark & Davey, 2005; Memon & Gabbert, 2003), while others computed the “diagnosticity 

ratio”, the ratio of the target identification rate to the innocent suspect identification rate, at 

each position (Carlson et al., 2008; Gronlund et al., 2009). Memon and Gabbert (2003) and 

Clark and Davey (2005) found that the target identification rate was lower when a “next-best” 

familiar foil appeared before the target, as opposed to after the target. This highlights the 

effect of the stopping-rule constraint; witnesses see no more members once they have made 

an identification and thus a familiar foil place before the target may cause them to “spend” 

their identification choice. Clark and Davey (2005) also found evidence of a strict-to-lenient 

criterion shift in terms of overall choosing rates in their second experiment.  

Carlson et al. (2008) experiment two found that both overall choosing and target 

identifications increased on target present sequential lineups in late positions compared to 

earlier positions. There was no difference in overall choosing by position on target absent 

lineups but innocent suspect identifications decreased in late positions compared to earlier 

positions. Overall, the diagnosticity ratio increased with serial position. Gronlund et al. 

(2009) also reported a diagnosticity increase for late positions in the sequential lineup.  

These findings tell us little about underlying discriminability and response bias as 

changes in choosing rates by position reflect some combination of a change in willingness to 

choose and a change in ability to discriminate target and non-target items. That is, analyses 
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based on choosing rates confound discriminability and response bias (Mickes & Wixted, 

2012). This led to a different approach to describing position effects. 

4.4.2 Studies Employing ROC Analysis 

Subsequent research has investigated sequential position effects using Receiver 

Operating Curve (ROC) analysis, which provides a method for quantifying discriminability 

independent of response bias (Carlson & Carlson, 2014; Dobolyi & Dodson, 2013; Gronlund 

et al., 2012; Meisters et al., 2018; Neuschatz et al., 2016). To perform ROC analysis, the 

target identification rate is plotted against the innocent suspect identification, i.e. the false 

identification rate, for the subset of trials where the target appeared in a particular position. 

For studies without a designated innocent suspect, the false identification rate for a position 

can be estimated by dividing the target absent foil identification rate for that position by the 

lineup size. Empirical discriminability (Wixted & Mickes, 2018) at each position can then 

compared based on area under the ROC curve (AUC). Three of these studies reported greater 

empirical discriminability for late positions in the lineup compared to early positions 

(Gronlund et al., 2012; Meisters et al., 2018; Neuschatz et al., 2016). The remainder reported 

no difference in empirical discriminability between early and late positions (Carlson & 

Carlson, 2014; Dobolyi & Dodson, 2013).  

However, it is important to distinguish between empirical discriminability, measured 

by ROC analysis, and underlying discriminability, which is measured with respect to a 

particular signal detection model (Wixted & Mickes, 2018). These two measures may be 

dissociated when structural features of a memory test affect ROC shape. Figure 4.1 shows 

ROC curves from data simulated according to a model of the stopping-rule sequential lineup 

called SDT-SEQ, described in detail in Kaesler et al. (2020). In each simulated dataset, n = 

4000 (TP = 2000, TA = 2000) and the target was fixed in a single position. SDT-SEQ 

instantiates the stopping rule constraint through a “first above criterion” decision rule.  
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The first lineup item that exceeds the choose/no-choose threshold will be identified, 

even if a more familiar item appears later in the lineup. If no lineup member exceeds the 

criterion, then the lineup will be rejected. Under the assumption that all foils are drawn from 

one distribution, underlying discriminability is summarised by free parameters dt and st, the 

mean and standard deviation of the target distribution, respectively. Response bias is 

summarised by a number of decision criteria denoted c1…cn, where c1 is threshold separating 

an identification from a rejection. For the six simulated datasets in Figure 4.1, dt = 1.7, st = 

0.8 and c = 1.0, 1.4, 1.7 and 2.0. It is evident from Figure 4.1 that empirical discriminability 

as measured by AUC decreases as the target appears later in the lineup, even though 

Figure 4.1 

ROC Curves Simulated from SDT-SEQ with constant Discriminability 
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underlying discriminability (dt) is the same across all datasets. This is attributable to the 

stopping rule constraint of the sequential lineup task (Rotello & Chen, 2016; Wilson et al., 

2019) which reduces AUC as the lineup progresses because witnesses who identify early lose 

the opportunity to identify later in the lineup, but are still counted in the total number of trials 

for calculating target and innocent suspect identification rates. This implies that target 

position affects the shape of the sequential ROC and resulting empirical discriminability 

independent of underlying discriminability. Thus, the results of studies employing ROC 

analysis alone cannot clearly establish whether memory strength changes over the course of 

the sequential lineup. Consequently, it is necessary to employ signal detection measurement 

models to measure underlying discriminability and response bias on the sequential lineup.  

4.4.3 Model-Based Studies 

Two studies have adopted a model-based approach to understanding sequential 

position effects, employing the integration model (SDT-INT) and the independent 

observations model (SDT-MAX), which are described in Kaesler et al. (2020). Carlson et al. 

(2016) reported greater underlying discriminability for position two than position five based 

on fits of SDT-MAX when participants were not told how many lineup members to expect 

before commencing the procedure. Horry et al. (2012b) reported that underlying 

discriminability was greater at position two than position six based on fits of SDT-INT when 

participants were told how many photos to expect, either 6, 12 or 30. Both Horry et al. (2012) 

and Carlson et al. (2016) reported a strict-to-lenient criterion shift from early to late positions 

based on choosing rates, although this was not reflected in the estimated model parameters.  

These results are called into question because SDT-INT and SDT-MAX are not 

appropriate models for characterising data from a sequential lineup (Kaesler et al., 2020). 

This is because the model’s decision rules depend on access to the familiarity for all lineup 

items in order to isolate the most familiar item (SDT-MAX) or calculate the summed 



  153 

 

familiarity of the items (SDT-INT). This is not compatible with the structure of the sequential 

lineup, on which an identification can be made before all items are shown. Relatedly, the 

position of the target is not represented within these models’ decision rules, because it does 

not affect the calculation of the summed familiarity and maximum familiar decision 

variables. This means that these models may not recover accurate parameter estimates when 

fit to sequential lineup data in the aggregate and may not capture effects of target position on 

discriminability and response bias.  

Following Mickes et al. (2014), Meisters et al. (2018) calculated underlying 

discriminability by target position according to equations from a signal detection model of 

the yes-no task, d’ = Φ-1(Target Identification Rate) – Φ-1(False Identification Rate), where  

Φ-1 is the inverse normal cumulative distribution function. They found that underlying 

discriminability increased over the course of a four-item sequential lineup. This estimate of 

underlying discriminability may not be accurate for the same reason as for SDT-MAX and 

SDT-INT; the yes-no involves the presentation of a single item at test rather than a set of 

items and therefore does not account for the position of the target or specify a decision rule 

that captures the stopping rule constraint. 

Figure 4.2 shows dt, i.e. the mean of the target distribution, recovered by SDT-SEQ, 

SDT-MAX and SDT-INT when fit to the fixed target position datasets generated by SDT-

SEQ for Figure 4.1, in addition to the yes-no d’ calculation used by Meisters et al. (2018). 

Recall that the data were generated from SDT-SEQ with dt = 1.7 and st = 0.8 at all target 

positions, so we fixed st to 0.8 when fitting SDT-MAX and SDT-INT to ensure that estimates 

of dt at each position were comparable between the models. The yes-no calculation assumes 

an underlying equal variance model where st = 1. When fit to its own data, SDT-SEQ 

unsurprisingly recovers dt = 1.7 for each dataset because the possible positions of the target in 

the lineup are specified when the model is fit to the data. SDT-MAX, SDT-INT and the yes-
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no equal variance signal detection model do not recover dt = 1.7 for each dataset, likely 

because these models’ decision rules do not account for position of the target and its 

interaction with the stopping rule constraint.  

 

4.4.4 SDT-SEQ and Wilson et al. (2019) 

Wilson et al. (2019) recently conducted an analysis of sequential position effects, 

employing ROC analysis to quantify empirical discriminability and SDT-SEQ to estimate 

underlying discriminability. They sought to address the shortcoming of previous work by 

fully randomising target position, rather than fixing the target in one early and one late 

position, as in some previous studies (e.g. Gronlund et al., 2009; Memon & Gabbert, 2003), 

which required a large sample size (Experiment 1 n = 6530, Experiment 2 n = 1966 lineup 

trials). The results of experiment one showed a dissociation between empirical and 

Figure 4.2  

Estimates of dt from fitting Various Lineup Models to the Simulated Data from Figure 4.1 
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underlying discriminability: Empirical discriminability decreased with target position, while 

underlying discriminability increased from position one to position two, but changed little 

beyond. Empirical discriminability also decreased by position in experiment two but 

underlying discriminability did not vary. This is consistent with the simulated ROC data from 

SDT-SEQ shown in Figure 4.1. Response bias varied by target position across both 

experiments, but there was no obvious pattern of increase or decrease.  

The results of Wilson et al. (2019) experiment one with respect to underlying 

discriminability support a key prediction of Diagnostic Feature Detection Theory (DFDT 

Wixted & Mickes, 2014); that underlying discriminability should increase over the course of 

the sequential lineup. DFDT proposes that the opportunity to compare across lineup items 

increases underlying discriminability because witnesses are able to isolate the unique, 

diagnostic features shared by their memory of the perpetrator and the lineup items. As a 

result, underlying discriminability should increase over the course of the sequential lineup 

because the presentation of each successive lineup item provides additional opportunity to 

isolate diagnostic features.  

Wilson et al. (2019) provided a valuable test of DFDT and empirically demonstrated 

the dissociation between underlying and empirical discriminability on the sequential lineup 

task. However, two aspects of Wilson et al.’s (2019) research may have affected their results. 

First, they did not employ a stopping rule when administering their sequential lineup task, 

which allowed participants to make multiple identifications. Second, SDT-SEQ is not an 

ideal model for investigating sequential position effects, as outlined below.  

4.4.4.1 Wilson et al.’s (2019) Sequential Lineup Task.  

Wilson et al. (2019) showed that the non-monotonic sequential lineup ROC curve 

simulated in Rotello and Chen (2016) could be recovered empirically by changing the 

confidence threshold for counting identifications. Conducting this analysis required the 
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sequential lineup task to be conducted without a stopping rule. Participants provided a yes/no 

identification decision and confidence rating from -100 (sure item is not the target) to +100 

(sure item is the target) for each lineup item. That is, they were able to identify multiple 

items, in contrast to the stopping rule sequential lineup, where the first identification 

terminates the procedure. For experiment one, the “neutral” cut point was to count as an 

identification the first item with a confidence rating > 0, the “conservative” cut point was to 

as an identification the first item with a confidence rating > 80 and the “liberal” cut point was 

to count as an identification the item response > -80. Wilson et al. (2019) Figure 7A shows 

the resulting ROC curve, which is qualitatively similar to the “first-above-criterion” decision 

rule ROC curve shown in Rotello and Chen (2016) Figure 6.  

For the position effect analyses, Wilson et al. (2019) used the neutral cut point to 

count identifications. Implicit in these analyses is the notion that imposing a post-hoc 

stopping rule on the data is equivalent to conducting a sequential lineup with a stopping rule. 

This assumption may be unsound because participants may behave differently when their task 

is to provide a binary decision and confidence rating for sequentially presented items, 

compared to when their task is to decide whether the current sequentially presented item is a 

strong enough match to memory that they are willing to forgo viewing the remaining items. 

On this basis, we might expect that conducting a sequential lineup task with a stopping rule 

would lead to more conservative responding than the Wilson et al. (2019) task, because 

identifying an item carries a higher cost in the stopping rule task. Additionally, allowing 

participants to make multiple identifications from a lineup is known to reduce accuracy 

compared to allowing participants only a single identification (Horry et al., 2015; Steblay et 

al., 2011a), which may indicate reduced underlying discriminability for procedures that allow 

multiple identifications.  

 



  157 

 

4.4.4.2 Issues with the application of SDT-SEQ  

To estimate signal detection parameters at each position, Wilson et al. (2019) 

constructed subsets of their data, i.e. trials on which the target appeared in position j, and fit 

SDT-SEQ to each subset, specifying that the target appeared in only one position. This 

approach has two major limitations, outline below.  

Many lineup studies that employ fair target absent (TA) lineups, including this study 

and Wilson et al. (2019), do not designate an innocent suspect on TA trials. It is not obvious 

how to extract the subset of TA trials where the target was in position j from experiments 

with this design, because there is no designated innocent suspect to stand in for the target. 

One possibility is to count the TA foil identifications that occur at each serial position. 

However, this subsets TA identification by identification position i rather than target position 

j. Under this rule, it is also unclear how correct rejections should be allocated to a subset 

where the target appeared in position j, as is possible for misses on TP lineups. As an 

approximation, the total number of correct rejections could be divided by the lineup size 

(Wixted & Mickes, 2012). In this case, the correct rejection frequencies in each subset are no 

longer “observed”, which compromises the χ2 test used to assess model fit. 

Another possible method is to conceive of each subset as a separate experiment where 

the target was fixed in position j. TA foil identifications at position j are treated as false 

identifications, with TA foil identifications at positions ≠ j making up the remainder of TA 

identification responses. Along with the total number of correct rejections, this method allows 

for the calculation of false identification rates for plotting ROCs but it is not ideal for model 

fitting analyses. Using this method, TA foil identifications and correct rejections are repeated 

in each position subset, violating the assumption of independence and compromising the χ2 

goodness-of-fit test. Our understanding is that Wilson et al. (2019) employed this method of 
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subsetting when analysing their data by position (B. M. Wilson, personal communication, 

July 2, 2019). 

It seems that the sub-setting issue could be solved by designating an innocent suspect 

on TA trials, allowing false identifications, TA foil identifications and correct rejections to be 

counted when an innocent suspect position appears in j in the same way as target 

identifications, TP foil identifications and misses are counted on TP lineups. SDT-SEQ could 

then be fit to each subset with the target in a fixed position. However, this approach collapses 

over identification position.  

SDT-SEQ assumes that an identification is equiprobable at each serial position for 

tractability. For example, a subset of lineup data when the target appeared in position 1 

contains target identifications from position 1, but TP foil identifications from positions 2 to 

6. As a result, differences in underlying discriminability between subsets of the data where 

the target appeared in position j may also reflect changes in response criteria across 

identification positions. It is therefore unclear whether Wilson et al.’s (2019) results for 

experiment one reflect a genuine increase in underlying discriminability with serial position, 

as predicted by the DFDT. To address these issues, an alternative modelling approach is 

required.  

4.4.5 The Independent Sequential Lineup Model 

We propose a probabilistic model, which we call the Independent Sequential Lineup 

(ISL) model, that accounts for both the position of the target and the position at which 

identifications are made. Table 4.1, presented on the following page, shows the data structure 

for this model. 
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Table 4.1  

The Structure of the ISL Model 

 
Target Position  

  1 2 3 4 5 6 None 

ID 

Position 

1 (1 − 𝐺1𝑘) (1 − 𝐹1𝑘) (1 − 𝐹1𝑘) (1 − 𝐹1𝑘) (1 − 𝐹1𝑘) (1 − 𝐹1𝑘) (1 − 𝐹1𝑘) 

2 𝐺1(1 − 𝐹2𝑘
∗ ) 𝐹1(1 − 𝐺2𝑘) 𝐹1(1 − 𝐹2𝑘) 𝐹1(1 − 𝐹2𝑘) 𝐹1(1 − 𝐹2𝑘) 𝐹1(1 − 𝐹2𝑘) 𝐹1(1 − 𝐹2𝑘) 

3 𝐺1𝐹2
∗(1 − 𝐹3𝑘

∗ ) 𝐹1𝐺2(1 − 𝐹3𝑘
∗ ) 𝐹1𝐹2(1 − 𝐺3𝑘) 𝐹1𝐹2(1 − 𝐹3𝑘) 𝐹1𝐹2(1 − 𝐹3𝑘) 𝐹1𝐹2(1 − 𝐹3𝑘) 𝐹1𝐹2(1 − 𝐹3𝑘) 

4 𝐺1𝐹2
∗𝐹3

∗(1 − 𝐹4𝑘
∗ ) 𝐹1𝐺2𝐹3

∗(1 − 𝐹4𝑘
∗ ) 𝐹1𝐹2𝐺3(1 − 𝐹4𝑘

∗ ) 𝐹1𝐹2𝐹3(1 − 𝐺4𝑘) 𝐹1𝐹2𝐹3(1 − 𝐺4𝑘) 𝐹1𝐹2𝐹3(1 − 𝐺4𝑘) 𝐹1𝐹2𝐹3(1 − 𝐺4𝑘) 

5 𝐺1𝐹2
∗𝐹3

∗𝐹4
∗(1 − 𝐹5𝑘

∗ ) 𝐹1𝐺2𝐹3
∗𝐹4

∗(1 − 𝐹5𝑘
∗ ) 𝐹1𝐺2𝐹3

∗𝐹4
∗(1 − 𝐹5𝑘

∗ ) 𝐹1𝐹2𝐹3𝐺4(1 − 𝐹5𝑘
∗ ) 𝐹1𝐹2𝐹3𝐹4(1 − 𝐺5𝑘) 𝐹1𝐹2𝐹3𝐹4(1 − 𝐹5𝑘) 𝐹1𝐹2𝐹3𝐹4(1 − 𝐹5𝑘) 

6 𝐺1𝐹2
∗𝐹3

∗𝐹4
∗𝐹5

∗(1 − 𝐹6𝑘
∗ ) 𝐹1𝐺2𝐹3

∗𝐹4
∗𝐹5

∗(1 − 𝐹6𝑘
∗ ) 𝐹1𝐺2𝐹3

∗𝐹4
∗𝐹5

∗(1 − 𝐹6𝑘
∗ ) 𝐹1𝐹2𝐹3𝐺4𝐹5

∗(1 − 𝐹6𝑘
∗ ) 𝐹1𝐹2𝐹3𝐹4𝐺5(1 − 𝐹6𝑘

∗ ) 𝐹1𝐹2𝐹3𝐹4𝐹5(1 − 𝐺6𝑘) 𝐹1𝐹2𝐹3𝐹4𝐹5(1 − 𝐹6𝑘) 

Reject 𝐺1𝐹2
∗𝐹3

∗𝐹4
∗𝐹5

∗𝐹6
∗ 𝐹1𝐺2𝐹3

∗𝐹4
∗𝐹5

∗𝐹6
∗ 𝐹1𝐹2𝐺3𝐹4

∗𝐹5
∗𝐹6

∗ 𝐹1𝐹2𝐹3𝐺4𝐹5
∗𝐹6

∗ 𝐹1𝐹2𝐹3𝐹4𝐺5𝐹6
∗ 𝐹1𝐹2𝐹3𝐹4𝐹5𝐺6 𝐹1𝐹2𝐹3𝐹4𝐹5𝐹6 
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The columns correspond to each target position on TP lineups, with the final column 

corresponding to the “no target” case, i.e. TA lineups. The rows correspond to the position at 

which an identification was made, with the last row corresponding to no identification, i.e. a 

lineup rejection. It parameterises three decision outcomes; the probability of not identifying a 

target at identification position i = target position j, 𝐺𝑖, the probability of not identifying a foil 

at position i <  j, 𝐹𝑖 and the probability of not identifying a foil at position i > j, 𝐹𝑖
∗. If there 

were a designated innocent suspect on TA trials, this would lead to the same data structure as 

the TP data for TA lineups, with an additional set of G parameters for the probability of not 

identifying the innocent suspect at position i = j. At each identification position, the 

probability of identifying an item is equal to the probability of not identifying the previous 

items and the probability of identifying the present item. Consider the example of a lineup 

with the target in position two. There is some probability (1 − 𝐹1𝑘) of incorrectly identifying 

the foil in position one as the target with confidence level k. The probability of correctly 

identifying the target in position two with confidence level k is equal to 𝐹1(1 − 𝐺2𝑘), i.e. the 

probability of not identifying the first foil and the probability of identifying the target in 

position two. Following on, the probability of incorrectly identifying the foil in position three 

at confidence level k is equal to 𝐹1𝐺2(1 − 𝐹3𝑘
∗ ). We distinguish between foil identifications 

before and after the presentation of the target because presenting the target is a singular event 

in the lineup. Experiencing a target and not identifying may lead participants to reset their 

response criteria. For a lineup of n items, there are 𝐺𝑖 and 𝐹𝑖 parameters for each confidence 

category at all identification positions and 𝐹𝑖
∗ parameters for each confidence category at 

identification positions two to n. The model assumes that the false alarm rates, i.e. 𝐹𝑖 and 𝐹𝑖
∗, 

vary across identification position, but not across target position. 
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Each column in Table 4.1 contains conditional probabilities for a target position, i.e. 

each column sums to one. To convert these to absolute probabilities, each column entry can 

be multiplied by pj, the probability that the target appears in position j.   

4.4.5.1 The ISL Model reduces to SDT-SEQ 

When there are no position effects, i.e. all 𝐺𝑖𝑘 = 𝐺𝑘, all 𝐹𝑖𝑘
∗ = 𝐹𝑖𝑘 and all  𝐹𝑖𝑘 = 𝐹𝑘 

for all identification positions i, the ISL model reduces to SDT-SEQ (see Kaesler et al., 

2020). Recalling that pj is the probability of the target appearing in position j, we can show 

that the probability of a target identification when no position effects are present is equal to: 

𝑃𝑇𝐼𝐷(𝑘) =  ∑ 𝑝𝑗𝑃𝑇𝐼𝐷(𝑘)𝑗

𝑛

𝑗=𝑖

, 

where n is the lineup size and, 

𝑃𝑇𝐼𝐷(𝑘)𝑗 = (1 −  𝐺𝑘)𝐹𝑗−1. 

The probability of a target detection, i.e. any identification at position j is given by:  

𝑃𝑇𝐷(𝑘) =  ∑ 𝑝𝑗𝑃𝑇𝐷(𝑘)𝑗

𝑛

𝑗=𝑖

, 

where,  

𝑃𝑇𝐷(𝑘)𝑗 =  𝑃𝑇𝐷(𝑘)𝑖<𝑗 + 𝑃𝑇𝐷(𝑘)𝑖=𝑗 + 𝑃𝑇𝐷(𝑘)𝑖>𝑗 ,  

and, 

𝑃𝑇𝐷(𝑘)𝑖<𝑗 = (1 − 𝐹𝑘) ∑ 𝐹𝑖−1

𝑗−1

𝑖=1

, 

𝑃𝑇𝐷(𝑘)𝑖=𝑗 = (1 − 𝐺𝑘)𝐹𝑖−1, 

𝑃𝑇𝐷(𝑘)𝑖>𝑗 = (1 − 𝐹𝑘)𝐺 ∑ 𝐹𝑖−2

𝑛

𝑖=𝑗+1

. 

The probability of a false alarm, i.e. any identification on a TA lineup (with no 

designated innocent suspect) is:  
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𝑃𝐹𝐴(𝑘)𝑗 =  ∑ 𝐹𝑖−1,

𝑛

𝑖

 

where,  

𝑃𝐹𝐴(𝑘)𝑖 = (1 − 𝐹𝑘) ∑ 𝐹𝑖−1

𝑛

𝑖=1

. 

The probability of a miss, i.e. incorrectly rejecting a target present lineup is: 

𝑃𝑀 =  ∑ 𝑃𝑀𝑗,

𝑛

𝑗=1

 

Where,  

𝑃𝑀𝑗
=  𝑝𝑗𝐺𝐹𝑛−1. 

The probability of a correct rejection on a target absent lineup is:  

𝑃𝐶𝑅 = 𝐹𝑛. 

4.4.5.2 The SDT-ISL Model 

In the form specified above, the ISL model is not a signal detection model. It provides 

point estimates of the probabilities for different decision outcomes but makes no assumptions 

about the form of underlying distributions for signal strength. It can be recast as a signal 

detection model by treating 1 − 𝐺𝑖 as the hit rate and 1 − 𝐹𝑖 and 1 −  𝐹𝑖
∗ as pre-target and 

post-target false alarm rates, respectively, for each identification position i, and confidence 

level k. If the underlying signal strength distributions are assumed to be Gaussian then the 

model can be parameterised in the following way: 

1 − 𝐹𝑖𝑘 =  1 − Φ(𝑐𝑖𝑘) 

1 − 𝐹∗
𝑖𝑘 =  1 − Φ(𝑐𝑖𝑘

∗ ) 

1 − 𝐺𝑖𝑘 = 1 − Φ (
𝑐𝑖𝑘 − 𝑑𝑖

𝑠𝑖
), 

Where 𝑐𝑖𝑘 is a decision criterion at identification position i and confidence level k, 𝑑𝑖 

is the mean of the target distribution at identification position i, 𝑠𝑖 is the standard deviation of 
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the target distribution at identification position i, and Φ is the normal cumulative distribution 

function. In this version of the model, the 𝑠𝑖 parameter is not identifiable. We fixed this 

parameter to 0.8 across all positions in our analyses to ensure that our 𝑑𝑖 values for each 

identification position were interpretable.    

4.4.6 Aims and Hypotheses 

The aim of this paper is to investigate the effects of target and identification position 

on the probabilities of target and foil identification rates using the ISL model, and on 

underlying discriminability (𝑑𝑖) and response bias (𝑐𝑖 and 𝑐𝑖
∗) using the SDT-ISL model. 

Building on Wilson et al. (2019), we conducted a stopping rule sequential lineup experiment, 

in contrast to their experiments in which there was no stopping rule and from which 

participants were able to make multiple identifications. We fit the ISL and SDT-ISL models 

to our data and data from Wilson et al. (2019).  

Hypotheses were pre-registered on the Open Science Framework, and are available at 

https://osf.io/3v2p6. Based on the predictions of diagnostic feature detection theory, we 

hypothesise that underlying discriminability will increase over identification position. Based 

on suggestions from previous research (Carlson et al., 2016; Carlson et al., 2008; Clark & 

Davey, 2005; Horry et al., 2012b), we also hypothesise that response bias will become more 

lenient with identification position.   

4.5 Experiment 

This experiment presented a stopping-rule sequential lineup task where the position of 

the target on target present (TP) trials was randomised. The main outcome variables for each 

participant were the identification decision, the position serial position of the identification (if 

one was made) and post-decision confidence.  
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4.5.1 Design 

The ISL model approach required us to conceptualise this experiment as containing 

seven between-participants conditions, corresponding to the position of the target in the 

lineup. The target appeared in either position one, two, three, four, five or six on a target 

present lineup, or was not present on a target absent lineup.   

As there are six target present conditions and one target absent condition, it is 

necessary to adjust the ratio of target present to target absent lineups accordingly. A 1:1 ratio 

of target present to target absent trials would require a prohibitively large sample size to 

ensure adequate cell counts in the six target present conditions and would also lead to more 

responses than necessary in the target absent condition. As a result, we collected 

approximately four times as many target present responses as target absent responses.  

4.5.2 Participants  

Participants were n = 7525 Amazon Mechanical Turk workers who were compensated 

$1 USD for the five- to ten-minute experiment. We excluded 321 participants for failing the 

attention check questions relating to the content of the stimulus video, leaving n = 7204 (TP = 

5784, TA = 1420) participants for the analysis. This dataset comprises data from two separate 

collection batches of the same experiment. In the first batch (n = 1846; TP = 952, TA = 894), 

collected in May 2019, we used a 1:1 ratio of target present to target absent trials. These data 

were not analysed using the ISL model. We subsequently came to appreciate that more power 

was required to ensure adequate cell counts for fitting the ISL model and conducted a second 

batch of data collection (n = 5358; TP = 4832, TA = 526) in January 2020 with a 9:1 ratio of 

target present to target absent trials. 

4.5.3 Materials 

This study used the stimuli from Kaesler et al. (2020); a pool of sixteen headshots of 

females and accompanying videos that were selected from a larger corpus of ninety 
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candidates using pairwise similarity ratings and feature-based exclusion criteria. See Kaesler 

et al. (2020) for a full description of the stimulus selection process. All stimuli acted as both 

targets and foils. This pool approach was intended to mitigate the possibility of stimulus 

effects that may result from using a single target and set of accompanying foils.  

4.5.4 Procedure  

The procedure was largely the same as for Kaesler et al. (2020) but with a sequential 

lineup condition only. The entire procedure took place within Amazon Mechanical Turk 

(AMT), within the participants' web browsers. Participants were allocated to either a target 

present or target absent lineup on a round robin basis. After seeing instructions and providing 

their consent to participate, participants had to correctly answer comprehension questions, or 

view the instructions again, before proceeding to the experiment. They were then shown a 

video of a target randomly selected from the sixteen-member pool, before completing a visual 

search distractor task. Participants were shown pre-lineup instructions corresponding to those 

in the U.S. National Department of Justice (1999) guidelines, including instructions that the 

procedure would terminate if they made an identification. They were then shown a 

sequentially presented target present or target absent lineup, with the target (if any) and the 

appropriate number of foils (five for target present, six for target absent) randomly selected 

from the remaining fifteen members of the stimulus pool. The position of the target (if any) 

and foils was random.  

Participants saw each lineup item individually with an option either to identify or to 

reject it. If an item was rejected, the next item was shown. If an item was identified, the 

procedure terminated and the participant provided a typed confidence estimate for their 

identification on a 0 – 100 scale and a written confidence estimate in words. If all lineup 

items were rejected, participants were informed that the lineup was exhausted, indicating a 

rejection decision, and the provided a typed confidence rating on a 0 – 100 scale and a written 



  166 

 

confidence estimate in words. Participants also provided a written justification for their 

identification or rejection decision. They then answered follow-up questions about instruction 

clarity and task difficulty, and were given the opportunity to provide feedback.  

4.5.5 Analyses 

We fit models using the fmincon function in Matlab® and quantified model fit using a 

χ2 test that compared the predicted data generated by the most optimal parameter estimates to 

the observed data.  

4.5.5.1 Bootstrapping Procedure  

We employed a bootstrapping procedure for selected ISL and SDT-ISL model 

analyses. On each bootstrap replication, we first generated a bootstrap dataset by resampling 

with replacement by row from the observed data. We then fit the model to the bootstrap 

dataset. We bootstrapped the predicted data obtained from this first fit by generating random 

vectors from a multinomial for each subset of trials where the target appeared in position j. In 

practice, this involves converting each column of the observed data structure shown in Table 

4.1 to proportions by dividing the cell counts by the total number of observations in each 

column. Then, these probabilities and the total n in each column can be used to draw a 

random sample from a multinomial distribution. We then fit the model to this second 

bootstrap dataset and recorded the model fit statistics and parameter values.    

4.5.5.2 Likelihood Ratio Tests  

We employed likelihood ratio tests to test for differences in parameters. We compared 

the χ2 value of an unconstrained model to the χ2 value of a model with one or more 

parameters constrained to be equal to one another. Adding a constraint adds a degree of 

freedom to the model. The difference between the χ2 values for each model is distributed as 

χ2, with the degrees of freedom given by the number of constraints.   
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4.5.6 Results and Discussion 

Table 4.2 shows the observed data in the format used by the ISL model. The data at 

each position are collapsed over confidence, i.e. there are k = 1 confidence categories. The 

columns correspond to the subset of trials where the target was present at position j, with the 

rightmost column corresponding to the subset of trials on which the target was not present. 

The rows correspond to the subset of trials where an identification was made at position i, 

with the bottom row corresponding to trials on which the lineup was rejected. 

Table 4.2  

Observed Frequencies for each Target and Identification Position in Experiment One 

 Target Position 

ID 

Position 
1 2 3 4 5 6 None 

1 701 119 104 122 90 106 185 

2 8 626 68 75 68 62 94 

3 7 10 631 72 47 91 99 

4 11 10 12 532 63 63 86 

5 17 12 6 6 485 53 87 

6 15 12 11 9 10 421 79 

None 224 185 175 154 148 143 790 

  

4.5.6.1 Model Fit Performance 

Recall that 𝐺𝑖 is the probability of not identifying a target at position i = j, 𝐹𝑖 is the 

probability of not identifying a foil in position i where i < j and 𝐹𝑖
∗is the probability of not 

identifying a foil in position i where i > j. We estimated G and F for each identification 

position and F* for positions two to six, making 17 model parameters in all. The ISL model 

fit the data well, 2(25) = 31.46, p = .17.  

4.5.6.2 ISL Model Parameters 

Figure 4.3 plots identification rates, 1 – 𝐺𝑖,  1 – 𝐹𝑖 and 1 – 𝐹𝑖
∗, by identification 

position i. Visual examination of Figure 4.3 reveals a robust target effect; the probability of 
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identifying the target is greater than the probability of identifying a foil at all identification 

positions. 

 

 It appears that the probability of a target identification (1 – 𝐺𝑖) changes little with 

identification position, peaking slightly in the middle positions. A likelihood ratio test 

indicated that there were no differences in 𝐺𝑖 by position, 2(5) = 7.18, p = .21. The 

probability of identifying a foil prior to the presentation of a target (1 – 𝐹𝑖) appears to 

decrease with identification position, particularly from position one to position two, as 

indicated by a significant likelihood ratio test, 2(5) = 50.54, p < .001. A model with equality 

constraints for 𝐹2 to 𝐹6 was not significant, 2(4) = 4.72, p = .32, indicating that the decrease 

is from position one to position two. The probability of identifying a foil after the 

presentation of a target  (1 – 𝐹𝑖
∗) appears to increase with identification position but the 

Figure 4.3  

ISL Model Parameters by Identification Position for Experiment One 
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likelihood ratio test was not significant, 2(4) = 7.66, p = .10. It also appears that the 

probability of identifying a foil is greater prior to the presentation of the target than after the 

presentation of the target at all positions, although this effect weakens with identification 

position. A likelihood ratio test constraining 𝐹𝑖 and 𝐹𝑖
∗ to be equal from positions two to six 

indicated that this difference was significant, 2(5) = 56.72, p < .001. This demonstrates the 

necessity of distinguishing between pre and post-target foil identification rates, as the model 

fits poorly when the two are equated.  

We now fit SDT-ISL to the data in order to investigate how underlying 

discriminability and pre- and post-target response bias differ by identification position.   

4.5.6.3 SDT-ISL Model Parameters 

One limitation of SDT-ISL is that the 𝑠𝑖 parameter is unidentifiable, so fitting the 

unconstrained SDT-ISL model to the data produces 𝑑𝑖 and 𝑠𝑖 estimates that are not 

interpretable. Consequently, we employed a two-step procedure to test for differences in 

underlying discriminability by position. We first examined a plot of the ISL model 

parameters shown in Figure 4.3 projected in to zROC space for evidence of any differences in 

underlying discriminability by position. We then estimated 𝑑𝑖 at each position by fitting a 

constrained SDT implementation of the ISL model with 𝑠𝑖 fixed to be equal across all 

identification positions. 

4.5.6.4 Examining the zROC Plot 

We transformed the ISL parameters in to zROC space by calculating Φ−1(1 − 𝐺𝑖) 

and Φ−1(1 − 𝐹𝑖) at each identification position i where Φ−1 is the inverse normal cumulative 

distribution function. In zROC space, any point lying on a straight line with a slope of 1/𝑠 

and an intercept of 𝑑/𝑠 represents a constant level of underlying discriminability, where d 

and s are the mean and standard deviation of the target distribution, respectively (Macmillan 

& Creelman, 2005). Thus, if 𝑑𝑖 = 𝑑 and 𝑠𝑖 = 𝑠, i.e. there is no effect of identification 
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position on underlying discriminability, the points of Φ−1(1 − 𝐺𝑖) plotted against Φ−1(1 −

𝐹𝑖) for all i will fall on a straight line. Figure 4.4 shows Φ−1(1 − 𝐺𝑖) plotted against 

Φ−1(1 − 𝐹𝑖) for each identification position i. 

  

In zROC space, performance is best at the top left corner and responding is most 

conservative at the bottom left corner. It is evident that the position one point is not captured 

by the dashed line of best fit through positions two to six. From this line, we estimated an 

aggregate 𝑑𝑡 = 2.20 and 𝑠𝑡 = 1.26 for positions two to six.  

The position one point lies further away from the top left corner of Figure 4.4 than the 

remaining positions. This indicates that discriminability may be lower at position one 

compared to position two to six.  

 

 

Figure 4.4 

zROC plot for Experiment One 
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4.5.6.5 Likelihood Ratio Tests for SDT-ISL 

To make SDT-ISL identifiable, we fixed 𝑠𝑖 to 0.8 across all positions, as this is a 

plausible value for aggregate data based on previous research that has fit signal detection 

models to estimate 𝑠 (e.g. Wilson et al., 2019; Wixted et al., 2018). This also ensures that 

differences in 𝑑𝑖 between identification positions are interpretable as differences in 

underlying discriminability. As SDT-ISL is a reparameterised version of the ISL model, it 

produces an identical fit to the data, 2(25) = 31.46, p = .17. Figure 4.5 shows the parameter 

estimates for 𝑑𝑖, 𝑐𝑖 and 𝑐𝑖
∗ at each identification position, along with 95% bootstrap 

confidence intervals (CIs) around each parameter, generated from 10,000 bootstrap resamples 

using the procedure described earlier. 

 

Figure 4.5 

SDT-ISL Parameters for Experiment One 
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We excluded any outliers in the bootstrap distributions before calculating the 95% 

CIs. Some of these outliers were likely caused by the model finding local minima. In the case 

of 𝑐2
∗ and 𝑐3

∗, there are likely ceiling effects due to the relatively small number of post-target 

foil identifications when the target appears in early positions. That is, 𝐹2
∗ and/or 𝐹3

∗ equal 1 on 

some bootstrap resamples. It is evident from the bootstrap 95% CIs that the lack of power in 

these cells means that the 𝑐𝑖
∗ estimates are more variable than the 𝑑𝑖 and 𝑐𝑖 estimates.  

On examining Figure 4.5, it appears that 𝑑𝑖 increases from position one to position 

two, but changes little over subsequent positions. A likelihood ratio test indicated that this  

difference was significant, 2(5) = 31.14, p < .01, while a likelihood ratio test constraining 

𝑑𝑖from positions two to six was not significant, 2(4) = .42, p = .98. This partially supports 

our hypothesis that underlying discriminability would increase with position. The difference 

between 𝑑𝑡 at identification position one and identification position two is 1.64 – 1.91 = -.27. 

If we interpret this in a similar way to Cohen’s d, the effect size of the differences is small 

according to the interpretation suggested by Cohen (1988).  

As the SDT implementation of the ISL model specifies that 𝐹 = Φ(𝑐𝑖), it follows that 

𝑐𝑖 = Φ−1(𝐹𝑖) and 𝑐𝑖
∗ = Φ−1(𝐹𝑖

∗). That is, the 𝑐𝑖 and 𝑐𝑖
∗ values shown for each identification 

position in Figure 4.5 are the 𝐹𝑖 and 𝐹𝑖
∗ values for each identification position from Figure 

4.1, expressed on a different scale. Accordingly, the results of the likelihood ratio tests are the 

same as those reported for the ISL model parameters. They indicate that, while responding 

after the presentation of the target (𝑐∗) appears to decrease sharply from positions two to six, 

the effect did not reach significance, 2(4) = 7.66, p = .10, likely due to the uncertainty of the 

𝑐∗ estimates. There was no significant difference in responding prior to the presentation of 

the target (𝑐) from positions two to six, 2(4) = 7.66, p = .10, but there was a difference in 𝑐 

across all positions, 2(5) = 50.54, p < .001. This indicates that responding prior to the 

presentation of the target became more conservative from position one to position two but did 
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not change beyond position two. Responding was also more conservative after the 

presentation of the target than prior to the presentation of the target at positions two through 

to six, 2(5) = 56.72, p < .001. As for results for 𝐹𝑖 and 𝐹𝑖
∗, this demonstrates the importance 

of separately modelling pre- and post-target identification rates. 

4.6 Reanalysis of Wilson et al. (2019) 

We now employ ISL and SDT-ISL models to reanalyse the data from both 

experiments in Wilson et al. (2019).  

4.6.1 Data Considerations and Model Fit Performance 

As Wilson et al. (2019) employed a 1:1 ratio of target present to target absent lineups, 

there were fewer target present responses in both experiment one (n = 6530; TP = 3258, TA = 

3272) and the lineup trials of experiment two (n = 1966; TP = 999, TA = 967) than in our 

experiment (n = 7204; TP = 5784, TA = 1420). Recall that Wilson et al.’s (2019) participants 

provided an identification decision and a confidence rating for all items. Following Wilson et 

al. (2019), we imposed a stopping rule on participant responses in order to compare the data 

from their task to the stopping rule sequential lineup. We counted the first binary 

identification response from each participant, as this is the decision that would have been 

recorded for each participant if the lineup were conducted with a stopping rule. For example, 

if a participant made identifications at position two and another at position five, we counted 

the identification at position two. Table 4.3 and Table 4.4 show the data from Wilson et al. 

(2019) experiment one and the lineup data from experiment two, respectively, in the ISL 

model format.  

The ISL model fit the experiment one data well, 2(25) = 31.46, p = .17. For 

experiment two, there are a large number of cells with counts less than five, compromising 

the 2 test used to assess model fit. As a result, we employed the bootstrapping procedure 

described earlier to assess model fit for experiment two. We first generated a bootstrap 
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distribution of 2 values from 10,000 bootstrap resamples. We calculated a p-value for the fit 

of the ISL model to the experiment two data by calculating the proportion of the bootstrap 

distribution of 2 values that was greater than or equal to the observed 2 value. The ISL fit 

the experiment two data well according to the bootstrap fit test, 2(25) = 27.90, p = .25.  

Table 4.3 

Observed Data for Wilson et al. (2019) Experiment One 

 Target Position  

ID 

Position 
1 2 3 4 5 6 None 

1 448 103 103 104 107 98 602 

2 2 350 77 61 73 69 414 

3 6 7 296 77 83 76 439 

4 12 13 9 255 45 48 375 

5 16 5 3 2 183 41 239 

6 7 4 5 6 3 160 170 

None 54 59 43 38 53 54 1033 

 

Table 4.4  

Observed Data for Wilson et al. (2019) Experiment Two 

 Target Position  

ID 

Position 
1 2 3 4 5 6 None 

1 135 34 24 19 25 27 164 

2 0 111 21 21 18 24 125 

3 3 0 100 31 26 13 115 

4 2 2 0 85 22 14 113 

5 5 2 2 0 55 12 66 

6 2 2 4 2 2 62 62 

None 23 17 12 13 12 15 322 
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4.6.2 Estimating Signal Detection Parameters at each Identification Position 

For each experiment, we employed the same procedure as for our data. We first 

examined a zROC plot of Φ−1(1 − 𝐺𝑖) plotted against Φ−1(1 − 𝐹𝑖) at all i for evidence of 

differences in underlying discriminability by position. We then conducted likelihood ratio 

tests using the SDT implementation of the ISL model with 𝑠𝑡 fixed to 0.8 across all 

identification positions.   

4.6.2.1 Examining the zROC  

Figure 4.6 and Figure 4.7 show Φ−1(1 − 𝐺𝑖) plotted against Φ−1(1 − 𝐹𝑖) at each 

identification position and a line of best fit for Wilson et al. (2019) experiment one and two, 

respectively. For both experiments, the points for each identification position seem to deviate 

minimally from the line of best fit. This indicates that discriminability may not differ by 

identification position in either experiment.  

Figure 4.6 

zROC Plot for Wilson et al. (2019) Experiment One 
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4.6.2.2 SDT-ISL Likelihood Ratio Tests  

We fit the SDT implementation of the ISL model to the data from experiment one and 

experiment two with 𝑠𝑡 fixed to .8 at all identification positions to ensure that 𝑑𝑡 estimates 

are comparable between the two experiments and to our data. Figure 4.8 and Figure 4.9 show 

values of 𝑑𝑖, 𝑐𝑖 and 𝑐𝑖
∗ and bootstrap 95% CIs by identification position for experiment one 

and experiment two, respectively. As for our previous analysis, we removed outliers in the 

bootstrap distributions before calculating the 95% CIs. Once again, there were relatively few 

foil IDs after the presentation of the target, leading to greater uncertainty in the 𝑐𝑖
∗ estimates 

than for the other parameters.  

Figure 4.7 

zROC Plot for Wilson et al. (2019) Experiment Two 
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Likelihood ratio tests indicate that 𝑑𝑖 does not differ by identification for experiment 

one, 2(5) = 1.90, p = .86, or experiment two, 2(5) = 1.19, p = .95. This does not support our 

hypothesis that discriminability would increase with identification position. It also does not 

concur with the increase in underlying discriminability from position one to position two 

reported by Wilson et al. (2019) for experiment one.  

 

For experiment one, 𝑐𝑖 significantly differed by position according to a likelihood 

ratio test, 2(5) = 45.40, p < .001, decreasing from positions one to four, then increasing from 

positions four to six. Parameter 𝑐𝑖
∗ also significantly differed by position, 2(4) = 15.61, p < 

.01, decreasing from position two to four, then increasing from position four to six. We 

conducted likelihood ratio tests comparing 𝑐𝑖 and 𝑐𝑖
∗ at each identification position, with a 

Bonferroni corrected alpha level of .01 (.05/5). The difference between 𝑐𝑖 and 𝑐𝑖
∗ was 

Figure 4.8 

SDT-ISL Parameters for Wilson et al. (2019) Experiment One 
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significant at position two, 2(1) = 13.59, p < .001 and position three, 2(1) = 18.67, p < .001, 

but was not significant at position four, 2(1) = 3.51, p = .06, five, 2(1) = 2.42, p = .12, or 

position six, 2(1) = 3.82, p = .051. This is similar to the pattern of results in our data, 

responding after the presentation of a missed target is more conservative than prior to the 

presentation of the target. In this case, the effect is short lived, only surviving for positions 

two and three.  

 

  

For experiment two, likelihood ratio tests revealed no significant difference in 𝑐𝑖 by 

position, 2(5) = 11.15, p = .048, or 𝑐𝑖
∗ by position, 2(3) = 4.24, p = .24. Note that Figure 4.9 

does not show 𝑐2
∗ because there were no foil identifications at position two when the target 

was in position one. As for experiment one, we compared 𝑐𝑖 and 𝑐𝑖
∗ at each identification 

position using likelihood ratio tests, with a Bonferroni corrected alpha level of .0125 (.05/5). 

Figure 4.9 

SDT-ISL Parameters for Wilson et al. (2019) Experiment Two 
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The difference between 𝑐𝑖 and 𝑐𝑖
∗ was significant at position four, 2(1) = 8.09, p < .01, but 

was not significant at position three, 2(1) = 5.05, p < .05, position five, 2(1) = .43, p = .51, 

or position six, 2(1) = .11, p = .74. As per our data and Wilson et al. (2019) experiment one, 

there is some evidence here of more conservative responding after missing the target at early 

positions in the lineup.  

The pattern of parameter estimates for Wilson et al. (2019) experiment two shown in 

Figure 4.9 is similar to that for our data and Wilson et al. (2019) experiment one. It is 

possible that experiment two may not have had sufficient power to detect any differences in 

parameters by position, as indicated by the relatively wide 95% CIs.  

4.7 General Discussion 

The aim of this study was to investigate how underlying discriminability and response 

bias change over the course of the sequential lineup task (Lindsay & Wells, 1985). In order to 

achieve this, we developed a modelling framework that accounts for the effects of both the 

position of the target in the lineup and the position at which an identification decision is 

made. The Independent Sequential Lineup (ISL) model measures target identification rates 

and pre- and post-target foil identification at each lineup position, while its signal detection 

parameterisation, SDT-ISL, measures underlying discriminability and pre- and post-target 

response bias by position. Distinguishing between the probability of pre- and post-target foil 

identifications was critical to the models’ ability to fit the data. 

We fit the models to data from our sequential lineup experiment, which was 

conducted with a stopping rule, and to data from two experiments reported in Wilson et al. 

(2019), which were conducted without a stopping rule. We found a small increase in 

underlying discriminability from identification position one to position two in our 

experiment, but underlying discriminability did not increase beyond identification position 

two. For the Wilson et al. experiments, we did not find any differences in underlying 
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discriminability by identification position. This is contrary to the results reported for 

experiment one of Wilson et al., based on fits of the SDT-SEQ model to subsets of the data 

where a target appeared in a particular position. As previously discussed, the results of SDT-

SEQ may be misleading in this case because the probability of a foil identification is assumed 

not to vary by serial position. It is interesting to note that an important result reported by 

Wilson et al. – an increase in underlying discriminability from position one to position two – 

was not evident in our reanalysis of their data, but was observed in our own experimental 

data.  

4.7.1 Underlying Discriminability and the Diagnostic Feature Detection Hypothesis 

An increase in underlying discriminability from position one to position two is 

consistent with the prediction of diagnostic feature detection theory (DFDT). The 

presentation of each lineup item offers an additional opportunity to isolate features uniquely 

shared by the perpetrator and the lineup items. Underlying discriminability may not have 

increased beyond position two in these data due to the typically high level of similarity 

between lineup items. Witnesses may be able to discount the features shared between all 

lineup items after viewing only the first and second items; subsequent provide little extra 

information. Alternatively, the failure to observe greater discriminability beyond position two 

may be the result of output interference (Criss et al., 2011) offsetting the beneficial effect of 

comparing across lineup items. This is similar to finding in basic recognition memory 

research employing a multiple trial design that underlying discriminability declines over the 

course of the test sequence (Criss et al., 2011). This interpretation of our data treats the 

increase in underlying discriminability from position one to position two as a “within-

participant” effect. While this interpretation is intuitive, our experiment was conducted with a 

stopping rule, which means that the observed effect could also be explained as a “between-

participant” effect. When the target is in position one, all participants in that condition make 
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an identification response at position one. When the target is in position two, some subset of 

participants have already identified a foil at position one, and therefore cannot identify the 

target at position two. It is possible that underlying discriminability is greater at position two 

because participants with poor memory or a bias to lenient responding false alarm at position 

one, which means they are not included in the analysis as subsequent positions. The results of 

our experiment, and of the Wilson et al. (2019) reanalysis where we imposed a stopping rule, 

may reflect some combination of within- and between-participant changes in underlying 

discriminability over the course of the sequential lineup.  

4.7.2 Response Bias 

The prevailing view in the literature is that the probability of a false alarm increases 

over the course of the lineup, indicating that responding becomes more lenient (Carlson et al., 

2016; Carlson et al., 2008; Clark & Davey, 2005; Horry et al., 2012b; Lindsay & Wells, 

1985). Our results clarify this view; pre-target false alarm rates tended to decrease with 

lineup position, while post-target false alarm rates tended to increase with position. That is, 

responding prior to the presentation of the target became more conservative as the lineup 

progressed while responding after the presentation of the target became more lenient as the 

lineup progressed.  

More conservative responding in positions prior to the presentation of the target may 

reflect a rational adjustment to the familiarity elicited by pre-target foils. If a foil is rejected, 

then subsequent foils of greater or equal familiarity should also be rejected. This may require 

participants to adjust their criterion to be more conservative when relatively familiar foils are 

presented. Like the underlying discriminability results, the stopping rule constraint means 

that there is also a between-participant explanation for this pattern of results. If each 

participant is assumed to hold their decision criterion constant throughout the lineup, lenient 

participants will tend to identify at early lineup positions, while only more conservative 
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participants will survive to identify at later positions. The apparent conservative criterion 

shift with position in pre-target responding may therefore be a selection effect.   

It seems that the experience of viewing the target, but failing to identify, causes 

participants to reset their response criteria to a more conservative level, although this effect 

weakens as the lineup progresses. This is a within-participant effect; having experienced a 

target that was not identified, the following foil is rarely chosen because a conservative 

criterion shift occurs. Given that identifications immediately following the target are rare, 

they may communicate information about the reliability of witnesses at the group level. 

Witnesses who identify the foil immediately following the target may have particularly poor 

memory for the perpetrator because experiencing the target as familiar ordinarily leads to 

shift to a more conservative response criterion for the next item. 

Our results imply that the probability of an innocent suspect in a fair lineup being 

identified from a sequential lineup differs depending on where they are placed in the lineup. 

The probability of a guilty suspect being identified appears to be unaffected. If the aim is to 

reduce false identifications, the optimal position for the suspect in a sequential lineup is in the 

final lineup position. The issue of position effects on innocent suspect identifications should 

be considered by jurisdictions that currently employ the sequential lineup procedure.  

4.7.3 Future Directions 

One aspect not explored in this study is how position effects might operate in target 

absent lineups when an innocent suspect is selected to resemble the perpetrator to a greater 

degree than the foils. The target absent column of the ISL model data structure shown in 

Table 4.1 can be expanded to include an innocent suspect. In this case, the data structure for 

the target present columns is replicated for the position of the innocent suspect and there 

would be an addition G parameter for the probability of not identifying an innocent suspect at 

position j. An experiment could manipulate innocent suspect position and the degree of 
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similarity between the designated innocent suspect and the perpetrator. Our interpretation of 

DFDT is that it predicts less of an increase in underlying discriminability by position the 

more strongly an innocent suspect resembles the perpetrator. This is because the perpetrator 

and innocent suspect will share a number of distinctive features and the innocent suspect 

should therefore tend to be identified at a higher rate rates regardless of its position in the 

lineup.  

4.7.4 Conclusions 

In this study, we developed and introduced the ISL model for investigating serial 

position effects in the sequential lineup task. We applied the ISL model to three sequential 

lineup experiments to test a prediction of the diagnostic feature detection hypothesis, that 

underlying discriminability should increase as the lineup progresses. We found some support 

for this prediction in our experiment, but there were no position effects on underlying 

discriminability in a reanalysis of two experiments in Wilson et al. (2019). However, we 

cannot rule out the possibility that these divergent results are due to differences between our 

lineup task and the one used in Wilson et al. (2019). Taken together, our results suggest that 

the beneficial effect of isolating distinctive features proposed by the diagnostic feature 

detection hypothesis is small and therefore may be counteracted by other features of the 

sequential lineup task. Responding prior to the presentation of the target became more 

conservative as the lineup progressed, consistent with the behaviour of a rational observer. 

Failing to identify a target led to more conservative responding on the next item, although 

this effect weakened as the lineup progressed. Further work is required to understand how 

other aspects of the sequential lineup task, such as lineup size or item similarity, may interact 

with serial position effects on underlying discriminability and response bias
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Chapter 5 

5.1 Discussion 

Lineup tasks on which the items are sequentially presented have a long history in the 

eyewitness identification field (Lindsay & Wells, 1985). Sequential presentation was 

originally proposed as a method for reducing the rate of innocent suspect identification, 

known as false identification, observed on simultaneous lineup. The original procedure 

(Lindsay & Wells, 1985) is effective in this regard because it tends to make witnesses less 

willing to identify from the lineup overall (Palmer & Brewer, 2012; Steblay et al., 2011b). 

Experiments that manipulate presentation format, among other procedural manipulations, 

have highlighted a lack of theoretical explanation of the mapping between discriminability as 

expressed via the decision and criterion as expressed via a confidence rating. This thesis is an 

exploration of the value in applying formal mathematical models to data so that clear 

conclusions can be drawn regarding the expression of memory strength, referred to 

throughout as discriminability, and response bias on sequentially presented lineup tasks.  

Discriminability and response bias were estimated from lineup decision outcomes and 

confidence ratings using measurement models based in signal detection theory, which 

provide a mathematical mapping between these observed decision outcomes and the latent 

variables of interest. Due to the stopping rule constraint of the sequential lineup procedure 

described by Lindsay and Wells (1985), it was necessary to develop a novel signal detection 

model, SDT-SEQ in order to measure discriminability and response bias on this task. This 

model captures the stopping rule constraint by specifying a “first above criterion” decision 

rule. The SDT-SEQ model was used, along with candidate models of the simultaneous lineup 

task, to compare discriminability and response bias on the simultaneous lineup, the sequential 

stopping rule lineup and the UK lineup. While SDT-SEQ is an appropriate model for 

measuring overall discriminability and response bias for the sequential stopping rule lineup, it 
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is ill-suited to investigating how discriminability and response bias change over the course of 

this procedure. This is because the model accounts only for the position of the target in the 

lineup, not the position at which an identification is made. As a result, a modelling 

framework dubbed the Independent Sequential Lineup (ISL) model was developed, which 

accounts for both the position of the target in the lineup, if any, and the position at which an 

identification is made and distinguishes between pre- and post-target foil identifications. This 

is a new insight into this problem and allows for a more nuanced understanding of position 

effects.  

Study one developed the SDT-SEQ model and used it to compare sequential stopping 

rule presentation and simultaneous presentation in two corpora of previous studies and newly 

collected experimental data. Overall, simultaneous and sequential stopping rule presentation 

did not significantly differ in discriminability. While datasets from some recently published 

studies showed a simultaneous advantage, the effect size for the difference across all datasets 

was close to zero. Sequential stopping rule presentation was associated with more 

conservative responding than simultaneous presentation, confirming the findings of previous 

research. Study two compared simultaneous presentation to UK lineup presentation and 

sequential stopping rule presentation using a larger sample than the experiment conducted in 

study one. Results showed that simultaneous presentation was associated with greater 

discriminability than sequential stopping rule presentation, but not UK lineup presentation, 

although this result was dependent on which model was fit to the simultaneous lineup data. 

There was no significant difference in discriminability between UK lineup presentation and 

sequential stopping rule presentation. Responding was most lenient for UK lineup 

presentation, followed by simultaneous lineup presentation, followed by sequential stopping 

rule presentation. Study three developed the ISL modelling framework and applied it to data 

from a large sample sequential stopping rule lineup experiment and to data from a previous 
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study that had employed SDT-SEQ to investigate position effects on the same task (Wilson et 

al., 2019). A large sample is required to investigate position effects because there are six 

possible target positions, in addition to a lineup with no target, which effectively results in the 

sample being divided in to seven experimental conditions. Results indicated that 

discriminability increased from position one to position two in our experiment, but not in the 

data from Wilson et al. (2019), as originally reported for their first experiment. Responding 

became more conservative with serial position at the group level, prior to the presentation of 

the target, and tended to become more lenient after the presentation of the target, although 

this effect diminished as the lineup progressed.  

5.2 Modelling Approach 

This thesis increases understanding of how structural aspects of the lineup task affect 

discriminability and response bias, demonstrating the utility of adopting signal detection 

measurement models in lineup research. Applying models to the question of lineup 

presentation format addressed the limitations of previous studies that employed either 

choosing rate-based analyses that confound discriminability and response bias (e.g. Carlson 

et al., 2008; Steblay et al., 2011a), or ROC analysis, which cannot disambiguate the relative 

contribution of discriminability and task structure to observable decision accuracy (e.g. 

Andersen et al., 2014; Mickes et al., 2012).  

Previous studies fit the SDT-INT and SDT-MAX models to data from both 

simultaneous and sequentially presented lineups on the basis that these models represent the 

both the detection and identification components of a lineup decision (Carlson et al., 2016; 

Duncan, 2006; Horry et al., 2015; Horry et al., 2012b; Palmer & Brewer, 2012; Palmer et al., 

2010; Smalarz et al., 2019). This demonstrates some understanding in the field of the 

importance of the match between task and model. This thesis extends this understanding by 

highlighting the need to consider the match between task structure and the model’s decision 
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rule. As discussed in Section 2.4.5., the decision rules of SDT-MAX and SDT-INT are not 

compatible with the stopping rule constraint of the sequential lineup. Failure to consider this 

aspect of the task in the models may lead to inaccurate parameter estimates and incorrect 

conclusions about the data due to model misspecification. To this end, both SDT-SEQ and 

the ISL model specify decision rules that can account for the stopping rule constraint of the 

Lindsay and Wells (1985) sequential lineup. Additionally, it is necessary to consider the 

match between the research question and the model. SDT-SEQ measures discriminability for 

the sequential stopping rule lineup overall in order to compare discriminability on this task to 

other presentation formats, as shown in studies one and two. The ISL model aims to 

understand how discriminability and response bias change over the course of the sequential 

stopping rule lineup by using an expanded data structure that accounts for the serial position 

at which an identification was made in addition to the position of the target. Each model is ill 

suited for the aim of the other. As discussed in study three, SDT-SEQ is uninformative with 

respect to position effects because its data structure does not include the position at which an 

identification was made, a problem shared with other models that were previously employed 

to investigate position effects (Carlson et al., 2016; Horry et al., 2012b; Wilson et al., 2019). 

Additionally, subsetting the data by the position of the target when there is no innocent 

suspect in the target absent condition requires approximations for counting correct rejections 

that compromise the statistical tests used to assess model fit. The ISL model could be used to 

estimate overall discriminability and response bias for the sequential stopping rule lineup by 

assuming that there were no position effects. However, the model is complex relative to SDT-

SEQ, which is designed to measure these quantities, and constraining discriminability and 

response bias to be equal over all identification positions defeats the purpose of employing 

the ISL model in the first place. 



  188 

 

Future lineup research employing measurement models would benefit from careful 

consideration of the match between task, model and research question. A failure to consider 

this aspect of model based research may compromise accurate measurement of the latent 

variables that determine observed decision outcomes. This in turn may lead researchers to 

draw incorrect inferences about the effects of procedural alternations on latent variables. If 

policy makers adopt these procedures, they may not perform “as advertised”, despite a solid 

foundation of empirical evidence.  

5.2.1 Evaluating the Model Assumptions 

The models developed and employed in this thesis estimate discriminability and 

response bias at the population level with the aim of understanding which lineup procedures 

are likely to maximise discriminability. Each participant provides a single lineup decision and 

the data for a given experimental condition is an aggregate of these decisions. This constraint 

means that the models make a number of assumptions about processes at the individual level 

of identification. First, it is as if all participants share the same estimate for discriminability 

and response bias. In reality, discriminability will differ between participants, as will the 

placement of the decision criteria. It is possible that this participant-level variability in 

criterion placement, dubbed “criterion noise”, decreases parameter estimation accuracy 

(Benjamin et al., 2009; Smith et al., 2016; Wixted et al., 2018). However, adding model 

parameters to account for criterion noise increases degrees of freedom and model complexity. 

Criterion noise is modelled by assuming that each criterion is a random draw from a 

probability distribution, with the mean and standard deviation estimated as free parameters. 

Deciding whether to add criterion noise, or any additional parameters, to models involves 

trading off an undesirable increase in complexity with a desirable increase in predictive 

ability. In the case of criterion noise, there is evidence that the additional model complexity 

does not result in a suitably large increase in predictive ability (Kellen et al., 2012). The 
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models also assume that the shape and form of the underlying signal strength distributions are 

Gaussian at the group level. This is a standard theoretical assumption in signal detection 

models, but it may be violated if the shape and form of the signal strength distributions vary 

between participants. In this case, signal detection models that assume mixture distributions 

for signal strength may provide a path forward (DeCarlo, 2010). A recently proposed 

information-theoretic version of signal detection theory that need not assume underlying 

Gaussian distributions may also help overcome this limitation (Feldman, 2021). 

Despite these sources of unmodelled variability, the models accounted for the data 

reasonably well across three studies. This is gratifying, as it provides some evidence that the 

models’ assumptions are a suitable approximation to reality for the purpose of making 

comparisons between procedures at the task level. However, unmodelled variability in the 

parameters at the participant and item level may nonetheless lead to bias in the task level 

estimates of discriminability and response bias (Rouder & Lu, 2005). Investigating this 

possibility by estimating discriminability and response bias at the participant (and item) level 

will require changes to both the experimental paradigm and the modelling approach. For the 

experimental aspect, multiple lineup decisions must be elicited from each participant 

(Mansour et al., 2017). It is not possible to model at the individual level when collecting one 

lineup decision per participant. From a modelling aspect, a hierarchical signal detection 

modelling approach that estimates parameters at the item, participant and group levels must 

be adopted (Rouder & Lu, 2005). Implementing this within a Bayesian framework might also 

provide additional information about the precision of the models’ estimates by allowing the 

specification of posterior distributions around the parameter values rather than the point value 

estimates generated using a frequentist maximum-likelihood approach (DeCarlo, 2012). The 

bootstrapping procedures employed in studies two and three are a frequentist method for 

gaining some sense of the precision of the point estimate parameter values.  
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5.2.2 Implementation Issues 

One issue seldom discussed in the literature is the technical challenge of developing 

and implementing signal detection models of the lineup task. First, it necessary to derive 

likelihood functions that give the probability of each decision outcome for a particular 

decision rule. As shown in Wixted et al. (2018) when deriving likelihood functions for the 

Ensemble model, this sometimes proves difficult for even experienced mathematical 

psychologists. The likelihood functions must then be implemented in a programming 

language that performs constrained optimisation. It is possible that these technical demands 

may act as barriers to entry for some lineup researchers who wish to employ signal detection 

models, particularly in the absence of collaborators with the necessary mathematical and 

programming skills. One aim of this thesis was to provide guidance to researchers seeking to 

employ modelling. To this end, an example implementation of SDT-MAX in the R language 

is included in Appendix D. The structure of the code in Appendix D could be used for other 

lineup models by replacing the likelihood functions for SDT-MAX with functions for a 

different model. Additionally, Cohen et al. (2020) recently developed an R package called 

sdtlu that estimates parameter values for models mathematically identical to SDT-MAX 

and SDT-SEQ. The increasing accessibility of lineup models has the potential to benefit the 

field by encouraging more model-based, theoretically motivated lineup studies. However, 

developing packages for fitting models may also lead to unintended consequences. In 

particular, inclusion of a model in an easy to use statistical software package may lead to it 

being favoured by researchers, despite its relatively poor performance. The widespread use of 

the poor performing SDT-INT model (Horry et al., 2015; Horry et al., 2012b; Palmer et al., 

2010, 2012; Smith et al., 2018) may be one such case, as this seems to be at least partially 

driven by the fact that an implementation developed by Palmer and Brewer (2010) is 

accessible on request from the authors. Additionally, accessible software packages may 



  191 

 

impede understanding of the inner workings of a model, leading to a failure to consider 

carefully the critical issue of the match between task, model and research question discussed 

in Section 5.2.  

5.2.3 The Applied Benefit of Models 

 A primary aim of the modelling approach employed in this thesis is to contribute to 

the development of theories that advance understanding of eyewitness memory and memory 

in general. These theories may then be used to develop future lineup procedures and advise 

on existing procedures. However, models may be useful for procedural development even in 

the absence of theory, because they measure important underlying psychological variables. If 

some procedural option for presenting a lineup reliably impairs the expression of 

discriminability, then this option can be a priori eliminated when designing new lineup 

procedures, even if the theoretical explanation for how and why the effect occurs is 

unresolved. This is not true of ROC analysis, despite its utility for addressing certain applied 

questions. If two procedures differ in structure and one produces a reliably greater AUC, it is 

not clear whether this result is due to a difference in discriminability or a difference in task 

structure. ROC analysis is always tied to the task that produced the ratings – the shape of the 

ROC is an expression of discriminability via the constraints of the task. If one procedure 

produces greater AUC it should be preferred, but this does not provide any insight in to how a 

procedure achieves greater performance. Thus, the results of ROC analysis cannot provide 

guidance for the development of new lineup procedures. This also presents a problem when 

comparing two procedures because the model based discriminability and AUC can be 

different for the same task. This can be resolved with recourse to a measurement model. 

5.2.4 Statistical Power and Model Fit 

As is common in model based research, the models in this thesis are partially 

evaluated on the extent to which they fit the data. The limitations of this approach are well 
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known; a model may provide a good fit to a dataset despite not capturing the true underlying 

data generating process and a model may fail to fit data even though its core assumptions are 

a reasonable description of reality (McClelland, 2009; Navarro et al., 2004; Pitt & Myung, 

2002). In some situations, a relatively inflexible model that fails to fit many datasets may be 

preferred. A lack of flexibility may indicate that a model can only predict a small number of 

outcomes, i.e. its predictions are constrained, which means it may be easier to devise critical 

tests that can falsify the model. An additional limitation of frequentist methods for 

quantifying model fit is that they are necessarily affected by statistical power. The null 

hypothesis for goodness-of-fit is that the data predicted by the model does not deviate from 

the observed data. This hypothesis, and by extension the model itself, is rejected if the p 

value for the test that quantifies the deviation between predicted and observed data falls 

below the chosen alpha level. When cell counts in the observed data are low, there may be 

insufficient power to reject even an unsuitable model at a given alpha level that does not 

capture the true data generating process. Given sufficiently high cell counts in the observed 

data, even a suitable model will always be rejected at the same alpha level, because small 

absolute deviations between the predicted and observed data will nonetheless result in an 

extreme goodness of fit value under the null. Two studies differing in statistical power might 

therefore draw different conclusions about a model based on its fit to data. A low power 

study may fail to reject a model and conclude that it may be used in further studies, while a 

high power study may reject the same model and conclude that it should not be used in 

further studies. This means that some flexibility is required when evaluating models in light 

of the results of frequentist goodness-of-fit tests and that it may be desirable to break with 

convention and adjust the alpha level when fitting models to data with high power.  

This thesis primarily employed the models as measurement instruments and tested for 

differences in model parameters between experimental conditions, rather than evaluating the 
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models themselves. When testing for differences in parameters between conditions, it is 

desirable to have high power, because this increases the possibility of detecting potentially 

small effects. It is possible that the high power in study two contributed to the poor fit of 

SDT-MAX and the Ensemble model to the same simultaneous lineup data. Absolute 

deviations between predicted and observed data were small; the models captured the general 

pattern of the data despite a statistically significant misfit (see Section 3.6.2).   

5.2.5 Selecting between Lineup Models based on Decision Rules  

One issue highlighted by this thesis is the need to consider methods for selecting 

between competing models for a given lineup task. The models in this thesis, excluding the 

ISL model, have the same number of parameters when fit to a given dataset, differing only in 

their decision rule for comparing the familiarity values elicited by the lineup items to the 

decision criteria. This rules out the use of statistics such Akaike’s Information Criterion 

(AIC) and Bayesian Information Criterion (BIC), which balance goodness-of-fit and the 

number of free parameters (Kuha, 2004). Additionally, the limited heuristics of selecting 

between the models based on goodness-of-fit cannot be applied if models perform similarly 

to each other. A potential path forward may be conducting cross-fitting simulations, similar 

to those employed in study one to distinguish SDT-SEQ from models of the simultaneous 

lineup (see Navarro et al., 2004; Schultheis & Singhaniya, 2015; Wagenmakers et al., 2004). 

These techniques involve simulating data according to competing models and then 

bootstrapping and cross-fitting each model to the data from the other model. These 

procedures can be used to explore the effect of differences in functional form between the 

models and to quantify to model flexibility, the extent to which a model is able to fit data 

generated by another model. A highly flexible model is not desirable because it indicates that 

the model can predict a large set of possible outcomes, which may make it difficult to falsify.  
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In effect, selecting between unequal variance signal detection models of a given 

lineup task is selecting between different decision rules for characterising the data generating 

process at the group level. However, it is important to note that the decision rules of lineup 

models are not process-level explanations for how individual witnesses complete a lineup 

task. They are characterisations of the expression of discriminability via a lineup task for a 

population of eyewitnesses. Much like the issue of participant level variance in 

discriminability and response bias discussed in Section 5.2.1, it is likely that participants 

employ a range of decision rules, which can be investigated only with changes to the 

experimental paradigm and modelling approach. The aim of selecting between competing 

lineup models is to find a decision rule that allows accurate measurement of the underlying 

latent variables at the level of a population of eyewitnesses.  

5.3 Sequential Item Presentation 

5.3.1 Discriminability 

 The main aim of the modelling work conducted in this thesis was to clarify the effects 

of sequential item presentation on discriminability. The results of studies one and two imply 

that sequential item presentation may impair discriminability to a small extent, although the 

evidence is far from conclusive. Sequential item presentation appears to interact with other 

procedural factors to facilitate the expression of discriminability for a given lineup task; the 

main effect is relatively weak. On this basis, the field should not prematurely conclude that 

sequential item presentation impairs discriminability relative to simultaneous presentation, a 

view often expressed in the literature (Gronlund et al., 2014; Mickes et al., 2012; Seale-

Carlisle & Mickes, 2016; Seale-Carlisle et al., 2019; Wixted & Mickes, 2014, 2018). Study 

three found some evidence of an increase in discriminability from serial position one to 

position two in the sequential stopping rule lineup, with this increase being driven by a 

reduction in the pre-target false identification rate. As the ISL model is novel and was able to 
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be applied only to the results of one other recent study (Wilson et al., 2019), it is difficult to 

integrate this result with earlier literature on position effects. Overall, it would appear that 

discriminability changes little over the course of the sequential stopping rule lineup, at least 

when there are six lineup members. It is possible that results would differ if a much larger 

number of lineup members was used (Levi, 2007, 2012). The feasibility of applying the ISL 

model to longer lineups is questionable, as the addition of each item requires a large increase 

in the number of participants in order to retain statistical power. Few previous studies have 

investigated how sequential item presentation affects discriminability (Palmer & Brewer, 

2012; Seale-Carlisle & Mickes, 2016; Seale-Carlisle et al., 2019), as distinct from the many 

studies that have investigated the effect of sequential item presentation on AUC. There is, at 

present, too little evidence to provide a strong indication as to the magnitude and direction of 

the true effects of sequential item presentation on discriminability, particularly given the 

potential methodological differences, approaches to stimulus selection and, potentially, 

sample characteristics of studies that have explored this question.  

5.3.2 Response Bias 

This thesis clarified the nature of the relationship between sequential item 

presentation and response bias, replicating both of the seemingly contrary results observed in 

previous studies. The sequential stopping rule lineup was associated with more conservative 

responding than the simultaneous lineup (Meissner et al., 2005; Palmer & Brewer, 2012), and 

the UK lineup was associated with more lenient responding than the simultaneous lineup 

(Seale-Carlisle & Mickes, 2016; Seale-Carlisle et al., 2019). Responding was most 

conservative for the sequential stopping rule procedure in both studies one and two. This 

further demonstrates the robustness of this effect, which may be among the most reliable in 

the literature. In study two, responding was most conservative for sequential stopping rule 

presentation and most lenient for UK lineup presentation. This indicates that the divergent 



  196 

 

pattern of results observed for the sequential stopping rule and UK lineup procedures in 

previous studies was likely attributable to a genuine difference in response bias between the 

two procedures, rather than differences in methodology or the characteristics of the 

participant sample. As for discriminability, these results imply that sequential item 

presentation alone exerts minimal influence on witness response bias. Other factors, 

particularly the presence or absence of a stopping rule, seem to have a much greater effect on 

response strategies.  

In study three, the ISL model revealed an increase in the false alarm rate, i.e. response 

bias, over the course of the lineup prior to the presentation of the target and a decrease 

following the presentation of the target. That such a pattern of results is apparent in the data is 

a testament to the advantages of the ISL model for answering this question but, from an 

applied perspective, it is not a positive result for this lineup procedure. Differences in the 

probability of a false alarm at different serial positions imply that there are differences in the 

innocent suspect identification rate at different serial positions in real police lineups. This is 

counter to the aim of procedural fairness; innocent suspects should be equally likely to be 

selected (or rejected) no matter where they are placed in a sequential lineup.  

In general, it seems that the response bias effects reported in the literature for 

sequentially presented lineups are both larger and more reliable than effects on 

discriminability. This might be because the aspects of the procedure that are likely 

responsible for response bias, such as the use of a stopping rule, are implemented in a 

relatively consistent way across studies. In contrast, aspects that are likely to affect 

discriminability tend to vary across studies, particularly in terms of the general difficulty of 

recognising the target stimuli, the type of distractor task and the duration between encoding 

and test.   
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5.3.3 Summary 

This thesis advances the field’s understanding of sequential item presentation. From a 

theoretical perspective, results indicate that the effect of sequential item presentation on 

decision behaviour may be weaker than previously assumed and that the conclusions of 

previous studies with respect to discriminability and response bias may be due to the 

interaction of sequential item presentation with other procedural factors. The end goal of 

measuring the effect of such procedural factors on latent variables is to guide the 

development of lineup procedures. If the results of this thesis reflect true underlying effects, 

there is minimal theoretical justification for designing lineup procedures that employ 

sequential item presentation. Across three studies, no sequentially presented lineup was 

associated with greater discriminability than the simultaneous lineup. There was also a 

complex pattern of response bias shifts over the course of the sequential stopping rule lineup, 

which cannot occur in the simultaneous lineup due to the structure of the task. Although, 

there is some evidence that the position of the target in the array affects witness responding in 

simultaneous lineups (Palmer et al., 2017).  

One issue yet to be explored in the literature is whether the position of the target on 

the UK lineup affects discriminability and response bias. It is possible that the procedure may 

induce position effects similar to the primacy and recency effects found in list learning 

designs (e.g. Oberauer, 2003) because viewing all items twice before making an 

identification decision could be considered a kind of memory test where the aim is to 

remember which item, if any, is the target. Like the position effect investigation of the 

sequential stopping rule lineup in study three, one difficult aspect of conducting a study to 

address this question would be the requirement to collect a large sample, particularly if the 

lineup was conducted with the usual nine members. 
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5.4 Diagnostic Feature Detection Theory 

 As the studies in this thesis investigated the effects of sequential item presentation, the 

results are germane to the predictions of diagnostic feature detection theory (Wixted & 

Mickes, 2014). The diagnostic feature detection theory (DFDT) prediction that simultaneous 

item presentation is associated with greater discriminability than sequential item presentation 

was not supported in study one, but was supported by a small discriminability advantage for 

simultaneous presentation in study two. However, the effect in study two was restricted to the 

comparison between the simultaneous lineup and the sequential stopping rule lineup and was 

not evident when comparing the simultaneous lineup and the sequentially presented UK 

lineup. The prediction that discriminability increases over the course of the sequential lineup 

was partially supported in study three, although the increase only occurred from position one 

to position two. These results are mixed in their support for the predictions of theory. 

However, the design of these studies are limited in their ability to offer a strong test of 

DFDT. The aims of this thesis were best achieved by employing lineup tasks that were close 

analogues to those used in real police investigations. These tasks include procedural factors 

that may have counteracted the effects on discriminability predicted by DFDT, as discussed 

throughout (see sections 2.11.1, 3.7.1, 4.7.1 and 5.3.1). That is, the effects proposed by 

DFDT may have occurred in spite of no significant effect being observed in the predicted 

direction. In this case, it is unlikely that the results of these studies, and many others that 

employ close analogues of “real world” lineup tasks (e.g. Seale-Carlisle et al., 2019), are 

sufficient to falsify the theory.  

As discussed in section 2.11.1, one aspect of providing strong tests of DFDT is the 

design of experiments that aim to isolate the specific effects proposed by the theory while 

controlling for confounding factors. One possibility would be to extend the “simultaneous 

showup” procedure from Colloff et al. (2019) to a sequentially presented lineup. Colloff and 
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Wixted (2019) presented a number of unidentifiable foils surrounding a single suspect who 

could be identified and compared this procedure to a single suspect showup. Discriminability 

was greater for the “simultaneous showup” condition, which provides support for the DFDT 

notion that providing the opportunity to compare across items improves discriminability. An 

analogous “sequential showup” experiment could be conducted where a varying number of 

unidentifiable foils are presented one at a time prior to a suspect who can be identified. This 

would be a more rigorous test of the prediction that discriminability increases with the 

opportunity to compare across increasing numbers of sequentially presented items. Perhaps 

discriminability improves for a certain number of items until interference takes hold, beyond 

which it decreases. This would be a stronger test of DFDT than comparing sequentially and 

simultaneously presented lineups. At a more basic level, it might be necessary to conduct face 

matching experiments using computer generated stimuli (see Carlson et al., 2019; Flowe & 

Ebbesen, 2007), manipulating the number of common features and the degree of 

distinctiveness of unique features. This would require a review of face perception literature to 

determine what constitutes a feature for the purposes of recognition and which features are 

important for face identification (Abudarham et al., 2019).   

5.5 Limitations of Diagnostic Feature Detection Theory 

Research drawing on DFDT often advocates for its use on the basis that it is 

formalised, contrasting it with verbal theories that offer less precision in their predictions 

(e.g. Carlson et al., 2019; Wooten et al., 2020). DFDT was originally instantiated in a signal 

detection framework, described in Section 1.8.2 (Wixted & Mickes, 2014) and researchers 

have adopted this framework to generate testable predictions about the effect of procedural 

changes on discriminability (Colloff et al., 2021; Wooten et al., 2020). However, this 

framework allows researcher degrees of freedom that affect the predictions of the model. 
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Take the DFDT prediction tested in previous studies (Seale-Carlisle & Mickes, 2016; 

Seale-Carlisle et al., 2019) and in study two that the simultaneous lineup is associated with 

greater discriminability than the UK lineup. This prediction is shown in Table 5.1 using the 

formalisation from Wixted and Mickes.  

Table 5.1 

Study Two Prediction generated by DFDT Formalisation for the UK vs Simultaneous Lineup 

Note: f1 and f2 are features shared by the perpetrator and innocent suspect, f3 and f4 are 

features unique to the perpetrator 

 

This example uses five features (f1 – f4), two uniquely shared by the perpetrator and 

two shared between the perpetrator and innocent suspect, which are likely to be general 

factors of witness’s description such as race and age. Features shared by the guilty perpetrator 

and the lineup items are assumed to provoke stronger familiarity and therefore have a mean 

of 1 and a standard deviation of 1.22, while features not shared with the perpetrator have 

mean familiarity of 0 and a standard deviation of 1. Values are aggregated by summing the 

means and standard deviations of all features. The da measure can then be calculated for a 

given procedure: 

𝑑𝑎 =
𝜇𝑔𝑢𝑖𝑙𝑡𝑦 − 𝜇𝑖𝑛𝑛𝑜𝑐𝑒𝑛𝑡

√(𝜎𝑔𝑢𝑖𝑙𝑡𝑦
2 + 𝜎𝑖𝑛𝑛𝑜𝑐𝑒𝑛𝑡

2 )/2

 

This statistic quantifies the difference between the means of the perpetrator and innocent 

Procedure Suspect Parameter f1 f2 f3 f4 Σ da 

UK Lineup Innocent  µinnocent  1 0 0 1 

1 
 σ2

innocent  1.5 1 1 3.5 

Guilty µguilty  1 1 1 3 

 σ2
guilty  1.5 1.5 1.5 4.5 

         

Simultaneous 

Lineup 

Innocent µinnocent   0 0 0 

1.26 
 σ2

innocent   1 1 2 

Guilty µguilty   1 1 2 

 σ2
guilty   1.5 1.5 3 
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suspect feature distributions while accounting for differences in their standard deviation. 

Table 5.1 shows the DFDT prediction under the assumption that not all common features are 

discounted on the UK lineup because items are sequentially presented, leading to lower da 

compared to the simultaneous lineup. 

However, DFDT can also predict equivalent discriminability for the two procedures. 

Wixted and Mickes (2014) argue that the same amount of diagnostic information is available 

at the end of the sequential stopping rule lineup as for a simultaneous lineup of equivalent 

length, because all items have been seen by the end of a sequential stopping rule lineup. They 

surmise that this should lead to a discriminability increase over the course of the sequential 

stopping rule lineup and equivalent discriminability between the two procedures by the end 

of the sequential lineup. In this case, a discriminability decrement for sequential presentation 

is explained by the stopping rule. Some witnesses identify early and do not see all lineup 

items, thereby failing to discount common features, which reduces discriminability at the 

group level. However, this does not occur on the UK lineup; all items are seen prior to an 

identification being made. Thus, on simultaneous and UK lineups of the same length, 

witnesses should be able to discount all common features on either procedure, resulting in 

equivalent discriminability. This prediction is formalised in Table 5.2.  

Table 5.2 

Alternative Prediction generated by DFDT Formalisation for the UK vs Simultaneous Lineup 

Procedure Suspect Parameter f1 f2 f3 f4 Σ da 

UK Lineup Innocent  µinnocent   0 0 1 

1.26 
 σ2

innocent   1 1 2 

Guilty µguilty   1 1 2 

 σ2
guilty   1.5 1.5 3 

         

Simultaneous 

Lineup 

Innocent µinnocent   0 0 0 

1.26 
 σ2

innocent   1 1 2 

Guilty µguilty   1 1 2 

 σ2
guilty   1.5 1.5 3 
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There is nothing within the DFDT framework that indicates which of these two 

contrary predictions is consistent with the theory. Rather, justifying whether the UK lineup 

will impair discriminability relies on invoking empirical results external to the theory in 

relation to a feature detection mechanism that is unspecified.  

A similar issue affects the prediction of Wooten et al. (2020) that the number of foils 

on the simultaneous lineup does not affect discriminability if they are sufficiently well 

matched to the suspect. In Wooten et al. (2020), this prediction is generated using six 

features, two unique to the perpetrator and four shared by the perpetrator and innocent 

suspect. The argument made by Wooten et al. (2020) is that relatively few well matched foils 

will allow the discounting of all four common features and thus additional foils provide no 

benefit, i.e. da = 1.26 for either a 3- 6- or 9-item lineup, similar to the prediction shown in 

Table 5.2. It is unclear whether their results conform to this prediction because they 

employed ROC analysis, which cannot separate differences in discriminability and structural 

effects caused by changes to lineup size (see Section 2.4.4). It is possible to mount a plausible 

alternative argument; that two foils is insufficient to discount all common features, no matter 

how well matched they are to the suspect. The DFDT formalisation could be used to generate 

this alternative prediction that a 3-item lineup will lead to lower da than a 6- or 9-item lineup 

by simply adjusting how many of the four common features are discounted in the 3-item 

condition. 

In summary, DFDT’s predictions about the effects of procedural manipulations on 

discriminability are not well constrained, which makes the theory difficult to falsify. The set 

of possible predictions are limited only by the set of explanations that researchers and peer 

reviewers are willing to entertain for why a given manipulation should or should not impair 

the ability to discount common features. Constraining DFDT’s predictions and improving 

falsifiability may require the development and integration of a formal process account of 
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feature detection. A recent paper Colloff et al. (2021) provides an extended examination of 

feature detection within DFDT, which may foreshadow further developments in this area. It 

may be necessary to revisit global memory matching models such as WITNESS (Clark, 

2003), which more explicitly represent the matching of features stored in memory and 

features of a test item. This may allow for falsification of the model. 

5.6 The Limitations of Receiver Operating Characteristic (ROC) Analysis  

This thesis emphasised a major limitation of ROC analysis as a measure of 

discriminability; the shape of an ROC for a given lineup procedure may be affected by 

aspects of the tasks unrelated to discriminability. In this case, Area Under the Curve (AUC) 

for a procedure reflects some unknown combination of task constraints and discriminability, 

which means that discriminability and AUC can be dissociated (Wixted & Mickes, 2018). As 

discussed in Section 2.4.4, the stopping rule constraint of the Lindsay and Wells (1985) 

sequential lineup means that its ROC curve is non-monotonic, falling back toward the major 

diagonal representing chance performance in the region of ROC space where responding is 

very lenient (Cohen et al., 2020; Rotello & Chen, 2016; Wilson et al., 2019). This means that 

a difference in AUC between the sequential stopping rule lineup and other lineup tasks may 

not reflect a difference in discriminability. This occurred in study three, where there was no 

significant difference in AUC between the simultaneous and sequential stopping rule lineups, 

but discriminability was greater for the simultaneous lineup when estimated by the Ensemble 

model. This demonstrates that AUC is a poor measure of discriminability for certain lineup 

tasks, and should not be used to compare lineup tasks when they differ in structure. While 

many authors acknowledge the possibility of dissociation between AUC and discriminability, 

they also tend to present the analyses as equivalent for applied purposes (e.g. Colloff & 

Wixted, 2019), adopting the position that AUC and discriminability as estimated by a signal 

detection model are generally in agreeance about which procedure is superior (Wixted & 
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Mickes, 2018). This view should be revised. AUC and discriminability will tend to agree 

about which of two lineup procedures is superior except when the procedures differ in 

structure. This is consistent with the results of previous studies that have employed both ROC 

analysis and models to compare lineup procedures. Studies finding no dissociation between 

discriminability and AUC have manipulated aspects of the lineup procedure that did not alter 

structural aspects of the lineup task (Colloff et al., 2016; Colloff et al., 2017; Colloff & 

Wixted, 2019). Some studies have manipulated task structure and would therefore be 

expected to show a dissociation, but conducted only ROC analysis (Gronlund et al., 2012; 

Neuschatz et al., 2016; Wooten et al., 2020). Finally, one study on which a dissociation 

would be expected because task structure was manipulated – the position of the target in the 

sequential stopping rule lineup – reported results consistent with such a dissociation (Wilson 

et al., 2019). Researchers should carefully consider whether their experiments manipulate 

task structure before citing Wixted and Mickes (2018) as a justification for interpreting 

differences in AUC between conditions as differences in discriminability.  

5.7 Methodological Limitations 

One possible limitation of the studies in this thesis is that participants seemed to find 

the memory test relatively easily, as indicated by discriminability scores of close to two in all 

studies. This is substantially stronger memory than reported by Seale-Carlisle et al. (2019), 

the most recent study other than those conducted here to find greater discriminability for a 

simultaneously presented lineup. The high overall discriminability across all tasks may have 

led to a kind of ceiling effect, where differences in discriminability between lineup tasks 

could not be expressed. There are two aspects of the experimental procedure might be 

responsible for the apparent ease of the memory test.  

First, the distractor task employed between the encoding and test phases was 

relatively short at around 90 seconds. This does not leave much time between encoding and 
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test and is certainly much less than in real criminal cases. It would have been ideal to use a 

longer interval, but this is difficult to implement in Mechanical Turk studies. Participants 

must be paid for all time spent completing the task, so a longer interval increases the cost per 

participant for running experiments or requires participants to complete a two-part task. Other 

than offering financial incentives, there is little to prevent participants from simply collecting 

their payment for an encoding phase and failing to return for a test phase. The cost issue is 

particularly problematic for lineup studies as large samples are required because each witness 

only provides one lineup decision.  

Second, it may have been relatively easy to encode the relevant information from the 

stimulus videos. Each video lasts approximately 10 to 15 seconds with the target as the only 

visible person. Thus, there is almost no information for the participant to encode other than 

the identity of the target and no other aspects of the video that might divert their attention 

from encoding the target. Resource constraints prevented the production of more elaborate, 

ecologically valid videos for each target. Target videos were filmed as part of a project to 

create a large corpus of target videos and accompanying photographs, totalling 194 targets in 

all. The intention was to use these stimuli in face-matching and lineup studies. Another aspect 

of the stimuli that may have reduced task difficulty is the use of female faces. There is some 

evidence that female faces are more easily recognised compared to male faces, particularly by 

female participants (Cross et al., 1971; Lewin & Herlitz, 2002). Female appearance tends to 

be more variable than male appearance due to a tendency for greater differences in, for 

example, hair style (Wright & Sladden, 2003). These additional cues may increase the 

distinctiveness of female faces, facilitating recognition (Valentine, 1991).  

5.8 Stimulus Selection 

An important aspect of lineup research is controlling for the presence of stimulus 

effects. The approach adopted in this thesis was to select a pool of sixteen similar stimuli that 
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such that, for any pool item selected as the target, all remaining pool members are 

appropriately matched foils. This increases ecological validity because it bears a closer 

resemblance to the real police lineup task, in which all witnesses see different lineups. This 

approach differs from early lineup studies in that it aims to increase variability in the stimuli 

in order to “wash out” stimulus effects, rather than aiming to control variability by selecting 

one target and accompanying set of “unbiased” foils (Clark et al., 2008; Wells & Windschitl, 

1999). Other studies have employed a similar approach by randomly selecting foils for a 

single target from a large pool on each trial (e.g. Mickes et al., 2012; Wilson et al., 2019) or 

using multiple targets, each with a set of foils (e.g. Colloff et al., 2016; Colloff & Wixted, 

2019). One way in which this pool approach might be extended is to integrate a face 

generation algorithm, such as a Generative Adversarial Network (Karras et al., 2019), into the 

delivery of a face matching experiment. Target faces could be generated at random for each 

participant in the study phase. In the test phase, foil faces for a series of lineup trials could be 

generated for the target based on some kind of similarity parameters that govern the 

behaviour of the algorithm. In this way, it would be possible to approximate the real-world 

situation of all witnesses seeing different lineup. The similarity tuning parameters could be 

set to either hold constant or vary the similarity of the lineups seen by each participant. One 

limitation of this approach for the traditional “one shot” lineup paradigm is the difficulty of 

generating simulated crime videos for artificially generated target faces. However, multiple 

trial face matching experiments may provide a path to theoretical explanations at the level of 

the individual witness. 

5.9 Future Directions  

The results of this thesis provide many avenues for further exploration. In general, 

relatively few published studies have fit signal detection models to data in order to compare 

discriminability and response bias between simultaneous and sequentially presented lineups 
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(Palmer & Brewer, 2012; Seale-Carlisle & Mickes, 2016; Seale-Carlisle et al., 2019). This 

thesis adds to this limited body of empirical evidence but it is not yet possible to draw any 

strong conclusions about the effect of sequential item presentation on discriminability and 

response bias. Additional studies, conducted with appropriate sample sizes, are required to 

gain a better understanding of the direction and size of the population-level effects. 

5.9.1 The Absence of a Stopping Rule 

This thesis investigated the sequential stopping rule lineup proposed by Lindsay and 

Wells (1985) because it is one of the most heavily studied procedural manipulations in lineup 

research (Steblay et al., 2011b). This body of research led to its adoption in many 

jurisdictions. However, surveys of police jurisdictions in the US reveal that none currently 

enforce the stopping rule and that generally witnesses may request a second lap through the 

lineup items (Wells, 2014). While the stopping rule is of theoretical interest due to the 

constraints it places on the task, investigating the task in this form is of minimal applied 

relevance if the stopping rule is not enforced in real lineups. When the sequential lineup is 

conducted without a stopping rule, multiple identifications are generally allowed, as there is 

little utility in allowing witnesses to continue viewing items after an identification if 

subsequent items cannot be identified. Future model based research is required to assess the 

effect of allowing witnesses to make multiple identifications on a sequential lineup on which 

a yes/no response is elicited for each item (Wilson et al., 2019), in addition to revisiting the 

effect of allowing multiple laps (Horry et al., 2015). Such an experiment could employ a 

similar procedure to (Wells et al., 2015a), allowing participants to make multiple 

identifications but requiring them to adjudicate between them to produce a final decision at 

the end of the procedure.  

With yes/no responses for each item, it would then be possible to use different rules 

for counting identifications, perhaps comparing a dataset in which the first identification is 
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counted to dataset where some rule is developed for counting subsequent identifications. The 

difficulty with any such rule is that counting the i-th of multiple identifications rules out 

identifications at certain serial positions. For example, always taking the second of multiple 

identification decisions will result in counting no identifications decisions made at position 

one. Based on the results of study three, this may affect the aggregated data due to differences 

in response bias at different serial positions. Datasets using different rules for counting 

multiple identifications could be compared to data where participants’ final adjudicated 

identification is counted in order to establish whether allowing witnesses to adjudicate 

between identification decisions is of detriment or benefit to memory. This would give a 

better understanding of how the sequential lineup procedure as actually employed in many 

jurisdictions compares to the simultaneous lineup (Wells et al., 2015a).   

5.9.2 The UK Lineup Procedure 

Study two is the first study to compare the UK lineup to the simultaneous and 

sequential stopping rule lineup procedures. The UK lineup procedure merits further study 

given that it is used in real police investigations and only two published studies have 

investigated it to this point (Seale-Carlisle & Mickes, 2016; Seale-Carlisle et al., 2019). As 

the discriminability decrement for UK lineup presentation compared to simultaneous lineup 

presentation reported in these studies was not replicated in study three, the true direction and 

effect size of the difference in discriminability between these procedures is unclear. As for 

sequential item presentation more generally, additional evidence in the form of replication 

studies may clarify the size and direction of the true effect in the population. If the UK lineup 

does impair discriminability, then it will be necessary to clarify which aspects of the 

procedure are responsible. Seale-Carlisle et al. (2019) concluded that sequential item 

presentation was the primary factor, but the findings of both studies one and two in this thesis 

are not consistent with this view. The analogue of the UK lineup procedure used in study 
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three differed in many ways from that used in Seale-Carlisle and Mickes (2016) and Seale-

Carlisle et al. (2019). Study three used six rather than nine lineup items, which were still 

photos shown for five seconds rather than 15-second long videos of a rotating head-and-

shoulders profile. Additionally, study three allowed participants to revisit items before 

identifying. In a series of experiments, Seale-Carlisle et al. (2019) concluded that 

discriminability was minimally affected by item type (photo vs. video), number of items (six 

vs. nine) and task duration. However, it could be that these factors interact in some way that 

is not evident when they are isolated and that lesser discriminability would have been 

observed for the UK lineup if the analogue in study two more closely matched the task used 

in Seale-Carlisle et al. (2016) and Seale-Carlisle et al. (2019). Further research is needed to 

understand the conditions under which the UK lineup will lead to lesser discriminability than 

the simultaneous lineup.  

The lenient responding for the UK lineup compared to the simultaneous lineup 

reported in Seale-Carlisle and Mickes (2016) and Seale-Carlisle et al. (2019) was replicated 

in study three; whatever aspect of the procedure is responsible for this appears to have been 

present in both studies. This finding merits further investigation, as lenient choosing may not 

be desirable from a policy perspective and is the opposite effect to that which was intended 

by Lindsay and Wells (1985) when notion of a sequentially presented lineup was first 

introduced. It is not immediately clear why responding on the UK lineup should be more 

lenient than the simultaneous lineup. The tasks share a similar format; both involve the 

presentation of a set of lineup items, after which a single lineup decision is expressed. There 

is no theoretical explanation for why the UK lineup encourages participants to choose more 

readily. None of the current models predict this result and so it remains an observation that 

must be explained by a process model. 
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5.9.3 Item Similarity  

The stimulus pool approach employed in this thesis attempted to mitigate effects 

caused by differences in item similarity both within the lineup and between the target and the 

foils. The overall similarity of lineups, and the similarity of the foils to the target, randomly 

varied between participants, which should have minimised the possibility that results were 

due to the use of a particular stimulus set. This thesis did not explore the relationship between 

item similarity, discriminability and response bias, partly because subsetting the data by the 

sets of items contained in each lineup shown to participants reduces power to such an extent 

that analysis is unviable. Recent research has suggested discriminability is poor when the 

similarity between items in a lineup is both very low and very high, i.e. that there is an 

inverse U-shaped function between within-lineup similarity and discriminability (Carlson et 

al., 2019). Item similarity varies across studies and the effect of item similarity on 

discriminability may interact with effects caused by other procedural manipulation. 

Characterising the relationship between within-lineup similarity and discriminability may 

therefore provide a path to integrating the results of lineup studies that have reported 

diverging patterns in discriminability when comparing the same procedural manipulations,. 

Some changes to methodology would be required if the aim is to have a “similarity profile” 

for all stimuli in published eyewitness memory studies. A starting point is to collect pairwise 

similarity ratings for all lineup items in a separate experiment. 

Item similarity likely has a greater effect on sequentially presented lineups compared 

to the simultaneous lineup. This is because the relative similarity of all items can be 

determined more or less immediately on the simultaneous lineup, but such information may 

not be available immediately, or at all, on sequentially presented lineups. The position effects 

observed in study three for the sequential stopping rule lineup may be particularly susceptible 

to differences in item similarity. One possibility is that witnesses may not identify the most 
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familiar item to the perpetrator in the set of items because an item presented prior to the most 

familiar item exceeds their decision criterion (Clark & Davey, 2005). Additionally, there may 

be large changes in criterion between serial positions when an item that is relatively similar to 

the target follows an item that is relatively dissimilar. This is a generalisation of the increase 

in response bias observed after the presentation of the target in study three, which the ISL 

model would need to be reparameterised to accommodate. The proposed effect rests on the 

assumption that witnesses behave rationally in adjusting their criterion over the course of the 

sequential stopping rule lineup. That is, any identified item must be more familiar than the 

items rejected at previous serial positions. It would be irrational to reject a highly familiar 

item at position one and then identify a relatively unfamiliar item at position two. It is 

currently unclear whether participant responses conform to this expectation.  

5.9.4 Shifting the Research Paradigm 

Much lineup research works from the standpoint of improving on a pre-existing 

framework for collecting eyewitness evidence. It is generally assumed that legal system 

requires a binary decision to either identify from a lineup or reject from witnesses due to the 

way in which identification evidence is typically presented at trial. A major research-based 

reform to this framework is the policy of collecting of post-decision confidence immediately 

following identification decisions (Brewer, 2006; Brewer & Wells, 2006). Simplified, the 

prevailing view is that confidence and accuracy of identifications (but not rejections) are 

positively associated at the group level, particularly when confidence is high (Wixted & 

Wells, 2017). On this basis, triers of fact may make inferences about the reliability of witness 

decisions on the basis of post-decision confidence estimates. Within this binary decision 

paradigm, lineup research has aimed to isolate procedural factors that affect the accuracy of 

lineup decision outcomes and the latent variables that determine them. However, the small 

effects found within these studies (and others) in relation to discriminability raise the 
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possibility that the field is expending significant effort testing procedural changes that are of 

minimal applied benefit (Brewer & Doyle, 2021). On this basis, researchers may need to free 

themselves from the constraints of the lineup task as currently studied in order to more 

effectively address the aims of lineup research. In this vein, some researchers have set out to 

develop alternative procedures that eschew the binary identification/rejection decision. 

Brewer et al. (2020) proposed a lineup on which confidence ratings are collected for every 

member, while Mu et al. (2017) proposed a lineup on which two-alternative forced choice 

decisions are made for each possible pairwise item comparison. A procedure on which all 

items are ranked as matches to a witness’s memory of the perpetrator might also be adapted 

from tasks in the basic recognition memory literature (Kellen & Klauer, 2014). Effectively, 

these procedures all provide a ranking for witnesses’ belief that each lineup item is the 

perpetrator (McCormick et al., 2019). 

There are two general arguments advanced in favour of these procedures. First, they 

offer additional information about witness beliefs compared to a binary decision and 

confidence estimate. A profile of confidence for a lineup provides information about witness 

beliefs that each item is the perpetrator, in addition to their beliefs relative to the other items. 

The pairwise procedure provides a ranking of preference for which item is the perpetrator in 

addition to a measure of reliability by determining the extent to which witnesses violate 

transitivity when making pairwise choices. That is, if item A is preferred to B, and B is 

preferred to C, then C should not be preferred to A. Theoretical research in recognition 

memory has shown that there is memorial information contained in the second and third 

ranked choices of a forced choice ranking task (Kellen & Klauer, 2014). Second, these 

alternative procedures provide a more fine grained scale of evidence for suspect guilt in the 

form of the confidence rating or the preference/ranking assigned to the suspect as perpetrator 

relative to the foils. The higher the ranking for the suspect relative to the foils, the stronger 
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the evidence for suspect guilt. It is possible that this evidence could be presented at trial in 

place of binary judgements, which may lead to an improvement in criminal justice outcomes.  

From a theoretical perspective, the absence of a binary judgement complicates but 

does not preclude the measurement of discriminability. It is possible to calculate a measure of 

discriminability from the forced-choice ranking task (Kellen & Klauer, 2014). Interestingly, 

this task eliminates response bias entirely as there is no decision threshold. It may be possible 

to adapt a signal detection model of a classification task to estimate discriminability for the 

confidence-based procedure and the pairwise procedure. In order to fit these models, it may 

be necessary to develop a rule for converting observed rankings to binary decisions, which 

somewhat defeats the purpose of the approach. Additionally, as these procedures focus on 

gradated evidence of suspect guilt, it is necessary to designate innocent suspects for target 

absent lineups in experimental studies (e.g. Brewer et al., 2020).  

This shift away from the binary decision outcomes proposed procedures provides a 

path forward for eyewitness science that is grounded in theoretical approaches to memory 

and decision making and has the potential to improve on the existing binary decision 

framework that constrains research activity. As indicated by Brewer and Doyle (2021), if 

these procedures are to be adopted by the stakeholders in the legal system, it is critical that 

these stakeholders have input in to the development of these procedures.  

5.10 The Promise of Signal Detection Theory 

The introduction of signal detection theory (SDT) to eyewitness memory research 

provided a framework for increasing understanding by addressing the limitations of previous 

approaches to understanding witness decision behaviour. This might have started the building 

of a renewed focus on building a theoretical base for guiding lineup research (e.g. Clark, 

2008; Turtle et al., 2008; Wells, 2008). This flowering of theoretically motivated lineup 

research is yet to occur. Rather, researchers have retained their applied focus but adopted 
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AUC as the preferred measure in place of the diagnosticity ratio. A program of research 

comparing AUC between procedures that differ more or less arbitrarily may establish which 

manipulations maximise discrimination accuracy, but is unlikely to increase theoretical 

understanding, particularly if researchers are not sensitive to the conditions under which 

AUC and discriminability are dissociated.  

SDT has been applied to many domains and tasks for both theoretical and applied 

purposes (Goodenough et al., 1972; Hutchinson, 1981). However, some lineup researchers 

have interpreted and applied SDT in rather idiosyncratic ways that seem disconnected from 

the framework’s history and underlying principles. For example, Lee and Penrod (2019) 

recently proposed a “multi-d” model that calculates pairwise d’ from the yes/no task between 

each item type; target, innocent suspect and foils. This was partly motivated by the incorrect 

assumption that models previously employed in the literature, i.e. SDT-MAX and SDT-INT, 

collapsed the 2 x 3 decision outcomes of the lineup in to 2 x 2 structure of the yes/no task by 

treating foil identifications as rejections. As the multi-d model effectively treats the lineup as 

a series of pairwise yes/no detection tasks between item types, it does not capture the 

structure of the lineup task. Using it to compare lineup tasks that differ in structure may 

therefore lead to inaccurate estimates of the difference in discriminability between 

procedures.  

In another example, Smith et al. (2020) recently proposed a method for constructing 

ROC curves that extend through the entirety of ROC space in order to avoid some of the 

limitations inherent in comparing procedures using partial AUC (Lampinen, 2016; Smith et 

al., 2019; Wixted et al., 2017). Smith et al. (2020) first propose that the field should focus 

primarily on the detection task completed by the investigator to determine whether the 

suspect should be charged or released, not the memory test conducted by the witness. They 

assert that investigators use witness identification decisions to set their response criteria for 
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charging or releasing a suspect. Based on previous research stating that the diagnosticity ratio 

largely indexes response bias (Wixted & Mickes, 2012), they propose calculating a 

diagnosticity ratio for each possible decision outcome at each level of confidence and 

ordering the points in the ROC from highest diagnosticity ratio (most conservative) to lowest 

(most lenient). This involves plotting target, foil and innocent suspect identifications, as well 

as misses and correct rejections, on the same two-dimensional axis. They also proposed an 

alternative method to sorting by diagnosticity for ordering points in ROC space and indicated 

that did not lead to significant differences in the resulting ROC curves. There are a number of 

shortcomings of this approach.  

Smith et al. (2020) are correct that the witness and investigator complete separate 

signal detection tasks, but it is not theoretically sound to specify an explicit mapping that 

links witness decisions to investigator decisions. Investigators integrate information from 

witnesses as part of their decision to charge or release a suspect. The assumption of many 

SDT models, including those used here, is that evidence from different sources is integrated 

into a unidimensional signal strength axis. SDT does not specify the exact process by which 

investigators integrate this evidence, as Smith et al. (2020) attempt. Building on this wayward 

assumption, Smith et al. (2020) coerce the multi-class data from a lineup into two dimensions 

by assuming that each lineup decision outcome in a given confidence category is associated 

with a particular level of evidence for suspect guilt/innocence. That is, that the multi-class 

points from witness decisions can be ordered in the investigator’s ROC space along a single 

dimension of guilt. As per standard practice (Gronlund et al., 2014), the target identification 

rates and innocent suspect identification rates at different levels of confidence are treated as 

hit rates and false alarm rates pair for the purposes of plotting the ROC curve. Treatment of 

other response classes is somewhat unusual. The target present foil identification rates and 

target absent foil identification rates are treated as hit and false alarm rates, respectively, and 
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plotted against each other, as are the miss rates and correct rejection rates. All points are then 

ordered from lenient to conservative according to either the diagnosticity ratio or some other 

rule – not according to confidence ratings – and plotted to produce a ROC curve that extends 

from zero to one in ROC space. Allowing multiple methods for deciding on the order of the 

points in ROC space is open to researcher degrees of freedom. A recent study employing the 

Smith et al. ROC curves ordered the points according to a different a priori scheme rather 

than by diagnosticity ratio (Lucas et al., 2020). There are likely to be conditions under which 

different methods of ordering the points lead to different conclusions about the data, 

particularly if other researchers propose additional methods for ordering the points that are 

acceptable to reviewers. If the aim is to address the shortcomings of partial AUC by including 

all lineup decision outcomes in an ROC-type analysis, a more principled option may be to 

explore the volume under the ROC surface, which generalises two-dimensional ROC analysis 

to multi-class classification problems (Kang & Tian, 2013). 

These examples demonstrate the potential for a robust and longstanding theoretical 

approach like SDT to be misapplied when research lacks engagement with foundational 

principles. The theoretical promise of SDT for lineup research lies with its ability to measure 

underlying variables of interest. Improper application of SDT compromises this measurement 

ability, which negates the benefit of applying the theory in the first place. If the field adopts a 

version of SDT disconnected from fundamental principles, it may hamper theoretical 

development and once again lead to the recommendation procedures that have unintended 

effects on witness decision behaviour, as in the case of the sequential stopping-rule lineup 

(Clark, 2012a).  

5.11 Conclusion 

The aim of this thesis was to investigate the effect of sequential item presentation on 

discriminability and response bias using signal detection measurement models. These models 
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improve on existing measures of lineup task performance that confound discriminability and 

response bias (Wixted & Mickes, 2012) and discriminability and the effect of task structure. 

To ensure measurement accuracy and to allow comparison between tasks, it is critical to 

ensure a suitable degree of match between the model, the lineup task and the research 

question under investigation. To this end, novel models of the sequential stopping rule lineup 

(Lindsay & Wells, 1985) were developed, SDT-SEQ and the ISL model. Both models 

account for the stopping rule constraint, while the ISL model also accounts for the serial 

position in the lineup at which an identification is made in order to investigate serial position 

effects. Across three studies, these models of the sequential lineup, along with models of the 

simultaneous lineup, were fit to both newly collected and archival experimental lineup data. 

In each experiment, participants encoded a target video and, after completing a distractor 

task, were presented with a police lineup that either did or did not contain the target. 

Participants could either identify a lineup item or reject the lineup, and provided a post-

decision confidence judgement. Studies one and two manipulated the presentation format of 

lineup items, while study three manipulated the position of the target in the sequential 

stopping rule lineup.  

In studies one and two, there was some evidence that sequential item presentation 

impairs discriminability to a small extent compared to simultaneous item presentation, 

although this effect was not found in all datasets. Conducting a sequential lineup with a 

stopping rule caused participants to respond more conservatively compared to a simultaneous 

lineup or the sequentially presented UK lineup, on which responding was most lenient. These 

results imply that factors other than sequential item presentation may be primarily responsible 

for differences in response bias between lineup procedures. In study three, there was a small 

increase in discriminability from serial position one to position two in a new experiment, but 

not in data from a previous experiment that had reported the same effect based on parameter 
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estimates from SDT-SEQ (Wilson et al., 2019). A unique aspect of the ISL model fit to these 

data is that it distinguishes between response bias prior to and following the appearance of 

the target in the lineup. Responding prior to the presentation of the target became more 

conservative over the course of the lineup and there was a shift to conservative responding 

immediately following the presentation of the target, which weakened as the lineup 

progressed.  

Each study in this thesis also provided a test of some high-level predictions of 

diagnostic feature detection theory. As a whole, results were generally inconclusive with 

respect to the validity of the theory’s somewhat loosely constrained predictions. Testing this 

theory will require the design of more focused experiments that bear less relation to real 

lineup tasks. From an applied perspective, this thesis implies that the designers of future 

lineup procedures should be wary of adopting sequential item presentation. There appears to 

be no benefit to discriminability and the effect on response bias is inconsistent.  

This thesis demonstrates that adopting a measurement model approach can advance 

understanding in eyewitness memory research by quantifying the effects of changes to lineup 

procedure on latent variables. It is hoped that the work conducted here inspires further model-

based lineup research. 
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Appendix A – Model Equations 

We suppose that each witness is presented with a lineup consisting of n items. Let 

   1, ,n n  be the set of item positions in the lineup and, for a given witness, let 

  :
i

X x i n   be the set of familiarity values of the corresponding items. In a target 

present (TP) lineup, there is one target and 1n   foils. Similarly, in a target absent (TA) 

lineup, there may be one designated suspect and 1n   foils. Alternatively, if there is no 

designated suspect then the lineup consists only of foils.  

We assume that each i
x  is a value of a continuous random variable that defines a 

probability distribution for that item. We also assume that the values of each random variable 

are independently and identically distributed. Let  T   and  t   be the cdf and pdf of the 

target distribution and let  S   and  s   be the cdf and pdf of the designated innocent suspect 

distribution. We assume that the random variables corresponding to foils all have the same 

distribution. Accordingly, let  F   and  f   be the cdf and pdf, respectively, of the common 

foil distribution.  

The witness identification task can be notionally partitioned into a detection task and 

an identification task (Duncan, 2006). The aim of the detection task is to determine if the 

lineup contains a target. The aim of the identification task is to determine which lineup item 

is the target. Accordingly, we define three events of interest. In a TP lineup, a target detection 

(TD) occurs when a witness identifies any item as the target and a target identification (TID) 

occurs when the item so identified is in fact the target. In a TA lineup, a false alarm (FA) 

occurs when a witness identifies any item as the target and a suspect identification (SID) 

occurs when the item so identified is the designated innocent suspect (if present). From these 

events, additional events can be defined. A miss occurs when there is no target detection to a 

TP lineup; a correct rejection occurs if there is no false alarm to a TA lineup; a foil 
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identification (FID) occurs if there is target detection but no correct identification in a TP 

lineup or if there is a false alarm but no suspect identification in a TA lineup.  

When a witness identifies a lineup item, they assign to it a confidence level according 

to a set of k decision criteria,  : [ ]
i

C c i k  . For a given c C , we define  TID
P c ,  TD

P c , 

 SID
P c  and  FA

P c  as the proportions of target identifications, target detections, suspect 

identifications, and false alarms, respectively, assigned a level of confidence at least as great 

as c. We note that      FID FA SID
P c P c P c   for TA lineups and      FID TD TID

P c P c P c   

for TP lineups. If there is no designated suspect then     /
SID FA

P c P c n . 

We assume that the elements of C are ordered 1 2 k
c c c   . The expected 

proportion of target identifications in confidence band i is then equal to    1TD i D i
P c P c


  for 

i k  and equal to  TD i
P c  for i k . The proportion of non-identifications (i.e., misses) is 

equal to  1
1

TD
P c . Similar considerations apply to false alarms and correct rejections as 

well as to target and suspect identifications although these cases, these are undefined if no 

identification is made. 

SDT-MAX 

SDT-MAX is a simultaneous lineup model that implements the following decision 

rule. Let  m n  such that  max
m

x X . Then if 1m
x c , identify item m as the target at 

confidence level,   max :
m

c c C c x   , otherwise reject the lineup. The general 

equations for this model are as follows. 

For a TP lineup, 

 
     

1
1 .

n

TD
P c T c F c


 

  

Let  t n  be the position of the target item in a TP lineup. Then  TID
P c  is the joint 

probability that m t  and m
x c . The probability that m t is  
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      
1

Pr
n

m t t x F x dx
 


    . (1) 

The additional requirement that m
x c  gives the equation, 

      
1n

TID
c

P c t x F x dx
 

  . 

Similarly, for a TA lineup with a designated innocent suspect,  

    
1

1 ( )
n

FA
P c S c F c


    

and 

      
1n

SID
c

P c s x F x dx
 

  . 

If there is no designated innocent suspect then 

( ) 1 ( )
n

FA
P c F c   

and 

    / .
SID FA

P c P c n  

Normal distribution implementation. In order to fit this and other models we 

present, it is necessary to specify the forms of the different probability distributions. 

Following standard practice, we assume that they are normal. In this and following sections, 

let ( ; , )x   be the normal pdf with mean   and standard deviation  , evaluated at x , 

and let    ; , ; ,
x

x x    


    be the corresponding normal cdf. Let t
 and t

  be the 

mean and standard deviation of the target distribution and let s
 and s

  be the mean and 

standard deviation of the innocent suspect distribution. Without loss of generality, the mean 

and standard deviation of the foil distribution is zero and one, respectively. In this case, we 

call ( ;0,1)x and ( ;0,1)x  the standard normal cdf and pdf respectively, and write

( ;0,1) ( )x x   and ( ;0,1) ( )x x   .  

Substituting ( ; , )
t t

x    for ( )t x , ( ; , )
s s

x   for ( )s x and ( )x for ( )f x , we derive 

the following equations for SDT-MAX:  
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   

     

     

     

1

1

1

1

( ; , )

1 ; ,

; ,

1 ; , .

n

TID t t
c

n

TD t t

n

SID s s
c

n

FA s s

P c x x dx

P c c c

P c x x dx

P c c c

  

 

  

 

 



 



 

  

 

  




  

If there is no designated innocent suspect then 

 
   

( ) 1 ( )

1
1 ( ) .

n

FA

n

SID

P c c

P c c
n

 

 
 

SDT-INT 

The SDT-INT model is a simultaneous lineup model that implements the decision 

rule: if   1
sum X c  then choose lineup item m at confidence level 

   max : sumc c C c X   , otherwise reject the lineup. The general equations for this 

model are as follows: 

For a TP lineup, 

    1
( )

n

TD
P c t f x dx


 


  , 

where t f  is the convolution of the density functions t and f, and 
n

f


 is the 

convolution of f with itself n times. That is, 
2

f f f


  . Then  TID
P c  is the joint probability 

that  sum X c  and m t . This can be expressed as the following product, 

      Pr sum( ) | Pr
TID

P c X c m t m t       

where  Pr m t  is given by Equation 1 above. We now require an equation for the 

conditional probability   Pr sum |X c m t  .  

Let   \ :
m i

X x x X i m   be the set of memory strengths of the 1n  items, 

excluding the maximum and let  sum \
m

Y X x . Then 

    Pr sum Pr
m

X c Y c x    . 
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Because Y is the sum of 1n   random variables, its pdf is equal to the convolution of the 

component pdfs, truncated at the upper limit of m
x . Let x

f be the distribution f truncated at 

x . That is, 

 

 

 
,

:

0

x

f u
u x

f u F x

u x




 




 

Suppose m t . Then, 

   *( 1)
Pr

n

x
c x

Y c x f u du





     

and hence 

         
1 * 1n n

TID x
c x

P c t x F x f u du dx
  

 
    

Similarly, for a TA lineup with a designated innocent suspect, 

   

         

1

1 * 1

( ) ,

.

n

FA

n n

SID x
c x

P c s f x dx

P c s x F x f u du dx


 



  

 

 





 
 

If there is no designated innocent suspect, 

*
( ) .

n

FA
c

P c f dx


   

Gaussian Implementation. Because the convolution of two more Gaussian 

distributions is Gaussian, it follows that: 

 2
( ) 1 ; , 1 .

TD t t
P c c n      

Let x
 be the standard normal pdf truncated at the upper limit x and let x

 and 2

x
  be 

its mean and variance, respectively. It is known that 

2

2( ) ( ) ( )
, 1 .

( ) ( ) ( )
x x

x x x
x

x x x

  
 

 
     
   
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Because the memory strengths of the foils are independent, the mean and variance of the 

convolution of 1n   truncated distributions is x
 and 2

x
  each multiplied by 1n  . By the 

central limit theorem, this convolution is approximately normal. Therefore,  

   Pr 1 ; ( 1) , 1
x x

Y c x c x n n         

and 

       
1

( ) 1 ;( 1) , 1 ; , .
n

TID x x t t
P c c x n n x x dx    

 


       

 Similarly, if there is a designated innocent suspect  

   
         

2

1

1 ; , 1

1 ; ( 1) , 1 ; , .

FA s s

n

SID x x s s

P c c n

P c c x n n x x dx

 

    
 



   

     
 

If there is no designated innocent suspect then 

   

    

1 ;0,

1
1 ;0, .

FA

SID

P c c n

P c c n
n

 

 

 

SDT-SEQ 

The SDT-SEQ model is a sequential lineup model that implements the following 

decision rule. Let   1:
i

K i n x c   . That is, K is the set of positions of those items with 

memory strengths large enough to be identified. Then, if K is not empty choose lineup item 

 minm K  at confidence level,   max :
m

c c C c x   , otherwise reject the lineup. 

We start by deriving an equation for  TID
P c  and mutatis mutandis for  SID

P c . If the 

first lineup item is the target then    1
TID

P c T c  . If the second item is the target then 

      1
1

TID
P c T c F c  , and so on. In general, if the target is at position t then the 

probability of target identification is equal to the joint probability of identifying the target and 
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not identifying an item at any preceding position. Let i
p  be the probability that item i is the 

target.  Then 

       
1

1

1

1
n

i

TID i

i

P c T c p F c




    . 

The equation for  SID
P c  is directly analogous. In this case, let i

q  be the probability 

that item i is the designated innocent suspect. Then 

       
1

1

1

1
n

i

SID i

i

P c S c q F c




    . 

The equations for  TD
P c  and  FA

P c  are more complex. In a sequential lineup, target 

detection occurs whenever the witness identifies any item in a TP lineup, whether it is the 

target or not. Suppose item t is the target and let  TD t
P c  be the probability of target detection 

in the corresponding lineup. This is the sum of three probabilities;  TD i t
P c


, the probability 

of identifying a preceding item as the target,  TD i t
P c


 the probability of correctly identifying 

the target at position t, and  TD i t
P c


, the probability of identifying a following item as the 

target. Then 

 

      

      

        

1
1

1

1

1

1

2

1

1

1

1

1

t
i

TD i t
i

t

TD i t

n
i

TD i t
i t

P c F c F c

P c T c F c

P c T c F c F c














 

 

 

 





  

with  
1

0
TD i

P c

  and   0

TD i n
P c


 . It follows that 

       TD TD TD TDt i t i t i t
P c P c P c P c

  
    and  

    
1

n

TD i TD i
i

P c p P c


  . 

By analogy, for a TA lineup with the designated innocent suspect in position s, 
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      

      

        

1
1

1

1

1

1

2

1

1

1

1

1 .

s
i

FA i s
i

s

FA i s

n
i

FA i s
i s

P c F c F c

P c S c F c

P c S c F c F c














 

 

 

 





  

Hence,        FA FA FA FAs i s i s i s
P c P c P c P c

  
    and, if there is a designated suspect, 

    
1

n

FA i FA i
i

P c q P c


  , 

otherwise, 

       
1

1

1

1 .
n

i

FA

i

P c F c F c




    

Normal distribution implementation. To implement the above as normal 

distributions, the following substitutions are made:  

 

   

   

   

; ,

; ,

.

t t

s s

T c c

S c c

F c c

 

 

 

 

 
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Appendix B – Model Simulations and Cross Fits 

We first generated random parameter values for dt, s, and five criteria (c), matching 

the seven-parameter model used in subsequent fits to our experimental data. Parameters were 

sampled from uniform distributions with ranges taken from fits to the Palmer and Brewer 

(2012) database for dt [0.3 – 2.6] and c [0.4 – 2.2] and from Wixted et al. (2018) and Wilson 

et al. (2019) and the subsequent fits to our experimental data for s [0.6 – 1.2]. We generated 

100 sets of parameter values, which we used to simulate 100 datasets according to each 

model. The likelihood functions for generating predicted data according to each model are 

available in Appendix A. The models generate predicted proportions, not frequencies, but 

frequencies are required to fit the models to the data. In order to avoid any issues with low 

cell counts, we assumed 10000 TP and 10000 TA lineups for each dataset, multiplying the 

predicted TP/TA decision rates from the model by these amounts. Each model was then fit to 

the 100 datasets it generated, in addition to the 100 datasets generated by the other models.  

Results 

Table 1 and Table 2 below show the correlations between the parameter values of dt 

and s for all cross fits. In general, correlations are good when the models are fit to their own 

data, although SDT-SEQ, and to some extent SDT-INT, have problems with outliers when fit 

to their own data, likely caused by the model falling in to local minima in the parameter 

space. When these outliers are excluded, recovery improves substantially, as evident on the 

main diagonal of Figures 2 and 3. Figure 1 shows mean 2 for each model fit to its own data 

and that of the other models. It is evident that the models tend to fit their own data better than 

the data generated by the other models. Figures 2 - 8 show scatterplots of the generating and 

recovered parameter values for dt, s and c1 – c5 respectively. Criterion recovery is generally 

good when the models are fit to their own data, with the exception of some outliers for SDT-

SEQ and SDT-INT when fit to their own data.  
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Table 1 

Correlation between generating and recovered dt for each cross fit 

 

 

 

 

 

 

Table 2  

Correlation between generating and recovered s for each cross fit 

  Fitting Model 

G
en

er
at

in
g
 

M
o
d
el

 

 SDT-SEQ SDT-MAX SDT-INT 

SDT-SEQ .53 .23 .21 

SDT-MAX .60 1.00 .38 

SDT-INT .29 .59 .67 

 

 

 

 

 

 

 

 

 

 

 

  Fitting Model 

G
en

er
at

in
g
 

M
o
d
el

 

 SDT-SEQ SDT-MAX SDT-INT 

SDT-SEQ .53 .31 .56 

SDT-MAX .47 1.00 .98 

SDT-INT .97 .99 .99 
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Figure 1 

Mean χ2 values for each model fit to its own simulated data and cross fit to the data 

generated by the other models.   
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Figure 2. Scatter plots for dt cross fits
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Figure 3. Scatter plots for s cross fit 
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Figure 4. Scatter plots for c5 cross fit
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Figure 5. Scatterplots for c4 cross fit
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Figure 6. Scatterplots for c3 cross fit
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Figure 7. Scatterplots for c2 cross fit
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Figure 8. Scatterplots for c1 cross fit
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Appendix C – Full Tables of Parameter Estimates for Study One 

Table 1 

dt, ds, c and C for each dataset in the Palmer and Brewer (2012) corpus, estimated by the relevant models for each presentation format  

 dt ds c C 

 Simultaneous Sequential Simultaneous Sequential Simultaneous Sequential Simultaneous Sequential 

 MAX INT SEQ INT MAX INT SEQ INT MAX INT SEQ INT MAX INT SEQ INT 

Carlson et. al (2008, Exp 1) 2.39 4.27 2.28 3.90 -.27 0.55 .43 1.89 1.73 1.86 2.08 2.54 .53 -0.28 .95 0.59 

Carlson et. al (2008, Exp 2)     1.50 1.80 1.54 1.99 1.28 1.88 1.32 2.70 1.40 -0.22 1.77 0.95 .65 -1.12 1.00 -0.04 

Clark & Davey (2005, Exp 1) .49 0.80 1.48 1.50 .90 1.46 1.13 1.18 .79 -1.30 1.05 -1.18 .55 -1.70 .31 -1.93 

Clark & Davey (2005, Exp 2) 1.08 1.40 1.64 1.70 .80 1.33 1.18 1.74 .93 -1.10 1.29 -0.74 .39 -1.80 .46 -1.59 

Greathouse & Kovera (2009) .94 1.18 2.08 2.00 .02 0.21 -.05 0.02 .75 -1.87 .93 -1.75 .28 -2.45 -.11 -2.75 

Kneller et. al (2001) 1.57 1.61 1.83 1.40 - - - - .94 -1.20 1.29 0.20 .16 -2.00 .37 -0.50 

Levi (2006) 1.80 1.99 1.34 1.64 - - - - 1.23 -0.17 1.61 1.39 .33 -1.17 .94 0.57 

Lindsay, Lea, & Fulford (1991) 1.69 2.43 2.10 3.89 .64 1.33 .51 2.13 1.33 -0.27 2.13 2.82 .49 -1.49 1.08 0.87 

Lindsay & Wells (1985) 1.71 2.30 1.86 2.64 1.38 2.58 .97 2.11 1.40 0.10 1.86 1.43 .55 -1.05 .93 0.11 

MacLin & Phelan (2007) 1.38 1.61 1.40 1.97 - - - - 1.24 -0.02 2.12 3.22 .55 -0.82 1.41 2.23 

MacLin et. al (2005, Exp 1) 1.06 1.14 1.17 1.44 - - - - .98 -1.00 1.50 1.03 .45 -1.57 .92 0.30 

MacLin et. al (2005, Exp 2) 1.34 1.58 1.18 1.49 - - - - 1.25 0.04 1.72 1.85 .58 -0.76 1.13 1.10 

Melara et. al (1989) .34 0.34 .56 0.70 - - - - .47 -3.09 1.62 1.56 .30 -3.26 1.34 1.21 

Memon & Gabbert (2003) 1.32 1.46 1.19 1.70 - - - - 1.14 -0.37 2.13 3.34 .48 -1.10 1.54 2.49 

Parker & Ryan (1993) 1.14 1.77 .90 1.37 .29 0.96 -.21 0.25 1.25 0.20 1.16 -0.01 .68 -0.69 .71 -0.69 

Pozzulo et. al (2008) 1.37 1.56 1.56 1.90 - - - - 1.19 -0.19 1.70 1.62 .51 -0.97 .91 0.67 

Pozzulo & Marciniak (2006) 1.35 1.59 1.21 0.99 - - - - 1.30 0.25 1.05 -0.69 .63 -0.54 .45 -1.18 

Rose et. al (2005) 1.78 1.94 1.28 1.39 - - - - 1.19 -0.32 1.36 0.43 .30 -1.29 .72 -0.27 

Sporer (1993) 1.11 1.25 1.34 1.64 - - - - .97 -1.03 1.50 0.99 .41 -1.66 .83 0.17 
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Steblay et. al (2011) .30 0.32 .19 0.22 - - - - 1.53 1.17 1.54 1.21 1.38 1.01 1.45 1.10 

Wells & Pozzulo (2006) .74 0.85 .19 0.16 - - - - 1.26 0.18 1.22 -0.05 .89 -0.25 1.12 -0.13 

Wilcock et. al (2005) 1.07 1.32 1.78 2.05 - - - - 1.19 -0.09 1.61 1.16 .66 -0.75 .72 0.14 
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Table 2 

Fit statistics and dt, ds and c for each dataset in the post-2011 corpus, estimated by SDT-MAX and SDT-SEQ for simultaneous and sequential 

presentation respectively 

  2(1) p dt ds c 

Study Condition sim seq sim seq sim seq sim seq sim seq 

Pica & Pozzulo (2017) - .18 .90 .68 .34 2.37 2.22 - - 1.31 1.80 

Flowe et al. (2016) Upright 2.60 1.14 .11 .29 1.64 1.38 - - 1.33 1.45 

 Inverted .56 1.03 .46 .31 .77 .58 - - 1.00 1.10 

Carlson et al. (2016) Backloading 10.29 .35 <.01 .56 1.05 1.32 - - 1.16 1.28 

 No backloading .26 .92 .61 .17 1.07 1.17 - - .83 1.09 

Pozzulo et al. (2016) - 3.23 .94 .07 .33 1.95 1.28 - - 1.28 1.47 

Sucic et al. (2015)a - 2.45 8.67 .12 <.01 1.24 1.43 1.09 1.16 1.02 1.39 

Carlson & Carlson (2014) No weapon, no feature .84 .18 .36 .68 .89 .77 -.67 -.48 .82 .89 

 No weapon, feature .02 .01 .90 .91 .48 .20 -.15 -.49 .89 .73 

 Weapon, no feature 1.11 3.19 .29 .07 1.21 .52 -.19 -.11 1.03 .83 

 Weapon, feature 1.76 10.09 .18 <.01 .56 .76 -.11 -.51 .97 .80 

Pozzulo et al. (2013) - .18 4.46 .67 .03 1.78 1.30 - - 1.15 1.48 

Mickes et al. (2012)  Experiment 1a .23 .10 .63 .75 2.02 1.29 - - 1.51 1.60 
a Sucic et al. (2015) included an additional “don’t know” response option. We excluded “don’t know” responses when analysing the data, 

adjusting the total number of target present and target absent trials accordingly.  
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Appendix D – SDT-MAX R Code Walkthrough 

First, download the R script “Supplement_SDT-MAX.R”, which can be found at 

https://osf.io/jw64c/. This file contains functions for fitting an unequal variance version of 

SDT-MAX, also known as the Independent Observations model, to simultaneous lineup data. 

This document will explain what each piece of the code does and how it works together. 

Data Structure 

A critical aspect of working with this code is formatting observed data in a way that is 

appropriate for the likelihood functions that predict data according to the model. The 

experimental data from Kaesler et al. (2021) is formatted below: 

#               Confidence Bin   100-91 90-81 80-66 65-51 50-0 Rejec
t 
#                    Criterion     c5    c4    c3    c2    c1   
# Target IDs (TID)                 24    25    30    9     11    NaN     
# TP Foil IDs + TID (TD)           24    26    35    13    22    19      
# Target Absent Foil IDs (FA)      4     11    25    16    24    61     

The criteria are organised from most conservative (𝑐5) to least conservative (𝑐1); 𝑐1 is 

the choose/no-choose threshold. The last column contains all rejections. There are no 

rejections associated with target identification decisions, so NaN appears in that cell. 

Incorrect target present (TP) rejections appear in the last cell of the TD row, which contains 

all detections on TP trials. Correct rejections appear in the last cell of the FA row, which 

contains all detections on TA trials. Summing the TD row should give the total number of TP 

trials, summing the TA row should give the total number of TA trials. 

The code below sets up the observed data as a matrix and also specifies the lineup 

size, which is used by the likelihood functions. 

obsData <- matrix(data = c(24,25,30,9,11,NaN,  
                            24,26,35,13,22,19, 
                            4,11,25,16,24,61), 
 

                   nrow = 3, 
                   ncol = 6, 
                   byrow = TRUE) 
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n <- 6 #lineup size 

Likelihood Functions 

The next section of code contains the three functions that predict each outcome in our 

data, TID, TD and FA, according to the MAX decision rule. These functions take the model 

parameters and lineup size as input, and return probabilities as output. Derivations for the 

relevant equations can be found in Appendix A. 

# Probability of Target ID (TID) on TP trials according to MAX model 
QT <- function(c,d,s,n){ 
  m <- function(x) dnorm(x,mean = d, sd = s)*pnorm(x)^(n-1) 
  p <- rep(0,length(c)) 
  for (i in 1:length(c)){ 
    a <- integrate(m,c[i],15)  
    p[i] <- a$value 
  } 
  return(p) 
} 
 
# Probability of detection (TD) on TP trials MAX model 
# This is any detection, both TID and TP foil ID 
TP <- function(c,d,s,n){ 
  p <- rep(0,length(c)) 
  for (i in 1:length(c)){ 
    p[i] <- pnorm(((c[i])-d)/s)*pnorm(c[i])^(n-1) 
  } 
  p <- 1 - p 
  return(p) 
} 
 
# Probability of TA foil ID (FA) MAX model 
TA <- function(c,n){ 
  p <- rep(0,length(c)) 
  for (i in 1:length(c)){ 
    p[i] = pnorm(c[i])^n 
  } 
  p = 1 - p 
  return(p) 
} 

These functions are called by a wrapper function genPred. It takes a vector of 

parameters, the observed data and the lineup size as input and returns predicted data as output 

in the same format as the observed data. The likelihood functions return probabilities, so 
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genPred converts these to counts by multiplying by the total number of observed TP/TA 

lineups. This is only reason for passing the observed data to genPred. 

genPred <- function(pars, obsData, n){ 
   
  # Unpack vector of parameters for use by likelihood functions 
  c <- pars[1:(length(pars)-2)]  
  d <- pars[length(pars)-1] # second-to-last parameter is always d 
  s <- tail(pars,1) # last parameter is always s 
   
  # Calculate total number of TP and TA lineups 
  totalTP <- sum(obsData[2,]) 
  totalTA <- sum(obsData[3,])  
   
  TID <- QT(c(c, -15),d,s,n)  
  TID <- c(TID[1],diff(TID)) 
   
  TD <- c(TP(c,d,s,n),1)  
  TD <- c(TD[1],diff(TD)) 
   
  FA <- c(TA(c,n),1) 
  FA <- c(FA[1],diff(FA)) 
   
  # Convert proportions to counts 
  TID <- TID*totalTP 
  TD <- TD*totalTP 
  FA <- FA*totalTA 
   
  predData <- rbind(TID,TD,FA) 
  rownames(predData) <- c() 
   
  return(predData) 
} 

Chi-Square Goodness-of-Fit Test 

We use a 𝜒2 test to assess model fit. The chiSq function takes a vector of parameters, 

the observed data and the lineup size as input. It passes these to genPred to generate 

predicted data, which is compared to the observed data, returning a 𝜒2 value as output. 

chiSq <- function(pars,obsData,n){ 
   
  predData <- genPred(pars,obsData,n) 
  lastcell <- ncol(obsData)   
  ncrit <- ncol(obsData)-1 #number of criteria 
  f <- rep(0,nrow(obsData)+2) #for storing and summing chi-sq fit va
lue 
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  for (i in 1:ncrit){ 
     
    # TID 
    a <- predData[1,i]  
    b <- obsData[1,i] 
    f[1] <- f[1] + (b-a)^2/a 
     
    # Foil ID on TP lineup 
    a <- predData[2,i]-predData[1,i]  
    b <- obsData[2,i]-obsData[1,i]  
    f[2] = f[2] + (b-a)^2/a 
     
    # FA 
    a <- predData[3,i]  
    b <- obsData[3,i] 
    f[3] <- f[3] + (b-a)^2/a 
  } 
   
  # Incorrect Rejection TP 
  a <- predData[2,lastcell]  
  b <- obsData[2,lastcell] 
  f[4] <- (b-a)^2/a 
   
  # Correct Rejection TA 
  a <- predData[3,lastcell]  
  b <- obsData[3,lastcell] 
  f[5] <- (b-a)^2/a 
   
  f <- sum(f) 
   
  return(f)   
} 

We have now defined the functions necessary for fitting SDT-MAX to the data; QT, 

TP and TA are the likelihood functions that give the probability of TID, TD and FA 

respectively according to the MAX model, genPred is a wrapper function that calls these 

functions and returns predicted data in the same format as the observed data, and chiSq is 

the function that calls genPred and returns a goodness-of-fit value that reflects how close 

the predicted data is to the observed data. 

Setting Starting Values for the Optimisation 
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We now turn to some setup for the optimisation step. One aspect of model fitting that 

can be difficult is setting appropriate starting values. If a parameter space is particular 

“lumpy”, the best fitting parameter values recovered by optimisation may change depending 

on which starting values are used. This is because the optimisation routine may fall in to local 

minima near the starting values when searching the parameter space rather than finding the 

global minimum. Additionally, arbitrarily chosen starting values may sometimes lie outside 

the feasible region of the function being optimised, in which case the optimisation routine 

will not run. 

We have attempted to mitigate these issues by setting random-like starting values for 

the criteria and plausible starting values for 𝑑𝑡 and 𝑠𝑡, i.e. values that are close to those 

typically recovered in recognition memory experimenets. Note that this method for setting 

starting values may not work for every possible dataset, particularly those where participants 

behaved unusually. The function startVals takes the observed data and lineup size as input 

and returns a vector of starting values as output. The order of the parameters in this vector is 

important, as genpred unpacks this vector in the order 𝑐𝑚𝑎𝑥, . . . , 𝑐1, 𝑑𝑡 , 𝑠𝑡 for passing to the 

likelihood functions. 

startVals <- function(obsData,n) { 
 

  ncrit <- ncol(obsData)-1 #number of criteria  
   
  # Random-like criteria starting points 
  c0 <- obsData[nrow(obsData),]  
  c0[length(c0)] <- max(c(c0,0.5))  
  a0 <- cumsum(c0)/sum(c0)  
  c0 <-   qnorm((1-a0)^(1/n))  
  c0 <- c0[1:length(c0)-1]  
   
  # Concatenate to form starting parameter vector in order accepted 
by genpred 
  x0 = c(c0,1.5,1) #cMax, ..., c1, dt, s 
   
  return(x0) 
} 
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# Call function to generate starting values 
x0 <- startVals(obsData,n) 
x0 

## [1] 2.590990 2.084184 1.606439 1.399098 1.124807 1.500000 1.00000
0 

Inequality Constraints 

We now set up the inequality constraints to ensure that the criteria do not “cross over” 

during optimsation. For example, unconstrained optimisation might converge on a solution 

where 𝑐4 is greater than 𝑐5, which is not interpretable. 

In our case, we have a vector of parameters ordered (𝑐5, 𝑐4, 𝑐3, 𝑐2, 𝑐1, 𝑑𝑡, 𝑠𝑡). We can 

consider this a vector labeled (𝑥1, . . . , 𝑥7). We want to satisfy the inequality constraint that 

𝑥1 ≥ 𝑥2 ≥ 𝑥3 ≥ 𝑥4 ≥ 𝑥5. We have no inequality constrains on 𝑥6 (𝑑𝑡) or 𝑥7 (𝑠). Expressed 

as a series of linear equations, our inequality constraints are: 

𝑥1 − 𝑥2 ≥ 0; 𝑥2 − 𝑥3 ≥ 0; 𝑥3 − 𝑥4 ≥ 0; 𝑥4 − 𝑥5 ≥ 0; 

The constrOptim function we use for the optimisation takes inequality constraints 

in the form 𝐴𝑥 ≥ 𝑏, where 𝐴𝑥 is a 𝑘 ∗ 𝑝 matrix of 𝑘 inequality constrains and 𝑝 parameters, 

and 𝑏 is a vector of the constraints to be satisified. We have four inequality constrains (𝑘 =

4) and seven parameters (𝑝 = 7), so 𝐴𝑥 is a 4 x 7 matrix, and 𝑏 is a vector of length four. 

To represent our linear equations in matrix form, conforming to the requirement that 

𝐴𝑥 ≥ 𝑏, we need to generate the following matrix for 𝐴𝑥: 

##      [,1] [,2] [,3] [,4] [,5] [,6] [,7] 
## [1,]    1   -1    0    0    0    0    0 
## [2,]    0    1   -1    0    0    0    0 
## [3,]    0    0    1   -1    0    0    0 
## [4,]    0    0    0    1   -1    0    0 

and the following vector for 𝑏: 

## [1] 0 0 0 0 

This can achieved for any number of criteria with the following code: 

# Set inequality constraint matrix for criteria, stops them crossing 
over 



246 

 

 

 

ncrit <- ncol(obsData)-1 # number of criteria  
nparam <- length(x0) # number of parameters 
A <- matrix(0,ncrit-1,nparam); # k x p matrix 
b <- rep(0,ncrit-1) # vector of >= constraints to satisfy 
for (i in 1:ncrit-1) { 
  A[i,i] <- 1; A[i,i+1] <- -1 
} 

Optimisation 

We now use the R function constrOptim to minimise the function chiSq. 

constrOptim takes the vector of starting values theta = x0 and passes it as the first 

argument (pars) of the function to be minimised, f = chiSq. It takes the constraint matrix 

ui = A and the constraint vector ci = b. The last two input arguments to the function are 

the extra inputs required by chiSq; obsData and the lineup size n. constrOptim returns a 

list including the value of chiSq at the optimal solution and the best fitting parameters. 

Consult the optim documentation for information about the remaining input 

arguments, which are options for the optimisation routine. 

# Minimise chiSq function using the starting values and constraints 
defined above 
out <- constrOptim(theta = x0, f = chiSq, grad = NULL, ui = A, ci = 
b, mu = 1e-04, method = "Nelder-Mead", outer.iterations = 100, obsDa
ta = obsData, n = n) 

When we run the optimisation it starts with the parameters in x0 and, at each 

iteration, it searches for a new set of parameter values that minimise 𝜒2. It usually stops when 

it converges on an optimal solution, but it may stop for other reasons without converging, 

such as reaching the maximum number of iterations specified in the options. 

Output 

Once the optimisation has finished we can examine the list stored in out. out$par 

contains the best fitting parameter values in the same order as specified in x0. out$value is 

the smallest 𝜒2 value at the optimal solution, associated with the parameters in out$par. 

out$counts shows how many times chiSq was called, i.e. how many iterations were 
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required to find the optimal solution. out$convergence shows whether the optimisation 

converged. Zero indicates that it did converge in this case. Consult the documentation for 

optim for information on other convergence messages that may indicate unsuccessful 

convergence. 

out 

## $par 
## [1] 2.7214683 2.2022708 1.6910396 1.4885855 1.1593367 1.8250110 0
.9384431 
##  
## $value 
## [1] 13.43876 
##  
## $counts 
## function gradient  
##     1004       NA  
##  
## $convergence 
## [1] 0 
##  
## $message 
## NULL 
##  
## $outer.iterations 
## [1] 3 
##  
## $barrier.value 
## [1] 0.0002934577 

Our degrees of freedom for calculating a p-value for our 𝜒2 test are based on the 

format of our data and our number of parameters. The degrees of freedom are calculated as 

the number rows in the dataset multiplied by the number of criteria, minus the number of 

parameters estimated. At least one degree of freedom is required to fit the model; the output 

of a saturated model with zero degrees of freedom is not interpretable. The code below uses 

pchisq, the 𝜒2 distribution function, to find p for our minimum 𝜒2 value with the 

appropriate degrees of freedom. The p-value is non-significant, so we can conclude that the 

model fit the data. 
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# Degrees of freedom and p-value 
df <- (nrow(obsData)*ncrit) - nparam 
pval <- pchisq(out$value, df = df, lower.tail = FALSE) 
pval 

## [1] 0.09761866 

We can pass the best-fitting parameters in out$par to genpred to get the predicted 

data associated with the optimal solution. This can be used for plotting model ROCs. 

Additionally, if the model did not fit, it can be useful to compare the observed and predicted 

data to see where it failed. 

Finally, we can extract the parameters from out$par and collate all information 

relevant to our results in to a list to make it easy to read at a glance. 

# Predicted Data - Useful for plotting model ROCs 
predData <- genPred(out$par, obsData, n) 
predData[1,ncol(predData)] <- NaN #replace meaningless number in rej
ect cell of pred Data with NaN  
 

# Collate in to list for easy viewing 
results <- list( 
  c = out$par[1:(length(out$par)-2)], # same as extracting pars in g
enpred 
  d = out$par[length(out$par)-1],  
  s = tail(out$par,1),  
  x0 = x0,  
  n = n,  
  nparam = nparam,  
  fitVal = out$value,  
  df = df,  
  pval = pval,  
  obs = obsData,  
  pred = predData,  
  converge = out$convergence) 
 

results  

## $c 
## [1] 2.721468 2.202271 1.691040 1.488586 1.159337 
##  
## $d 
## [1] 1.825011 
##  
## $s 
## [1] 0.9384431 
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##  
## $x0 
## [1] 2.590990 2.084184 1.606439 1.399098 1.124807 1.500000 1.00000
0 
##  
## $n 
## [1] 6 
##  
## $nparam 
## [1] 7 
##  
## $fitVal 
## [1] 13.43876 
##  
## $df 
## [1] 8 
##  
## $pval 
## [1] 0.09761866 
##  
## $obs 
##      [,1] [,2] [,3] [,4] [,5] [,6] 
## [1,]   24   25   30    9   11  NaN 
## [2,]   24   26   35   13   22   19 
## [3,]    4   11   25   16   24   61 
##  
## $pred 
##          [,1]      [,2]     [,3]      [,4]     [,5]     [,6] 
## [1,] 23.45591 23.279170 25.80194  8.672849 10.35475      NaN 
## [2,] 25.45453 28.471077 36.23977 13.703964 17.90724 17.22342 
## [3,]  2.72695  8.570629 23.01633 14.454322 28.14878 64.08299 
##  
## $converge 
## [1] 0 
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