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ABSTRACT

The thermal state of the lithosphere is an important driver of many phys-
ical and chemical processes within the Earth. Understanding the distribu-
tions of heat flow and radiogenic heat production provides an important
constraint on lithospheric thermal models. By some estimates nearly 40%
of continental heat flow is produced by radioactive decay in the crust,
however the distribution of heat producing elements is poorly constrained.

Creating robust models of radiogenic heat production requires an under-
standing of its natural variability. The creation of a global whole-rock geo-
chemical database provides a framework for discussing global distributions
of thermal parameters. I have collated over one million digital rock entries
with a range of sample data including major and trace element concentra-
tions, isotopic ratios, and other metadata. Associated naming schema and
physical parameter estimates are also computed in a standardised manner,
including radiogenic heat production.

I then present a new model for continental igneous heat production from
∼4 Ga to the present using a novel silica-normalised igneous data set and
compare to previous discussions of granitic and sedimentary trends in the
literature. Crude normalization for composition indicates lithological con-
trol is the dominant factor on heat production after the influence of decay is
removed. I find that heat production at formation for different rock types
has been relatively constant through time except for the early Archean to
∼2.7 Ga. I suggest the heat production–age pattern does not significantly
reflect the influences of erosion, secular cooling, depletion, or the super-
continent cycle as suggested by some previous studies, but instead either
reflects a shift in the bulk composition of the crust or evidence for bias in
the rock record due to thermal stability.

xvii



ABSTRACT

Geophysical proxies provide additional constraints on the crustal ther-
mal state. I have developed a global Curie Depth model from the latest
satellite-derived lithospheric magnetic model using the equivalent source
magnetic dipole method. Forward modelling was conducted to simulate the
observed lithospheric magnetic field. Our updated methodology involves
additional vector components utilised in the forward modelling calcula-
tions, a differing long-wavelength model, and inclusion of a spatially vari-
able magnetic susceptibility estimate. Resultant continental Curie depth
estimates show good agreement with observed heat flow observations and
provide further evidence that Curie depth estimates can assist in estimates
of the thermal state of the lithosphere.

Finally, I assess various heat flow models for Antarctica derived from geo-
physical proxies. Extrapolation from isotherm estimates at depth require
models of heat production and thermal conductivity to model surface heat
flow. Differences in models can have non-trivial influences on the results
produced. Quantifying the uncertainty associated with these thermal pa-
rameters is also critical for understanding and interpreting the heat flow
solutions. I propose a set of models derived from whole-rock geochemi-
cal data, and guided by compositional studies of the crust. Uncertainties
associated with this model are estimated via the Monte Carlo method. I
show that applying models guided by global insights provides a reasonable
fit to the Antarctica continent, and a method of estimating uncertainty in
thermal parameters for regions lacking basement geology constraints.

Thesis Supervisors: Derrick Hasterok, Graham Heinson, and Martin Hand
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CHAPTER

ONE

INTRODUCTION

1.1 Contextual statement

Heat transfer influences a wide range of geological processes; from the mi-
croscopic scale and its role in metamorphic reactions, to macroscopic sys-
tems such as differentiation of the crust, and planetary forces such as plate
tectonics. Understanding the thermal state of the continental lithosphere
is paramount for not only improving our knowledge of evolving Earth sys-
tems, but it is also important economically for geothermal energy resources
and predicting maturation of hydrocarbons. Despite influencing a range of
geological systems, continental lithospheric temperatures are often poorly
constrained, owing largely to the scarcity and heterogeneous spatial distri-
bution of direct heat flow measurements around the globe, and the highly
variable nature of critical parameters such as radiogenic element enrich-
ment and its distribution in space and time. Often regions lacking data
are either ignored or interpolated through.

Radioactive decay constitutes one of the primary sources of heat gener-
ation in the continental crust. This radiogenic heat production can vary
by several orders of magnitude, and it’s distribution is both laterally and
vertically heterogeneous. Thus, it comes as no surprise that one of the
challenges facing the heat flow community is the characterisation of rea-
sonable estimates for the continental crust when developing thermal mod-
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1.2. Objectives and thesis outline Introduction

els. Estimates of the average enrichment of heat producing elements in the
continental crust as well as its simplified vertical stratification are variable,
particularly for the lower crust (e.g. Condie, 1993; Taylor and McLennan,
1995; Hans Wedepohl, 1995; Gao et al., 1998; Rudnick and Gao, 2003;
Hans Wedepohl, 1995). Understanding the nature of the variability of ra-
dioactive heat production and heat flow, and how they might correlate to
other factors such as lithology and age, is critical in determining reason-
able uncertainty estimates that might help guide improved predictions of
intracrustal temperatures, particularly in regions with little to no data.

1.2 Objectives and thesis outline

In this thesis I examine a range of methods to expand our understanding
of heat flow and heat production in the continental crust. I use a range of
geological, geophysical and geochemical proxies to constrain numerically
derived estimates and associated uncertainty of heat flow and heat produc-
tion. The work in this thesis helps improve constraints and uncertainty
estimates in generalised heat production models, for example, geothermal
resources exploration, petroleum maturation models, thermal buoyancy,
and studies of the cryosphere.

This thesis is presented in seven chapters to address these questions;

• Chapter 2 provides a summary of the state of the field in relation
to our understanding of surface heat flow and crustal radiogenic heat
production.

• The initial content chapter of this dissertation, Chapter 3, provides
a framework for quantifying and discussing global distributions of
geochemistry and heat production through the collation of a global
geochemical database, which contains just over one-million samples
with associated sample data including major and trace element con-
centrations, isotopic ratios, and location information. Also included
are physical parameter estimates, including heat production, that
are computed in a standardised manner. The global geochemical
database has been published as Gard, M., Hasterok, D., and Halpin,

2



Introduction 1.2. Objectives and thesis outline

J. A. (2019). Global whole-rock geochemical database compilation.
Earth System Science Data, 11(4):1553–1566, doi:10.5194/essd-11-
1553-2019.

• Chapter 4 outlines a new model for continental igneous heat produc-
tion from ∼4 Ga to the present, using a subset of the global geo-
chemical database in Chapter 3 which consists of 75,800 whole-rock
analyses and associated continental heat production estimates. The
content of this chapter has been published as Gard, M., Hasterok, D.,
Hand, M., and Cox, G. (2019). Variations in continental heat pro-
duction from 4 Ga to the present: Evidence from geochemical data.
Lithos, 342-343:391–406, doi:10.1016/j.lithos.2019.05.034.

• Chapter 5 describes an updated methodology for a global Curie depth
estimate using the equivalent source magnetic dipole method to fit the
lithospheric magnetic field model LCS-1 from spherical harmonic de-
gree 16 to 100. This model makes use of the three vector components
of the magnetic field model and includes a laterally variable mag-
netic susceptibility model. This work has been published as Gard, M.
and Hasterok, D. (2021). A global Curie depth model utilising the
equivalent source magnetic dipole method. Physics of the Earth and
Planetary Interiors, page 106672, doi:10.1016/j.pepi.2021.106672.

• Chapter 6 presents an analysis of Antarctic heat flow estimates de-
rived from geophysical proxy methods, with particular focus on uncer-
tainty estimates associated with the selection of thermal parameters.
Variance in thermal parameter models contribute significantly in some
regions to the variance observed in the surface heat flow estimates for
Antarctica, and I suggest recommendations for future models and
avenues of research.

• Finally, Chapter 7 discusses the contributions of this thesis in relation
to heat flow modelling and the thermal state of the continental crust,
as well as suggests future research directions.

3
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CHAPTER

TWO

BACKGROUND

2.1 Heat flow

Surface heat flow is a measure of the transfer of heat energy from the
interior of the Earth to the surface, with standard units of milliwatts per
meter squared (mWm−2). In steady-state this is Fourier’s Law;

q (z) = −K (z)
∂T (z)

∂z
, (2.1)

where q (z) is heat flow, K (z) is thermal conductivity, z is depth, and
∂T (z)
∂z is the thermal gradient.

Surface heat flow, and the insights it can give us into temperatures of the
crust and mantle, are critical for understanding a host of processes; from
studies of lithospheric strength (Sonder and England, 1986; Sandiford and
McLaren, 2002; Jiménez-Díaz et al., 2012), the evolution and thermal state
of the lithosphere and mantle (Furlong et al., 1995; Korenaga, 2008), eco-
nomic drivers such as the associations with the maturation of source rocks
in the petroleum industry (Palumbo et al., 1999) or geothermal resource
assessment (Middleton, 2016), and studies impacting climate change mod-
els such as assessments of subglacial conditions (Pattyn, 2010) or carbon

5



2.1. Heat flow Background

and methane degassing models from the lithosphere (Mörner and Etiope,
2002).

Although lithospheric temperatures impart notable influence on a range
of geological processes at all scales in space and time, it is often poorly
constrained owing to the highly heterogeneous and predominantly sparse
distribution of direct measurements. A number of studies have worked
to collate the scattered measurements of surface heat flow (e.g. Pollack
et al., 1993; Hasterok et al., 2011; Lucazeau, 2019), with some applying
additional constraints from alternative models of lithospheric temperatures
derived from geophysical and geological proxies in attempts to infill regions
with sparse or no data (e.g. Lucazeau et al., 2011; Davies, 2013; Lucazeau,
2019)

Figure 2.1: Heat flow data collated in Davies (2013). The Earth surface is broken up into a
regular grid, with the colour of the cells representing the number of heat flow measurements
in the cell. Note the large gaps in the data set, as well as large amounts of underrepresented
regions with only 1-4 heat flow measurements

However, the inhomogeneous distribution and poor spatial density of sur-
face heat flow data points for large areas of the continental crust makes
analysis difficult. As seen in Figure 2.1, there are large regions of the Earth
lacking any direct surface heat flow measurements, and much of the world
has less than 4 measurements per 2° cell. One problem with such sparse
data is that surface heat flow data can be heavily controlled by extreme
local anomalies, such as magmatic or fluid circulation processes, and this

6



Background 2.1. Heat flow

can bias estimates of the deeper thermal structure of the crust in a larger
region towards anomalous values in poorly sampled regions (Chapman,
1986; Goes et al., 2000)

These heat flow and temperature gradient measurements are generally at-
tained in the oceans via penetrator probes, or via downhole probe readings
and poorer quality petroleum well bottom-hole temperatures for the con-
tinents (Drury, 1984). These bottom hole temperatures must be corrected
to estimate the equilibrium temperature (Goutorbe et al., 2007), but are
not always done in a consistent fashion. Thus, not only is the distribution
of these data points highly variable, but also the quality of the readings
attained.

2.1.1 Global heat loss, heat generation and redistribution

A range of processes work to generate and redistribute heat and energy
within the Earth. Most studies of total heat loss estimate the sum of the
Earth’s heat loss is on the order of 44-49 TW (e.g. Pollack et al., 1993;
Jaupart et al., 2007; Davies and Davies, 2010). Within the Earth there
are two primary sources of heat that contribute to the heat observed at
the surface;

• Heat generated internally from the decay of radioactive isotopes (also
known as heat producing elements (HPEs)); and

• Primordial heat associated with accretion of the Earth and formation
of the core.

At present day it has been estimated from a suite of observables includ-
ing heat production, surface heat flow, xenoliths and seismic tomography
that heat generated via radioactive decay in the lithosphere contributes
25 to 45% of the total heat loss (Pollack and Chapman, 1977a; Artemieva
and Mooney, 2001; Hasterok and Chapman, 2011; Jaupart and Mareschal,
2014). Additionally, magmatic activity and viscous dissipation (Pollack
and Chapman, 1977b), frictional heating due to kinetic effects such as plate
movement (Zhu, 2016), some exothermic metamorphic processes such as
serpentinization (Fyfe, 1974), and redistribution of heat via hydrothermal

7



2.2. Radiogenic heat production Background

circulation of fluids can also impact crustal temperatures and measured
surface heat flow.

For large amounts of the continental lithosphere the thermal system is
presumed to be in ‘steady-state’, which is where the surface heat flow
is equal to the heat flow into the base of the lithosphere and the heat
generated internally within the lithosphere due to radioactive decay.

For a system in steady-state i.e. no transient heating or cooling effects,
the 1-D steady-state heat conduction equation is given by the following:

∂

∂z
(K (z)

∂T (z)

∂z
) = −A (z) , (2.2)

where K (z) is the thermal conductivity, T (z) is the temperature, z is
depth and A (z) is the heat production.

While this assumption is not always valid, for example following a ma-
jor tectonic event, it has been empirically shown to be suitable for large
swathes of the lithosphere (Lucazeau et al., 2011). Generally, if a region
has been tectonically inactive for a period on the order of 50-300 My, it
is assumed to be in steady-state, or close enough to be reasonably ap-
proximated by it, but the amount of time depends a lot on the vertical
distribution of the heat producing elements through the lithospheric col-
umn (Jaupart and Mareschal, 2007).

2.2 Radiogenic heat production

The primary source of internal heat generation within the continental
lithosphere is via the decay of radionuclides (e.g. Birch, 1954; Taylor and
McLennan, 1995; Wasserburg et al., 1964), whereby a radioactive isotope
transitions to a more stable energy state with an associated release of en-
ergy (McDonough, 2021).

While this parameter is critical for determining intracrustal temperatures,
most studies utilise overly simplified vertical (and even more rarely, lateral)
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variations models (e.g. McKenzie et al., 2005; Artemieva, 2006; Martos
et al., 2017).

Surface heat flux often varies on scales smaller than those permitted by
variations due to deep sub-lithospheric heat flow sources, most commonly
influenced by upper crustal variations in radiogenic heat production (Mareschal
and Jaupart, 2004). Despite this, radiogenic heat production information
is not routinely collected alongside heat flow measurements. As detailed
in Jaupart et al. (2016), a global compilation of heat flow data consisting
of some 17,000 data points was only associated with around 1,800 with
measured heat production values.

Of the radioactive isotopes present in the Earth, four of these contribute
around 99% of the total heat produced at present day; 238U, 235U, 232Th,
and 40K (Rybach, 1988; McDonough, 2021) (Figure 2.2). Isotopes of 87Rb
and 144Sm which are the next largest contributors only produce <1% to
the total heat production (Korenaga, 2008).

Figure 2.2: Most common isotopes contributing to Earth’s total radioactive heat generation.
Figure sourced from McDonough (2021).

Internal heat generation owing to radioactive decay has been in constant
decline since the formation of the Earth. As radioactive isotopes decay
into stable isotopes, their relative proportion in the bulk Earth decreases.
The total heat loss due to radioactive decay around 3 billion years ago
was almost double that of today, purely as a result of radioactive decay.
This difference has important implications for the thermal evolution of the
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Earth and systems such as mantle convection (Schubert, 1997; Jaupart
and Mareschal, 2010). Additionally, due to the large differences in half-
lives of the various heat producing isotopes, the relative proportions and
contributions to the total heat output due to different radionuclides has
also changed through time. For example, 26Al is a relatively short-half
lived isotope and its influence on the bulk radiogenic heat at present day is
negligible, although for the first 10 Ma of Earth’s formation this was not the
case (Urey, 1955; McDonough, 2021). Similarly, although 238U and 232Th
contribute the most to the present day heat generation, in the Hadean the
shorter half-life 235U and 40K would have contributed around 22% and 46%
to the total radiogenic heat output, respectively (Turcotte and Schubert,
2002; McDonough, 2021). At present day the relative proportions of 238U,
235U, 232Th, and 40K are listed in Table 2.1, along with their relative half-
lives and heat production per unit mass. While 235U only exists as around
0.7% of the total naturally occurring uranium at present day, it remains
a major isotope to the total heat generated as it produces an order of
magnitude more energy during it’s decay series (Table 2.1).

Table 2.1: Decay series contributing to the bulk heat generation within the Earth. Values
from McDonough (2021).

Decay system Natural abundance (%) Half-life (Ga) Decay energy (MeV)
40K 0.01167 1.412 (40Ar) 1.5044 (40Ar)

1.192 (40Ca) 1.3109 (40Ca)
238U 99.274 4.4683 51.6942
235U 0.72033 0.70348 46.3965
232Th 100 14.1 42.6459

Radioactive elements decay towards more stable daughter nuclei. This pro-
cess is associated with emission of energy in the form or alpha, beta, and/or
gamma radiation depending on the decay pathway. Of these, gamma radia-
tion is the most penetrating, and is thus the target of in-situ measurements
of radiogenic heat production. Portable gamma ray spectrometers can de-
tect an integrated heat production estimate over roughly 1 m2. Aerial
surveys are also possible and can rapidly capture large swathes of radio-
metric data, as gamma rays do not attenuate as rapidly though air as they
do rock and regolith. However, penetration is relatively shallow due to the
rapid attenuation of gamma rays through solid material, with most of the
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emissions detected coming from only the top 15 cm of material (McCay
et al., 2014).

Alternatively, heat production may be estimated via geochemical data.
Geochemical data by contrast uses smaller volumes of samples that have
been powdered and mixed. As many as 90 elements may be analyzed
at a time, but for radiogenic heat production estimates only three are
needed (K, Th and U). Geochemical data have some advantages over tra-
ditional gamma ray spectral measurements despite their smaller volume
of sampling. For instance, geochemical samples are far more commonly
made by geochemists and petrologists than gamma-ray spectra measured
by geothermicists. The precise chemistry of samples and known rock type
provide a wealth of information that can be used to study in great detail
the effects of composition, tectonic setting, and physical processes have on
heat production. Methods for gathering geochemical concentrations of the
heat producing elements can include ICP-MS and ICP-AES (Inductively
coupled plasma mass spectrometry/atomic emission spectrometry), and
XRF (X-ray fluorescence spectrometry) with differing levels of utility and
precision (Rybach, 1988; Vilà et al., 2010).

Given the chemical composition of a rock sample, the heat production
per unit volume (at present day, given modern isotopic ratios) can be
calculated by summing the contributions of each element given the natural
abundance and decay energy of the radioactive isotopes;

A(µWm−3
) = ρ (9.67CU + 2.56CTh + 2.89CK2O) × 10−5, (2.3)

where A is the heat production, CU and CTh are the concentrations of
uranium and thorium in parts per million (ppm), CK2O is the concentration
of potassium in wt%, and ρ is the density of the rock sample (Rybach,
1988).

Each of the three primary heat producing elements (potassium, uranium
and thorium) are classified as large-ion lithophile elements (LILE). These
LILE elements are strongly incompatible (particularly uranium and tho-
rium) and partition strongly to the melt phases during melting. This
has several implications, the most notable of which is that for igneous
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and metaigneous rocks heat production generally increases with increasing
silica content (Artemieva, 2006; Vilà et al., 2010). Through time, these
elements have concentrated primarily in the upper crust due to the pro-
cesses of crustal differentiation. A present day example of this process can
be observed at mid-ocean ridges, where oceanic crust (i.e. the basaltic
melts derived from partial melting of the mantle) is enriched by a factor
of 4 with respect to the heat producing elements compared to the mantle
it was derived from (Turcotte and Schubert, 2002). While there is a crude
correlation to lithology due to incompatibility, the concentration of the
heat producing elements uranium and thorium is a much more complex in-
teraction heavily influenced by an individual sample’s petrological history.
Potassium occurs in a number of minerals that form significant fractions
of igneous rocks such as feldspars and micas, however uranium and tho-
rium are generally concentrated in accessory minerals such as zircon and
monazite, which means their correlation to major element geochemistry,
and physical properties such as density and seismic velocity are generally
considered weak (Jaupart and Mareschal, 2014; Artemieva et al., 2017).

Heat flow in geological provinces also shows a crude correlation with age.
This influence is due in part to two conditions; time since last tectonother-
mal event, and also radiogenic heat generation. However, within any time
period significantly variability in heat flow is observed, and this associa-
tion is mainly present in the global heat flow data sets, and not necessarily
true for local scale models (Morgan, 1985; Jaupart and Mareschal, 2014).
Although time since last tectonothermal event imparts some of this ob-
served effect in recently active regions, for most regions older than about
50–300 Mya this is primarily due to a decrease in heat producing ele-
ment enrichment with age, as a result of the decay process (Jaupart and
Mareschal, 2014).

A study of sedimentary rock heat producing element enrichment and its re-
lationship to age has also been conducted by McLennan and Taylor (1980).
They noted a stark shift in Th and U concentrations at the Archean–
Proterozoic boundary which they attributed to a shift in the bulk compo-
sition of the upper crust brought on by emplacement of significant volumes
of felsic material at the end of the Archean in agreement of other studies
(e.g. Veizer, 1983).
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Figure 2.3: Histogram of heat flow data by age from Morgan (1985) (Figure derived from
McLaren et al. (2003))

2.2.1 Variability of heat production

Radiogenic heat production is highly variable both laterally and vertically;
varying at all spatial scales and up to two orders of magnitude (Kukkonen
and Lahtinen, 2001; Slagstad, 2008; Jaupart and Mareschal, 2014), even
within regions such as plutons (e.g. Sawka and Chappell, 1988; Brady
et al., 2006). Selection of heat production estimates are thus often poorly
constrained within a large uncertainty window, and this has important
implications for the vertical temperature distributions derived from these
estimates.

It is often suggested that, on average, heat production must decrease with
depth, otherwise observed surface heat flow would be exceeded (Sandiford
and McLaren, 2002). Lower crustal structure shows variability on similar
scales as that of the surface heat production measurements as evidenced
from exhumed crustal cross-sections, xenoliths, and deep boreholes (e.g.
Ketcham, 2006; Fountain and Salisbury, 1981; Rudnick, 1992; Brady et al.,
2006; He et al., 2008). While these crustal profiles may help improve
estimates of vertical profiles for a particular province, they are rare and
may not necessarily reflect the average crust (Hasterok and Chapman,
2011). Additionally, the heat producing elements enrichment of xenoliths
may become altered by the magmatic fluids that are providing the medium
to reach the upper crust (Dawson, 1984).
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Thus, quantifying the vertical heat production profile is plagued with con-
siderable uncertainty, and variations in heat production with depth are a
function of the unique local geologic history of a region (Mareschal and
Jaupart, 2013). A direct consequence of this large variability is that mod-
els for average concentrations of heat producing elements in the continental
crust show non-trivial disparities (e.g. Rudnick and Fountain, 1995; Tay-
lor and McLennan, 1995; Hans Wedepohl, 1995; Rudnick and Gao, 2003)
depending on the data sets used to constrain these estimates.

2.3 Proxies for estimating the lithospheric thermal
state

While the thermal state of oceanic lithosphere is quite well understood (e.g.
Hasterok et al., 2011), the thermal state of the continental lithosphere is
appreciably more heterogeneous. As discussed previously, this is due to
lateral and vertical variations in radiogenic heat production, complex and
highly variable geological histories and large differences in lithology and
vertical stratification. As a result, a number of proxy methods exist to
estimate the thermal state of the continental lithosphere.

Temperature profiles through the Earth can be estimated through extrap-
olation of the surface measurements, under the assumption that the heat
transport is entirely conductive (Čermák and Bodri, 1995; Pollack and
Chapman, 1977b). However, the spatial density of heat flow measure-
ments is highly heterogeneous as discussed in Section 2.1, with a number
of countries and regions considerably under sampled. Another problem
with this information is that surface heat flow data can be heavily con-
trolled by extremely local anomalies, and in underrepresented regions in
particular, bias estimates of the deeper thermal structure of the crust in
a larger region towards anomalous values (Chapman, 1986; Goes et al.,
2000). Addition of thermotectonic age constraints and lithological esti-
mates has also been used in conjunction with surface heat flow data to
produce models that can be applied to regions with little to no heat flow
data themselves (e.g. Davies and Davies, 2010).
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Geothermobarometry of xenoliths and xenocrysts, which are pieces of host
rock from deep crust or upper mantle rapidly brought to the surface via
magmatism, can also be utilised to estimate a temperature profile through
the lithosphere (Y. O’Reilly and Griffin, 1985; Xu et al., 1996). However,
these samples represent a geotherm at the time of their eruptive host and
may not be indicative of the current thermal state. Even in the case that
they do represent the current geotherm, they may not adequately sample
the lower crust and upper mantle in a representative manner. Addition-
ally, xenoliths are only found in magmatic environments and some have
suggested they may instead signify the localised and transient thermotec-
tonic environment due to the source that is inducing the magmatism (e.g.
Eaton et al., 2009), or may have their geochemistry altered by the fluids
they used to ascend (Dawson, 1984). The sparseness of heat flow and xeno-
lith data suffer from localisation effects and uncertainties due to temporal
lag respectively.

Incorporating other independent models can assist in constraining esti-
mates of the thermal structure rather than relying on interpolation. Geo-
physical derived proxies for temperature can aid in this pursuit, most no-
tably of which include studies of thermal isostasy, magnetotelluric studies
and models of electrical conductivity, modelling of the relationship between
seismic velocities and temperature, and magnetic Curie depth estimations.

Thermal isostasy is where the deep thermal state of the crust and litho-
sphere can impart influences on a regions elevation through thermal expan-
sion and buoyancy forces. While this methodology has been primarily used
in the oceans whereby bathymetry away from the oceanic ridge follows
a reasonable well-defined relaxation curve (e.g. McKenzie, 1967; Sclater
et al., 1980), it has also found application in the continents in regions such
as continental rifts, and more holistically via adjustments to elevation to
correct for compositional variations and its influence on buoyancy such as
those applied by Hasterok and Chapman (2007) and Hasterok and Gard
(2016).

Seismic velocities have also been used to invert for temperature, but are
dependent on many physical properties other than temperature as well
such as composition, presence of partial melts, anisotropy, anelasticity,
and grain size (Liu et al., 1976; Faul and Jackson, 2005; Dalton et al.,

15



2.3. Proxies for estimating the lithospheric thermal state Background

2009; Takei, 2017). Previous studies have highlighted the density of rock
at depths shallower than around 250 km are most commonly the result
of temperature variations (e.g. Sobolev et al., 1996; Goes et al., 2000).
As such, estimations and models for the thermal state can be produced
from seismic velocities through inversion, in combination with laboratory
measured elastic moduli of common lithospheric materials (Sobolev et al.,
1996; Goes et al., 2000; Cammarano et al., 2003; An et al., 2015), or
including additional constraints from measurements such as gravity and
electrical conductivity (e.g. Afonso et al., 2013; Jones et al., 2017)

Many studies have also documented that there is a crude relationship
between surface heat flow and the depth to the bottom of the magne-
tized layer in the crust (e.g. Mayhew, 1982; Okubo and Matsunaga, 1994).
The primary contribution to the observable magnetic field of the Earth
is that from the core; however at shorter wavelengths, shallower anoma-
lies due to magnetisation within the crust can be identified. Two com-
ponents comprise the crustal field: magnetisation due to the remanent
field, and magnetisation due to the induced field. The latter is dependent
on multiple properties, including the magnetic susceptibility of the rocks
and the thickness of the magnetised layer within the Earth, known as the
magnetic crust (Maus et al., 2002). Magnetic material becomes function-
ally non-magnetic above a temperature known as the Curie temperature
(Wasilewski and Mayhew, 1992), and through forward modelling either in
spatial domain (e.g. Purucker et al., 2002; Fox-Maule et al., 2009; Hojat
et al., 2016) or in the frequency domain (e.g. Bouligand et al., 2009; Li
et al., 2017; Martos et al., 2017) can solve for the depth of this isotherm.
Both methodologies suffer from differing assumptions and limitations: the
spatial domain method must make assumptions on magnetic susceptibility
distributions across continental and oceanic regions, and the fractal process
is constrained by other limitations such as selection of window size which
has a direct result of maximum resolvable Curie depth and often fixed frac-
tal scaling factors. Additionally, the depth to the bottom of magnetisation
is not always associated with the Curie isotherm, and instead be associ-
ated with lithological boundaries such as the Moho as mantle rocks are
commonly assumed to have low susceptibility (Wasilewski and Mayhew,
1992), and also the magnetic signature may be significantly influenced by
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lateral variations in magnetic susceptibility (Hemant, 2003; Hemant and
Maus, 2005).
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Geochemical database

Abstract

Collation and dissemination of geochemical data are critical to promote
rapid, creative and accurate research and place new results in an appro-
priate global context. To this end, we have compiled a global whole-rock
geochemical database, sourced from various existing databases and sup-
plemented with an extensive list of individual publications. Currently the
database stands at 1,022,092 samples with varying amounts of associated
sample data including major and trace element concentrations, isotopic
ratios, and location information. Spatial and temporal distribution is het-
erogeneous, however temporal distributions are enhanced over some pre-
vious database compilations, particularly in ages older than ∼1000 Ma.
Also included are a range of geochemical indices, various naming schema
and physical property estimates computed on a major element normal-
ized version of the geochemical data for quick reference. This compila-
tion will be useful for geochemical studies requiring extensive data sets,
in particular those wishing to investigate secular temporal trends. The
addition of physical properties, estimated from sample chemistry, repre-
sent a unique contribution to otherwise similar geochemical databases.
The data are published in .csv format for the purposes of simple dis-
tribution, but exists in a structure format acceptable for database man-
agement systems (e.g. SQL). One can either manipulate this data using
conventional analysis tools such as MATLAB®, Microsoft® Excel, or R,
or upload to a relational database management system for easy querying
and management of the data as unique keys already exist. The data set
will continue to grow and be improved, and we encourage readers to con-
tact us or other database compilations within about any data that is yet
to be included. The data files described in this paper are available at
https://doi.org/10.5281/zenodo.2592822 (Gard et al., 2019a).
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3.1 Introduction

Geochemical analyses in conjunction with other temporal, spatial, and
physical property information have been vital sources of information for
understanding the Earth and investigating both local, and global geody-
namic histories (e.g. Keller and Schoene, 2018). Effective collection, col-
lation and dissemination of this type of data is critical to promote rapid,
creative and accurate research. Every year, the amount of data recorded
globally increases, dispersed among many hundreds of individual publica-
tions. Since the 1960’s and 70’s, broad element suites have been promptly
accumulated due to the commercial availability of methods such as x-ray
fluorescence (XRF) and inductively coupled plasma mass spectrometry
(ICP-MS), and thus modern publications are swiftly expanding our cumu-
lative global data records. However, due to the rate of new publications,
in conjunction with significant partitioning between different journals, this
data is not always easy to find and can be incredibly time consuming to
collate. It is pertinent that this information be readily available for fu-
ture studies as all benefit from taking advantage of the full suite of data
available to produce more robust models and constrained analyses.

Geochemical compilations have been used in a range of studies such as
examining crustal magma reservoirs (e.g. Carbotte et al., 2013), proposing
changes in mantle dynamics (e.g. Iwamori and Nakamura, 2015), to look at
regional and global tectonic histories (e.g. Keller and Schoene, 2018), and
examine the connections between life and the solid Earth (e.g. Cox et al.,
2018). Not only does this information have implications for the scientific
community, but also for issues such as environmental management, land
use, and mineral resources development.

In this paper we present a global whole-rock geochemical database com-
pilation consisting of modified whole-rock subsets from existing database
compilations, in conjunction with significant supplementation from indi-
vidual publications not yet included in these other collections. Addition-
ally, we have generated naming schema, various geochemical indices, and
other physical property estimates including density, seismic velocity and
heat production for a range of the data contained within.
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3.2 Existing Initiatives

Many existing initiatives have worked to construct and maintain database
compilations with great success, but often restrict themselves to certain
tectonic environments or regimes, regions, or rock types. EarthChem
(https://www.earthchem.org) is currently the most notable general use
geochemical data repository. It consists of many federated databases such
as NAVDAT, PetDB, GEOROC, SedDB, MetPetDB and the USGS Na-
tional Geochemical Database, as well as other individually submitted pub-
lications. The constituent databases are mostly more specialized compila-
tions, for example the following:

• The North American Volcanic and Intrusive Rock Database (NAV-
DAT) has existed since 2002 and is primarily aimed at geochemical
and isotopic data from Mesozoic and younger igneous samples of west-
ern North America (Walker et al., 2006). (http://www.navdat.org/)

• The Petrological Database of the Ocean Floor (PetDB) is the pre-
mier geochemical compilation suite for the igneous and metamor-
phic hosted data from mid-ocean ridges, back-arc basins, sea-mounts,
oceanic crust and ophiolites
(https://www.earthchem.org/petdb).

• Geochemistry of Rocks of the Oceans and Continents (GEOROC) is
a more holistic compilation effort of chemical, isotope, and other data
for igneous samples, including whole-rock, glass, minerals and inclu-
sion analyses and metadata (http://georoc.mpch-mainz.gwdg.de).

• SedDB focuses on sedimentary samples, primarily from marine sed-
iment cores. It has been static since 2014, and includes informa-
tion such as major and trace element concentrations, isotopic ratios,
and organic and inorganic components. (http://www.earthchem.org/
seddb).

• MetPetDB is a database for metamorphic petrology, in a similar vein
to PetDB and SedDB. This database also hosts large swathes of im-
ages collected through various methods such as x-ray maps and pho-
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tomicrographs, although this information is not utilized in this paper
(http://metpetdb.com/).

• The USGS National Geochemical Database archives geochemical in-
formation and its associated metadata from USGS studies and made
available online
(https://www.usgs.gov/energy-and-minerals/mineral-resources-program/
science/national-geochemical-database).

Many other government initiatives and national databases exist, with no-
table examples including PETROCH from the Ontario Geological Survey
(Haus and Pauk, 2010), New Zealand’s national rock database (Petlab)
(Strong et al., 2016), Australia’s national whole-rock geochemical database
(OZCHEM) (Champion et al., 2007), the Finnish lithogeochemical rock
geochemistry database (RGDB) (Rasilainen et al., 2007), the Newfound-
land and Labrador Geoscience Atlas (Newfoundland and Labrador Ge-
ological Survey, 2010), and the basement rock geochemical database of
Japanese islands (DODAI) (Haraguchi et al., 2018).

While all of these are generally exceptional enterprises, we personally found
that the variety of structures were cumbersome to reconcile or otherwise
deficient in some respect for our own research. Some examples included
databases being deficient in aged data (>1000 Ma), or lacking many recent
publications. Some issues in certain existing databases were also evident;
we found many samples missing information available in the original indi-
vidual publications. It was quite common for age resolutions to be signifi-
cantly larger than the values quoted within the paper itself, of the order of
hundreds of millions of years in some cases, or not included at all because
they were not found in a table but within the text itself.

Thus, we sought to produce a database incorporating refined samples from
previous databases, and supplementing significantly from other, often re-
cent, publications. Computed properties, naming schemes, and various
geochemical indices have also been calculated where the data permits.
Smaller subsets of previous iterations of this database have already been
utilized for studies of heat production and phosphorus content (Hasterok
and Webb, 2017; Hasterok et al., 2018; Cox et al., 2018; Gard et al., 2019c;
Hasterok et al., 2019b), and this publication represents the totality of geo-
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chemical information gathered. As an ongoing process we have corrected
some errors or omissions from previous databases as we have come across
them, but have not undergone a systematic effort to quality check the
prior compilations. We intend to continue updating the database both in
additional entries and in further clean up when necessary.

3.3 Database aggregation and structure

While other database structures are incredibly efficient, some of the intri-
cacies of the systems make it difficult to utilize the information contained
within. For example, we had issues when seeking estimated or measured
ages of rock samples. In order to examine temporal variations of chemistry
and physical properties, an accurate and precise age is required. Under
some of the present data management schemes it may be difficult to re-
cover the desired data. Crystallization ages for older samples are often
determined by U-Pb or Pb-Pb measurements from a suite of zircons. For
a given sample, the individual zircon dates may be contained within the
database, and stored under mineral analyses. However, a search for rock
chemistry may only return an estimated age (often a geologic timescale
division). To get the crystallization age one would have to also download
the individual mineral analyses, conduct an analysis on a concordia dia-
gram (or similar), determine whether each individual analysis was valid,
and then associate the result with the bulk chemistry. This process can
be tedious and may be intractable. Had the estimated crystallization age
been attributed to the sample directly as often reported in the original
study, much of this process could be shortened. Instead, our database
attributes these estimated crystallization ages directly to the whole rock
sample entry, which allows us to include estimated ages for the same unit
or formation more readily. As a result the database presented here allows
for a higher density of temporal sampling than other compilations.

The database is provided in two formats; the first as a compressed sin-
gle spreadsheet for people unfamiliar with database management systems,
and the second as a mixed flat file and relational database structure. Codd
(1970) was the first to propose a relational model for database manage-
ment. A relational structure organizes data into multiple tables, with
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a unique key identifying each row of the sub-tables. These unique keys
are used to link to other sub-tables. The main advantages of a rela-
tional database over a flat file format are that data is uniquely stored
just once, eliminating data duplication, as well as performance increases
due to greater memory efficiency and easy filtering and rapid queries.

Rather than utilize an entirely relational database format, we have adopted
some flat file formats for the sub tables as to reduce the number of total
tables to an amount more manageable for someone unfamiliar with SQL
database structure. This format raises storage memory due to data du-
plication in certain fields (e.g. repetition of certain string contents across
multiple samples, such as rock name). However, we believe this is a rea-
sonable trade off for an easier to utilize structure for distribution, and
makes using this data for someone unfamiliar with SQL simpler. Ideally
we would host a purely relational database structure online and be ac-
cessed via queries similar to the EarthChem Portal, but this is yet to be
done.

PostgreSQL was utilized as the relational database management system
(RDBMS) to update and administer the database. PostgreSQL contains
many built in features and useful addons including the geospatial database
extender PostGIS which we utilize, has a large open source community and
runs on all major operating systems.

Python in conjunction with a PostgreSQL database adapter Psycopg are
used to import new data efficiently. Data is copied into a .csv template
directly from publications to reduce any chance of transcribing errors, and
dynamically uploaded to a temporary table in PostgreSQL. From here,
the desired columns are automatically partitioned up and added to the
database in their respective sub-tables. We iterate through a folder of new
publications in this way, and are able to add data rapidly as a result.

The database consists of 10 tables: trace elements, major elements, isotope
ratios, sample information, rock group/origin/facies triplets, age informa-
tion, reference information, methods, country, and computed properties.
The inter-connectivity of these tables is depicted in Figure 3.1, with tables
linked via their respective id keys. A description of each of these tables
is included in Table 3.1, and column names that require further details
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as well as computed property methods are detailed in Table 3.3. Individ-
ual sub-tables have been output as csv files for use. We suggest inserting
these into a RDBMS for efficient queries and extraction of desired data.
However, we have exported these in csv format in case people not familiar
with database systems wish to work with them in other programs such
as Microsoft®Excel, MATLAB® or R. While technically inefficient, the
largest sub-table currently stands at only 280 MB uncompressed, which we
believe to be an acceptable size for data manipulation. The compressed
merged spreadsheet is only 130 MB.
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sample

• sample_id
• age_id
• major_id
• trace_id
• comp_id
• iso_id
• rgroup_id
• ref_id
• method_id
• country_id
• sample_name
• latitude
• longitude
• loc_prec
• qgis_geom
• datum
• depth
• material
• rock_name
• protolith
• sample_description
• density
• comments
• method

computed

• comp_id
• norm_factor
• mali
• fe_number
• mg_number
• asi
• maficity
• cia
• wip
• spar
• cai
• ai
• cpa
• qtzindex
• r1
• r2
• tas_name
• qap_name
• sia_scheme
• frost_class1
• frost_class2
• frost_class3
• quartz
• feldspar
• lithics
• facies
• texture
• p_velocity
• density_model
• heat_production_mass
• heat_production

age

• age_id
• age_min
• age
• age_max
• age_sd
• time_period_min
• time_period
• time_period_max
• age_method

reference

• ref_id
• author
• title
• journal
• year
•Êdoi
•Êdata_source
•Êbibtex

isotope

• iso_id
• rb87_sr86
• rb87_sr87
• sr87_sr86
• nd143_nd144
• sm147_nd144
• lu176_hf177
• hf176_hf177
• re187_os186
• re187_os188
• os187_os188
• pb206_pb204
• pb207_pb204
• pb208_pb204
• th232_pb204
• th232_u238
• u238_pb204
• epsilon_hf
• epsilon_nd
• epsilon_sr

major

• major_id
• sio2
• tio2
• al2o3
• cr2o3
• fe2o3
• fe2o3_tot
• feo
• feo_tot
• mgo
• cao
• mno
• nio
• k2o
• na2o
• sro
• p2o5
• h2o_plus
• h2o_minus
• h2o_tot
• co2
• so3
• bao
• caco3
• mgco3
• loi

trace

• trace_id
• f_ppm
• cl_ppm
• br_ppm
• i_ppm
• h_ppm
• c_ppm
• n_ppm
• p_ppm
• s_ppm
• al_ppm
• as_ppm
• ag_ppm
• au_ppm
• b_ppm
• ba_ppm
• be_ppm
• bi_ppm
• ca_ppm
• cd_ppm
• ce_ppm
• co_ppm
• cr_ppm
• cs_ppm
• cu_ppm
• dy_ppm
• er_ppm
• eu_ppm
• fe_ppm
• ga_ppm
• gd_ppm
• ge_ppm
• hf_ppm
• hg_ppm
• ho_ppm
• in_ppm
• ir_ppm
• k_ppm
• la_ppm
• li_ppm
• lu_ppm
• mg_ppm
• mn_ppm
• mo_ppm
• na_ppm
• nd_ppm
• ni_ppm
• nb_ppm
• os_ppm
• pa_ppm
• pb_ppm
• pd_ppm
• pm_ppm
• pr_ppm
• pt_ppm
• rb_ppm
• re_ppm
• rh_ppm
• ru_ppm
• sb_ppm
• sc_ppm
• se_ppm
• si_ppm
• sm_ppm
• sn_ppm
• sr_ppm
• ta_ppm
• tb_ppm
• te_ppm
• th_ppm
• ti_ppm
• tl_ppm
• tm_ppm
• w_ppm
• v_ppm
• u_ppm
• y_ppm
• yb_ppm
• zn_ppm
• zr_ppm

rockgroup

• rgroup_id
• rock_group
• rock_origin
• rock_facies

method

• method_id
• method

country

• country_id
• country

Figure 3.1: Database relational structure. Sub-tables are linked through foreign id keys.
Ambiguous field names are described in detail in the supplemental material.
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Many samples include multiple geochemical analyses. These can vary from
separate trace and major measurements with no overlap, to duplicate el-
ement analyses using different methods. In the case of some subsets of
this data we have chosen to merge these multiple analyses into a singular
entry in the database. This methodology has both benefits and drawbacks.
While it reduces the difficulty in selecting individual samples analyses, it
means that lower resolution geochemical methods are sometimes averaged
with higher precision ones. In the future we hope to prioritise these higher
precision methods where applicable (e.g. ICP-MS for many trace elements
over XRF). Using a singular entry is simpler for many interdisciplinary sci-
entists who don’t wish to be slowed down by the complexity of managing
duplicate samples and split analyses. We have generally kept track of this
with the method field; where merging has occurred and both methods are
known, we have concatenated the method in most cases.

3.4 Data statistics

3.4.1 Raw data

The largest existing database contributions to this database are listed in
Table 3.2. Individual publication supplementation includes both new ad-
ditions we have found in the literature, as well as cleaned up and modified
entries from existing databases. The subsets of existing databases do not
represent the entire collections for many of these programs as we have
done pre-filtering to remove non-whole rock data or encountered issues
with accessing the entire data set using online web forms.

Figure 3.2 denotes histograms of the various major, trace and isotope
analyses within the database. The majority of isotope data was recently
sourced from the GEOROC database. Unsurprisingly, major element anal-
yses in general dwarf the number of trace element measurements recorded.
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Figure 3.2: Histogram of analyses. a) Trace elements b) Major oxides. Fe denotes any one
or more entries for feo, feo total, fe2o3, or fe2o3 total. c) Isotope ratios and episilon values
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Despite the heterogeneous nature of geochemical sampling, there is still
reasonable spatial coverage around the world. However, there are a notice-
able dominance of samples sourced from North America, and additionally
Canada, Australia, and New Zealand (Figure 3.3). The United States tops
of the list with 352,761 samples, including those from their non-contiguous
states. The African continent suffers the most from lack of data with
regards to the rest of the globe (Figure 3.3).

90° N

0°
180° W 90° W 0° 90° E 180° E

90° S

<=100

1,000

10,000

100,000

352,761

Figure 3.3: Spatial distribution of geochemical samples. Countries are shaded based on the
amount of data points within the polygons.

Age distributions unsurprisingly show a significant dominance towards very
recent samples (<50 Ma), due largely to the oceanic subset (Figure 3.4b).
Age here is indicated as being an assumed crystallization age. Exclud-
ing major time-period associated ages (e.g. Paleoproterozoic age range of
2,500–1,600 Ma as the max and min age of a sample), there are 355,467
samples with estimated crystallisation age values. Of these, 282,147 have
age uncertainty estimates and observing the cumulative distribution func-
tion of these values indicates that ∼ 99% of the age uncertainties fall below
∼150 Ma (Figure 3.4a).

Rock group and rock origin are described in Table 3.3. There is a clear
dominance towards igneous samples, making up 72.37% of the data with
known rock group information (Figure 3.5). About 99% of these igneous
samples have a distinction noted as volcanic or plutonic in the rock ori-
gin field, with just over two thirds of these being volcanic. Sedimentary
samples are the next most common rock group, however the vast majority
of these have no classification in rock origin, and we aim to improve this
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Figure 3.4: Temporal distribution of geochemical samples. a) Histogram of mean ages
in 50 Ma intervals b) Empirical cumulative distribution function of age uncertainty (major
time-period associated ages removed)

in future updates. Finally metamorphic rocks have ∼ 44% of the samples
with rock origin classifications. Meta-sedimentary origin is slightly more
common than meta-igneous, however meta-igneous includes two further
subdivisions of meta-volcanic and meta-plutonic where known.

3.4.2 Naming schema - rock_type

Nomenclature varies significantly within geology and unsurprisingly rock
names within the database differ wildly as a result. Different properties
such as texture, mineralogical assemblages, grain sizes, thermodynamic
histories, and chemistry make up the majority of the basis for the vari-
ous naming conventions utilized throughout, interspersed with author as-
sumptions and/or inaccuracies. Thus, we sought a robust and consistent
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Figure 3.5: Rock group partitioning. a) Pie chart depicting distribution of samples contain-
ing a rock group, b) c) and d) denote the rock origin distributions of the rock group fields
where rock origin is listed.

chemical classification scheme to assign rock names to the various samples
of the database. This chemical basis classification scheme is stored in the
computed table, within the rock_type field.

Differing naming work flows are applied to (meta-)igneous, and (meta-
)sedimentary samples. For igneous, meta-igneous, and unknown protolith
origin metamorphic samples, we use a total alkali-silica (TAS) schema
(Middlemost, 1994) modified to include additional fields for further clas-
sification of high-Mg volcanics (Le Bas and Streckeisen, 1991). See Fig-
ure 3.6c and d for a partial visual description of the process. Furthermore
we classify igneous rocks as carbonatites when the CO2 concentration ex-
ceeds 20 wt. %. These entries are assigned either the plutonic or volcanic
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equivalent rock names depending if the sample is known to be of plutonic
or volcanic origin.

For sedimentary and meta-sedimentary rocks, we first separate out car-
bonates and soils using ternary plot divisions of SiO2, Al2O3 +Fe2O3, and
CaO+MgO (Mason, 1952; Turekian, 1969). Additionally, we further parti-
tion clastic sediments using the SedClass™classification method from Her-
ron (1988). Quartzites are identified separately where SiO2 exceeds 0.9 in
the ternary system. See Hasterok et al. (2018) for further discussion.

A break down of the classification distributions are included in Figure 3.6a
and b. Sub-alkalic basalt/gabbro is a significantly large contribution to
the volcanic samples, due to the extent of samples of oceanic nature.
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Figure 3.6: Rock type classification information. a) Igneous and metaigneous sample his-
tograms of assigned rock names b) Sedimentary and metasedimentary sample histograms of
assigned rock names c) TAS igneous classification (Middlemost, 1994) d) High-Mg igneous
classification. See Le Bas and Streckeisen (1991) for further information on classification
methods. e) Sedimentary classification, after Herron (1988) (Sandclass™)
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3.4.3 Computed properties

In numerical models, rock types are often assigned physical property es-
timates that have been derived from limited data sets. We compute a
number of properties and naming schema for a significant subset of the
database, a new addition over many previous database compilations. This
includes heat production, density and p-wave velocity estimates, as well as
various geochemical indices and descriptors such as modified TAS, QAPF
and SIA classifications. A full list of referenced methods and computed
columns are given in Table 3.3.

Where computed values require major element concentrations, these prop-
erties and values have been calculated based on an LOI free major element
normalised version of the database i.e. major element totals are normalised
to 100, while preserving the relative proportions of each individual elements
contribution to the total. This normalisation occurs only on samples with
major element totals between 85 and 120 wt. %. Totals lying outside this
range are ignored, and properties requiring these values are not computed.
The exact value of normalisation for each sample is recorded in the com-
puted table, within the norm_factor field. Figure 3.7a, b and c denote
some property estimates calculated from the normalised analyses.

Density estimates

Density is an important input for a wide range of models but only a small
fraction of samples have measured density values associated with them.
Contained within the database are a number of publications hosting den-
sity observations (e.g. Haus and Pauk, 2010; Barette et al., 2017; Slagstad,
2008). Following the method of Hasterok et al. (2018), we produce a set
of simple oxide-based linear regression density models.

ρLow-Mg = 2506.22 + 204.82 × Fe + 791.72 ×Maficity − 4.56 ×MALI
ρHigh-Mg = 3159.18 − 10.40 ×MgO + 1.36 ×CaO,
ρCarb. = 3268.04 − 6.23 × SiO2 − 6.37 ×CaO − 2.88 ×MgO
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where Fe∗ is iron number, MALI is modified alkali-lime index, oxides are in
weight percent and ρ is density in kg m−3. Misfits for the above are 97, 149,
and 147 kg m−3 respectively. Low-Mg, High-Mg and Carb. (carbonated
rocks) refer to the specific models for different rock groups. See Hasterok
et al. (2018) for further discussion of the model fits. Density estimates
peak at ∼2680 and ∼2946 kg m−3 due to mafic and felsic sample medians
respectively

Seismic velocity

We utilize the empirical model of Behn and Kelemen (2003) for estimat-
ing anhydrous p-wave seismic velocity. Their model was calibrated on
∼ 18,000 igneous rocks and validated against 139 high quality laboratory
measurements. However this model does have limitations, as it was cal-
ibrated to anhydrous compositions only. utilizing their 3 oxide model,
estimated uncertainty (1σ) is ∼ ±0.13 km s−1. P-wave velocity estimates
depict maximums at ∼6.2 and ∼7.1 m s−1 (Figure 3.7c). For further details
or discussion, refer to Behn and Kelemen (2003) and Hasterok and Webb
(2017).

V p = 6.9 − 0.011 × SiO2 + 0.037 ×MgO + 0.045 ×CaO,

where oxides are in weight percent and Vp is in m s−1.

Heat production

Heat production is computed by employing the relationship from Rybach
(1988). Heat production estimates are resolved by a smoother distribution
in log-space than the dichotomous nature of the density and Vp estimates.

A(µWm−3
) = ρ × (9.67 ×U + 2.56 ×Th + 2.89 ×K2O) × 10−5,

with concentrations of U, Th in ppm, K2O in weight-percent and ρ in
kg m−3. Heat production has a median value of ∼ 1.0 µW m−3, with first
and third quartiles (25th and 75th percentiles) of 0.39 and 2.2 µW m−3

respectively.
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Production c) P-wave velocity
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3.5 Improvements and future developments

Bibliographic information

Due to a high variety of sources and database formats, merging biblio-
graphic information proved difficult. For individual publications and ad-
justments made manually, we have collated bibliographic information in
higher detail. We hope to expand this .bib file as we continue to clean up
the reference lists and make adjustments to other compilations. For other
inherited bibliographic information from external databases, the exact for-
mat can vary. These details are contained within the reference .csv and
linked to each sample through the ref_id as seen in Figure 3.1.

Ownership and accuracy

Although every effort is made to ensure accuracy, there are undoubtedly
some errors, either inherited or introduced. We make no claims to the
accuracy of database entries or reference information. It is up to the user
to validate subsets for their own analyses, and ideally contact the original
authors, previous database compilation sources, or ourselves to correct
errors where they exist. We make no claim on ownership of this data;
when utilizing this database additionally cite the original authors and data
sources.

Future Work

We have published portions of the database in the course of prior studies
and will continue to expand this data set for our own research purposes.
Small individual corrections have occurred incrementally with every ver-
sion, and unfortunately we did not keep records of these improvements.
Going forward, we plan to include a record of these corrections and for-
ward them to the other database compilations as needed. We hope to
work with existing compilation authors in the future to assist with new
additions as well. This version of the database may be of use for these
database initiatives to supplement their own records.
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Utilizing this database we have worked on methods for predicting pro-
toliths of metamorphic rocks (Hasterok et al., 2019a). As over 57% of
the samples lack that information (Figure 3.5) this methodology may be
included in future database versions. We are also making progress on a
geologic provinces map that captures tectonic terranes.

3.6 Data availability

The .bib file and .csv tables of this data set are available on Zenodo: https:
//doi.org/10.5281/zenodo.2592822 (Gard et al., 2019a). An associated
set of software that can be used in MATLAB® to explore the database,
including many of the individual methods cited above for the computed
properties is also available on github at https://github.com/dhasterok/
global_geochemistry.
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Table 3.1: Brief table content information

Table name Table description

sample Lists all samples, where sample_id uniquely describes each
row. Contains all foreign keys linking to the other tables.
Other information such as coordinates, measured density and
depth of sample, analysis method, as well as author prescribed
sample descriptions, comments and rock names are also in-
cluded.

major Unique major analyses, linked via the key major_id to sam-
ple list. Includes major element oxides as well as volatile,
carbonate and LOI content where available.

trace Unique trace element analyses analyses, linked via the key
trace_id to sample list.

isotope Unique isotopic ratio analyses, including epsilon values for Hf,
Nd and Sr. Linked via the key iso_id to sample list.

computed List of physical properties including heat production and
density estimates, and classifications and indices based on
schemes such as TAS (Total alkali-Silica) and ASI (aluminum-
saturation index). Theses values are computed on a major
element normalised (LOI free) version of the associated sam-
ple’s trace and major compositions and may not match the
raw values listed. We preserve the raw data in the database,
and methods for normalisation and computed properties are
included in the appendices if one wishes to recompute these
computed properties and indices with different parameters.
comp_id uniquely describes each row and is linked to the
sample table.

reference Includes information on the author of the original paper the
data was sourced from, and/or reference to database or other
previous compilation the data was sourced from e.g. Earth-
Chem. ref_id links the reference table to the sample table.

rockgroup Uniquely links triplets of rock group, rock origin and rock
facies to sample table. For definitions of rock group, origin
and facies see Table 3.3.

age Uniquely links sets of age and time period information to sam-
ple table

country Unique list of countries (ISO 3166 ALPHA-2 codes) as well
as ocean

method Lists unique method strings detailed in previous publications
or databases
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Table 3.2: Data sources

Data source No. data

EarthChem family (excluding GEOROC)
(https://www.earthchem.org/) 380,532

GEOROC (http://georoc.mpch-mainz.gwdg.de) 349,037
OZCHEM (Champion et al., 2007) 65,391
Petlab (Strong et al., 2016) 35,499
Petroch (Haus and Pauk, 2010) 27,388
Newfoundland and Labrador
Geoscience Atlas (Newfoundland and Labrador Geolog-
ical Survey, 2010)

10,073

The British Columbia Rock Geochemical Database
(Lett and Ronning, 2005) 8,990

Canadian Database of Geochemical Surveys Open File
Reports 8,766

DODAI (Haraguchi et al., 2018) 6,588
Finnish Geochemical Database (Rasilainen et al., 2007) 6,543
Ujarassiorit Mineral Hunt
(Geological Survey of Greenland, 2011) 6,078

The Central Andes Geochemical GPS Database
(Mamani et al., 2010) 1,970

Geochemical database of the Virunga Volcanic Province
(Barette et al., 2017) 908

Other sources
(∼1,900 sources, misc. files, see reference csv and bib
file)

123,095

Total 1,022,092
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Table 3.3: Potentially ambiguous column information

Column name Description

sample_name Author denoted title for the sample. Often non-
unique e.g. numbered.

loc_prec Location precision
qgis_geom PostGIS ST_Geometry object based on the lati-

tude and longitude of the sample.
material Material/source of the sample e.g. Auger sample,

core, drill chips, xenolith, vein
rock_name Rock name designated by the original author
sample_description Sample description mostly inherited from previous

databases. Highly variable field.
density Measured density
comments Misc. comments, often additional information not

included in the sample description field.
method Method utilized to analyse chemistry and/or

age. Variable due to inheritance from previous
databases. Multiple methods may be listed, sepa-
rated by semicolons.

norm_factor Major element normalisation factor applied to the
samples major element chemistry before comput-
ing properties

MALI Modified alkali–lime index (Frost et al., 2001)
fe_number Iron number (Frost et al., 2001)
mg_number Magnesium number. Fe2+ estimated using 0.85 ×

FeOT .
asi Alumina Saturation Index (Frost et al., 2001)
maficity nFe + nMg + nT i

cia Chemical index of alteration (Nesbitt and Young,
1989). Generally CaO* includes an additional cor-
rection for CO2 in silicates, but CO2 is not re-
ported for a large fraction of the data set so we do
not include this term for consistency.

wip Weathering Index of Parker (Parker, 1970)
spar Modified from (Debon and Le Fort, 1983) to re-

move apatite
cai Calcic-alkalic index (Frost et al., 2001)
ai Alkalic index (Frost et al., 2001)
cpa Chemical proxy of alteration (Buggle et al., 2011)
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qtzindex Quartz Index (Debon and Le Fort, 1983)
r1 R1R2 chemical variation diagram (la Roche et al.,

1980)
r2 R1R2 chemical variation diagram (la Roche et al.,

1980)
rock_type Compositionally based rock names, discussed in

Section 3.4.2, following similar methods of Has-
terok et al. (2018)

sia_scheme S-, I-, and A-type granite classification. For felsic
compositions, A- and I-types are not properly dis-
criminated with this method.
(Frost et al., 2001)

frost_class1 Magnesian or Ferroan
(Frost et al., 2001)

frost_class2 Calcic, calc-alkalic, alkali-calcic, alkalic(Frost
et al., 2001)

frost_class3 Metaluminous, peraluminous, peralkaline
(Frost et al., 2001)

quartz Estimate of quartz content from major element
analyses. SiO2/MSiO2 where MX is the molecu-
lar weight of the oxide X (Mason, 1952; Turekian,
1969)

feldspar Estimate of feldspar/clay/Fe-Al oxide content
from major element analyses. Al2O3/MAl2O3 +

Fe2O3(t)/MFe2O3 where MX is the molecular
weight of the oxide X (Mason, 1952; Turekian,
1969)

lithics Estimate of lithics (carbonate) content from ma-
jor element analyses. MgO/MMgO + CaO/MCaO

where MX is the molecular weight of the oxide X
(Mason, 1952; Turekian, 1969)

facies Metamorphic facies information pulled from
rock_name via partial string search

texture Metamorphic texture information pulled from
rock_name via partial string search

p_velocity To estimate seismic velocity we use an empirical
model developed by Behn and Kelemen (2003),
and utilized in Hasterok and Webb (2017). We
use the compositional model Vp(km/s) = 6.9 −
0.011CSiO2+0.037CMgO+0.045CCaO where the con-
centration of each oxide is in wt.%.
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density_model We utilize the multiple density estimate methods
as outlined by Hasterok et al. (2018) for each com-
positional group, using multiple linear regression
on the data set

heat_production_mass Determined from the chemical composition with
the relationship
HPmass = 10−5(9.67CU + 2.56CTh + 2.89K2O)

where C are the concentrations of the HPEs in
ppm except K2O in wt.% (Rybach, 1988)

heat_production Heat production mass multiplied by the density
estimate (in kg m−3) (Rybach, 1988)

age_ or time_period_ min Minimum crystallisation age estimate
age or time_period Mean crystallisation age estimate
age_ or time_period_ max Maximum crystallisation age estimate
age_sd Age uncertainty
age_method Method of age estimation, variable due to inheri-

tance from previous databases
rock_group The highest order rock type classifications: Ig-

neous/metamorphic/sedimentary
rock_origin Second order classifications of the rock

groups - e.g. plutonic/volcanic, metaplu-
tonic/metaigneous/metased, clastic/chemical

rock_facies Third order classifications, mostly restricted to
metamorphic rock facies e.g. granulite

data_source Field reserved for existing database compilation
e.g. if a sample is derived from EarthChem

bibtex Bibtex key corresponding to further reference in-
formation if it exists, contained in the attached bib
file for easier citation
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Temporal variations in continental heat production

Abstract

Crustal heat production accounts for 30 to 40% of continental heat loss
and enhances thermally controlled processes such as melting and meta-
morphism, yet is in general poorly constrained. We present a new model
for continental igneous heat production from ∼4 Ga to the present using a
global geochemical database of 75,800 whole-rock analyses providing the
highest resolution record to date. Hypotheses advanced to explain past
heat production–age variations include erosion of the enriched felsic up-
per crust, decay of the radioactive elements, geodynamic processes such
as the supercontinent cycle, secular cooling, lithological controls, and/or a
major shift in the bulk composition in the crust during the late Archean.
However, previous heat production–age models are often coarsely resolved,
poorly sampled, and/or spatially biased. To test these hypotheses and re-
fine secular trends in crustal heat production, we construct a model by cor-
recting for radioactive decay and normalizing by SiO2 content to remove
the gross influence of lithology. The variations through time are highly
correlated among both plutonic and volcanic samples, as well as mafic and
felsic distributions. Unsurprisingly, compositional normalization indicates
lithological control is the dominant factor on heat production after the
influence of decay is removed. Following these adjustments, we find heat
production has been relatively constant from ∼2.8 Ga to the present, with
an increase from ∼3.4 Ga to ∼2.8 Ga. We suggest the heat production–
age pattern does not significantly reflect the influences of erosion, secular
cooling, depletion, or the supercontinent cycle as suggested by some pre-
vious studies. Heat producing element distributions might be expected to
be similar regardless of the age of melt generation, once compositionally
normalised and adjusted for the decay of the various isotopes. Compared
to this reference model, we observe a heat production and heat producing
element enrichment deficit, particularly for the Archean and Paleoprotero-
zoic. This deficit is accounted for by a rapid increase in heat producing
element concentrations associated with a shift in the bulk composition of
the crust from the early Archean to ∼2.7 Ga. Additionally, we suggest
that the heat production record may also represent a biased sample set,
perhaps as a result of selective preservation due to thermal stability. This
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new model will lead to better crustal heat production and global heat loss
estimates both at present and within Earth’s past.

4.1 Introduction

Processes contributing to continental crust generation are suggested to
have changed significantly throughout Earth’s history (Belousova et al.,
2010; Hawkesworth et al., 2016; Campbell, 2003). Fundamental changes
such as the shift from vertical to horizontal tectonics and the supercon-
tinent cycle are largely driven by the thermal evolution of the mantle
(Condie et al., 2016). Factors such as the decay of radioactive isotopes
through time, and depletion of the upper mantle in heat producing ele-
ments (HPEs) due to crustal formation have drastically changed the energy
partitioning of heat between the crust and mantle through time. However,
the temporal variations in heat production in the crust and mantle are
poorly constrained.

Nearly 99% of radiogenic heat production is due to the decay of 40K, 235U,
238U and 232Th (Rybach, 1988; Wasserburg et al., 1964). Within the con-
tinental crust, heat production typically accounts for 30 to 40% of the
heat loss (Pollack and Chapman, 1977b; Artemieva and Mooney, 2001),
but could in some cases account for 75% or more (Hasterok and Gard,
2016). As such, the distribution of HPEs affects the geotherm and influ-
ences thermally-controlled processes such as melting and metamorphism,
as well as physical properties such as density, seismic velocity and vis-
cosity (Sandiford and McLaren, 2006; Kelsey and Hand, 2015; McKenzie
and Priestley, 2016). Heat production variations have the largest influence
on heat loss in regions that are near thermal equilibrium (Cooper et al.,
2004). Since stable regions account for nearly 85% of the continental crust
by area (Gordon, 1998), understanding temporal variations in crustal heat
production is important.

Past models for temporal variations in global HP are based on observations
of heat production and/or surface heat flow (Vitorello and Pollack, 1980;
Jaupart and Mareschal, 2014; Jaupart et al., 2016; Artemieva et al., 2017).
These models are typically low in temporal resolution and/or contain ge-
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ographic and lithological bias, generally a result of low sample numbers.
A few studies address regional variations of heat production with time,
though these models are limited to the types and timing of magmatism
of the area, making it difficult to draw direct inferences about globally
extensive trends (Kukkonen and Lahtinen, 2001; Slagstad, 2008).

Despite variations in interpretations, nearly all models agree that present-
day crustal heat production is systematically lower in Archean terranes
relative to modern ones. Several hypotheses have been advanced to ac-
count for the variations through time, and can be explained broadly in
two categories;

1. the rock record preserves a representative distribution of the heat
production of the crust, with the variations in response to physical or
geodynamic processes operating at the time, and/or

2. the rock record is biased or modified to preserve only selected samples.

We consider the following hypotheses from the literature in this manuscript:

1. decay of the radioactive elements through time leads to a first order
monotonic decrease in heat production with increasing age (Jaupart
and Mareschal, 2014; Jaupart et al., 2016);

2. lithological variations are the primary control on heat production, and
may mask any temporal signals attributed to other secular or cyclical
Earth processes (Kukkonen and Lahtinen, 2001; Slagstad, 2008);

3. heat producing element enrichment increased at the Archean-Proterozoic
boundary, associated with a significant episodic shift towards more
felsic compositions in the crust (McLennan et al., 1980);

4. heat production through time exhibits a non-monotonic trend with
an approximate first order correlation with plate velocity, the super-
continent cycle and/or geodynamic setting (Artemieva et al., 2017);

5. erosion of an enriched radioactive upper crust leads to a decrease
in heat production in older terranes as deeper, less enriched crust is
exhumed (Vitorello and Pollack, 1980); and
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6. selective preservation due to thermal stability has shifted older ter-
ranes to lower heat production distributions (Morgan, 1985).

In this study, we have estimated the heat production from an expanded
compilation of igneous rock geochemistry with associated crystallization
ages and heat production estimates. We evaluate the contributions of the
aforementioned hypotheses to the temporal heat production record. By im-
proving our understanding of the temporal variations in heat production, it
will be possible to develop more accurate estimates of heat production and
heat loss with few direct measurements. Furthermore, the understanding
of heat production variations through time yields important constraints on
the physical and chemical processes operating over the past 4 Ga.

4.2 Review of Previous Models

4.2.1 Radioactive Decay

The radioactive isotope abundance in a rock at present-day does not equate
to its abundance at formation. Heat production is the result of the decay of
the unstable radioactive isotopes, whereby a fraction of the original mass
is converted to energy. Jaupart and Mareschal (2014) showed such a sys-
tematic decrease in average heat production with increasing age, albeit in
conjunction with large scatter on account of lithology variations. By fitting
an average composition decay curve to the heat production trend, Jaupart
and Mareschal (2014) proposed that there is little difference in the heat
production distribution for any age interval at formation (Figure 4.1b).
This model suggests the average heat production of newly formed crust
is initially the same throughout geologic time, which implies the thermal
conditions for crustal stabilization have remained largely unchanged since
the Archean. In contrast, some regional studies do not necessarily observe
such a defined trend (e.g. Kukkonen and Lahtinen, 2001; Slagstad, 2008),
likely due to unique tectonic histories and varying lithologies.
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(a) Vitorello and Pollack (1980)

(b) Jaupart & Mareschal (2014)

(c) Artemieva et al. (2017)

Figure 4.1: Previous models of heat production with age: (a) erosional model by Vitorello
and Pollack (1980); (b) radioactive decay model by Jaupart and Mareschal (2014); (c) granite
heat production model by Artemieva et al. (2017).

4.2.2 Lithological controls

It is well documented that a rough first-order correlation exists between
heat production and relative silica enrichment (Wollenberg and Smith,
1987; Kukkonen and Lahtinen, 2001; Hasterok and Webb, 2017). Fel-
sic rocks are typically more enriched in heat producing elements; with
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enrichment generally decreasing with increasing maficity. For instance,
median heat production declines from granite (3.54 µW m−3), to diorite
(1.20 µW m−3), to gabbro (0.46 µW m−3) (Hasterok and Webb, 2017).
However, this trend is weak as natural variability is high (standard devi-
ations of 0.74, 0.74 and 1.23 log10-units for granite, diorite, and gabbro,
respectively). This lithological control hinders identification of any other
temporal heat production signal. Regional studies in Norway and Fin-
land do not produce clear relationships between heat production and age
(Kukkonen and Lahtinen, 2001; Slagstad, 2008). Heat production of the
Fennoscandian shield, Paleoproterozoic Transscandinavian Igneous Belt,
and the Permian Oslo Rift, for example, overlap significantly in median
heat production values regardless of age, tectonic environment and lithol-
ogy. As HPEs are mostly concentrated in trace minerals, vast differences
in concentrations between similar rock types can result from different al-
teration and enrichment histories (Kukkonen and Lahtinen, 2001). While
Kukkonen and Lahtinen (2001) found a weak increase in heat production
from Archean to Proterozoic-aged metasedimentary samples, both studies
ultimately concluded that the lithologic controls on heat production make
it difficult to assess temporal variations in heat production on a regional
data set.

4.2.3 Shift in the bulk composition of the crust

While not specifically calculating past heat generation, McLennan et al.
(1980) did investigate the temporal record for thorium and uranium enrich-
ment for relatively uniform composition sedimentary and metasedimentary
samples. They found that Th (and U) enrichment showed a monotonic
increase in enrichment within samples at, and leading up to, the Archean-
Proterozoic boundary, and then remained relatively constant moving to-
wards the present. It was proposed that these observations were consistent
with previous studies; that there was a significant episodic shift in the com-
position of the exposed crust, associated with an influx of granitic intru-
sions at the end of the Archean (e.g. Taylor and McLennan, 1985; Condie,
1993; Dhuime et al., 2015; Tang et al., 2016, and references therein). These
intrusions would have contained much higher concentrations of Th and U
than existing crustal material, and marked a step change in the average
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composition of the crust (from mafic to felsic), evidenced by no significant
changes in element enrichments from ∼2.5 Ga to present.

4.2.4 Geodynamic Controls and Crustal Reworking

Since the difference in median heat production between felsic and mafic
rocks is approximately an order of magnitude, shifts in average rock com-
positions may dominate the temporal record. These variations in com-
position may potentially reflect periodic or secular changes in dominant
geodynamic and crustal reworking processes, e.g. the change from vertical
to horizontal tectonics, or correlations to supercontinent formation and
breakup. A recent study of heat production analyzed the temporal record
of a restricted rock database (granites only); Artemieva et al. (2017).

Artemieva et al. (2017) utilized 445 globally distributed heat production es-
timates from gamma-ray spectrometry and found a highly variable, rather
than monotonically decreasing heat production–age relationship, in con-
trast to some previous studies on a larger range of compositions (e.g. Vi-
torello and Pollack, 1980; Jaupart et al., 2016). They suggest a rapid
increase, followed by a slow decline in heat production from the Mesopro-
terozoic to the present is correlated to similar variations in plate veloc-
ities, possibly associated with the assembly of the supercontinent Nuna
(Figure 4.1c). However, their interpretations are tenuous given the signifi-
cant spatial biases within their dataset; a point recognized by the authors
themselves.

4.2.5 Erosion of Enriched Upper Crust

Early studies of heat flow suggested that surface heat flow and heat produc-
tion were linearly related, leading to the concept of reduced heat flow (Roy
et al., 1968; Birch et al., 1968). Under a reduced heat flow model, the crust
is conceptualized as a high upper crustal heat producing layer (intercept)
with a characteristic thickness (slope). This model only survives under ero-
sion if heat production exponentially decreases with depth (Lachenbruch,
1970). Surface heat production observations in some obliquely exposed
crustal sections, such as the Idaho and Closepet batholiths, appear to
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support the exponential model, either as a result of pluton emplacement
or through the redistribution from fluid flow (Gosnold, 1987; Kumar and
Reddy, 2004).

However, more recent evidence does not support a clear relationship be-
tween depth and heat production. In contrast, variations in heat produc-
tion with depth in deep drill cores and along exposed crustal cross-sections
exhibit more complex patterns of heat production with depth, rarely sug-
gestive of an exponential decrease (Hasterok and Chapman, 2011). Even in
some obliquely exposed crustal sections such as the Sierra Nevada Batholith,
the apparent heat production depth relationship appears somewhat incon-
sistent with the generalized exponential distribution function (Sawka and
Chappell, 1988; Brady et al., 2006). Lateral variations in heat production
can alter the slope of the reduced heat flow–heat production relationship,
further complicating the connection to depth dependence on heat produc-
tion (Jaupart, 1983). Furthermore, indiscriminate studies of reduced heat
flow lack a trend between heat flow and heat production (Sandiford and
McLaren, 2002). More recently, Alessio et al. (2018) also showed that in
metasedimentary crust, increasing depth as recorded by increasing meta-
morphic grade did not result in reduced heat production.

Vitorello and Pollack (1980) had this concept of reduced heat flow and
differential erosion in mind when proposing an erosional control on the
average heat production through time. They assumed older terranes have
generally undergone greater exhumation, and thus exhibit lower heat pro-
duction at the surface today (Figure 4.1a). Although this concept of re-
duced heat flow tailored their models, the erosional hypothesis is not neces-
sarily negated by the complications discussed. The original reduced heat
flow studies applied this method only to cogenetic plutons (Roy et al.,
1968; Birch et al., 1968). Heat production decreases almost exponentially
with SiO2 content, on average, for igneous rocks (Hasterok and Webb,
2017), which could explain why the Idaho and Closepet batholiths are
the exceptions that validate the exponentially decreasing heat production
with depth and the differential erosion hypothesis. Inconsistencies arise
when the dominant lithology in the vertical structure is not co-genetic,
for example the metasediments atop the Sierra section, or as a result of
their natural variability when considering individual point departures. In
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a perfectly co-genetic system, an exponential decrease with depth may be
a reasonable model, but these idealised zones are few and far between and
variance is high.

Furthermore, there is good observational evidence from holistic studies of
continental crust composition that suggests heat production should de-
crease with depth from upper to lower crust because of a general increase
in mafic compositions at depth (Rudnick and Gao, 2003, and references
therein). Although recent studies challenge the assumption that mafic
proportions general increase with depth (e.g. Hacker et al., 2011, 2015;
Williams et al., 2014), heat production must decrease with depth, other-
wise surface heat flow would be higher than observed (Taylor and McLen-
nan, 1985).

4.2.6 Selective Preservation due to Thermal Stability

From observations on Precambrian cratons, there is qualitative evidence to
suggest that terranes with relatively low radiogenic heat production may be
less susceptible to reworking by orogenesis than regions with high heat pro-
duction (and thus higher geotherm). Such cratons have generally remained
relatively stable while surrounding provinces have often undergone rigor-
ous deformation and magmatism (e.g. Clifford, 1970). High heat-producing
terranes can be thermally weak as a result of the increased geotherm and
susceptible to deformation, particularly when these HPEs are distributed
at depth (Hand and Sandiford, 1999; Sandiford et al., 2002).

Morgan (1985) suggested that the early Earth rock record may not be a
representative sample of the original heat production distribution, owing
largely to these qualitative observations of Precambrian cratons and re-
duced standard deviations in Archean heat flow globally. Crust with low
heat production, and thus lower geotherms, may have a much higher prob-
ability of stabilization and survival. Due to relatively high mantle tem-
peratures, and higher average concentrations of heat producing isotopes
globally than present-day (due to radioactive decay), average geotherms
in the Archean crust were likely of higher temperature and greater vari-
ability than geotherms today. However higher mantle temperatures do not
automatically imply higher mantle heat flow and vice versa, for instance,
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higher temperatures below a thick lithosphere can have lower heat flow
than lower temperatures beneath a thin lithosphere. In the Archean, low
heat production crust was far more likely to stabilize, according to Morgan
(1985), while higher heat production terranes (even values that would be
considered normal today) were more likely to be reworked and effectively
removed from the record. Morgan (1985) observed an Archean–Proterozoic
transition in the heat production record, where Archean samples seemed
systematically lower than Proterozoic samples even when considering de-
cay. He proposed that this may have indicated the last remobilisation of
the high heat producing Archean crust, and the onset of a mantle thermal
regime in which the range in crustal heat production typical of Proterozoic
and younger crust would no longer be a major factor in localizing crustal
remobilisation.

4.3 Geochemical data set

To examine the heat production–age record, we utilise a large whole-
rock geochemical database, comprised of existing databases, and supple-
mented with geological survey compilations and individual data sets we
have collated from the literature. The existing databases utilised include
first and foremost EarthChem (https://www.earthchem.org/), which con-
sists of many federated databases such as The Petrological Database of
the Ocean Floor (PetDB) (https://www.earthchem.org/petdb), The North
American Volcanic and Intrusive Rock Database (NAVDAT) (Walker et al.,
2006), the USGS National Geochemical Database (https://mrdata.usgs.
gov/ngdb/rock/) and Geochemistry of Rocks of the Oceans and Conti-
nents (GEOROC) (http://georoc.mpch-mainz.gwdg.de), as well as indi-
vidually submitted publications. Additional databases utilised include
the Newfoundland and Labrador Geoscience Atlas (Newfoundland and
Labrador Geological Survey, 2010), Australia’s national whole-rock geo-
chemical database (OZCHEM) (Champion et al., 2007) and the Finnish
lithogeochemical rock geochemistry database (RGDB) (Rasilainen et al.,
2007). A complete list of references and link to the database are included
in the supplementary material. These samples are sourced from a vari-
ety of locations and depths including drill cores, xenoliths etc., however
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the vast majority are surface samples from outcrop. The full database is
available online at Zenodo (1,023,491 samples) (Gard et al., 2019a) (https:
//zenodo.org/record/2592823), and the subset utilised in this manuscript
is provided as supplementary data (75,800 samples).

For our analyses, we chose to focus on igneous and meta-igneous samples
only, as these rocks make up the bulk of the continental crust. Further-
more, sedimentary and meta-sedimentary samples are excluded because
these rocks generally represent an integration of material from a variety of
sources that may have radically different ages, thus convoluting any po-
tential heat production–age variations. SiO2 is also restricted to between
40 and 85 wt.% and normalized to anhydrous conditions. This restriction
only excludes ∼1.7% of samples. Extreme silica concentrations outside this
range generally represent insignificant fractions of crustal samples, and sta-
tistically very little is lost due to their removal.

Rather than relying on highly variable and inconsistent rock naming schemes
supplied by the various authors and sources, we chose to classify rock types
using a total alkali–silica (TAS) naming scheme, modified from Middlemost
(1994), to additionally classify high-Mg volcanics, as recommended by Le
Bas and Streckeisen (1991). An advantage of such a scheme is that it is
based on major element chemistry and can be used to directly compare
plutonic and volcanic rocks of similar compositions.

We chose to only utilize samples with a reported/estimated age with an
uncertainty of ≤200 Ma. Dating of rocks can be complicated as the ra-
diometric dates of samples can be influenced by crystallization, metamor-
phism and/or inheritance. We use crystallization ages associated with the
samples as that most likely represent the time at which heat production is
set.

After the above filtering, the number of samples available for analysis is
75,800 (Table 4.1). The database represents measurements spanning a sig-
nificant fraction of the continental area (Figure 4.2a). While some large
gaps persist, the sampling is sufficient to characterize many common rock
types for most age intervals. The lowest populated age bins are mostly
concentrated in the oldest age intervals, with the lowest containing 127
samples (3.8 to 4 Ga), and the largest hosting >34,000 (0 to 0.2 Ga) (Fig-

60

https://zenodo.org/record/2592823
https://zenodo.org/record/2592823


Temporal variations in continental heat production 4.3. Geochemical data set

ure 4.2b, Table 4.1). The majority of age bins hold >500 samples, with
13 of the 20 bins containing 1000 samples or more. This constitutes a
respectable increase in sample numbers over past studies.
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Figure 4.2: (a) Locations of all igneous and metamorphic heat production estimates utilized
in this study. Points are coloured by age. (b) Temporal sampling of heat production data.

Our data set significantly expands on the current compilations, particularly
for those with associated ages and heat producing element concentrations.
As EarthChem is biased towards young and volcanic rocks, the improve-
ment is most apparent among age bins >200 Ma and plutonic samples.
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Table 4.1: Age distributions

Age range (Ma) No. Data
0 – 200 34,034
200 – 400 4,787
400 – 600 6,741
600 – 800 2,187
800 – 1000 1,528
1000 – 1200 1,770
1200 – 1400 934
1400 – 1600 1,644
1600 – 1800 3,314
1800 – 2000 6,099
2000 – 2200 1,783
2200 – 2400 501
2400 – 2600 2,005
2600 – 2800 4,336
2800 – 3000 1,748
3000 – 3200 841
3200 – 3400 413
3400 – 3600 696
3600 – 3800 312
3800 – 4000 127

Total 75,800
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4.4 Methods

4.4.1 Estimating Heat Production

Heat production can be estimated from the concentration of HPEs. We
use the formulation and coefficients by Rybach (1988),

A(µW m−3
) = 10−5ρ(9.52[CU] + 2.56[CTh] + 2.89[CK2O]), (4.1)

where CU and CTh are the concentrations of uranium and thorium in parts
per million (ppm) respectively, CK2O is the concentration of K2O in wt.%,
and ρ is the density in kg m−3.

4.4.2 Estimating Density

Since heat production requires density, and few samples within the global
database include density measurements, we need a way to estimate density
for the geochemical samples. Many studies simply assume densities but
lack compositional information to develop more accurate estimates. To es-
timate density, we use major element compositions following the method of
Hasterok et al. (2018). Compositions are first normalized on an anhydrous
basis and then density is calculated for silicate-dominated igneous samples
using

ρ = 2506 + 205Fe∗ + 793maficity − 4.5MALI, (4.2)

where

Fe∗ (iron number) = CFeOT(CFeOT +CMgO)
−1

MALI (modified alkali-lime index) = CNa2O +CK2O −CCaO

maficity = nFe + nMg + nTi,

and n is the molar fraction (Frost et al., 2001; Clemens et al., 2011).
Estimated average uncertainty in density is ±97 kg m−3(1σ), translating
to a heat production uncertainty for each sample of (∼4%).

This density relationship is calibrated to igneous samples with density
estimates (Haus and Pauk, 2010; Bédard et al., 2016; Barette et al., 2017;
Slagstad, 2008). We consider these uncertainties acceptable and superior
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to assuming a constant density for all samples, as is often the case. This
method will likely overpredict densities for any volcanic samples that have
porosity, since porosity is not included as a parameter. However, since
porosity estimates are not included in the database, it would be impossible
to correct for it in this current iteration. For the majority of other samples
however, the predicted densities fall very close to typical assumed values
e.g. ∼2.75 g/cm3 for granite samples. For further discussion on this density
model fit, refer to Hasterok et al. (2018).

4.4.3 Correcting for radioactive decay

Heat production of bulk Earth decreases with time due to the radioactive
decay of the heat producing isotopes. If we wish to observe any variations
in heat production separate from this long-period decay influence, we must
adjust each sample to its estimated heat production at formation.

Samples inherently host lower heat production at present than at the time
of formation. We can estimate the heat production at the point of crys-
tallization by applying a decay correction. By utilizing present-day abun-
dances of the isotopes, in conjunction with their measured decay constants,
we can recompute each sample’s individual isotope concentrations (40K,
235U, 238U and 232Th) at the time of formation, and then recompute the
heat production estimate using Equation 4.1.

Radioactive decay follows the following relationship:

At = A0e
−λt, (4.3)

where At is the concentration of the HPE isotope at some time in the past
at time t, A0 is the HPE isotope concentration at present-day, λ is the
decay constant for the HPE isotope, and t is the time to project back to.
The decay constant it given by,

λ =
ln(2)

t1/2
, (4.4)

where λ is the decay constant, and t1/2 is the half-life of the isotope.
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Table 4.2: Half-life and present-day fractional abundance of heat producing elements

Isotope Half-life (Ga) Abundance
238U 4.510 0.9928
235U 0.713 0.00711
232Th 13.90 1
40K 1.230 0.000117

We recompute the 40K, 252Th, 238U and 235U isotopes in this manner for
each individual sample. The present-day concentrations of each isotope
are estimated from the given concentrations of the elements, multiplied by
the average abundances of the isotopes.

This adjustment assumes other influences such as disequilibrium, or post-
formation processes have not significantly altered the isotope ratios or
concentrations since creation of the samples, at least on average for the
bin distributions.

4.5 Temporal analysis

4.5.1 Unprocessed temporal trend

Previous studies, often for local regions, tend to plot different rock types,
ages, and tectonic environments together on the same plot and ordered
temporally to examine if there are any apparent trends with heat produc-
tion and age. We have done similar in Figure 4.3 in 200 Ma age bins.
Compared with previous models, our temporal sampling is at a much
higher resolution. In past heat production–age studies, most authors uti-
lize very coarse age resolutions (Jaupart and Mareschal, 2014; Artemieva
et al., 2017), or ordered time-period data (Kukkonen and Lahtinen, 2001;
Slagstad, 2008). This higher resolution may increase our ability to de-
termine whether variations are smoothly varying or step changes. While
Jaupart and Mareschal (2014) discussed heavily the variability of samples
within any age group, such extended age intervals can give the impres-
sion either heat production varies simply over coarse temporal resolutions
or that there are step changes corresponding to divisions in the geologic
timescale instead of gradients (Morgan, 1985). This delineation of step
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changes or smooth variations are important to help identify processes which
may affect continental evolution. Our results using 200 Ma bins suggest
the changes are generally smooth (also suggesting relatively low bias), but
that there are variations that are not captured by the coarse resolutions of
previous studies (Figure 4.1 and 4.2b). We observe significant variations
in the global median heat production over the past 4 Ga. The median heat
production varies between a max of ∼2.52 in the 1600 to 1800 Ma interval,
and minimum of ∼0.15 in the 3000–3200 Ma interval.
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Figure 4.3: Raw, unprocessed heat production distributions presented in log-space. The
shaded region depicts data within the 25 to 75 quartiles and the thin lines identifies the 5 and
95% quantiles. The data are divided into age intervals of 200 Ma to maintain a minimum of
100 samples within each division. Dots indicate median age and median heat production for
data contained within each interval.

While it can be seen that older samples on average have less heat produc-
tion (likely due to decay, but not quantified or validated in this figure),
not much more information can be drawn from this. Spatial bias, lithology
bias, and other influences are likely buried in this trend. In this study we
work towards processing this information to decipher as much information
as possible from these temporal trends.

4.5.2 Decay correction and silica distributions

Removing the influence of decay is the first step in deciphering heat pro-
duction variations at formation. Figure 4.4a depicts the decay adjusted
temporal trend for heat production based on the method in section 4.4.3.
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The oldest Archean data increase ∼0.5 log-units in heat production on
average (Figure 4.3 vs. Figure 4.4a).

For the purposes of this study, ’felsic’ and ’mafic’ samples are taken to
be greater and less than 60 wt.% SiO2 respectively. Besides being com-
monly divided in this way, we also note a minimum in SiO2 composition
histograms at ∼60 wt.% (Figure 4.4b), an observation often referred to as
the ‘Daly gap’ (Daly, 1925). After decay adjustment, we observe the heat
production at formation to be relatively flat through time at the longest
wavelength, albeit with significant shorter temporal variations persisting.
Median felsic heat production is 2.53 µW m−3, and median mafic heat pro-
duction is 0.61 µW m−3. Figure 4.4b and c depict how silica distributions
vary for each age bin, and there appears to be a correlation between rel-
ative mafic/felsic proportions and the observed heat production medians
in the bins. This correlation is expected; there is a propensity for felsic
material to be more enriched in heat producing elements than mafic mate-
rial (Rybach and Buntebarth, 1984; Fountain, 1987; Hasterok and Webb,
2017). The exact magnitudes do not necessarily correlate; for example the
lowest median silica bin does not correlate to the lowest heat production
age interval, however the step-wise pattern of increasing and decreasing
heat production compared to adjacent intervals does appear correlated.

The types of magmatism occurring within the continental crust are gen-
erally related to the tectonic processes operating at any given time. Some
tectonic settings are more common during particular intervals of Earth’s
history. For example, mafic dike swarms are common during periods of
supercontinent breakup, felsic magmatism is dominant during continent-
continent collisions and arc magmatism during intervening periods (e.g.
Hawkesworth et al., 2009, and references therein). Periods with varying
dominant tectonic environments may perhaps lead to coarse variations in
heat production signal, potentially as a product of a mafic/felsic bias in the
preserved global rock record, or as varying enrichments of trace elements
for similar major element composition samples. Felsic (intermediate) mag-
mas are far more abundant in continental arcs than in island arcs (Lee and
Bachmann, 2014), and these environments are more common during inter-
vals of supercontinent amalgamation. Conversely during supercontinent
breakup, extensive rift environments and associated mafic dike swarms
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Figure 4.4: Heat production and composition of igneous rocks over the past 4 Ga. (a) Same
as Figure 4.3, but the heat production has been adjusted for radioactive decay (Equation 4.3)
(b) Variations in SiO2 composition with age. Each ’Cloud-city’ diagram is produced by
constructing a histogram with respect to SiO2 and mirroring it in order t emphasize the peaks
and troughs in silica content within each age interval. (c) SiO2 bias presented in a simple
ratio bias plot for easier comparison to (b). (d) Supercontinents and orogenic activity data
(Condie and Aster, 2013). The number of active collisional (above the line) and subduction
orogens (below the line) active as as a function of time shaded in grey.
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become more prevalent in the rock record (e.g. Worsley et al., 1984). Ex-
tensive flood basalts, increased mafic magmatic activity and continental
dike swarms for example have also been utilised as potential evidence for
one or more Late Archean supercontinents (Heaman, 1997; French et al.,
2004).

While we do observe heat production variations that appear to correlate
with shifts in felsic to mafic dominance (Figure 4.4 a,b and c), there appears
to be little to no correlation with the supercontinent cycle and orogenic
activity from Condie and Aster (2013). This correlation is not observed
in either the heat production–age temporal record, contrary to the sug-
gestions made by Artemieva et al. (2017), or the relative concentrations
of felsic/mafic samples (Figure 4.4d). While it is possible such high fre-
quency variations in composition related to orogenic cycles are aliased by
the 200 Ma interval size, this issue is even more likely present in previous
lower resolution studies (e.g. Artemieva et al., 2017).

The observed trends in the decay adjusted plot are still subject to signifi-
cant sampling (lithologic) and spatial biases. As discussed previously, for
example, incompatible heat producing elements are more likely to be con-
centrated in felsic lithologies than mafic samples, so merging all samples
together will be heavily influenced by relative proportions of these rock
types. Known spatial bias from previous literature may also obfuscate the
temporal trends e.g. Proterozoic Australian rocks are known to be highly
enriched in heat producing elements, which can be observed in the record
at least from 1400–1800 Ma. We return to this in Section 4.5.4.

4.5.3 Sampling bias (lithological)

It is clear that lithological variability appears to dominate the temporal
trends in heat production after decay adjustment, corroborating previous
studies (e.g. Slagstad, 2008; Kukkonen and Lahtinen, 2001). To account for
this variability, one may choose to analyse individual rock types separately
to significantly reduce the variability due to lithology (e.g. Artemieva et al.,
2017). Figure 4.5 presents the temporal trends of decay-corrected heat
production for the four most prevalent rock types in our database.
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Figure 4.5: Heat production through time for the four most common rock types in the
database. The lines and shading indicate the median and same quantiles as described in
Figure 4.3.

From 3.2 to 0 Ga, nearly all rock types have similar long period heat
production–age variations. From the Archean to Paleoproterozoic, heat
production appears (relatively) constant, and there may be a minor step
increase in heat production at ∼2 Ga to ∼1.2 Ga (Figure 4.5), and then de-
creasing again to a similar median to the rest of the set. One may suggest
the timing of this increase is consistent with the formation of the supercon-
tinent Nuna, however this is unclear since there is no apparent correlation
to other supercontinent cycles. Other than these gross observations, it
is difficult to interpret finer scale variations in these individual rock-type
plots due to the many fewer samples in individual age bins (expanded here
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to 400 Ma). Archean bins in particular suffer from poor sampling and
strong spatial bias when observing any one rock type.

While observing individual rock types may be a reasonably valid method
for damping the lithological influence, this restricts the data available anal-
ysis and as a result lowers temporal resolution of the data set. It is clear
that there may be consistent long period trends across mafic and felsic
ranges of rocks, albeit at different magnitudes. We seek a simple adjust-
ment that allows all rocks (or at least the largest percentile rocks) to be
compared on an equivalent scale for interpretation. One possible method
removes gross lithological variations by adjusting compositions to a com-
mon silica content, removing the dominant effect of fractionation.

4.5.3.1 Silica normalization

Correlation between heat production and silica is generally considered
weak because of large natural variability (Fountain, 1987; Kukkonen and
Lahtinen, 2001; Artemieva et al., 2017). For example, Kukkonen and Lahti-
nen (2001) applied a linear fit between silica content and heat production
and resolved a correlation coefficient (r-value) of 0.44 and 0.69 for plutonic
and metavolcanic rocks, respectively. We calculate an r-value between SiO2

and the log of heat production of 0.62 (r2 value of 0.38) on this global data
set, confirming the suggestion that this is a weak relationship. This weak-
ness is due to the high natural variability within narrow silica bands. Heat
production can vary by an order of magnitude or more within any silica
interval. Values that sit above the median tend to be more alkali-rich (es-
pecially potassium), whereas lower values tend to be alkali-poor (Hasterok
and Webb, 2017).

Despite the natural variability, there is a well resolved trend in median
heat production and silica content (Figure 4.6a). Calculating the median
log heat production in 2 wt.% SiO2 bins resolves an r2-value that is much
higher than for the individual samples (weighted linear fit - r2 = 0.91),
suggesting the two are quite well correlated, on average, but that natural
variability is high. There is some non-linear behaviour the tails i.e., for
mafic samples with SiO2 <46 wt.%, as well as highly felsic samples with
SiO2 >78 wt.%. If these tails are ignored, r2 is as large as 0.96. Thus, for
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Figure 4.6: The relationship between SiO2 and heat production. (a) The background 2-d
histogram indicates the data frequency. The box and whisker plots identify the 0.05, 0.25,
0.75, 0.95 quantiles in SiO2 bins of 2 wt.%. The points indicate the median SiO2 and heat
production of each respective bin. The red line is a model fit to the median SiO2–heat
production values. (b) The distribution of SiO2 among all (black), plutonic (blue) and volcanic
(red) samples.

the majority of rocks, a silica adjustment works very well as a means to
directly compare heat production.

To remove the dominant lithological influence on the temporal heat pro-
duction record, we produce a linear fit to the median heat production that
is weighted by the number of samples per silica-bin. This weighting reduces
the influence of the tails on the overall fit at the expense of a slightly lower
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r2 value (0.91), but should fit the bulk of the data much more reasonably.
The weighted fit is given by,

log10A = 0.0349CSiO2
− 2.0565, (4.5)

where A is heat production in µW m−3 and CSiO2
is the median SiO2

concentration in wt.%. The RMSE (root mean square error) is 0.09 log-
units.

Heat production estimates for individual samples with varying SiO2 can
now be normalized to a common SiO2 by simply shifting the data up or
down-slope using the relationship,

log 10Āi = log 10Ai + 0.0349(C̄SiO2
−CSiO2, i), (4.6)

where Āi is the heat production normalized to a reference SiO2 concentra-
tion of C̄SiO2

.

The exact value of SiO2 normalization is unimportant since it simply rep-
resents a shift of the data. This adjustment maintains the natural vari-
ability within each silica bin but shifts the distributions to comparable
magnitudes. For example, a mafic sample that sits 0.5 log-units below the
median at an SiO2 of 50 wt.% will retain a similar position in the normal-
ized distribution, ∼0.5 log-units below the median heat production. We
chose a value of 75 wt.% SiO2 as the reference value.

4.5.3.2 Temporal plutonic and volcanic trends

Though some of our estimates are derived from drill cores and xenoliths,
the vast majority of samples originate at the surface and therefore rep-
resent an estimate of the average surface heat production. However, in
the analysis that follows, one must be careful equating samples collected
at the surface with information about the surface alone. While volcanic
rocks are surface samples, plutonic rocks originate from below the surface
thus providing a vertical dimension, even if we are not certain at what
depths they are derived from. In our analysis, we must examine the dif-
ferences between plutonic and volcanic samples to potentially identify any
coarse depth influence on heat production.
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Figure 4.7: SiO2 correction and its effect on plutonic and volcanic samples. (a) Plutonic
(green) and volcanic (orange) heat production distributions before SiO2 adjustment. (b)
Plutonic and volcanic heat production trends through time before adjustment. (c) Heat
production distributions normalized to 75 wt.% SiO2. (d) Temporal variations in plutonic
and volcanic heat production after SiO2 normalization.
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There is a dichotomy between plutonic and volcanic rocks (Figure 4.6b
and Figure 4.7a) that presents the potential for both a compositional bias
and difference in magnitude. There are some age bins for which the heat
production of plutonic and volcanic rocks are similar, but for bins that
differ, the plutonic heat production tends to be greater than the volcanic
heat production (Figure 4.7b).

After normalizing for SiO2, both sets have similar median values and vari-
ance, and are approximately log-normal (Figure 4.7c). The similarity in
heat production for the majority of ages (Figure 4.7d) suggests that the
raw plutonic and volcanic differences are dominated by the bias associated
with SiO2 content from each respective set. Furthermore, the similarity
of the adjusted trends indicates that both plutonic and volcanic data can
be analyzed together to produce a more robust temporal model. However,
since both plutonic and volcanic data include mafic and felsic samples, the
two sets are not compositionally independent.

4.5.3.3 Temporal mafic and felsic trends

Decay-adjusted felsic and mafic temporal trends appear to be correlated,
separated by a relatively constant magnitude (Figure 4.8a and b). Af-
ter silica normalization, the median heat production values for felsic and
mafic samples are essentially coincident. A wider distribution among mafic
samples persists after normalization (Figure 4.8c). Examination of the
normalized heat production–age curves shows similar temporal trends be-
tween the two (Figure 4.8d). The correlation appears to break down within
some intervals e.g. between 1.6-1.8, 3.2-3.4, and 3.8-4 Ga where sample
numbers are lowest. As the two records are largely coincident post-SiO2

adjustment, we choose to merge the two sets for the subsequent analyses.
With the ability to adjust heat production to a common SiO2 magnitude, it
is now possible to examine global temporal variations free from the largest
compositional influence resulting from fractionation.
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Figure 4.8: SiO2 correction and effects on decay-corrected felsic and mafic samples. ’Mafic’
samples are defined as those with ≤ 60 wt.% SiO2 and ’felsic’ samples >60 wt.% SiO2. (a)
Felsic (blue) and mafic (red) heat production distributions before SiO2 adjustment. (b) Tem-
poral felsic and mafic heat production (decay-corrected) before silica adjustment. (c) Heat
production distributions normalized to 75 wt.% SiO2 (d) Temporal variations in felsic and
mafic heat production (decay-corrected) after SiO2 normalization.
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4.5.4 Sampling bias (spatial)

Silica normalisation removes the first-order component of spatial bias due
to differences in lithology, though it will not remove biases related to trace
element enrichment and/or depletion that may be attributed to the source
or crustal contamination. The remaining spatial variations are, in general,
relatively small (Table 4.3).
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Figure 4.9: Decay- and SiO2-corrected heat production through time. Dashed line denotes
1 µW m-3. a) all data, b) excluding Proterozoic Australia (1400–2000 Ma).

However there are some exceptions, including the oldest age intervals of
∼≥3 Ga, where the amount of preserved crust is small, and the number of
regions are limited. A peak also persists in heat production in the Meso-
proterozoic to the late Paleoproterozoic (from ∼1.4 to 2 Ga). This peak is
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Table 4.3: Analysis of spatial bias among decay and SiO2 normalized HP distributions by
age interval a

Age bin
(Ga) Country Country

% of age bin
Median HP (Country)

(µW m−3)
HP Quantiles (Elsewhere)

(µW m−3)
0.25 0.5 0.75

0–0.2 US 47.51% 1.038 0.559 1.166 2.525
0.2–0.4 CN 16.61% 1.050 0.692 1.097 1.599

AU 18.05% 1.273 0.612 1.013 1.614
CA 21.47% 1.077 0.632 1.101 1.701

0.4–0.6 CA 51.92% 1.047 0.637 1.102 1.797
0.6–0.8 CN 21.54% 0.927 0.495 0.937 1.637

EG 23.59% 0.783 0.484 1.040 1.739
0.8–1.0 CN 63.29% 0.815 0.611 1.074 1.574
1.0–1.2 AU 18.98% 1.670 0.848 1.375 2.356

CA 19.83% 1.731 0.856 1.380 2.205
1.2–1.4 AU 19.59% 0.796 0.805 1.346 2.666

CA 24.30% 1.042 0.769 1.348 3.067
1.4–1.6 CA 20.32% 1.001 1.074 1.822 3.051

AU 39.78% 2.607 0.755 1.183 1.827
1.6–1.8 AU 66.66% 2.582 1.021 1.532 2.295
1.8–2.0 AU 27.58% 2.151 0.667 1.196 1.902

FI 38.10% 1.190 0.892 1.663 2.480
2.2–2.4 CA 17.37% 1.175 0.955 1.501 2.228

CN 27.54% 1.506 0.850 1.390 2.039
IN 30.54% 1.520 0.884 1.389 2.071

2.4–2.6 FI 15.41% 1.364 0.572 1.095 2.005
CN 46.33% 0.894 0.748 1.471 2.283

2.6–2.8 CA 35.77% 0.792 0.626 1.261 2.284
2.8–3.0 AU 16.59% 2.005 0.444 0.753 1.268

GL 21.51% 0.654 0.543 0.998 1.855
CA 39.65% 0.817 0.533 0.938 1.840

3.0–3.2 AU 16.88% 0.838 0.390 0.618 1.103
GL 58.38% 0.551 0.507 0.906 1.584

3.2–3.4 AU 15.74% 1.049 0.254 0.551 0.972
ZA 16.71% 0.455 0.292 0.715 1.179
IN 39.23% 0.314 0.440 0.780 1.255

3.4–3.6 SZ 31.90% 0.442 0.747 1.428 2.084
AU 45.83% 1.597 0.237 0.582 1.379

3.6–3.8 TF 16.99% 0.857 0.585 1.105 2.276
GL 58.01% 0.972 0.685 1.184 2.738

3.8–4.0 CA 41.73% 2.557 0.603 0.797 2.373
GL 54.33% 0.804 1.530 2.489 3.776

aDeviations of country median beyond the 0.25 or 0.75 quantiles of the "elsewhere" set
highlighted in grey
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attributed almost exclusively to the dominance of the high heat-producing
felsic samples of the Australian data set. While Artemieva et al. (2017)
attribute this peak to potential supercontinent cycle and plate velocities,
it is clear from our analysis that this is just an artifact of spatial bias.

This irregularity is unsurprising, as the anomalous nature of the Aus-
tralian Proterozoic samples is well documented in studies of heat flow,
heat production and thermal isostasy (Morgan, 1985; Neumann et al.,
2000; McLaren et al., 2003; Hasterok and Gard, 2016; Hasterok and Webb,
2017). While this region is generally considered anomalous, the Protero-
zoic terranes of Australia are spatially extensive and make up a significant
fraction of the preserved crust from that time. Our data set contains ∼2,000
Australian samples in the age range from 1.4-2 Ga, accounting for around
half the samples in this interval. Removing the Australian Proterozoic
samples in this interval brings the median heat production down to similar
magnitudes of neighbouring ages (Figure 4.9a and b). We chose to remove
the Australian Proterozoic samples, as they represent the largest deviation
from the global means.

4.6 Discussion

Temporal variations in decay-corrected mafic and felsic heat production
are very similar for the majority of Earth history, for both lithologically
normalized and un-normalized distributions (Figure 4.8b and d), with the
exception of some of the oldest intervals (≥3 Ga). This similarity is re-
markable considering the diversity of sources and processes that create or
alter the chemistry of a melt. Mafic melts are typically extracted from the
mantle, whereas felsic melts are more complex, originating from fractiona-
tion of mafic melts or melting of the crust, both of which may incorporate
variable amounts of metasedimentary material. The absence of a temporal
lag between the mafic and felsic records implies that whatever process has
led to this shared relationship must occur with a separation of no more
than 200 Ma (the width of our age bins).

After the decay correction, silica adjustment, and removal of the Aus-
tralian Proterozoic terranes, the distribution of heat production through

79



4.6. Discussion Temporal variations in continental heat production

time exhibits shallow long-period variations (Figure 4.9b). These changes
are similar or shallower in magnitude to the width of the inter-quartile
range of natural variability, with the exception of a potential decrease
from 4-3.2 Ga and a subsequent increase from 3.2-2.8 Ga. The downwards
trend from 4-3.2 Ga is likely due to the divergence in felsic and mafic
correlation discussed previously, where merging of the sets may not be
valid (Figure 4.8d). These trends are only observed in the mafic samples,
whereas the felsic samples appear relatively flat for the entire period from
4.0-2.8 Ga. Plutonic and volcanic rocks do not share this breakdown in
correlation but are also are not compositionally independent.

4.6.1 Observed and expected Heat Production

Jaupart et al. (2016) discussed that crustal heat production appeared to
show a clear trend of decrease with increasing age, and was able to be ac-
counted for almost exclusively by decay. While we agree this flattens this
first order variability of the heat production record, there is still more to
this result that needs to be discussed, even after the lithological influence
is normalised. In the Archean, heat production of the bulk silicate Earth
was 3 to 4 times higher than the present-day due to decay alone. In a
simplified sense, ignoring other known processes that may influence HPE
distributions temporarily, one might expect samples from the Archean to
contain 3 to 4 times as much heat production at formation as a result.
If we project the present-day heat production distribution back into the
past using the inverse of Equation 4.1, we expect an exponential decrease
in heat production at formation from the Archean to present-day (Fig-
ure 4.10). The adjusted heat production record falls below this prediction,
which we refer to as a deficit in old terranes (Figure 4.10). This deficit
is as large as 0.5 log-units in the Early Archean. The comparison to this
deficit is simply to acknowledge a decrease in heat production enrichment
compared to present day conditions extrapolated to the past. Either the
rock record is biased towards lower HP distributions and/or the HP dis-
tributions for similar lithologies have varied through time as a result of
differing conditions in the past. Below we discuss the relevance of the
aforementioned hypotheses that may contribute to variations in the tem-
poral heat-production record to produce the observed deficit.
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Figure 4.10: Present-day crystallization heat production distribution projected back into the
past accounting for decay only (Density: 2.81 g/cm3, K2O: 2.19 wt.%, U: 1.61 ppm (99.28%
238U, 0.711% 238U), Th: 5.76 ppm). Assuming no other influences on HP distributions, we
might expect the heat production at formation to be higher in the Archean than present-day
due to the higher availability of heat producing isotopes. We do not observe this however;
other influences must be responsible for the HP deficit observed in the record.

4.6.1.1 Shift in bulk crustal composition

There is clear evidence for a temporal shift in HPE concentrations for ap-
proximately uniform major element composition sedimentary and metased-
imentary samples (McLennan et al., 1980). This shift is attributed to a
shift in the composition of exposed crust from more mafic (lower Th and
U) in the Archean, to more felsic (higher Th and U) towards the end of the
Archean. Though we normalize for SiO2, granites derived from more mafic
sources are likely to have lower heat production than those with greater
contributions from felsic and intermediate crust. Hence, the composition
of the crust being reworked will have an influence on newly formed melts,
raising the heat production by differing amounts depending upon the SiO2

content of the crust. With time, the enrichment of U and Th may then
indicate a shift from more mafic crust in the Archean, to more felsic crust
in the late Archean, and maintained to present day.
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Figure 4.11: Temporal plots for ‘granite’ (TAS classification) restricted to between 72.1 and
75.97 wt.% SiO2 (0.25 and 0.75 quantiles for SiO2 concentration for ’granites’). a) Decay-
adjusted thorium enrichment. The dashed lines represent the best fit to the median values
for each bin between 0 to 2.8 Ga, and 2.8 to 4 Ga. There is a clear change in trend starting
from ∼2.8 Ga. b) Decay-adjusted heat production. Thorium enrichment (as well as uranium)
increases from 4 Ga to ∼2.8 Ga, and then remains relatively constant towards present day.
Despite changing HPE enrichment, heat production at formation for these granites has been
constant through time due to declining proportions of high heat producing 235U.

Despite relatively constant heat production discussed in this manuscript,
we also show a rapid increase in Th and U content from early Archean
to ∼2.7 Ga, and then a relatively constant Th value to present day (Fig-
ure 4.11). At first glance this may appear contradictory, as one might
expect that an increase in heat producing element enrichment would be
associated with an increase in heat production. However, this is easily
resolved when analysing the decay adjustment. In the early earth, the
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proportion of the isotope 235U to 238U was significantly higher than today
due to the much shorter half life of 238U (see Table 4.2). The decay of 235U
(∼575 µW kg−1) produces just over six times as much energy as that of
the decay of 238U (∼91.7 µW kg−1), and ∼20 times that of 232Th and 40K
(∼25.6 and ∼29.7 µW kg−1, respectively) (Rybach, 1988). Thus, while to-
tal heat producing element enrichment was lower in the Archean, this was
counterpoised by increased 235U proportions. Thus, the heat production
deficit identified in Figure 4.10 is the result of a shift in HPE enrichment,
independent of lithology, and likely due at least in part to the shift in
bulk crustal composition (McLennan and Taylor, 1980). However, other
hypotheses must also be considered that might attribute to this alteration
of HPE enrichment.

4.6.1.2 Crustal Reworking

In a simplified global crustal reworking model, it is assumed an increase in
heat production in younger rocks should be observed. HPEs preferentially
partition into melts during partial melting due to their incompatibility
(e.g. Workman and Hart, 2005), so during consecutive events of crustal
accretion, orogenesis and tectonic reworking one may expect differentia-
tion of the continental crust to progressively increase. Nd and Hf isotopes
both suggest that crustal and mantle reworking is an important process for
crustal evolution and may account for a significant fraction of the present
volume of the crust (Hawkesworth et al., 2019). Such processes could be
assumed to increase on average during periods of supercontinent forma-
tion and breakup. As a result, in a simplified model, one may expect a
general first order increase in heat production through time due to pro-
gressive reworking, with a second order variation correlated with periods
of supercontinent formation and breakup (Figure 4.12).

The average heat production of igneous rocks appears to change on mul-
tiple temporal scales in our analyses. Most of the short period variations
were removed through the compositional normalization. What remains
are smoothly varying and long-period temporal differences that could po-
tentially be considered within natural variability. Artemieva et al. (2017)
suggested the pattern of heat production through time for a small set
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Figure 4.12: A conceptual diagram of expected deviations in HP observed at present-
day (not decay-adjusted) for different aged rocks due to time-varying global processes. Due
to decay alone, we would expect all rocks to look the same at present day (reference line)
assuming all other processes and conditions are unchanged. We instead observe a roughly
exponential decrease with time (solid black line). After decay correction this observed line is
approximately flat (Figure 4.9b). This flat trend must result from other external influences
lowering the ’reference’ decay-only Earth curve to the observed curve.

of granites was correlated with estimated plate velocities from Korenaga
(2013). However, we find no correlation to the decay-corrected, nor silica
normalized temporal heat production models (Figure 4.4a and 4.9b, re-
spectively). Similarly, we do not observe a correlation with these estimated
plate velocities for the unprocessed granite data or even similar temporal
trends of heat production as Artemieva et al. (2017) (Figure 4.5a).

Within our silica and decay adjusted temporal signal, we observe no ap-
parent periodic correlation to supercontinent formation or break up, and
no systematic increase through time in heat production. Interestingly,
mafic and felsic temporal trends track each other almost coincidentally
(Figure 4.8d). If partial melting and assimilation of older heat produc-
tion into younger rocks was occurring on a global scale in the crust, and
if the sources of mafic melts have remained relatively constant through
time, we might expect a divergence in the mafic and felsic samples tempo-
rally, increasing towards the present. Additionally, modern felsic samples,
in particular, are expected to be more enriched in HPEs relative to the
oldest Archean samples after decay adjustment. While we observe greater
enrichment in the present, the long term trend does not fit the expected
response of reworking. It is possible enrichment due to this reworking
argument may have limited potential to redistribute HPEs. With each in-
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stance of successive partial melting, the ability to redistribute meaningful
amounts of trace elements plummets rapidly. In general, there may be
only one or two instances of HPE redistribution associated with partial
melting, but even melting may not redistribute HPEs in any meaningful
way unless significant amounts of water are reintroduced (Alessio et al.,
2018).

Surprisingly, our results suggest that global variations in dominance of
geodynamic processes have little influence on relative heat production en-
richment for similar rock types. Instead, it is likely that these processes
impart a quasi-periodic signal on the median volumes of different com-
positions of melts through time, rather than the heat production of the
individual compositions themselves e.g. periods of more intense and volu-
minous mafic magmatism may be associated with certain temporally dom-
inant geodynamic environments. However, such an influence could only
be observed prior to SiO2 normalization and would then, in turn, likely be
heavily masked by compositional sampling bias. Prior to the adjustment
for SiO2 there could potentially be a weak correlation to troughs and peaks
of heat production to supercontinent cycle, but there is large uncertainty
as a result of the compositional influences. Deciding how to differentiate
whether a certain rock type was more pervasive during a time interval, or
if it’s merely the result of oversampling of a particular rock type in that
time period is difficult to distinguish from the database alone.

4.6.1.3 Secular Cooling and Melt Fractions

Earth’s internal temperatures have reduced through time, a function of
secular cooling with primordial heat loss and the decrease of HPE due to
radioactive decay. Evidence of this cooling has been observed in the decline
in relative abundance of komatiites (Nisbet et al., 1993), studies of mantle
potential temperatures from MORB’s (Abbott et al., 1994), xenon isotope
data (Coltice et al., 2009), and continental basaltic geochemistry (Keller
and Schoene, 2012). These studies suggest that Archean mantle temper-
atures were on the order of 100-200○C hotter than present-day. Processes
such as crustal diapirism, formed by the process of sagduction (Goodwin
and Smith, 1980), a unique feature of the Archean, also suggests a hotter
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and more ductile crust (Mareschal and West, 1980). Similarly, high and
intermediate thermal gradients in the continental crust were also perhaps
more common in the past (Brown and Johnson, 2018).

Existing thermal evolution models suggest an increase in temperatures in
the first 1-1.5 Ga of Earth history, and then cooling towards present at an
increasing exponential rate (Labrosse and Jaupart, 2007; Herzberg et al.,
2010; Condie et al., 2016). Greater temperatures in the mantle and crust in
the past might suggest that higher degrees of partial melting were present,
and thus one may hypothesize a signal in the heat production record as
a result. As previously discussed, HPEs preferentially partition into the
melt phase during partial melting (e.g. Workman and Hart, 2005), and
thus higher melt fractions on average may produce lower heat producing
melt products. Thus, if there exists a partial melting signal associated
with cooling rates, we may expect a general increase in heat production
towards the present, with most rapid variation closest to present-day due
to more rapid cooling (Labrosse and Jaupart, 2007; Condie et al., 2016;
Herzberg et al., 2010) (Figure 4.12).

While there may be a slight decrease in heat production from 1 Ga to
present-day (Figure 4.10), the trend appears to be within the natural vari-
ability of the distribution and is hard to distinguish with any certainty. It
is also expected that if this was a temperature/partial melting influence,
the median at 1 Ga should persist further into the past, however the period
from 1-2 Ga has much the same median as the present-day age interval.
It appears unlikely that secular cooling has exerted a significant influence
on the heat production–age record from these results.

4.6.1.4 Mantle Depletion

The formation of the continental crust has depleted the mantle of incom-
patible elements. While the rate of continental growth and rates of re-
cycling are still debated (Belousova et al., 2010; Condie and Aster, 2010;
Armstrong et al., 1981; Goodwin, 1996; Pujol et al., 2013), mantle deple-
tion should result in a decrease in heat production of progressively younger
rocks extracted from the products of mantle melting (Figure 4.12), assum-
ing other influences such as degree of mantle melting were constant. Thus,
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we may expect depletion should cause a surplus of heat production in the
early Earth rather than the deficit observed. Among the better constrained
portion of the temporal heat production curve (<3.4 Ga), we observe no
surplus pattern in heat production (Figure 4.9b). It is possible most of
the continental crustal growth occurs >3.4 Ga, where there appears to be
a rapid decrease in heat production of mafic samples (Figure 4.8d), di-
vergent to the relatively flat trend in the felsic samples. For example,
Campbell (2003) suggests that at ∼3 Ga, ∼75% of the present-day conti-
nental mass already existed. However, the relatively few sites from which
these data are drawn makes it difficult to interpret these changes with great
confidence (Figure 4.8d). It is also possible such a signal might be offset or
altered by subduction enrichment, especially at continental margins with
high erosion rates (e.g. Scholl and von Huene, 2007).

4.6.1.5 Erosional Influence

Modern orogens may be eroded with time, exposing deeper and presum-
ably more intermediate to mafic rocks (e.g. Christensen and Mooney, 1995;
Rudnick and Gao, 2003). Thus, it is reasonable to assume there is also a
compositional influence on the vertical heat production distribution. Vi-
torello and Pollack (1980) suggested an impact on the heat production
record may be observed due to this erosional influence; subsequent to for-
mation and mountain building, surface heat production may approach an
equilibrium at an exponential rate after a few hundred million years.

The global signal expected from erosion is, at least on a global scale, an
increase in the proportion of felsic rocks exposed towards the present with
an associated increase in median heat production (Figure 4.12). Such vari-
ations may be hard to distinguish when observing a global data set; as the
largest component of this influence is likely compositionally entwined (in-
creasing maficity with depth), we may have effectively removed its impact
with the silica normalization. Thus, we do not preclude the existence of an
erosional influence for local regions, but there appears to be no systematic
decrease in silica or heat production in the global data set within the first
200-500 My in the pre-silica correction data sets (Figure 4.4a,b).
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For most stable continental regions, the upper crustal rocks (∼10 km) are
responsible for the majority of the bulk crustal radiogenic component of
surface heat flow (McLennan and Taylor, 1996). As HPEs are highly in-
compatible, they will be preferentially enriched during partial melting and
crustal growth. The exact nature of the vertical distribution is unique to
any location and sometimes highly variable, dependent on complex histo-
ries of crustal growth, accretion, deformation and tectonic reworking (e.g.
Brady et al., 2006; He et al., 2008; Ketcham, 2006). The lack of an ero-
sional signal in the globally averaged rock record may also be attributed in
part to this complexity. As volcanic and plutonic samples are so similar af-
ter silica adjustment (Figure 4.7), this suggests that depth of emplacement
has a minor influence on HPE concentrations once lithology is accounted
for, at least on a globally averaged scale.

4.6.1.6 Thermal Stability and Selective Preservation

Morgan (1985) suggested that the early earth heat production record may
not represent the true global distribution of the time due to a selective
preservation bias (discussed in more detail in Section 4.2.6). Lithosphere
with lower heat production will house lower geotherms and will be inter-
nally cooler than regions with higher heat production and similar mantle
heat flow contributions. As a result, these low heat producing regions are
less susceptible to orogenic reworking and have a higher probability of sta-
bilization and survival in the Archean record (see also Sandiford et al.,
2002). This influence does not preclude higher heat producing rocks ex-
isting in these older time intervals or being preserved in some locations.
Instead, Morgan (1985) hypothesizes that, in general, high heat produc-
ing regions will be statistically less likely to survive in the geologic record
resulting in a decrease in the average preserved heat relative to the true
heat production distribution. Delineating a quantifiable thermal stability
derived preservation model from the other processes discussed however is
almost impossible.

Although heat production appears to be relatively constant through time
for similar major element compositions, the concentrations of HPE’s were
lower in the Archean. This result seems well described by the bulk com-
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position shift in exposed terrains, as discussed previously. The oldest sed-
iments should also preserve a record of the samples at the surface at this
time, even if the sources themselves have disappeared through thermally
driven tectonism or reworking. The sedimentary record from McLennan
and Taylor (1980) presents similar results compared to the trends in the
igneous/metaigneous sample set here (Figure 4.11), suggesting that our
data set may not be biased towards lower heat production compared to
the true distribution of the time. However, the sedimentary record utilised
within their study is not entirely immune from this hypothesis either. Sam-
ples from these oldest time periods are metamorphosed, carried to various
depths within the crustal column, and thus also vulnerable to thermal
instability. Thus, we do not believe that the sedimentary result entirely
precludes an existence of a thermal preservation influence on the record
either. Is the more mafic Archean crust we observe today a natural conse-
quence of growth of the crust and continental crust, or is it at least in part
a consequence of being more thermally stable than more felsic crust? If it
is the later, what is the degree to which felsic crust has been destroyed,
and was there a time in Earth’s history where mafic crust was also largely
unstable due to high radioactivity, i.e., in the earliest Archean or Hadean?

4.6.2 Implications for the continental crust

There are three major implications one can draw from the heat produc-
tion analysis performed in this study: (1) a shift in the crustal composition
appears to have enhanced enrichment in heat producing elements for sim-
ilar major element composition samples up to to the Archean-Proterozoic
boundary; (2) Thermal stability may perhaps provide a complimentary
chemical bias in the rock record; and (3) a correlation between mafic/felsic
and plutonic/volcanic heat production allows us to draw inferences about
the vertical distribution of HPEs in the crust.

Changes in thermal stability through time has the potential not only to
affect the heat production distribution preserved in the geologic record, but
also the chemical nature of the crust that is correlated with these low heat
producing regions. This selective preservation of crust has the potential to
bias towards more mafic and less alkali (especially K) compositions than
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likely existed at the time. If valid, our models of chemical evolution of
the Earth would need to be modified to take into account the potential for
thermally influenced selective-preservation. The deficit in HPE enrichment
is quite large in the early Earth with respect to the present, however, this
model assumes that the present-day distribution is the appropriate metric
from which to judge this deficit. It is likely the majority of this deficit
may be accounted for by the shift in crustal composition from mafic to
more felsic and intermediate compositions up to ∼2.7 Ga, but thermal
preservation may also play an additional role.

Average heat production has been shown to follow an exponential rela-
tionship with respect to estimated P-wave velocities (Hasterok and Webb,
2017), which suggests that there is a relationship between mafic and felsic
heat production in individual terranes. Although our model is global, the
correlation between mafic and felsic temporal records implies that such a
connection may occur for many time periods as well. Therefore, regions
with high upper crustal heat production may be expected to also have
high lower crustal heat production. Many general crustal heat production
models often assume a common lower crustal heat production while al-
lowing upper crustal heat production to vary (Chapman, 1986; Artemieva
and Mooney, 2001; Hasterok and Chapman, 2011). As a result, these
generalized geotherm models may over- or under-estimate temperatures in
the lithosphere. The result may not be very large within the crust due to
relatively low heat production of mafic rocks, but it could still have a signif-
icant effect on mantle temperatures and thermal estimates of lithospheric
thickness. Therefore, when modelling the thermal state of the lithosphere
it is advisable to take into account the age distribution of the lithosphere
as well as the correlative nature of heat production.

While we have not delved into discussions about heat flow, our model un-
doubtedly has implications for such variations. Archean terrains are old
and often more predominantly mafic, which accounts largely for their lower
heat flow. However, Archean samples have been shown to have particularly
low enrichments of heat producing elements even once adjusted for decay,
compared to modern samples (Figure 4.11). While their heat production at
formation would have been similar to present day samples, over the course
of time their heat production dropped more rapidly than present day sam-
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ples due to lower enrichments of HPEs and the decreasing proportion of
235U to 238U. Thus, due to extensive decay, lower average silica concentra-
tions, and particularly low enrichment of HPEs compared to modern day
equivalents, present day heat flow in these regions is uncharacteristically
low.

We are not attempting to explain the decrease in surface heat flow in the
past, although our model undoubtedly has implications for such variations,
but must be combined with knowledge of dominant lithology and depth
distribution of heat production as well.

4.7 Concluding remarks

Correcting for the decay removes a long-term trend that described the first-
order decrease in heat production with age as suggested by (Jaupart and
Mareschal, 2014). The decay-corrected pattern suggests a quasi-periodic
variation in heat production that can be linked to lithology. This litholog-
ical influence is the largest source of variability and can be removed by in
large by normalizing for SiO2.

After correcting for gross lithological changes and radioactive decay, a
deficit in heat production remains compared to modern day sample pro-
jections. A number of hypotheses have been proposed to account for heat
production variations through time:

1. A shift in the bulk composition of the crust, evidenced by various
studies (e.g. Taylor and McLennan, 1985; Condie, 1993; Dhuime et al.,
2015; Tang et al., 2016, and references therein), and discussed with
respect to heat producing element enrichment in sediments by McLen-
nan and Taylor (1980). Our results seem closely aligned with the sed-
imentary record, and appears to provide further evidence for a shift in
bulk composition of the crust rapidly altering heat producing element
enrichments for similar major element composition samples. The to-
tal heat generated by uranium drops drastically due to a significant
drop in the proportion of 235U compared to 238U, which leads to the
heat production record not appearing to correlate with this HPE in-
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crease, and instead remaining relatively constant. We consider this
hypothesis to be the best explanation for the observed, relatively con-
stant temporal heat production signal at formation after correction
for gross lithology and decay.

2. We do not find a clear correlation with the super-continent cycle or
modelled plate velocities as suggested by Artemieva et al. (2017),
either before or after SiO2 normalization and decay adjustment. Sec-
ular cooling and mantle depletion are also not clearly expressed in the
SiO2 normalized heat production model.

3. Contrary to the heat flow based model by Vitorello and Pollack (1980),
we do not observe a clear decrease in heat production with time due to
any evident erosional influences in either the distribution of samples
in silica space or heat production as deeper rocks are exhumed. Our
model does not rule out the potential for local erosional influences
on heat production, only that erosion is not a significant influence on
secular variations in global heat production.

4. Selective preservation due to thermal stability, as discussed by Morgan
(1985), may impart an additional heat production deficit (greatest in
the Archean and increasing to a steady-state as Earth cools). Regions
with high heat production may not have been stable in the early Earth
as the crust in high heat producing regions would be hot and weak,
making them susceptible to destructive plate forces. As a result, a
selective bias could be created for regions with low heat producing
elements. This selective bias could raise interesting questions about
the chemical nature of regions that were unable to survive this period
and their influence on the chemical evolution of the continental crust.
Quantifying this influence is difficult however, and would contribute
in conjunction, or perhaps control in part, the hypothesis of a shift in
bulk composition.

This study has implications for improving heat production distribution
estimates, particularly when providing initial constraints on poorly un-
derstood regions. Magmatic age, and dominant lithological type in silica
space can provide two independent constraints for bounding heat produc-
tion estimates of large-scale provinces. Adjusting for decay and lithological
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influence appears to remove the majority of the temporal heat production
distribution variations. More robust constraints on crustal heat produc-
tion, temperature, and heat loss are thus possible, particularly for poorly
understood terranes where simply assuming continental averages is often
the case. Although these correlations are weak when considering individual
rock samples and geological suites, their strength lies in providing initial
constraints on heat production for thermal estimates at large scales.
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Global Curie depth estimate 5.1. Introduction

Abstract

The depth to the Curie isotherm provides a snapshot into the deep ther-
mal conditions of the crust, which helps constrain models of thermally
controlled physical properties and processes. In this study, we present
an updated global Curie depth model by employing the equivalent source
dipole method to fit the lithospheric magnetic field model LCS-1 from
spherical harmonic degree 16 to 100. In addition to the new field mode,
we utilize all three vector components and include a laterally variable mag-
netic susceptibility model. We also employ an improved thermal model,
TC1, to supplement the degree 1 to 15 components that are otherwise
contaminated by the core field. Our new Curie depth model differs by
as much as ±20 km relative to previous models, with the largest differ-
ences arising from the low order thermal model and variable susceptibility.
Key differences are found in central Africa due to application of a vari-
able susceptibility model, and shield regions, but continents with poor
constraints such as Antarctica require additional improvement. This new
Curie depth model shows good agreement with continental heat flow ob-
servations, and provides further evidence that Curie depth estimates may
be used to constrain evaluations of the thermal state of the continental
lithosphere, especially in regions with sparse or surface contaminated heat
flow observations.

5.1 Introduction

The thermal state of the lithosphere has implications for a diverse range
of processes and physical parameters such as lithospheric strength (e.g.
Jiménez-Díaz et al., 2012), can define potential regions of geothermal
prospectivity (e.g. Hojat et al., 2016), and the dynamics and stability of
ice sheets (e.g. Pattyn, 2010). Heat flow data are often spatially sparse,
and are not always representative of the deep crustal thermal state, as heat
flow is sensitive to near-surface influences such as hydrothermal circulation,
thermal refraction, and the lateral distribution of heat producing elements.
Thus, deep thermal crustal constraints derived from temperature-sensitive
proxies are not only useful in regions with little to no direct thermal infor-
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mation, but also aid in regions where this heat flow data is available. One
way we can produce deep thermal models of the crust and lithosphere is
via geophysical proxies such as magnetics.

It is well documented that, in general, there is a relation between sur-
face heat flow and the depth to the bottom of the magnetized layer (e.g.
Mayhew, 1982; Okubo and Matsunaga, 1994). As the depth to this layer
in the continental crust is generally thermal in origin, this result is not
surprising. In this article, we present an updated model for global Curie
depths using the equivalent source magnetic dipole (ESMD) method (Dy-
ment and Arkani-Hamed, 1998b) (as previously applied by e.g. Purucker
et al., 2002; Fox-Maule et al., 2005, 2009; Hojat et al., 2016). There are
four major contributors to the variance between the latest ESMD derived
global magnetic crust thickness estimates from Fox-Maule et al. (2009) and
the model presented here:

1. an improved satellite lithospheric field model (LCS-1, Olsen et al.
(2017));

2. utilisation of a hybrid initial magnetic crustal thickness model built
from TC1 (Artemieva, 2006), 3SMAC (Nataf and Ricard, 1996), and
a Moho depth estimate from Szwillus et al. (2019);

3. the inclusion of the third vector component in the forward model
(longitudinal component, φ); and

4. the application of a laterally variable magnetic susceptibility model
(modified from Purucker et al., 2002; Hemant, 2003).

The global Curie depth solution resolved in this article matches the mag-
netic field model synthesised at 300 km altitude and shows reasonable
correlation with observed surface heat flow. These results provide fur-
ther evidence that Curie depth estimates are sensitive to the thermal state
for large amounts of the continental lithosphere, and can help constrain
temperature and heat flow estimates, especially in regions with sparse or
surface contaminated heat flow observations.
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5.2 Background

Most of the internal magnetic field of the Earth is generated in the core,
with a smaller contribution sourced from induced and remanent magne-
tization within the crust (see Hulot et al., 2015, and references therein).
Although several orders of magnitude weaker when compared to the core
field, the magnetic anomalies resulting from the crust can still be iden-
tified from satellite magnetic measurements (e.g. Maus et al., 2002, and
references therein).

Magnetisation of the crust resulting from the alignment of magnetic dipoles
in susceptible rocks by the core field is known as induced magnetization,
and depends on the strength of the inducing field, the magnetic susceptibil-
ity, and most importantly for this study, the thickness of the magnetized
layer (Dyment and Arkani-Hamed, 1998b; Purucker et al., 2002). It is
from this induced crustal magnetic signature that the maximum depth of
magnetization can be inferred.

Conversely, remanent magnetization is relic permanent magnetization that
exists irrespective of a present inducing field (Dyment and Arkani-Hamed,
1998a; Kent et al., 1978). One of the largest examples of remanent mag-
netism is the magnetic striping along oceanic spreading centres, whereby
molten rock cools through its Curie temperature, and the orientation of
the Earth’s core field at the time of formation is locked in as a permanent
magnetic field (e.g. Macdonald and Holcombe, 1978; Le Pichon and Heirt-
zler, 1968; Ramana et al., 2001). Though also present in the continental
crust, its pattern is mostly indiscernible due to large variance in petrology,
age and formation conditions and is generally considered to be dominated
by the induced field for the majority of continental regions (Maus and
Haak, 2002). When locally present, it can often be significantly greater
in strength than the induced magnetization and must at least be con-
sidered during interpretations (See Thébault, 2010, for a full summary).
More extreme examples of such continental remanent magnetisation in-
clude the Bangui magnetic anomaly of central Africa (Regan and Marsh,
1982) and the Kursk magnetic Anomaly in western Russia (Taylor and
Frawley, 1987).
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Above the Curie temperature, magnetic material loses its ferromagnetic
properties and becomes functionally non-magnetic (Wasilewski and May-
hew, 1992). The Curie temperature is unique and ranges dramatically for
different magnetic minerals. Magnetite is generally considered the domi-
nant magnetic mineral in the crust, and has a Curie temperature of close to
580 ℃ (e.g. Clark and Emerson, 1991; Langel and Hinze, 1998). While the
depth to the bottom of magnetisation can be associated with the magnetite
Curie isotherm, this is not always the case. The magnetization of mantle
rocks are commonly assumed to be relatively low (Wasilewski and Mayhew,
1992). In regions where the Curie isotherm extends past the depth to the
bottom of the crust, it thus follows that the depth of magnetization will be
largely bounded by this lithological layer rather than thermal constraints
(Figure 5.1). Regions do exist where magnetization may be present in the
mantle, such as the production of magnetite through serpentinization at
subduction zones (e.g. The Cascadia convergent margin, Blakely et al.,
2005), or potentially via diffusive exsolution within both olivine and py-
roxene in colder geotherm environments (e.g. the Kamchatka arc, Ferré
et al., 2013). The magnitude of expected anomalies discussed in Ferré
et al. (2013) are generally below the noise level of satellite magnetic data
(Burton-Johnson et al., 2020), however the tectonic history should indeed
be considered when interpreting results from these magnetic based meth-
ods.

MohoMantle

Magnetic crust

Curie isotherm

Crust

Sediment/Ice

Figure 5.1: The relationship between Curie depth and the magnetic crust. The depth to
magnetisation is generally thermally bounded in regions where the Curie isotherm is shallower
than the Moho, and lithologically controlled when not. Sedimentary basins are generally very
low in contribution to the magnetic signature and are excluded in this analysis.

Global Curie depth estimates have been developed through different method-
ologies, such as the equivalent source magnetic dipole method (e.g. Pu-
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rucker et al., 2002; Fox-Maule et al., 2009) or via fractal magnetization
(e.g. Li et al., 2017) which conducts the inversion for the magnetic sig-
nal in the frequency domain. Both methodologies suffer from differing
assumptions and limitations: the ESMD method must make assumptions
on magnetic susceptibility distributions across continental and oceanic re-
gions, and the fractal process is constrained by other limitations such as
selection of window size which has a direct result of maximum resolvable
Curie depth and often fixed fractal scaling factors.

5.3 Method

We utilise the equivalent source magnetic dipole (ESMD) method for es-
timating the depth to magnetisation. The ESMD method is described
in detail by Dyment and Arkani-Hamed (1998b); Fox-Maule et al. (2009).
Put simply, the Earth’s crust is discretised into a number of approximately
equidistant regions, with each region containing a dipole that is represen-
tative of the vertical integration of induced magnetization for that crustal
volume. An initial magnetic crustal thickness estimate at each of these lo-
cations is modified, and consequently the magnetic moment of each dipole,
such that a modelled induced magnetic field at some altitude closely re-
sembles an observed magnetic field model.

5.3.1 Dipole, observation points, and the synthesized ‘observed’
fields

Dipole positions, r̄j, are selected using an Inverse Snyder Equal-Area Pro-
jection Aperture 3 Hexagon discrete global grid (ISEA3H, Sahr et al.,
2003). The ISEA3H represents an approximately equidistant grid spacing,
thus giving equal weight spatially for the forward modelling procedure.
A typical latitude/longitude grid would have higher density of points at
the polar regions compared to the equator, and disproportionately bias
the forward modelling procedure to over fit these areas. We utilise 21,872
dipoles, with a mean inter-dipole distance of 156 km. Magnetic field data
is synthesized at observation points, r̄i, matching the dipole positions but
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offset in altitude by 300 km. An example of the density of dipole positions
for a region around Australia can be seen in Figure 5.2a.

N

° °

40°S  

  

20°S  

80°E
100°E 120°E 140°E 160°E

0°  

(a)

(b)
Observation

Point
Contributing

dipoles

Earth

r
ij

r
j

r
i

Figure 5.2: Visual illustration of the computational scheme used to estimate the magnetic
field at a point using ESMD. a) Map view of an observation point (black) surrounded by
dipole locations (<2500 km) used for the calculation. b) Cross-section showing altitude of
observation point relative to dipole locations. r̄i is the vector from the centre of the Earth to
the observation point, r̄j the vector to the dipole position, and r̄ij the vector between them.

We utilise the LCS-1 magnetic field model (Olsen et al., 2017), a litho-
spheric magnetic field model from spherical harmonic degrees 16 to 185.
LCS-1 makes use of a substantially larger data set than previous iterations
of satellite derived lithospheric field model; it is derived from magnetic
gradient data of a combination of the CHAMP and SWARM satellite mis-
sions. By using Swarm N-S and E-W gradient data, a significant reduction
in variances compared to a CHAMP-only model is possible (Olsen et al.,
2017). LCS-1 presents a number of improvements over previous satellite
models, not just isolated to the expansion to higher spherical harmonic
degrees. The use of gradient data improves signal-to-noise ratio which
permits inclusion of data from periods of increased geomagnetic activity
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and is less correlated in time which enables a higher data sampling rate.
Generally large-scale magnetic field contributions are removed through pre-
processing using an a priori model and line levelling which also removes
part of the lithospheric signal. By using gradient data, Olsen et al. (2017)
also removed the necessity to conduct orbit-to-orbit high-pass filtering or
line levelling. Additionally, the availability of E-W gradient data from the
Swarm satellite data should also assist in noise reduction in the E-W com-
ponent of the field model in comparison to a CHAMP N-S gradient or field
data derived data set (see Figure 6d in Olsen et al. (2017)).

Alternative models such as EMAG2 (Maus et al., 2009), or WDMAM2
(Lesur et al., 2016) provide exceptional magnetic anomaly detail in many
continental and oceanic regions, but are built using a range of data sets
with differing resolutions, grids, and high variance in detail across different
continents. Contrasts in grid spacing and resolution between regions with
high-quality near-surface data and satellite models can result in artificial
structures in the final Curie depth model, and thus we have chosen to
utilise a globally consistent resolution satellite model instead. WDMAM2
and LCS-1 show similar anomalies and amplitudes at matching truncation,
but in regions where near-surface data is sparse or non-existent the new
LCS-1 satellite model provides improvements (Olsen et al., 2017). Addi-
tionally, high resolution variations in the lithospheric magnetic signature
are unlikely to be derived from deep thermal anomalies, which is the focus
of this article.

We compute the three vector components of the ‘observed’ lithospheric
magnetic field of the observation points (i.e., the radial (r), colatitudinal
(θ), and longitudinal (φ) vector components) at an altitude of 300 km
using spherical harmonic degree 16–100. We chose to truncate the model
at degree 100 as the level of detail from spherical harmonic degree 100 to
185 was beyond the resolution of our dipole positions, and thus contributed
little to the final solution, and additionally saved on computational time.

As discussed in Section 5.2, only the induced component of the lithospheric
magnetisation depends on the thickness of the magnetized layer, and thus
we must ideally isolate the induced field from the observed lithospheric
magnetic field. To this end, we remove a remanent magnetic field model for
the oceans produced by Dyment and Arkani-Hamed (1998a) and Purucker
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and Dyment (2000). Such a model does not exist for the continents as it’s
pattern in continental material are much less systematic as discussed above.
Our ‘observed’ lithospheric induced magnetic field model is illustrated in
Figure 5.3.
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Figure 5.3: The LCS-1 magnetic field model components with the remanent oceanic field
model removed: a) radial component, r; b) colatitudinal component, θ; and c) longitudinal
component, φ

The inducing field, i.e. Earth’s core field, is well described by various
magnetic field models. For our purposes we utilise the CHAOS-6 mag-
netic field model (Finlay et al., 2016) from spherical harmonic degree 1
through 15 (CHAOS-6-x5, epoch 2018.1) and synthesize the induced field
at each dipole location following methodology of Dyment and Arkani-
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Hamed (1998b). We utilise a forward modelling procedure requiring an
initial estimate of the magnetic crustal thickness, and improve the high
order estimate (spherical harmonic degree 16–100) via iteration.

5.3.2 Long-wavelength supplement for magnetic crustal thick-
ness

A crude separation of magnetic field sources (e.g., core and lithospheric
contribution) at spherical harmonic degrees 15–16 can be accomplished
through satellite derived magnetic field models. However, the long-wavelength
magnetic crustal field cannot be distinguished from the core field from
spherical harmonic degrees 1–15, and is thus set to 0. This limitation
necessitates an initial estimate for the magnetic thickness (for spherical
harmonic degree 1–15). In our case, we have used a hybrid model of the
TC1 thermal model (Artemieva, 2006) for continental regions excluding
Antarctica, the thermal model of 3SMAC (Nataf and Ricard, 1996) for the
oceans and Antarctic continent. We synthesized a 580 ℃ isotherm from
an extrapolation from the TC1 1300 ℃ 1°×1° model. It is likely, for many
regions of the continental crust, that this model will be a sufficiently accu-
rate estimate of the long-wavelength Curie isotherm field. This model is
derived from relationships of tectonothermal ages of lithospheric terranes
and a compilation of borehole heat flow measurements, as well as supple-
mentation with xenolith P-T array and electrical conductivity data for the
upper mantle. As detailed earlier, in general the depth to the bottom of
magnetisation can be considered to be the 580 ℃ isotherm or the depth to
the Moho, whichever is shallower. Thus the TC1/3SMAC thermal model
was modified to be bounded by the Moho depth model of Szwillus et al.
(2019) (see Figure 5.4b for the relative spatial contributions of each model),
and the elevations from CRUST1.0 (Laske et al., 2012).

We prefer the TC1 model over the 3SMAC thermal estimate in most con-
tinental regions (used in Purucker et al., 2002; Fox-Maule et al., 2005,
2009; Hojat et al., 2016) as the 3SMAC model is a more simple plate
thickness/age model applied to the crust. TC1 is systematically warmer
than 3SMAC for most of the cratons. Plate thicknesses derived from seis-
mic tomography tend to be larger than estimates produced by xenolith
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Figure 5.4: Constructing the spherical harmonic degree 1–15 initial Curie depth supplement
model. a) Spatial diagram of the relative contributions from each model. TC1 (Artemieva,
2006)), 3SMAC (Nataf and Ricard, 1996), and S19 (Szwillus et al., 2019), b) TC1/3SMAC
thermal model bounded by the Szwillus et al. (2019) Moho depth model, c) Spherical harmonic
degrees 1–15 of the model in a).

thermobarometry (e.g. Hasterok and Chapman, 2011), which results in
shallower Curie depths. On the whole, TC1 is a more robust estimate of
the thermal structure, though there are still some poorly constrained areas.
For example, the Tibetan plateau is likely a shallower Curie depth than
TC1 suggests as evidenced by regionally extensive mid-crustal conductors
at approximately 20 km depth (e.g. Sun et al., 2019; Unsworth et al., 2004).
Conversely, in the Australian region the Archean Yilgarn and Pilbara Cra-
tons likely exhibit a deeper Curie isotherm depth. However, Canada and
North America appear much more in-line with expectations in TC1 as
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opposed to 3SMAC, as is Siberia, North China and West Africa and the
Congo area. Constraints on the thermal estimate for the Antarctic conti-
nent are borderline non-existent in the TC1 model. 3SMAC estimates for
the Antarctic continent are more in-line with modern estimates of Curie
depth (e.g. Martos et al., 2017), but in reality the signature would be far
more heterogeneous than 3SMAC depicts. Nevertheless, we have chosen
to utilise the 3SMAC model rather than TC1 for Antarctica. We also pre-
fer using thermal models over crustal thickness models (e.g. CRUST1.0,
Laske et al. (2012)) as crustal thickness is not necessarily correlated with
the Curie isotherm depth.

5.3.2.1 Magnetic susceptibility

One of the largest assumptions in the ESMD method is the selection of a
magnetic susceptibility model. Lithospheric magnetic field anomalies can
be the product of variations in magnetic crustal thickness, or petrological
variations resulting in changes of magnetic susceptibility (Purucker and
Whaler, 2007). In truth, both parameters contribute in varying magni-
tudes and thus any solution is inherently non-unique. Assumptions of the
relative dominance of these two parameters, or the application of assumed
distributions or models for one of these parameters to obtain a unique
solution is often required (e.g. Purucker et al., 2002; Hemant and Maus,
2005).

Although there is large heterogeneity in magnetic susceptibilities of dif-
ferent rocks, the typical compositions of continental and oceanic regions
are largely coincidental, with a minor weighting towards higher suscepti-
bility values for oceanic material due to greater proportions of elements
such as iron, magnesium and titanium (Clark and Emerson, 1991). Some
studies (e.g. Counil et al., 1991; Purucker et al., 2002; Fox-Maule et al.,
2005; Purucker and Ishihara, 2005; Purucker et al., 2007; Fox-Maule et al.,
2009; Rajaram et al., 2009; Thébault, 2010; Hojat et al., 2016; Lei et al.,
2018; Jiao and Lei, 2019) make an assumption that the average suscepti-
bility for these dipole positions, which are quite coarsely distributed, can
be approximated crudely by a single isotropic estimate for continents and
oceans. Conversely, other studies indicate lateral variations in magnetic
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susceptibility are significant to the lithospheric magnetic field signature
and should not be estimated with isotropic estimates. One such model
of crustal magnetic susceptibility is that of Hemant (2003), which gener-
ated a vertically integrated magnetic susceptibility model based on seismic
data, rock samples and geological domain maps. The approach of Hemant
(2003) has a number of attractive features, and accounts for some of the
magnetic features that are clearly not correlated with magnetic crustal
thickness that a simple continental/oceanic model does not (Thébault and
Vervelidou, 2015) (notable examples include regions of central Africa).
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Figure 5.5: Magnetic susceptibility model utilised, modified from Hemant (2003) and Pu-
rucker et al. (2002). a) Spatial distributions. b) Histogram of continental and oceanic suscep-
tibilities.

Nevertheless, the model of Hemant (2003) still contains a large number
of broadband assumptions, and under-predicts the magnitude of a num-
ber of anomalies (Thébault et al., 2009). Thébault et al. (2009) suggest
other world susceptibility distributions such as Purucker et al. (2002), may
lead to their predictions falling within expected bounds of magnitudes for
continents and oceanic anomalies, but that the Hemant and Maus (2005)
model is a far better spatially variable estimate, and closer matches pre-
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dicted magnetic field features. Thus, we seek a compromise whereby we
use the mean continental and oceanic estimates akin to those often used
in literature (e.g. Counil et al., 1991; Purucker et al., 2002; Fox-Maule
et al., 2005; Purucker and Ishihara, 2005; Purucker et al., 2007; Fox-Maule
et al., 2009; Rajaram et al., 2009; Thébault, 2010; Hojat et al., 2016;
Lei et al., 2018; Jiao and Lei, 2019), but with the variation model from
Hemant (2003) for the continents and oceans applied around this (Fig-
ure 5.5). We delineate oceanic and continental regions by the masking of
continental borders in conjunction with bathymetry shallower than 800 m
from ETOPO2 (National Geophysical Data Center, 2006). This spatially
variable susceptibility model will ideally dampen the influence of magnetic
susceptibility on the result such that remaining variations are dominantly a
function of magnetic crustal thickness. The susceptibility model used here
was generated from the vertically integrated susceptibility model (VIS) of
Hemant (2003), divided by the crustal thickness model of 3SMAC (Nataf
and Ricard, 1996). We find this susceptibility model produces satisfactory
results, and permits crude interpretation of variances between different
geological provinces due to magnetic susceptibility.

Vertical variations in magnetic susceptibility are not considered, as these
likely only influence very small horizontal scales i.e. above spherical har-
monic degree 650 (Langel and Hinze, 1998; Thébault and Vervelidou,
2015). Sedimentary basins were additionally not considered as a source
of magnetisation (i.e. magnetic susceptibility set to 0).

5.3.3 Forward modelling of the magnetic thickness

From an initial magnetic crustal thickness estimate, the magnetic moment
of each dipole is calculated, which in turn is used to synthesize a model
for the vector components of induced magnetism (following the method of
Dyment and Arkani-Hamed (1998b)).

From the initial magnetic crustal thickness model, the magnetic moment of
each dipole is calculated which is used to synthesize the vector components
of the model of induced magnetism as a result of these magnetization
depths (following the method of Dyment and Arkani-Hamed (1998b)). A
spherical harmonic expansion of the synthesized induced field from the
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dipoles is made, and the terms below degree 16 are set to 0 to high-pass
filter the magnetization model. The modelled induced magnetic field from
the magnetic crustal thickness estimate is then compared to the ‘observed’
induced magnetic field model (LCS-1, with the oceanic remanent field
model removed). If the difference between the modelled and observed
magnetic field vector components is larger than a specified tolerance, an
adjustment to the previous magnetic crustal thickness estimate is applied.

∆B̄ = B̄obs − B̄model (5.1)
∆B̄ = G∆mj (5.2)

where B̄obs is the lithospheric magnetic field model (Figure 5.3), B̄model

is the magnetic field produced by the magnetic crustal thickness estimate,
G is a matrix related to the negative gradient of the magnetic potential of
the dipole located at the observation points (see Fox-Maule et al. (2009)),
and mj is the magnetic moment of a dipole at observation point rj.

Rather than constructing a G matrix that constitutes the influence of the
entire set of global dipoles, we use a sparse version of the G matrix whereby
only dipoles within a 2500 km radius are considered (Figure 5.2a) (See
equations in Dyment and Arkani-Hamed, 1998b; Fox-Maule et al., 2009).
This sparse matrix reduces the computational resources significantly, and
dipoles outside a 2,500 km radius of the observation point are not major
contributors to the magnetic field observed. We solve the system of linear
equations using the conjugate gradient least-squares method. ∆hj, which
is directly proportional to ∆mj (See Fox-Maule et al., 2009, for equations),
is then added directly to the previous estimate of hj, where hj represents
the estimated Curie depth. The process is repeated until the difference be-
tween the observed and modelled induced magnetic field vectors converges
to within a specified tolerance; in our case, when the root mean square
error for each vector component is below 0.05 nT. This tolerance was se-
lected as it represents the energy carried by spherical harmonic degree 100
of the lithospheric field model, and more extensive iterations to refine the
model beyond this point did not produce large improvements in the model
and began to over-fit and amplify noise.
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5.4 Global Curie depth model

Our updated magnetic crustal thickness model is presented in Figure 5.6a.
We have recreated the model of Fox-Maule et al. (2009) using the MF5/CHAOS1
magnetic field model, two vector components (radial and co-latitudinal),
and the initial magnetic crustal thickness derived from the crustal thickness
and thermal estimates from 3SMAC (Nataf and Ricard, 1996) for compar-
ison (Figure 5.7a). The differences between our preferred model and the
model of Fox-Maule et al. (2009) can be seen in Figure 5.6b. These vari-
ations can be significant, with a number of continental areas exhibiting
differences on the order of ±20 km.
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Figure 5.6: Updated ESMD derived global Curie depth model. a) Curie depth estimate
of this article, consistent with the lithospheric magnetic field model LCS-1. b) Difference
between the recreation of the Fox-Maule et al. (2009) model in Figure 5.7a and our model
(i.e. subtracting the model of Fox-Maule et al. (2009) from our new model).

There are four major contributors to the variance between the previous
model of Fox-Maule et al. (2009) and the model presented here:

1. Improvements due to utilisation of a newer satellite field model (LCS1,
Olsen et al. (2017));
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2. Variance due to a different initial magnetic crustal thickness model
(and subsequently the inclusion of it’s long-wavelength values in the
final model);

3. the inclusion of the third vector component (φ); and

4. application of a variable magnetic susceptibility model.

90°

45°

0°

-45°

-90° -90° 0° 90°

(a) 55

35

25

15

5

D
e

p
th

 (k
m

)

45

90°

45°

0°

-45°

-90° -90° 0° 90°

(b) 55

35

25

15

5

D
e

p
th

 (k
m

)

45

90

45°

-45°

-90°

(a)

90

45°

-45°

-90°

(b)

Figure 5.7: Global Curie depth models. a) Recreation of the Fox-Maule et al. (2009) model.
b) Curie depth estimate of Li et al. (2017).

The largest contribution to the long-wavelength difference between our new
model and the model of Fox-Maule et al. (2009) is due to the difference
in long-wavelength Curie depth estimate. As discussed in Section 5.3.1,
magnetic field models permit the crude separation of the core and litho-
spheric magnetic field sources, but the long-wavelength magnetic crustal
field cannot be distinguished from the core field from spherical harmonic
degrees 1–15, thus requiring an estimate from an additional source. Here
we have utilised the hybrid TC1 thermal model of Artemieva (2006) and
3SMAC (Nataf and Ricard, 1996), bounded by the Moho estimates of
Szwillus et al. (2019) as described in Section 5.3.2. Figure 5.4c depicts the
low order contribution that remains in our final Curie depth model from
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Figure 5.8: Variations in Curie depth estimate from the previous model of Fox-Maule et al.
(2009) as a result of individual parameter changes. a) Differing satellite field model (LCS-1 vs
MF5/CHAOS1) b) Two vs. three vector component solution c) Hybrid long-wavelength model
of this article vs. 3SMAC only (spherical harmonic degrees 1–15) d) Magnetic susceptibility
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one parameter at a time, and all differences are calculated by subtracting the old method
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the initial estimate, and Figure 5.8c the difference between the 3SMAC
thermally bounded estimate used in Fox-Maule et al. (2009) at these same
spherical harmonic degrees. It can clearly be observed that this long-
wavelength difference is present in the final model, with largest variance
in North America, eastern south America and China (Figure 5.6b).

The influence of the magnetic susceptibility model applied is also of large
significance; it’s fingerprint evident in the final model (Figure 5.6b). Sharp
contrasts in susceptibility estimates, such as central Africa and offshore
Greenland (Figure 5.5a), are clearly visible in the final Curie depth esti-
mates with variations. The Curie depth variations due to the spatially
variable susceptibility model as opposed to the constant oceanic and con-
tinental values selected by Fox-Maule et al. (2009) are depicted in Fig-
ure 5.8d. The susceptibility model applied has dampened a number of
sharp contrasts once associated with magnetic crustal thickness in Fox-
Maule et al. (2009), particularly in central Africa.

Non-trivial improvements are also observed through utilisation of the LCS-
1 magnetic field model as opposed to MF5. Suspicious stripes are present
in the comparison figures of Figures 5.6c and 5.8a. These are present
irrespective of inclusion of the E-W component in the modelling solution,
and we suggest these are artefacts present in the MF5 magnetic model due
to along-track noise, improved upon in LCS-1. This led to some anomalies
presenting as more N-S trending in the previous Curie depth solution using
this methodology in the previous global model of Fox-Maule et al. (2009).

To a lesser degree, enhancements have also been gained by utilising the
longitudinal (φ) component of the magnetic field. This improvement con-
tributes around 3.5% variation (1σ) on average globally between the two
and three component solution (Figure 5.8b). Regions where one of the
other components are zero show the most improvement due to the extra
vector constraint. Additionally, minor oscillations observed along the mag-
netic equator in (Fox-Maule et al., 2009) appears to have been minimised
further.
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5.4.1 Comparison of Curie depth and heat flow

As the Curie depth is thermal in origin for large swathes of the continental
crust, it is reasonable to expect a crude relationship between Curie depth
estimates and measured heat flow. In Figure 5.9, we average the observed
continental heat flow compilation from Lucazeau (2019) within each dipole
surface area. These heat flow values are directly compared to the Curie
depth estimate for continental regions (Figure 5.10a). Isotherms are con-
structed using exponentially decreasing heat production with a scale depth
of 8 km, and varying thermal parameters to simulate crudely the expected
natural scatter for continental regions.
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Figure 5.9: Heat flow data from Lucazeau (2019) averaged within each dipole area.

Obviously this comparison has a significant degree of variance. Thermal
parameters such as heat production and thermal conductivity are able to
vary significantly as depicted in Figure 5.10, but other near surface influ-
ences such as hydrothermal circulation, poor spatial sampling of heat flow,
variances in the assumed parameters of the Curie depth modelling proce-
dure, regions of lithologically bounded depth to magnetisation vs thermally
controlled etc. all add to the observed scatter of the fit. Nevertheless, we
show good agreement with the expected shape of average correlation be-
tween heat flow and Curie depth estimates (Figure 5.10a). We also show
a tighter clustering of the Curie depth-heat flow estimates of the previ-
ous ESMD derived global Curie depth model of Fox-Maule et al. (2009)
(Figure 5.10b).

An alternative global Curie depth model is also compared; the fractal
magnetization model by Li et al. (2017) (Figure 5.7b). Li et al. (2017) show
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Figure 5.10: Comparison of Curie depth estimates against measured continental heat flow
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(k) applied is constant for the crustal column, and heat production (H0) denotes the surface
heat production with an exponentially decreasing curve with depth, with scale depth of 8 km.
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an excellent correlation to oceanic age, topography, and mid-ocean ridges,
more-so than our Curie estimate where this information is not entirely
clear. However, the average magnitude of their Curie depth estimates for
the oceans are generally in excess of oceanic crustal thickness estimates.
There is also a systematic difference in magnitude of Curie depth’s across
the globe, with those derived from the ESMD method in this article, and
similarly for Fox-Maule et al. (2009), generally being deeper than the model
of Li et al. (2017), and showing markedly higher intensity variations in
intra-continental areas.

Unfortunately Li et al. (2017) do not provide an uncertainty estimate and
it is hard to assess our variance in relation to their model. While we es-
timate relatively large uncertainties (Section 5.4.2), some long-wavelength
trends of the Li et al. (2017) model (Figure 5.7b) show large anomalies
with respect to thermal models and heat flow observations (Figure 5.9)
(e.g. Artemieva, 2006; Lucazeau, 2019). Some stark examples include
South-East Africa and Western Australia where heat flow is quite low,
but the Curie depth estimate for both of these locations is very shallow.
Conversely, Eastern Australia is markedly warmer than Western Australia
from the heat flow data. Additionally Eastern South America, Ontario
and Quebec in Canada, much of Europe including Germany, and Russia
show seemingly better correlations with observed heat flow data.

The most obvious explanation for such stark mean variations between
the ESMD method and the method of Li et al. (2017) is that our long-
wavelength supplement model may perhaps account for the systematic
variation, despite being well correlated with estimates from heat flow and
thermal models such as 3SMAC and TC1. Thus, we have also compared
just the higher frequency variations of Li et al. (2017) and our model (Fig-
ure 5.11a and b, respectively). While our model shows higher intensity
variations at these shorter wavelengths, we also observe a number of simi-
lar features with that of Li et al. (2017). For example, south-eastern Africa
is much similar than the long-wavelength comparison, and North America
shows similar perturbations across the continent. However, many regions
still exist with stark variations including Australia, Antarctica and Ger-
many that are clearly not just a simple by-product of the long-wavelength
supplement model.
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Figure 5.11: Comparison of only the short wavelength variations of the Curie depth result
with Li et al. (2017). a) Li et al. (2017), b) This study.

5.4.2 Deficiencies, uncertainty estimates, and future work

As we have utilised a lithospheric field model, any uncertainties in its
derivation propagate directly into the uncertainty of our Curie depth es-
timate. Assuming comparisons of models produced via different litho-
spheric field models is an indicator of uncertainty; we observe variance
(1σ) of 5.82%, 10.55%, 11.37% respectively when utilising the lithospheric
field models MF7, WDMAM and LCS-1. We suggest the use of a more
conservative estimate of 15%, and this additionally is more in-line with
previous discussions of lithospheric field model uncertainties (Lowes and
Olsen, 2004; Fox-Maule et al., 2009).

While we have removed a remanent magnetic field model for the oceans,
we have not done so for the continents as no reliable model currently exists.
Where applicable, this remanent magnetism may have significant influence
on the lithospheric magnetic field observed. Some studies indicate that the
majority of magnetic lithospheric field anomalies globally can likely be at-
tributed to induced rather than remanent magnetism in the continents
(Counil et al., 1991; Maus and Haak, 2002). Quantifying the uncertainty
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due to this parameter is rather ambiguous, so we defer to previous esti-
mates of uncertainty related to continental remanent magnetism of around
20% (Fox-Maule et al., 2009).

Based on the variance ranges of the Hemant (2003) model for magnetic
susceptibility, we observe an uncertainty of ±15.5% for continents and
oceans separately. However, we acknowledge that solutions of magnetic
crustal thickness vs. magnetic susceptibility are inherently non-unique,
and that our final Curie estimate is proportional to the a priori suscepti-
bility model applied. We estimate a more generous upper bound of around
25%, and appreciate that in some regions this can be easily exceeded (See
Figure 5.8d). It is our hope that the variation model modified from Pu-
rucker et al. (2002) and Hemant (2003) has helped to at least dampen
the effects of susceptibility variations, and appears to be the case from
Figure 5.6a and b.

An initial estimate for the magnetic thickness is required to supplement
the long-wavelength (spherical harmonic degree 1–15) of the Curie depth
solution. The lowest order terms of our initial magnetic crustal thickness
estimate are thus directly transferred to our final result. The contribution
to the final magnetic crustal thickness model that will persist through
modelling is presented in Figure 5.4c i.e., spherical harmonic degrees 1–
15 of the spherical harmonic expansion of the Moho bounded TC1 model
in Figure 5.4a. As the longest-wavelength solution is controlled entirely
as a result of the initial model fed into the process, it constitutes the
largest variance. We believe the hybrid model of TC1 (Artemieva, 2006)
and 3SMAC (Nataf and Ricard, 1996) constrained by the Moho depths
of Szwillus et al. (2019) constitutes a more modern and improved long-
wavelength model than the 3SMAC estimate alone, which has fallen out of
favour in recent years in some seismic studies (e.g. Xing and Beghein, 2015).
That being said, regions still exist where this combined model appears
to not perform well; the Antarctic continent being a notable example.
Uncertainty in the long-wavelength model is directly translated into the
final Curie solution. While the Moho uncertainty in general is relatively
low for many of the higher resolution continental regions (4 km), TC1
constitutes over 66% of the continental long-wavelength solutions. 3SMAC
and TC1 differ on the order of ±10.5% (1σ) for continental regions, and we
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suggest this gives an indication of the uncertainty in the long-wavelength
model. Fox-Maule et al. (2009) estimate an uncertainty on the order of 7%
due to the initial long-wavelength mode, but this seems too small given
the variance between 3SMAC and TC1.

Although we have produced an absolute value for Curie depth in this arti-
cle, it is proposed that the short-wavelength solutions which are ultimately
the target of the modelling process presented here are the most applicable
result (Figure 5.11c). Employing the high-wavelength solutions of mag-
netic crustal thickness in conjunction with independent long-wavelength
estimates of the thermal state of the crust, for example thermal isostasy or
seismic tomography, may yield a more holistic thermal result. Addition-
ally, utilising other data sets such as geochemistry may assist in restricting
thermal parameters to more appropriate regional values if wanting to es-
timate heat flow from these Curie depth solutions. The variance about
expected generalised heat flow-Curie depth relationship depicted in Fig-
ure 5.10b is the result of many factors, including Curie depth estimation
uncertainty, potential existence of meaningful continental remanence, ma-
jor lithological variations, and regions where the depth to the bottom of
magnetisation may not correlate with the Curie isotherm at all, such as
at depths below the Moho or where lithological boundaries define sharp
contrasts in magnetisation. Such models are the focus of future work. De-
spite all this, our modelling produces a magnetic crustal thickness estimate
that is consistent with the lithospheric magnetic anomalies of the magnetic
field model LCS-1, as well as providing a reasonable fit to expected thermal
correlations.

Work to reconcile large variations in mean magnetic crustal thickness be-
tween different methodologies must be addressed. It is unclear why the
model of Li et al. (2017) and the methodology of Purucker et al. (2002)
can produce such large variations in mean magnetic crustal thickness. The
methodology of Li et al. (2017) seems to resolve spatial variations in the
oceans well in regard to age and spreading rate expectations, but some re-
gions of the continents show some very questionable Curie estimates when
compared to heat flow data. By removing the long-wavelength supplement
field from our model it appears to reduce variations between the model we
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have presented here and the model of Li et al. (2017) for some regions such
as North America, but regions such as Australia still show stark contrasts.

As a result of the high degree of variance in thermal parameters we have
decided that the calculation of a global heat flow model is beyond the
scope of this article. While studies of global heat loss may justify a need
for globally averaged thermal parameters, care must be taken when util-
ising the results of these studies for localised regions. Heat production
can vary significantly on very small spatial scales (Hasterok and Webb,
2017; Gard et al., 2019c,b; Hasterok et al., 2018), and lead to dramatically
different heat flow estimates for the same Curie depth estimate. Thus for
localised heat flow estimates, it is highly suggested that other data sets
be utilised to help constrain these parameters. For example, geochem-
ical sample properties, basement geology knowledge, existing heat flow
measurements, temperature profiles, and other geophysical proxies may
be used to constrain temperature such as seismic velocity and thermal
isostasy. This will be explored in a future study.

5.5 Concluding remarks

We have produced an updated global Curie depth estimate utilising the
equivalent source magnetic dipole (Purucker et al., 2002; Fox-Maule et al.,
2009). Results show variations up to ±20 km in contrast to the previous
global estimate derived via ESMD methods by Fox-Maule et al. (2009).
Utilisation of a hybrid initial magnetic crustal thickness model built from
TC1 (Artemieva, 2006), 3SMAC (Nataf and Ricard, 1996), and a Moho
depth estimate from Szwillus et al. (2019), as well as the laterally variable
magnetic susceptibility model modified from Hemant (2003) and Purucker
et al. (2002) dominate the variations. Differences are also associated with
the improved satellite lithospheric field model (LCS-1, Olsen et al. (2017))
which refined along track noise present in the previous iterations of this
method, as well as the inclusion of the third vector component in the for-
ward model. Regions such as central Africa show the most improvement
due to application of the variable susceptibility model, but continents with
poor constraints such as Antarctica require further work. Curie depth esti-
mations share a crude pattern to the previous iteration of Fox-Maule et al.
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(2009), but show large differences in the mean estimates with respect to the
fractal methods of Li et al. (2017). The results of this article match both
the LCS-1 lithospheric magnetic field model at 300 km altitude, as well
as being consistent with observed surface heat flow. This model provides
further evidence that Curie depth estimates are sensitive to the thermal
state for large amounts of the continental lithosphere, and may be used to
help constrain temperature and heat flow estimates, especially in regions
with sparse or surface contaminated heat flow observations.

5.6 Acknowledgements

We would like to thank Liejun Wang for his comments on the article,
and two anonymous reviewers for their comprehensive suggestions that
markedly improved the article structure. A number of scripts were adapted
from codes from Simons and Dahlen (2006), and Frederik Simons provided
helpful communications. Additionally, thank you to Azadeh Hojat, Bern-
hard Steinberger and Nils Olsen for providing assistance with data sets.
The support of Geoscience Australia is gratefully acknowledged.

M. Gard was supported by an Australian Government Research Training
Program Scholarship. This research was supported partially by the Aus-
tralian Government through the Australian Research Council’s Discovery
Projects funding scheme (project DP180104074).

122



CHAPTER

SIX

ANTARCTIC HEAT FLOW ESTIMATES DERIVED
FROM GEOPHYSICAL PROXIES: THERMAL

PARAMETER ESTIMATES AND UNCERTAINTIES

Gard M.12, Hasterok D.13

1School of Physical Sciences,
University of Adelaide, Adelaide, Australia

2Geoscience Australia,
Canberra, Australia

3Mawson Geoscience Centre,
University of Adelaide, Adelaide, Australia

Unsubmitted manuscript format



 

 

Statement of Authorship
Title of Paper Analysis of Antarctic heat flow estimates derived from geophysical proxies: Thermal parameter 

estimates and uncertainties 

Publication Status Published Accepted for Publication
 

Submitted for Publication
Unpublished and Unsubmitted w ork w ritten in 

manuscript style  

Publication Details  

Principal Author 

Name of Principal Author (Candidate) Matthew Gard 

Contribution to the Paper 

 

 

Conception of ideas 

Collated data 

Programming, visualisation, and modelling 

Data interpretation 

Manuscript writing 

Overall percentage (%) 90 

Certification: This paper reports on original research I conducted during the period of my Higher Degree by 

Research candidature and is not subject to any obligations or contractual agreements with a 

third party that would constrain its inclusion in this thesis. I am the primary author of this paper. 

Signature 

 

Date 02/06/2021 

Co-Author Contributions 

By signing the Statement of Authorship, each author certifies that: 

i. the candidate’s stated contribution to the publication is accurate (as detailed above); 

ii. permission is granted for the candidate in include the publication in the thesis; and 

iii. the sum of all co-author contributions is equal to 100% less the candidate’s stated contribution.  

 

Name of Co-Author Derrick Hasterok 

Contribution to the Paper Assistance with programming and modelling 

Supervised and aided data interpretation 

Manuscript editing and feedback 

Signature Date 5/5/21 

 



Thermal parameter estimates and uncertainties 6.1. Introduction

Abstract

Estimating surface heat flow from geophysical proxies typically requires
application of generalised vertical thermal parameter models of the crust.
Disparities in thermal parameters applied in different studies can magnify
variances in final heat flow solutions, even when the isotherms estimated
from geophysical proxies show many similarities. This is of particular im-
portance to the Antarctic continent to produce meaningful ice sheet and
glacial models. In this study, I propose new generalised models for heat
production and thermal conductivity based on global information sourced
from geochemistry, and guided by global scale continental studies, with
uncertainties associated with this model are estimated via a Monte Carlo
solution. The uncertainty model produced shows around 20% increase
over that published in some previous models. Around 40-50% of inde-
pendent heat flow estimates are satisfied within uncertainty, and 90% of
lake derived heat flow minimums are exceeded. Mean misfit of the median
heat flow produced in this study to independent heat flow estimates show
residuals of 0.71 mW m−2 and standard deviation of 27.68 mW m−2. Un-
certainty distributions are approximately log-normal or log-logisitic, closer
resembling heat flow distributions observed globally, compared to Gaussian
statistics presented in previous studies. I show that applying generalised
global parameters provides a reasonable fit to the Antarctic continent and
provides a way of estimating uncertainty in a region with poor basement
geology constraints.

6.1 Introduction

As the Antarctic continent hosts the largest single mass of ice on the
planet, the current and future stability of the ice-sheets has been a focal
topic in studies involving climate change and future sea level rise. There-
fore, it is critical that we understand the basal thermal inputs into the
Antarctic ice sheet for estimating and modelling ice sheet dynamics and
stability. Heat flux from the crust and mantle can impact basal ice tem-
peratures; consequently influencing a number of mechanical and physical
properties including degree of basal sliding, distribution of sub-glacial lakes
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and basal melt-water, along with the ice-sheet mass balance (Pollard et al.,
2005; Van Liefferinge and Pattyn, 2013; Schroeder et al., 2014). Although
essential for a number of modelling procedures, the heat flow into the base
of the ice sheet is poorly constrained. Direct measurements of heat flux in
Antarctica are extremely limited (e.g. Fisher et al. (2015)), and those that
do exist have yet to reach bedrock, largely a function of the difficulty in
penetrating the extensive ice cover. Consequently, the primary source for
continent and regional scale heat flow estimates for the Antarctic continent
are through various geological and geophysical proxies. Some examples
include ice temperature profiles (Engelhardt, 2004), geological sampling
and glacial moraine testing (Carson et al. (2014); Goodge (2018)), previ-
ously conjugate terrane studies (Pollett et al., 2019), satellite and airborne
magnetic-derived estimates (Fox-Maule et al., 2005; Purucker, 2013; Mar-
tos et al., 2017), and estimates based on seismic velocities and tomography
(Shapiro and Ritzwoller, 2004; An et al., 2015). Estimates from geophysi-
cal proxies are routinely used in studies related to ice sheet dynamics (e.g.
Pattyn, 2010; Van Liefferinge et al., 2018).

It is often noted that the geophysical proxy derived estimates show variance
in mean values at large scales, and high spatial variability at smaller scales
(see Burton-Johnson et al. (2020) for a review of current Antarctic heat
flow models). The disparities create issues when attempting to determine
uncertainties in models derived from these heat flow estimates. Van Li-
efferinge and Pattyn (2013), for example, average the heat flow estimates
available due to the large variability between the models. A number of
these models require estimates of continental thermal parameters such as
the vertical thermal conductivity and radiogenic heat production profiles
through the crust, which imparts further discrepancies in final heat flow
estimates. The differences in these thermal models can be considerable,
often obscuring variations due to modelling procedures.

I have selected four commonly cited heat flux models derived from geo-
physical proxy methods for the Antarctic continent to discuss:

1. the Curie depth (Equivalent source magnetic dipole method) derived
heat flux estimate of Fox-Maule et al. (2005),
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2. the Curie depth (Equivalent source magnetic dipole method) derived
heat flux estimate of Purucker (2013) (updated from Fox-Maule et al.,
2009),

3. the seismic velocity relationship of An et al. (2015), and

4. the Curie depth (De-fractal spectral method) derived heat flux esti-
mate of Martos et al. (2017).

In this study, I compare and discuss the selection of continental thermal
parameters used in a number of existing heat flux models for Antarctica
that are derived from geophysical proxies, and instead propose generalised
models based on global geochemistry and continental studies. Uncertainty
in the heat flow maps derived from these models is estimated using the
Monte Carlo method.

6.2 Background

Owing to the distinct lack of subglacial bedrock information for the ma-
jority of Antarctica, the primary methods of continental-scale heat flux
estimates have involved the use of geophysical proxies such as active and
passive seismics, gravity, and geomagnetics.

The Curie depth is the depth at which magnetic material loses its ferro-
magnetic properties and becomes functionally non-magnetic, considered
generally to be about 580 ℃ if magnetite is the dominant magnetic min-
eral (e.g. Wasilewski and Mayhew, 1992; Clark and Emerson, 1991; Langel
and Hinze, 1998). A number of studies have demonstrated that there is
a relationship between surface heat flux and the depth to the bottom of
the magnetised layer, particularly for the continents (e.g. Mayhew, 1982;
Okubo and Matsunaga, 1994; Purucker et al., 2002). Magnetic-derived
estimates use satellite, aeromagnetic and/or near-surface data to estimate
the depth to the bottom of the magnetic crust, and then typically apply
a thermal parameter model to estimate crustal temperatures and surface
heat flow. Two methods are common, both of which have been used to esti-
mate the Curie depth in Antarctica; the equivalent source magnetic dipole
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(ESMD) method employed by Fox-Maule et al. (2005) (and later by Fox-
Maule et al. (2009)/ Purucker (2013)), and the defractal spectral method
applied by (Martos et al., 2017) (Figure 6.1 a, b and d respectively).
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Figure 6.1: Antarctic heat flow models examined in this study: a) Satellite-derived Curie
depth model by Fox-Maule et al. (2005), b) Satellite-derived Curie depth model by Fox-
Maule et al. (2009)/Purucker (2013), c) Seismic model of An et al. (2015), d) Aeromagnetic
and satellite-derived Curie depth model from Martos et al. (2017).

Alternatively, seismic velocity relationships have been used to estimate
temperatures in the upper mantle. An et al. (2015) estimated upper man-
tle temperatures utilising a similar method to Goes et al. (2000), whereby
shear wave velocities are transformed into temperature estimates through
knowledge of mantle mineral properties and forward modelling. Crustal
temperatures are estimated using the seismically-derived mantle tempera-
tures as anchors along with assumed thermal properties of the crust (Fig-
ure 6.1c).

The proxies discussed give an estimate for temperature at depth that re-
quires extrapolation to the surface. The variance in heat flux estimates de-
rived from these methods has been the topic of discussion in recent years
(e.g. Burton-Johnson et al., 2020), and is often noted in studies of the
cryosphere where estimates of heat flow are most pertinent (e.g. Van Li-
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efferinge et al., 2018). While these models show a general consensus of
warmer geotherms in the West Antarctic compared to the East, the esti-
mated heat flow values can vary significantly at all spatial scales across the
continent (Figure 6.1). All of the models predict a continental average heat
flux around 50-70 mW m−2; however, local variations exceed 100 mW m−2

for all model combinations, and some even up to 170 mW m−2. Fox-Maule
et al. (2005) and Martos et al. (2017) models show the most agreeable mag-
nitudes in general across West and East Antarctica. However, the model
from Martos et al. (2017) shows some exceptionally high heat flux values
in the Ross Ice Shelf region (up to 240 mW m−2) (Figure 6.1d). Conversely,
An et al. (2015) predicts a model mostly devoid of sharp anomalies in heat
flux, but emulates the general trend of warmer West Antarctic values, al-
beit at lower magnitudes. The model of Fox-Maule et al. (2009)/Purucker
(2013) shows a much colder East Antarctic than the other models and
exhibits sharp contrasts in heat flux values near a number of its edges
(Figure 6.1c).

While the methodology for determination of the isotherm depths is often
complex, the extrapolation to generate a surface heat flow value is often
not addressed satisfactorily. The vertical distribution, magnitudes and
uncertainty windows for thermal parameters can have significant variance
when looking at global data sets. The question arises; is the variance ob-
served in the heat flow estimates of Antarctica a result of large deviations
in estimated depth to the isotherms calculated from the geophysical proxy
methods, or is it an artificial byproduct of the selection of thermal param-
eters for the continent? A simple way to remove the influence of assigned
thermal parameters to the crust is to compare the depth to the isotherm
estimate directly. For most of the models discussed here, this constitutes
the Curie depth. In the case of the seismically derived model of An et al.
(2015), this isotherm estimate is based in the upper mantle, and as such
the depth to the Curie isotherm in this case will be partially contaminated
by the thermal parameters applied to the lower crust. However, as the
lower crustal thermal parameters applied in the An et al. (2015) model are
quite small, their influence is minor.

The differences in the long wavelength heat flow models are not always re-
flected in the Curie depth estimates from each of these studies (Figure 6.2).
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For example, although Fox-Maule et al. (2009) depict broadly similar Curie
depth models to that of their previous model (Fox-Maule et al., 2005) and
the more recent model by Martos et al. (2017) (Figure 6.2), there exists
stark contrasts in the heat flow estimates produced, particularly for East
Antarctica (Figure 6.1). The model of An et al. (2015) also exhibits some
of the shallowest Curie depth estimates, which would lead one to expect
it might also have one of the warmest heat flux estimates when a gen-
eralised continental crust model is applied. In fact, the opposite is true
(Figure 6.1c). It is clear even from these simple comparisons that the se-
lection of thermal parameters applied to these models has had a marked
influence on the final estimates of surface heat flow.
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Figure 6.2: Estimates to the depth to the Curie isotherm: a) Fox-Maule et al. (2005), b)
Fox-Maule et al. (2009)/Purucker (2013), c) An et al. (2015), d) Martos et al. (2017).

6.2.1 Comparison of crustal thermal parameters

To estimate surface heat flow from a proxy-derived temperature at depth
requires application of a thermal parameter model to the crust. Most
studies apply a generalised heat production and thermal conductivity pro-
file based on continental averages and studies from the literature (e.g.
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Pinet and Jaupart, 1987; Clauser and Huenges, 1995; Rudnick and Foun-
tain, 1995; Artemieva and Mooney, 2001; Kukkonen and Lahtinen, 2001;
Artemieva, 2006; Hasterok and Chapman, 2011). Generally studies make
use of the steady-state 1-D heat conduction equation with a number of
common assumptions including no lateral variations in thermal parame-
ters, such that;

K
∂2T (z)

∂z2
= −A(z) (6.1)

and,

q(z) = −K
∂T (z)

∂z
(6.2)

where q is the heat flow, K is the thermal conductivity, T is temperature,
A is the heat production, and z depth.

I apply each of the thermal models summarised in this article to a synthetic
example to demonstrate their variability, particularly with depth. In this
scenario, the surface is denoted as Z0 = 0 km, a Curie depth of Zc = 30 km,
and upper, middle and lower crustal thicknesses of 10 km (Figure 6.3).
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Figure 6.3: a) Heat production models with depth in a synthetic crust scenario; Upper,
middle, and lower crust are set to 10km, Curie depth/Moho depth of 30km. Fox-Maule et al.
(2009)/Purucker (2013) set upper crustal heat production to much higher distributions than
An et al. (2015) and Martos et al. (2017). b) Thermal conductivity profiles of the various
Antarctic models applied to the same synthetic depth model for comparison. Martos et al.
(2017) and Fox-Maule et al. (2005) apply a much simpler constant thermal conductivity model.
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Popularised by Lachenbruch (1970), the exponentially decreasing heat pro-
duction with depth is now a common representation used in literature for
crustal thermal models. Fox-Maule et al. (2005) and Martos et al. (2017)
make use of this model with identical parameters; a scale depth of 8 km,
surface heat production of 2.5 µW m−3, and a fixed thermal conductiv-
ity profile of 2.8 W m−1K−1(Figure 6.3a). In the case of Fox-Maule et al.
(2005), the heat production parameters were selected based on studies
such as Sandiford and McLaren (2002). Thermal conductivity was then
selected to force the average continental surface heat flow value of Antarc-
tica to around 65 mW m−2, in-line with the global average heat flow es-
timates from Pollack et al. (1993), and lied within the broad range of
1.5-3.5 W m−1K−1for most rocks described in Clauser and Huenges (1995).
Justifications for the selection of the thermal parameters from Martos et al.
(2017) is not particularly clear. The authors detail optimization of the pa-
rameters due to a number of input data sets; ice temperature profiles, ice
balance studies etc. but ultimately use identical values of that of Fox-
Maule et al. (2005) for thermal conductivity, heat production and scale
depth.

Alternatively, layered models were used in the later model of Fox-Maule
et al. (2009), as well as the seismic derived surface heat flow estimate of
An et al. (2015). These models provide an arguably more realistic geom-
etry, with similarly decreasing radiogenic heat production with depth. As
thermal conductivity is well understood to be inversely proportional to
temperature (Clauser and Huenges, 1995), both the model of Fox-Maule
et al. (2009) and An et al. (2015) apply a temperature sensitive thermal
conductivity profile in the upper crust that is solved iteratively. Addi-
tionally, a decreasing thermal conductivity profile with deeper crustal sec-
tions is applied (Figure 6.3b). At depth, most rocks converge to around
2-2.5 W m−1K−1 thermal conductivity (see Goes et al. (2020) for a sum-
mary).

There are considerable differences in the heat production models used by
the heat flow studies of Antarctica, especially in the upper crust (Fig-
ure 6.3a). While Fox-Maule et al. (2009) constitutes the highest upper
crustal heat production estimate by a reasonable margin, this result is not
surprising considering calibration was done with respect to the Australian
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continent. It is well understood that regions of central and southern Aus-
tralia exhibit anomalously high heat production concentrations (at least
two or three times the global average) with respect to similar aged global
terranes (Neumann et al., 2000; McLaren et al., 2003). Although Australia
was once a conjugate terrane with Antarctica, and some of the higher heat
producing regions may persist into East Antarctica (Pollett et al., 2019),
it is unlikely to be representative of East Antarctica as a whole. Other
conjugate terranes, such as southern India, show low heat flow and crustal
radiogenic heat (e.g. Gupta et al., 1991).

Fox-Maule et al. (2009) and An et al. (2015) share very similar vertical
thermal conductivity models, including a temperature dependent model
for the upper crust that is solved for iteratively. Conversely, Fox-Maule
et al. (2005) and Martos et al. (2017) use a simpler model whereby a
single value is applied for all depth slices of the crust. A constant value
of thermal conductivity of 2.8 W m−1K−1across the continent seems rather
high, particularly when extrapolated to the lower crust where it typically
converges to values of around 2-2.5 W m−1K−1(Clauser and Huenges, 1995;
Whittington et al., 2009; Goes et al., 2020).

In regions such as Antarctica where sub-surface geology and vertical struc-
ture is largely a mystery owing to the extent and thickness of the ice
sheets, these assumptions of laterally fixed parameter models and crude
continental average models can be justified, however the quantification and
acknowledgement of the significant uncertainty associated with them must
be clearly defined. As can be observed in Figure 6.4a, average heat pro-
duction models show reasonable variance in the literature. Each of the
studies discussed above cite differing sources and studies for their justi-
fications of selection of thermal parameters. These non-trivial variations
imparts a direct influence that further exacerbates variations of the final
heat flow solutions of the models discussed above. Accurate quantification
of the uncertainty is just as important if not more so than the model itself
(Burton-Johnson et al., 2020).
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6.2.2 Summary of thermal parameter uncertainty estimates from
Antarctic models

Discussion and quantification of uncertainty associated with the selection
of thermal parameters varies appreciably between different publications.

The seismic velocity model of An et al. (2015) frames their brief discussion
of uncertainty in terms of their estimated LAB depth and the variance in
terms of temperature. Discussion on the variability of thermal parameters
is unfortunately limited in the context of surface heat flow.

Fox-Maule et al. (2005, 2009) apply broad uncertainties to the thermal
parameters (around 10-15% for thermal conductivity, and 40 to 60% for
heat production), and do not compute a spatially variable estimate of
thermal parameter or total uncertainty in their heat flow model.

The most in depth uncertainty analysis of the geophysical proxy heat flow
models is provided by Martos et al. (2017), whereby they calculate a later-
ally variable uncertainty estimate in a more numerical manner. By assum-
ing variables are independent, they estimated uncertainty in the heat flow
related to the selection of thermal parameters by way of the uncertainty
propagation equation, i.e.;

∆qs,thermal =

¿

Á
ÁÀ

(

∂qs
∂K

∆K)

2

+ (

∂qs
∂hr

∆hr)
2

(6.3)

where ∆hr is the scale depth of an exponential heat production model and
is set to 3 km, and uncertainty due to the thermal conductivity terms (i.e.
∂qs
∂K∆K) is set to a fixed value of 10 mW m−2 (estimated from Fox-Maule
et al. (2005)). Other uncertainties such as those associated with constant
temperature surface and Curie isotherm boundaries are ignored as their
influence is assumed to be small.

While the uncertainty model of Martos et al. (2017) constitutes a more
involved attempt of assessment of uncertainty over some previous models,
I believe this underestimates the uncertainties in the heat flow estimate.
The most glaring deficiency is the exclusion of the surface heat production
term (H0) from the uncertainty propagation equation. This parameter is
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independent of the hr estimate, and arguably more important than the hr
term in terms of the vertically integrated heat production profile. By us-
ing a fixed H0 value they have significantly restricted the permissible heat
production profiles, and vertical radiogenic heat variability is only permit-
ted in a small band (Figure 6.4b). Additionally, the thermal conductivity
model used by Fox-Maule et al. (2005) and Martos et al. (2017) likely sig-
nificantly over estimates lower crustal conductivities, and uncertainty due
to the estimate is generalised to a simple constant term of 10 mW m−2.
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Figure 6.4: Comparison of vertical models for heat production. Thin lines with depth are
various crustal models for heat production of average continental crust compiled in Goes
et al. (2020). See Goes et al. (2020) Table S2 for a full summary. a) Blue shaded regions are
uncertainty windows (1-σ) for granodiorite, diorite and gabbroic diorite for the upper, middle
and lower crust respectively. Dark blue thick lines are the median for each synthetic layer.
Derived from global whole-rock geochemical data from Gard et al. (2019b). b) Shaded region
is uncertainty band for the heat production model published by Martos et al. (2017), with
black line marking the median model. Cross points mark the heat production with depth
from the Sierra Nevada Batholith as seen in Brady et al. (2006) rescaled to a Moho depth of
30km, and dashed lines represent vertical heat production profiles from Roy et al. (2008) for
the Closepet Batholith.

When projecting a simplified model to a region of poor geological knowl-
edge, as is required in regions such as Antarctica, it is very important that
the large uncertainty associated with the model selection is adequately
defined. For most continental regions, upper crustal rocks have a higher
heat production relative to the bulk crust. This general decrease in heat
production with depth is inferred through heat flow and heat production
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observations, whereby the total radiogenic crustal contribution would ex-
ceed the observed surface heat flow if extrapolated to depth (Mareschal and
Jaupart, 2013), as well as through bulk compositional crustal studies (e.g.
Rudnick and Gao, 2003). As heat producing elements are highly incom-
patible, they may be redistributed via partial melting (Perry et al., 2006),
or via processes such as tectonic redistribution (Sandiford and McLaren,
2002) or hydrothermal alteration by groundwater (Gosnold, 1987). The
vertical profile of heat production through the crust at any location is a
function of it’s unique tectonic and magmatic history, and as such cannot
be easily described or predicted with any high confidence (e.g. Ketcham,
2006).

For much of this article, I draw comparisons to the uncertainty estimates
of Martos et al. (2017). This is not to be critical of the model provided,
but because it is one of the only models to conduct a laterally variable
uncertainty estimate.

6.3 Methods

I propose a new generalised layered model guided by continental average
studies from literature and constrained by whole-rock geochemical data.
Associated uncertainties are then estimated using the Monte Carlo method.

A multitude of studies have attempted to estimate average continental
crust compositions (Goes et al., 2000, Table S2), and a number of these
have been plotted using our synthetic crustal parameters used previously
to compare the thermal models (Figure 6.4a). Ideally, any vertical profile
model that is applied under the pretense of ‘continental average compo-
sition’ would roughly fall in-line with these models. Although variability
exists, a loose commonality exists between the various models whereby
the average upper crust is of granodiorite composition, the middle crust of
dioritic composition, and the lower crust of diorite/gabbroic diorite com-
position (Goes et al., 2020). It is from these equivalent rock types that I
estimate our heat production uncertainty windows using global geochemi-
cal data.
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6.3.1 Heat Production

Under the presumption of ‘average continental crust’, I can analyse the
variability of heat production for each of these rock types by looking at
global compilations. Gard et al. (2019b) collated 1,022,092 global whole-
rock geochemical samples including major and trace element concentra-
tions, isotopic ratios, and location information, in conjunction with phys-
ical property estimates computed on a major element normalized version
of the geochemical data. Radiogenic heat production shows large variabil-
ity within rock types, for example, granodiorite exhibits a range of heat
production from 0.6 to 2.6 µW m−3, diorite from 0.4 to 1.6 µW m−3, and
gabbroic diorite from 0.2 to 0.96 µW m−3 (1σ). These windows of un-
certainty are depicted in Figure 6.4a for upper, middle and lower crust,
respectively. I use these ranges for rock type variability as an approxima-
tion of the uncertainty in each of the layer radiogenic heat production esti-
mates, under the assumption the crustal column is of ‘average’ continental
composition. For the Antarctic continent I use the crustal thickness model
of Pappa et al. (2019), with upper, middle and lower crustal depths crudely
estimated as equal partitions of this thickness model (See Figure 6.5 for
further details).

Figure 6.4b depicts a few observed vertical profiles; measurements of heat
production from exposed terranes and estimated depths in the Sierra Nevada
Batholith by Brady et al. (2006), and two ’representative’ crustal columns
constructed by Roy et al. (2008) for the Closepet Batholith. These ex-
amples give an idea of the considerable variability possible in the vertical
stratification of radiogenic heat production.

6.3.2 Thermal conductivity

To get a rough idea of the variability in thermal conductivity of upper
crustal continental samples, one can look at the global heat flow database
from Hasterok (2010). While the conductivity associated with heat flow
estimates are a mix of inferred and measured, the distributions of these
can give an idea of the range of variability that might be expected in the
Antarctic continent without a priori information. Figure 6.6 depicts this
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Figure 6.5: Schematic of Crustal thickness model for estimating heat producing layer thick-
nesses. The selected crustal thickness model (Pappa et al., 2019) is divided equally into three
layers; a simple upper, middle and lower crustal model where Z0, ZUC, ZMC and ZLC are
the surface, and the bottom of the upper, middle and lower crust, respectively. The relative
contribution from each of these approximated layers to the modelled surface heat flow is based
on the Curie depth model’s intersection with these layers (ZC). For example, Location A’s
Curie depth estimate intersects the middle crust. As such, the surface heat flow estimates
are derived as a function of the vertical integration of the heat production down to this point
(the total of the upper crust, within ∆h1, a partial contribution from the middle crust, within
∆h2, and no contribution from the lower crust). Conversely, at Location B the Curie depth
estimate intersects the lower crust, and thus the lower crustal heat production model partially
contributes to the heat flow estimate according to the interval defined by ∆h3. In both cases,
the heat flow estimate is additionally constrained by the estimate of the Curie depth and
temperature.

distribution. The range of thermal conductivities, as well as the median
value, seem offset from previous discussions of crustal and upper conti-
nental thermal conductivities (e.g. Clauser and Huenges, 1995). I suggest
that this thermal conductivity set is likely biased as a result of sedimen-
tary basin measurements. Thermal conductivity is a function of quartz
content, porosity and fluid content, as well as temperature and pressure.
These factors show highest variability in near surface sedimentary samples
and would not be representative of the crust as a whole. Studies of thermal
conductivity at depth show that at higher temperatures most rocks con-
verge to values around 1.5–2.5 W m−1K−1 (e.g. Vosteen and Schellschmidt,
2003). Estimates for upper crustal conductivity are also highly variable,
but a recent study by Goes et al. (2000) suggests the average composition
is likely granodioritic and that an average surface thermal conductivity
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of around 2.7 W m−1K−1 may be a reasonable estimate, converging to
2–2.5 W m−1K−1 at the base of the lower crust for most rock types.

Observed (GHFD; Hasterok, 2010)

Log-normal (µ,σ) = (0.79, 0.37)
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Figure 6.6: a) Thermal conductivity data and estimates from a global heat flow database
(Hasterok, 2010). Black curve denotes the log-normal best fit to the data, and the red curve our
synthetic estimate of a better fit for continental igneous uncertainty (Refer to Section 6.3.2).
b) Synthetic example of thermal conductivity with depth for an example temperature profile
from 0-400 ℃ with the conductivity-temperature model of Sekiguchi (1984) applied to a
starting surface thermal conductivity k0 derived from the red curve in a).

I make use of a synthetic model for surface thermal conductivity (k0) de-
rived from the adjusted thermal conductivity log-normal model from Fig-
ure 6.6a. These are then projected to depth using the thermal conductivity-
depth model of Sekiguchi (1984), as shown by Lee and Deming (1998) to
provide a reasonable estimate for igneous rocks;

k(z) = kap + (

T0Tm
Tm − T0

)(k0 − kap)(
1

T (z)
−

1

Tm
), (6.4)

where T0 is the temperature at the surface (set to 298K), and kap and Tm
is the thermal conductivity and temperature at ‘the assumed point’ (set
as 1.8418 W m−1K−1 and 1473 K respectively as suggested by Sekiguchi
(1984)), and T (z) the temperature profile in Kelvin.

As this model is dependent on the temperature profile, I solve for the ther-
mal conductivity model and temperature profile iteratively from a starting
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guess until the maximum difference in temperature profile from one it-
eration to the next converges to below 10−5 K. Figure 6.6b depicts the
uncertainty and median thermal conductivity with depth in our synthetic
scenario of a Curie depth of 30 km.

6.3.3 Monte Carlo input parameters

For the estimate of radiogenic heat production variability, I generate ker-
nel density functions for each rock type of granodiorite, diorite, and gab-
broic diorite for the upper, middle and lower crust respectively from Fig-
ure 6.4. The synthetic thermal conductivity variability model discussed
in Section 6.3.2 randomly samples for k0 and iteratively solves a vertical
thermal conductivity profile consistent with temperature, and I also per-
mit the surface temperature (T0) and Curie temperature (Tc) to vary with
a Gaussian distribution with standard deviation of ±15 ℃ . Curie depth
uncertainty estimates provided by Martos et al. (2017) are also included
as Gaussian uncertainties for each Curie point. For each data point, 100
layers through the crust are used and 105 random samples from the distri-
butions defined above.

6.4 Results and Discussion

The 0.159, 0.5 and 0.841 quantiles of the heat flow models produced via
Monte Carlo simulation can be observed in Figure 6.7. I estimate a mean
heat flow of 64.72 mW m−2, with lower and upper bounds of heat flow of
52.94 and 80.84 mW m−2, respectively. The most notable differences to the
model of Martos et al. (2017) (Figure 6.1d) are the smoother transition
between the divide of East and West Antarctica, the heat flow of both the
West Antarctic rift and region adjacent to Victoria Land and the Ross ice
shelf show values not quite as extreme, and East Antarctica has a minor
increase heat flow estimates in general.
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Figure 6.7: Estimated heat flow and uncertainty from Monte Carlo assessment using global
estimates of heat production and thermal conductivity distributions. a) 0.159 quantile, b)
Median , and c) upper 0.841 quantile produced via a Monte Carlo solution.

6.4.1 Model comparison and uncertainty

The uncertainty estimate of Martos et al. (2017) is much more involved
than previous Antarctic heat flow models. Nevertheless, some deficiencies
in the uncertainty propagation equation used are evident. First, surface
heat production is ignored, which has a critical influence on the expo-
nential heat production model used, restricting the uncertainty band to a
very tight region (shaded region of Figure 6.4b). Additionally, by using
the uncertainty propagation in the form presented in Equation 6.3, the un-
certainty is presented as Gaussian. Heat flow is inherently non-Gaussian;
non-linearity of heat production distribution and the steady-state heat
flow equation mean that heat flow is closer in shape to a log-normal or
log-logistic distribution. The uncertainty model presented in this paper
is derived from much more robust estimates on the continental average
compositions and the variability associated with those rock types from
the geochemical database of Gard et al. (2019b). Additionally, by making
use of the Monte Carlo method, and distributions for the radiogenic heat
production and thermal conductivity as observed globally, our heat flow
uncertainty estimates are also non-Gaussian, with the distribution of heat
flow looking approximately log-normal. I estimate a mean increase in un-
certainty over that which was proposed by Martos et al. (2017) of around
20–25% for much of the Antarctic continent. Not only is the uncertainty
greater on average, but the distribution of the uncertainty in heat flow
from the Monte Carlo model is also closer to the distributions observed
in surface heat flow, i.e., similar in shape to a log-normal or log-logisitic
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distribution, rather than Gaussian uncertainty models that have been used
in previous models (Figure 6.8).
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Figure 6.8: Comparison of heat flow uncertainty distributions of this study and that of
Martos et al. (2017). a) A point selected in West Antarctica, and b) a point from East
Antarctica. Note the resemblance to a log-normal or log-logistic distribution produced from
this study, compared to the Gaussian model of Martos et al. (2017).

A considerable caveat to the modelling presented here, and one that is nor-
mally not discussed, is the fact that all of our uncertainties estimated here
are under the strict assumption that the entire continent of Antarctica is
of average composition, i.e., equal thicknesses of granodiorite, diorite, and
gabbroic diorite for the upper, middle and lower crust respectively. While
I have included large uncertainty windows for these, the assumption of an
average rock type is still a large assumption considering the complexity of
tectonic histories and lithologies at local, regional and continental scales.
The uncertainty due to variability of rock type laterally and with depth
is likely considerable, and extremely difficult to quantify numerically. No
single place in the world is likely to follow the average vertical stratifica-
tion applied in our model, or any of the other models in literature. Some
examples of vertical radiogenic heat production profiles are depicted in
Figure 6.4b. Additionally, not only is the strict rock type of the layers
a source of uncertainty, but also the geometry of the layers. There is no
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evidence-based reason to assign three equal layers; most regions have a
complex vertical structure consisting of numerous geologically distinct lay-
ers, which ultimately adds a considerable amount of uncertainty that is
extremely difficult to quantify numerically.

6.4.2 Validation to independent heat flow estimates

While direct heat flow estimates are considerably lacking due to the exten-
sive ice cover, other methods exists for constraining heat flow in Antarc-
tica. Recently, Guimarães et al. (2020) compiled the heat flows reported
in Martos et al. (2017), additional estimates derived from the ‘Magmatic
Heat Budget (MHB)’ method of Vieira and Hamza (2019) whereby known
volcanic regions are used to loosely constrain heat flow, and minimum
heat flow estimates for basal melting for regions of known subglacial lakes
following the method of Robin (1955)(Figure 6.9a, b and c respectively).

30

40

50

60

70

80

90

100

110

120 H
e

a
t !

o
w

 (m
W

 m
-2)

a) b) c)

Figure 6.9: Independent heat flow estimates compiled in Guimarães et al. (2020). a) Pre-
viously compiled heat flow as found in Martos et al. (2017), b) Heat flow estimates derived
from the Magmatic Heat Budget (MHB) method of Vieira and Hamza (2019), c) Minimum
heat flow based on lake locations and the method of Robin (1955).

I compare these independent heat flow estimates to the results produced
in this study; if uncertainty windows between the independently estimated
heat flow estimates overlap with the heat flow model uncertainty model
produced in this study they are considered ‘satisfied’. In the case of lakes,
if any of the uncertainty window of our estimated heat flow lies above the
estimated minimum lake heat flow then it is also considered satisfied. Our
results indicate that 47.2% of the heat flow data compiled in Martos et al.
(2017) is satisfied, versus 41.67% by the Martos et al. (2017) heat flow
model. For lakes, 91.22% of the lake locations show estimated heat flow in
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excess of the minimum lake heat flow compiled in Guimarães et al. (2020),
compared with 85.37% by the Martos et al. (2017) thermal parameter
model. The MHB derived estimates show an equal measure of fit of 48.39%
for both thermal parameter models.

I also produce a more typical residual plot of the misfits to the independent
heat flow estimates compiled in Guimarães et al. (2020) in Figure 6.10.
Without any calibrations or modifications, our median heat flow model
exhibits a mean misfit of only 0.71 mW m−2, and standard deviation of
27.68 mW m−2. As the crustal models were not calibrated to Antarctic
specific data this result is somewhat surprising. The model generated via
Monte Carlo simulation from global data sets performs at least as good, if
not better, than some previous models that in some cases are calibrated.
The main purpose of these models was to emphasise the variability and
scatter that is possible (as observed in Figure 6.10) and that uncertainties
should be represented by non-Gaussian models (Figure 6.8).

There is a slight positive bias in the misfit as a number of the independent
heat flow estimates are from minimum lake heat flow models, as discussed
in Section 6.4.2.

6.4.3 Continent-wide calibration considerations

Arguments have been made for calibration of thermal parameters at the
continental scale, but calibrations at this scale must be considered care-
fully. Fox-Maule et al. (2009) used the Australian continent Curie depth
estimate, and heat flow data, to calibrate their thermal parameter model
which they then applied to the Antarctic continent. Conversely, Martos
et al. (2017) suggested calibration directly with an undefined subset of the
heat flow data in Antarctica.

One should be hesitant in conducting a calibration for an entire continent
based on a handful of data points. Geological terranes can change drasti-
cally across a continent, leading to changes in heat production across sev-
eral orders of magnitude. Age and lithology heavily dominate radioactive
element enrichment (e.g. Slagstad, 2008; Kukkonen and Lahtinen, 2001;
Gard et al., 2019c), but even if the basement age and lithology of Antarc-
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Figure 6.10: Residuals of estimated heat flow to the heat flow compiled in Guimarães et al.
(2020). Blue depicts the heat flow misfits for Martos et al. (2017) with a mean of 2.95,
median of 1.50 and std. dev. 31.1 mW m−2 respectively. In red, the heat flow misfit of our
uncalibrated model with mean 0.76, median 3.24 and std. dev. of 27.72 mW m−2.

tica was known in detail, the uncertainty in a heat production estimate
would likely still be considerable, and any calibrations highly spatially bi-
ased. While calibration may be very useful in smaller regions or in regions
with high data density, particularly if it is known that the basement geology
might share common characteristics across the mapping area, application
across an entire continent is contentious as large degrees of variability can
be present at all spatial scales. In an ideal world, a robust model including
vertical and lateral stratigraphy and extensive sampling of heat production
would be conducted, similar to the adjoint inversion in southeastern Aus-
tralia by Mather et al. (2019). However due to the significant deficiencies
in knowledge of basement geology in Antarctica, this is not possible at the
present time.

As geological terrane information in Antarctica is substantially lacking in
comparison to other continents, simplified models are a necessity to gener-
ate thermal models across the continent. However, some partitioning can
be justified from our current knowledge. Martos et al. (2017) themselves
identify that West and East Antarctica are tectonically and geologically
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very distinct enough to model their Curie depth separately for each region.
In this scenario, if an author wished to apply a calibration, it might be
suggested a separation of the calibration of thermal parameters for West
and East Antarctica should also be applied.

Additionally, the exact nature of the calibration methods was not disclosed
for either Fox-Maule et al. (2009) or Martos et al. (2017). In the case of
Fox-Maule et al. (2009) this is of particular importance as the multi-layer
nature of their model makes solutions incredibly non-unique due to the
large range of parameters to be co-estimated from the heat flow fit in
Australia. As a result this optimisation is not reproducible. Heat flow
is also non-Gaussian, thus a simple minimisation of the residuals across
the full range of heat flow may not weight the model fit in a proportional
manner.

Martos et al. (2017) quote thermal parameter values of identical nature to
that of Fox-Maule et al. (2005), who simply forced the Antarctic continent
to a mean heat flow estimate of 65 mW m−2 to bring it in line with the
global continental average heat flux of Pollack et al. (1993). As the reduced
data set used in the calibration is not disclosed, the exact nature of the
calibration fit or if any was actually applied is hard to discern. Attempts
were made to construct a minimisation approach using percentage error,
absolute variances, and minimisation of weighted residuals from the ob-
served heat flow values published in Martos et al. (2017), but I was unable
to reproduce the standard deviations and mean quoted in the manuscript,
and the optimised thermal parameters did not match the parameters used
by Fox-Maule et al. (2005). Calibration methodology should be disclosed
in future manuscripts and the exact data points used in the calibration,
with justifications for each, are necessary due to the subjective nature of
the selection and minimisation process.

6.4.4 Other heat flow estimates

Other models exist for the Antarctic continent that do not, or at least not
directly, make assumptions about thermal parameter distributions across
the continent. One recent example is Shen et al. (2020), who calibrated a
relationship for seismic velocity and geothermal heat flow in the continental
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United States. This relationship was then applied to an improved resolu-
tion seismic model of the Antarctic continent. The major assumption in
the methodology of Shen et al. (2020) is that results in the United States
are directly comparable to correlations in the Antarctic continent. Corre-
lations between upper mantle structure and average crustal composition
are bundled together in this methodology, which indirectly includes as-
sumptions that thermal parameter vertical distributions of the continental
United States and Antarctica are similar. When compared to independent
heat flow estimates, the model of Shen et al. (2020) appears to underesti-
mate large regions including the West Antarctic Rift. An earlier model by
Shapiro and Ritzwoller (2004) used broadly similar methodologies to Shen
et al. (2020), albeit at a far lower resolution due to the seismic data avail-
able at the time. Shapiro and Ritzwoller (2004) calibrated their model
based on global data sets and produced systematically higher heat flow
results that are seemingly more in-line with the independent heat flow
estimates. Future studies that calibrate physical characteristics to heat
flow in regions external to Antarctica may benefit from using terranes that
share tectonic histories, rather than entire continents, where possible.

Some of the most encouraging foundations for future heat flow estimates
in Antarctica are those produced from multiple observables, such as the
models of Lösing et al. (2020) and Stål et al. (2021). By combining the
magnetic and seismic estimates for Curie depth and LAB temperature
respectively, Lösing et al. (2020) were able to invert for a laterally vari-
able model of surface heat flow and thermal parameters such as thermal
conductivity and heat production. While promising, some anomalies are
still present in the final solution. Lösing et al. (2020) note that when ap-
plying the geologically constrained radiogenic heat production data from
Burton-Johnson et al. (2017) that their heat flow estimates vary by around
24 mW m−2. Additionally, some suspicious results such as attributing the
majority of the West Antarctic rift heat flow to radiogenic heat production
may indicate improvements are still required in the separation of crustal
and mantle contributions. The results show a strong dependence on the
Curie isotherm estimate (being the shallowest of the two geophysical mod-
els used), which has been noted by Burton-Johnson et al. (2020) to have
questionably low estimated uncertainties, and is discussed briefly here in
the following section.
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Stål et al. (2021) produced their heat flow model of Antarctic by using a
similarity detection approach calibrated from other continents. While this
method depends on reference and target observable relationships, some
of which showing poor compatibility, their thorough quantification of un-
certainty estimates along with a broad range of observables used in the
modelling process lead to exceptionally promising results. The model of
Stål et al. (2021) also shares a striking spatial resemblance to the model of
Shen et al. (2020) which is generated from different methods. Of particu-
lar note, the higher heat flow estimates in Eastern Antarctica which show
far higher correlation to the independent heat flow estimates discussed in
Section 6.4.2, giving further credence that the calibration parameters of
Shen et al. (2020) may warrant reconsideration.

The models of Lösing et al. (2020) and Stål et al. (2021) provide the
most robust direction to date by combining multidisciplinary estimates
of isotherm depths and allowing thermal parameters to vary laterally (al-
though considerable uncertainty still persists). As further geophysical, geo-
chemical, and geological data is collected in Antarctica, the results from
similar inversions using integrated frameworks will be refined.

6.4.5 Future work

More vigorous calibrations of thermal parameters may also be possible
as knowledge of the Antarctic basement geology increases. A more robust
calibration model by making use of once conjoined geological terranes (akin
to discussion in Pollett et al., 2019), ages and lithology (as discussed in
Gard et al., 2019c), as well as other proxy information may give more
meaningful insights to refine distributions in a more robust manner as
further data becomes available. As this information is not currently well-
defined for the Antarctic continent however, testing the validity of such a
pursuit by applying these methods to regions where Curie depth estimates
exist alongside well-defined subsurface geology and crustal velocity models
would be beneficial.

Consideration of the effects of thermal refraction could also be added in fu-
ture studies. Heat flow can preferentially flow into or around valleys in the
basement-ice interface, a function of large contrasts in thermal conductiv-
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ity, and leading to non-trivial deviations in heat flow from the background
field (Willcocks and Hasterok, 2019).

While the topic of this manuscript was a discussion around the uncer-
tainties in thermal parameters applied to geophysical proxies for tempera-
ture, the variability between Curie depth models must also be addressed.
Although mean values are coarsely similar, and show similar long wave-
length estimates, local scale estimates suffer from incredible variability in
the Antarctic region (Figure 6.2). Significant additional analysis to com-
pare methodologies and ascertain how such large variances can occur when
making use of similar data sets is required and will likely be the target of
further analysis. This point has been recognised by other authors specifi-
cally comparing Antarctic models (Burton-Johnson et al., 2020, e.g.).

6.5 Conclusions

Surface heat flux estimates and uncertainties derived from geophysical
proxies are often used as an input parameter for modelling ice sheet dy-
namics. I have demonstrated that some of the variations in surface heat
flow models for the Antarctic continent are not a function of the method-
ological procedure for estimating the isotherm with depth, but with the
extrapolation and vertical models of thermal parameters of heat produc-
tion and thermal conductivity applied to get to the surface. Quantifying
the uncertainty of heat flow estimates derived from these assumptions is
particularly important for the Antarctic continent where sub glacial geolog-
ical information is sparse, and surface heat flow can impart direct influence
on models of ice sheet dynamics.

I proposed a generalised layered model, guided by studies of continental av-
erage composition and uncertainty bounds for radiogenic heat production
estimated from global whole-rock geochemical information. This model
was applied to the Curie isotherm estimate of Martos et al. (2017) with
updated uncertainty bounds derived via Monte Carlo simulation that mir-
ror the asymmetric distributions of heat flow observed globally. The un-
certainty model produced shows around 20% increase over that published
by Martos et al. (2017). Uncertainty distributions also closer resemble log-
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normal/log-logisitic heat flow distributions observed globally rather than
Gaussian assumptions applied by previous studies. Surprisingly, the me-
dian model derived from these methods showed to be quite a good fit to
the independent heat flow estimates in Antarctica compiled by Guimarães
et al. (2020). 47.2% of the Martos et al. (2017) heat flow compilation,
48.39% of the MHB heat flow estimates, and 91.22% of the lake derived
heat flow minimums were satisfied, with a mean misfit of the heat flow
residuals of 0.71 mW m−2 and standard deviation of 27.68 mW m−2. Ad-
ditional uncertainty sources from variance of rock type, vertical geometry
due to complex geological histories and structures observed in other conti-
nents are hard to quantify numerically, but are expected to be significant.
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CHAPTER

SEVEN

SUMMARY AND CONCLUSION

7.1 Summary

Uncertainties in thermal parameter estimates such as radiogenic heat pro-
duction result in large uncertainties when modelling the thermal state of
the lithosphere. This uncertainty has wide-ranging implications on mod-
els of physical parameters such as lithospheric strength, economic benefits
via petroleum maturation models and mineral and geothermal exploration,
and impacts models relating to climate change such as those involved with
ice sheet dynamics and melt rates whereby the sub-glacial heat flow is a
critical input variable. In this thesis, I present improved constraints and
methods for estimating radiogenic heat production and the thermal state
of the continental lithosphere.

Estimating crustal radiogenic heat production requires knowledge of its
natural variability. The whole-rock geochemical database compilation of
Chaper 3 provides a foundation for assessing the distributions and correla-
tions of the radioactive elements with respect to age, location, lithological
types for future studies. This database currently stands at over 1 million
unique analyses, with varying amounts of sample data ranging from major
element concentrations, trace element concentrations, isotopic ratios and
temporal and spatial meta-data. Computed geochemical indices, nam-
ing schema and properties such as density and heat production provide
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a unique contribution of this database, along with significantly expanded
date information particulary for ages older than ∼1000 Ma.

The geochemical database stands as the foundation for the analysis of
temporal trends in heat production through time in Chapter 4. This chap-
ter demonstrates that radioactive decay describes the first-order decrease
in heat production with age, while lithological bias also imparts a sig-
nificant influence on radiogenic heat production distributions. I propose
that super continent-cycle and plate velocities are not observed in the
adjusted heat production record as suggested by some previous authors.
After corrections, a deficit in heat production of samples older than the
Archean–Proterozoic boundary appears to be evident. I suggest this is
likely associated with the shift in bulk crust composition postulated by
previous authors around this similar time, and in-line with studies of tem-
poral heat production enrichment in sediments of McLennan and Taylor
(1980). Alternatively, the heat production record may be biased due to
selective preservation to to thermal stability. Regions with high heat pro-
duction may not have been stable in the early Earth as the crust in high
heat producing regions would be hot and weak, making them susceptible
to destructive plate forces. Both Chapters 3 and 4 have implications for
improving heat production distribution estimates in regions with little to
no data, but also in areas where magmatic age and/or dominant lithol-
ogy may be known. While many correlations have large uncertainties,
the benefits lie mostly in constraining the expected distributions of heat
production at large scales. For example, a dominantly felsic terrane from
the Paleozoic will have a different uncertainty range than a predominantly
mafic terrane of Archean age, as derived from this database and temporal
trend analysis.

The global Curie depth model, developed in this thesis in Chapter 5, pro-
vides a model for the deeper thermal state of the crust which upper crustal
heat production samples alone cannot. By making use of an update litho-
spheric magnetic field model, LCS-1, a laterally variable magnetic suscep-
tibility model, and solving the forward modelling solution with all three
vector components of the magnetic field model, I produced an improved
global estimate of Curie depth via the equivalent source magnetic dipole
method. Regions such as central Africa show the most improvement due to
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application of the variable susceptibility model, but continents with poor
constraints such as Antarctica require further work.

Finally, I analyse and discuss vertical thermal parameter models applied to
geophysical proxies for temperature in the Antarctic continent. I demon-
strate that some of the variability in Antarctic heat flow models derived
from these methods are as a direct result of stark contrasts in models of
thermal parameters of heat production and thermal conductivity applied
to extrapolate to the surface. Radiogenic heat production variability is of-
ten poorly modelled and uncertainty estimates tend to under-represent the
high lateral and vertical changes. By using the models of expected vari-
ability derived from the geochemical database of Chapter 3, and guided by
studies of average continental crust composition, I generate a Monte Carlo
solution for an Antarctic heat flow estimate and its associated uncertainty.
I show an increase of around 20% in heat flow uncertainty compared with
previous studies. Surprisingly, the median model derived from this ’global
average’ estimate provides a reasonable fit to the independent heat flow
estimates in Antarctica.

7.2 Future directions

The global whole-rock geochemical database permits a plethora of poten-
tial studies of global geochemistry and its relationships, and will prove to
be a useful tool for hopefully years to come. Refinement of the global
geochemical database is a never ending process. Searching for new data
as it becomes available is a somewhat laborious process. In the current
processing schema updates are infrequent, manual, and primarily driven
by our own personal research interests. Transitioning this database to a
community driven effort, perhaps through a dynamic website, or assisting
with initiatives such as the AuScope Geochemistry Network may be the
future of this project. Furthermore, adjustments to the database structure
may be warranted as further data entry fields are desired.

The Curie depth model of Chapter 5 has opened up a number of follow
up topics and future work. Currently uncertainty estimates relating to
the Curie depth are poorly quantified, owing largely to the lack of uncer-
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tainty estimates for the input models. This includes uncertainty associated
with the remanent magnetic field model for the oceans, the important
of remanence for the continents, uncertainty estimates for the magnetic
susceptibility model and long-wavelength supplement model for spherical
harmonic degrees 1 through 15. These uncertainty estimates are currently
very generalised, which filters through to the final Curie depth uncertainty
estimates possible.

Further work also needs to be conducted to explain the significant discrep-
ancies between differing methods of Curie depth estimation. Curie models
derived via the fractal methods show large variability with each other, as
well with the solution derived via the ESMD method in this thesis. Selec-
tion of model parameters in both methods seem to significantly influence
the final results.

In Chapter 6, I present thermal parameter estimates and considerations for
estimates of heat flow from geophysical proxies in Antarctica. As tectonic,
geological, and age information continues to expand for subglacial bedrock,
more robust calibrations of thermal parameters for the upper crust may
become possible. Consideration of the effects of thermal refraction due to
subglacial topography may also be warranted and its influence on lensing
heat flow.
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