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Abstract

This thesis discusses the flow over rectangular and modified cavity geometries
at low Reynolds number, as well as the role of a cavity in an airfoil surface
in the production of airfoil tonal noise. Cavity flows can be found on many
land, air and water vehicles where they can be a significant source of tonal or
broadband noise. Modifying the cavity geometry is established as an effective
passive control technique for cavity flow noise.

The flow about, and noise produced by, two-dimensional rectangular and
modified cavity cutouts in an airfoil surface (‘airfoil with cavity’) were studied
using an anechoic wind tunnel. As L/θ0 increased, the coherence of shear
layer vortices decreased, with an increase in the number of cavity oscillation
modes found, each with lower intensity. Mean convection velocity ratio data
were reported for an extended range compared to the literature, with cavity
oscillation mode numbers also reported. The effect of sloping the front and
rear cavity walls was investigated, with a significant change in shear layer
roll-up modes found and cavity oscillation modes detected, compared to the
rectangular cavity.

The production of airfoil tonal noise was unexpectedly found from the
‘airfoil with cavity’ profile. As the cavity position was varied on the airfoil
surface, the airfoil tonal frequencies were found to vary. The noise was at-
tributed to an aeroacoustic feedback loop, of a similar form to that responsible
for cavity tones – the existence of this feedback loop as it pertains to airfoil
tonal noise had been debated in the literature. A region of receptivity was
identified near the cavity trailing edge where inflectional velocity profiles were
measured. Boundary layer disturbances at the frequencies of the airfoil tones
were detected downstream of this region. These disturbances were found to be
amplified over a separation bubble upstream of the airfoil trailing edge. When
external acoustic forcing was applied, the airfoil tonal noise frequencies were
selectively reinforced – rather than the boundary layer’s entire unstable fre-
quency range responding to the external forcing in a smooth curve peaking at
the most unstable Tollmien-Schlichting wave frequency. This suggested that
a constructive feedback loop existed between the airfoil trailing edge and the
region of receptivity near the cavity.

The flow about three-dimensional cavity cutouts in a flat plate were inves-
tigated using a recirculating water tunnel. The shear layer structure about a
shallow, narrow rectangular cavity flow was characterised. At low Reynolds
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number, ‘spanwise’ shear layer vortices were found to have significant curva-
ture. The lateral growth of the cavity shear layer beyond the sides of the cavity
was found to be significant, with a periodic flow pattern identified adjacent to
the sides of the cavity. The pattern is explained in terms of an interaction
of the streamwise-orientated portions of preceding and following shear layer
vortices. This finally causes the formation of a tornado-like feature on the flat
plate adjacent to the sides of the cavity. An asymmetric flow structure was
found about a modified chevron-like cavity geometry, which was attributed to
a shear layer twisting mode.
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Nomenclature

Latin Characters

A, B Coefficients in King’s law for hot-wire calibration.
BTt Number of discrete segments, in spectral processing.
BTeff Effective number of discrete segments, for a Hann window.

with a certain proportion of segment overlap.
c Speed of sound
C Airfoil chord
dp Particle diameter
D Cavity depth
f Frequency
fn Cavity oscillation frequency with Rossiter mode, n
fn Airfoil tonal noise frequency with mode, n
fn max Airfoil tonal noise frequency with mode, n
fs Central frequency of broadband hump of airfoil tonal noise,

also central frequency of Tollmien-Schlichting instability
of laminar boundary layer.

∆f Frequency spacing of airfoil tones
Fi Proportion of Particle Image Velocimetry (PIV) pairs lost

in the PIV imaging plane
i, j Array indicies
k Ratio of specific heats
K total number of segments in window for spectral processing
L Cavity length
Lc Feedback length
Lchar. Characteristic length
M Mach number, M = U/c
n Mode/stage number of oscillations in cavity noise
n Mode number in airfoil tonal noise
n Exponent (where indicated as such)
N Sample size
NI Number of particles in a PIV interrogation window
p Pressure
Pe Perspective error in PIV
Re Reynolds number
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ReC Reynolds number based on airfoil chord length, ReC = UC/ν
ReD Reynolds number based on cavity depth, ReD = UD/ν
ReL Reynolds number based on cavity length, ReL = UL/ν
Rex Reynolds number based on boundary layer development

length, Rex = Ux/ν
δs Displacement in PIV
St Strouhal number, non-dimensional frequency
StD Strouhal number based on cavity depth, St = fD/U
Stk Stokes number, ratio of the settling timescale of a particle to

the timescale of a fluid.
t Airfoil thickness, where indicated as such.
t Time
δt Time step
T Period
u Local velocity
u′ Fluctuation velocity (u′=uinstantaneous − umean)
U Freestream velocity
Uc Convection velocity
Uchar. Characteristic velocity of a particle in PIV.
W Cavity span or width.
wi,j Weighting coefficient in PIV outlier replacement
x Boundary layer development length from flat plate

leading edge.
x, y, z Cartesian co-ordinates



ix

Greek Characters

α Phase lag, in the cavity oscillation loop.
αgeom. Geometric angle of attack of airfoil,

with regards to airfoil tonal noise.
δ Boundary layer thickness
δ0 Boundary layer thickness at the cavity leading edge.
δ99 99% boundary layer thickness
δ∗ Boundary layer displacement thickness
εtot Total error
εUbias

Bias error
εUrms Root-mean-squared error
θ Boundary layer momentum thickness
θ0 Boundary layer momentum thickness

at the cavity leading edge.
κ Mean convection velocity ratio, κ = Uc/U ,

of the shear layer in the cavity.
λ Wavelength
µ Dynamic viscosity
ν Kinematic viscosity
ρ Density
ρp Particle density
σi Uncertainty due to item i
ψ Cavity yaw angle
ω Vorticity

Acronyms

2D Two-Dimensional
3D Three-Dimensional
AWT Anechoic Wind Tunnel
dB Decibel
LE Leading edge
OASPL Overall Sound Pressure Level
PSD Power Spectral Density
RMS Root-Mean-Squared
SPL Sound Pressure Level, dB reference 20 µPa
TE Trailing edge
TI Turbulence Intensity, TI = u′rms/Umean

T-S Tollmien-Schlichting
PIV Particle Image Velocimetry
HWA Hot-wire-anemometry
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Chapter 1

Introduction

1.1 Opening statements

In the context of this study, ‘cavity flow’ refers to flow over a rectangular cavity
in a flat plate and ‘cavity noise’ refers to the noise from such cavity flows. A
rectangular cavity flow is defined as a backward facing step flow followed by a
forward facing step flow and is shown in figure 1.1. Three-dimensional cavities
are defined as cavities where the cavity span is less than the cavity length,
while shallow cavities are defined as those where the cavity depth is less than
the cavity length (refer section 2.3.1).

Cavities are found on aircraft, motor vehicles and in other applications
where flows over the cavities are often associated with high noise levels. This
introduction establishes the context of the study by covering the background,
some applications and the significance of the project. The aims and objectives
of the project are then stated. Following chapters document a literature review,
methodology, experimental results and discussion of two-dimensional cavity
flows, the role of a cavity in airfoil noise production, and a study of the flow
structures unique to three-dimensional cavities of finite span.

1.2 Context

1.2.1 Cavity flow noise

This study takes place in the context of the field of Aeroacoustics – the study
of noise generated by fluid flow. One aim of research within this field is to
understand, and therefore reduce, the noise generated by the motion of air,
land, and marine vehicles. This includes: understanding the behaviour of
flow structures (typically vortical eddies) that contribute to the generation
of the noise, surface features that strongly radiate the noise such as sharp
trailing edges, and the effect of contributory acoustic phenomena such as the
aeroacoustic feedback that may further enhance and excite the vortical eddies
giving rise to a ‘locked-on’ flow-tone.

1
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U

Figure 1.1: Schematic drawing of a two-dimensional rectangular cavity flow.

Cavities are found on aircraft, around automobiles and in various other
applications, where they can result in significant radiated noise. On aircraft,
cavities can be formed by weapons bays when the weapons bay doors are
open, and wheel wells when the retractable landing gear is extended (Tam
and Block, 1978). Around automobiles, cavities can be found around side
mirrors (Milbank, 2004), surface joins (Crook, Hassan and Kelso, 2007), roof-
racks (Harper, 2006) and open automobile sun-roofs (Zhuang, 2007, p. 1). In
the former cases, the cavity can be subject to a laminar upstream boundary
layer where the boundary layer development length is short. Cavities can also
be found elsewhere such as the spaces between train carriages (El Hassan,
Keirsbulck and Labraga, 2009a).

One focus relates to the use of weapons bay cavities as locations for stores
on aircraft. Modern fighter aircraft carry stores internally in closed weapons
bays to improve stealth by reducing radar signature and these weapons bays
form cavities open to the flow whilst the bay doors are open during store release
(Dolling, Perng and Leu, 1997). Carrying stores in closed internal cavities also
provides other benefits such as reduced drag, less aerodynamic heating on the
store, and improved manoeuvrability (Dolling, Perng and Leu, 1997).

When aircraft weapons bay doors are opened, high sound pressure levels
and significant vibrations are produced due to flow over the cavity. MacManus
and Doran (2008) found levels of over 160 dB (sound pressure level, SPL,
reference 20 µPa) at 2 kHz recorded at the front wall of a cavity at M=0.9.
Similarly, Shaw et al. (1988) recorded levels approaching 163 dB (overall sound
pressure level, OASPL, reference 20 µPa) at the cavity walls in experimental
tests on a 4.9% scale model of an F-111 aircraft. It is desirable to reduce these
levels as large vibrations can be transmitted to structures, stores and other
components causing structural fatigue (Shaw et al., 1988 and Heller & Delfs,
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1996) and malfunction of equipment (Smith & Shaw, 1975).

Modifications to the rectangular cavity geometry have been shown to be an
effective and inexpensive method of reducing these noise levels from cavities in
the literature (Lawson & Barakos, 2008, Doran, 2006, Dolling, Perng & Leu,
1997, Maull & East, 1963, and others) however the influence of modifications
on three-dimensional flow structure is not well understood. For un-modified
two-dimensional cavities the internal flow structures and flow physics are well
understood, however limitations on the database exist for some parameter
spaces. While, for three-dimensional cavities the mean internal flow struc-
tures are well understood. Existing literature has not, however, addressed the
unsteady flow structures found internally and externally to three-dimensional
cavity flows. Therefore a knowledge gap exists regarding the unsteady flow
structures found about three-dimensional cavities, particularly at low subsonic
speeds.

The expected research outcomes of this study will fill a knowledge gap
regarding the unsteady flow structures found about shallow, narrow cavities
at low subsonic Mach number with particular attention to the end effects
created due to three-dimensional cavities having a finite span. This study will
also provide further information on the effectiveness of two-dimensional and
three-dimensional modified wall shapes in mitigating cavity flow noise and the
mechanisms involved therein.

1.2.2 Airframe noise

Regarding practical applications, the noise and vibrations associated with cav-
ities are an issue on aircraft weapons bays (amongst other applications) and
there are several benefits of addressing these issues such as reducing fatigue
or malfunction of equipment and also being able to reduce time over target
by being able to have weapons bay cavity doors open at a higher flight speed
(Dolling, Perng and Leu, 1997). Outcomes could include a reasonable docu-
mentation of and some understanding of certain geometric modifications that
could be compatible with aircraft structural layouts. Subsequently these mod-
ifications, if they were to be practically applied, could be useful for reducing
the ‘important and potentially dangerous’ issues associated with cavity noise
and associated vibrations (Bastrzyk and Raman, 2009).

Above urban areas, a large proportion of the noise received on the ground
from transport aircraft is attributed to airframe noise, that is, noise caused
by fluid flow over the surfaces of the aircraft (Lilley, 2001). Transport aircraft
may fly at relatively low-altitude over urban areas while they ascend or de-
scend from airports located nearby to centres of population. It is therefore
desirable to reduce airframe noise to improve amenity and comfort for the ur-
ban population. Amongst other sources (such as the landing gear itself), this
airframe noise includes noise caused by the aforementioned cavity flow over
the cavities formed by the landing gear wheel wells (when the landing gear is
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extended), as well as airfoil self-noise caused by flow over the aircraft wings.

1.2.3 Airfoil noise

When airfoils encounter smooth flow, unsteady fluctuations are produced thereby
creating airfoil noise. Airfoil noise is produced by helicopter rotors, wind tur-
bines and airframes (Brooks, Pope and Marcolini, 1989) as well as computer
cooling fans (Arcondoulis et al., 2010) amongst other devices. Although there
are other noise sources (such as leading edge noise and tip vortex noise), one
major source of airfoil noise is the trailing edge of the airfoil, from which ‘airfoil
tonal noise’ may be produced when there is predominantly laminar flow over
at least one surface of the airfoil.

There has been a debate in the literature regarding the necessity of an
aeroacoustic feedback loop in the production of airfoil tonal noise, with papers
either questioning or supporting the role of an aeroacoustic feedback loop in
various instances of airfoil tonal noise. To this end, further experimental or
numerical avenues to investigate airfoil tonal noise would be helpful towards
clarifying the mechanisms. This includes whether any acoustic feedback loop is
involved, whether that applies broadly or only in certain particular instances.
Subsequently, a variation in trailing edge noise tonal frequency when a circular
cavity was present in a NACA 0018, compared to the same airfoil without a
cavity, was identified by van Osch (2008), however no explanation for the
behavior was provided by the author.

In the present work, the production of airfoil tonal noise was discovered
from an ‘airfoil with cavity’ profile which was originally designed for the in-
vestigation of cavity noise. Thus, an investigation was conduced to determine
a plausible mechanism for the production of this airfoil tonal noise, a phe-
nomenon which had not been reported in detail previously.

1.2.4 Necessity of the study

The present study is thus necessary on a variety of grounds. Firstly, the litera-
ture (or database) on two-dimensional cavity flow physics warrants extension.
Secondly, whether or not an aeroacoustic feedback loop is involved in the pro-
duction of airfoil tonal noise warrants clarification. Finally, the unsteady flow
structures found about cavities of finite span warrant description.

1.3 Aim and Objectives

1.3.1 Aim

The aim of this study is to investigate the flow structures caused by, and
noise produced by, low Reynolds number flow over two- and three-dimensional
cavities for both rectangular and modified cavity geometries. In this instance,
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low Reynolds number refers to a range of Reynolds numbers of the order of
103 to 105, based on either the cavity depth or the cavity length. As an
aeroacoustic feedback loop is involved in the production of cavity tonal noise,
an additional aspect of this thesis is to determine the mechanism by which a
two-dimensional cavity cutout on an airfoil surface results in the production of
airfoil tonal noise, for chord-based Reynolds number of the airfoil within the
range of 6.7 ×104 to 3.3 ×105.

1.3.2 Objectives

The broader objectives of this study are to:

1. Extend the literature on two-dimensional cavity flow physics.

2. Determine the role of an aeroacoustic feedback loop in the production of
airfoil tonal noise, based on an ‘airfoil with cavity’ profile.

3. Determine the unsteady flow structures created by lateral mixing layer
growth about cavities with finite span.

The specific objectives of this thesis within the framework of two-dimensional
cavity flows are to:

4. Investigate the cavity tonal noise produced by rectangular or modified
two-dimensional cavities with a laminar boundary layer in the range of
length-to-depth ratio L/D of 1.17 to 4.67, for a depth-based Reynolds
number in the range of 3.2 ×103 to 1.6 ×105 (sections 4.4 & 4.6).

5. Determine the noise attenuation produced by modified cavity geometries
and plausible mechanisms for that attenuation (sections 4.6.3 & 4.6.4).

6. Characterise the mean convective velocity ratio for the respective non-
dimensional cavity length ratios of L/δ0 = 5 – 48 (section 4.7), and the
cavity oscillation mode numbers for L/δ0

√
Reδ0 = 350 – 1800 (section

4.8).

Within the framework of three-dimensional cavity flows, the specific objectives
are to:

7. Investigate the structure of the mixing layer both within and immediately
adjacent to predominantly shallow and narrow rectangular cavities for
length-to-depth ratios, L/D = 0.84 – 6 and length-to-span ratios, L/W ≈
2 (section 6.1).

8. Study the flow-field about chevron-shaped three-dimensional cavities in
the range of L/D = 1 – 5, with a span of W/D = 2, for depth-based
Reynolds numbers of approximately 105 (section 6.5).
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Within the framework of determining the role of a two-dimensional cavity
cutout on an airfoil surface in the production of airfoil noise the specific ob-
jectives are:

9. To confirm that the airfoil noise is indeed produced by an airfoil tonal
noise mechanism by examining the effect of angle of attack and velocity
on the noise (section 5.3).

10. To investigate the effect of cavity position on the individual tones and
‘broadband hump’ of the airfoil noise (section 5.5).

11. To investigate the existence of boundary layer disturbances at the fre-
quencies of the airfoil tonal noise, and whether these disturbances occur
upstream, over or downstream of the cavity (section 5.6.2).

12. To investigate the effect of external acoustic forcing on the boundary
layer, and therefore the airfoil tonal noise mechanism, on an airfoil with
cavity (section 5.7).

13. To investigate the role of a separation bubble, if any, in the production
of the noise and amplification of the tones, by conducting surface flow
visualisation (section 5.9) and a stability analysis of the boundary layer
over a smooth version of the airfoil profile (section 5.11).

14. To propose an overall mechanism for the role of a two-dimensional cavity
cutout located on the pressure surface, in the airfoil tonal noise produced
by an airfoil with cavity, including how this relates to existing mecha-
nisms proposed for smooth airfoils in the literature (section 5.12).



Chapter 2

Literature Review

2.1 Introduction

In this literature review, there is firstly a discussion of cavity flow generally,
including cavity flow as an aeroacoustic problem. Existing literature regarding
two- and three-dimensional cavity flow at both low and high Reynolds numbers
is reviewed. In the context of flow over an airfoil with a cavity cutout, literature
is reviewed regarding the related aeroacoustic problem of airfoil tonal noise.
A discussion is then made on the use of modifications of the cavity geometry
as a passive control measure for cavity flow noise. Finally, multiple knowledge
gaps are defined.

2.2 Background

The phenomenon of noise generated by a moving cavity was first studied by
Strouhal in 1878, according to Covert (1970). A study by Wieghardt (1942)
described the flow structure found about two-dimensional rectangular cavities.
Amongst measurements of various bodies, Tillman (1944) published drag co-
efficient data for slot-shaped cavities. In 1955, Krishnamurty published find-
ings on the strong acoustic fields radiated from cavities at transonic speeds
while Roshko (1955a) published findings on velocity and pressure distribu-
tions. Maull and East (1963) produced the first study of three-dimensional
features in cavity flows, while Rossiter (1964) described the fundamental aero-
acoustic loop mechanism responsible for oscillations. Early numerical studies
began in the late 1960s and these focused mainly on the lid-driven cavity prob-
lem, where only the flow inside a cavity, driven by a moving lid, is modelled
(Yao, Cooper and Ragunathan, 2004). Research interest has been consistent
and hence the overall literature on cavity flow is extensive. Cavity flow is a
popular topic for Computational Fluid Dynamics (CFD) studies and control
studies.

A number of reviews have been published in the literature. These include
a review on experimental and theoretical analysis of cavity flow by Rockwell &

7



8 CHAPTER 2. LITERATURE REVIEW
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Figure 2.1: Definition of three-dimensional cavity geometry in a flat plate (the
flat plate is not drawn).

Naudascher (1978), a review on control techniques for cavity flow by Rowley
& Williams (2006), and a review of aspects of cavity flow research by Watmuff
(2009).

2.3 Definitions

2.3.1 Cavity Geometry

The main geometrical parameters of a three-dimensional cavity are the width
or span, W , length, L and depth, D. As indicated on Figure 2.1, ‘leading
edge’ and ‘trailing edge’ refer to the top of the front and rear walls respec-
tively, while ‘side edge’ refers to the top of the side wall. Other parameters are
the free-stream flow speed, U , local velocity, u, fluctuation velocity, u′ = ui−ū,

root-mean-square1 (RMS) fluctuation velocity, u′ =
√∑

(u′i
2)/n, turbulence

intensity, u′RMS/U and boundary layer characteristics just upstream: bound-
ary layer thickness, δ0 and momentum thickness, θ0. Cavities are commonly
characterised by their length-to-depth ratio, L/D, their length-to-momentum
thickness ratio, L/θ0, and their length-to-boundary layer thickness ratio L/δ0

(the normalised, or non-dimensional, cavity length).

Deep and Shallow Cavities Deep cavities are considered to be those with
L/D < 1, while shallow cavities are considered those with L/D ≥ 1 (Sarohia,
1977).

1Root-mean-square (RMS) refers to a value consisting of the square root of the mean of
the square of the sample values, where n is the sample size and ui is, in this instance, the
sampled velocity.
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Figure 2.2: Sketch of open and closed cavity flow.

Two and Three Dimensional Cavities Ahuja and Mendoza (1995, p. 42)
classified cavities with L/W < 1 as two-dimensional and those with L/W > 1
as three-dimensional based on their experimental flow visualisation observa-
tions and acoustic measurements. Using fluorescent mini-tufts, Ahuja and
Mendoza (1995) found that for L/W < 1 the flow was two-dimensional across
most of the span, whilst for L/W > 1 end-effects were observed to become in-
creasingly significant. There were also significant differences in far-field acous-
tic spectra across the L/W = 1 boundary. This convention will be used here.

Open and Closed Cavity Flow In a cavity flow, a shear layer is formed
by the flow over the leading edge. When this shear layer reattaches on the
cavity rear wall or downstream of the cavity it is termed open flow, and when
the shear layer reattaches on the cavity floor it is termed closed flow (figure
2.2). Sarohia (1977) states that the boundary between open and closed flow
is L/D ≈ 7 − 8 for low-subsonic flows. This compares to a boundary of
L/D ≈ 10 − 11 for transonic and supersonic flows (Tracy and Plentovich,
1993). This parametrical boundary between open and closed flows is also
likely to be Reynolds number dependent (Milbank, 2004, p. 23).

Although both cavity types are associated with high noise levels, open flow
is associated with higher noise levels than closed flow. Closed flow is more
commonly associated with increased drag (Tracy and Plentovich, 1993). This
project focuses on the noisier, open flow type.

Figure 2.2(a) shows the first of the two open flow cases – the case where
the cavity is sufficiently short such that the shear layer skips over the cavity



10 CHAPTER 2. LITERATURE REVIEW

!"#$%&'(#!%")*)+!#,$-#'$,)$,.!,/)

!"

!"#! $%&'()*+,'-.*

"

"
!"#$%&'()''*+,$-."+'/%&0$&1+2'-3&+.%4'5".6'417'5".6,$.'.,1&-'

"

#$%"&'%()%*+,"-.%+/'0" /01%*"&'23"-23%"'%+2'45*6-"2&"+075/,"*25-%"+0*"5*+8)4%"/2*08"

.%01-"9:56)'%";0<"=$58%"2/$%'"+075/5%-"30,"-53.8,".'24)+%">'204>0*4"*25-%" 9:56)'%"

;><?" " @*" /$%" +0-%" 2&" /2*08A" 2'" 2-+5880/2',A" *25-%A" /$%'%" 0'%"30*," .2--5>8%" 2-+5880/52*"

3%+$0*5-3-?" " @/" 5-" )-)088," .2--5>8%" /2" 4%/%'35*%" /$%" '%8%70*/" 3%+$0*5-3" &'23"

3%0-)'%3%*/-"0*4"2>-%'70/52*-"0*4">,"+2*-54%'5*6"/$%"BCD"'0/52"0*4"&82="+2*45/52*-?"

"

:2'"/$%"&5'-/"2&"/$%"/=2"2.%*"&82="+0-%-"9=$%'%"/$%"+075/,"5-"-)&&5+5%*/8,"-$2'/A"-2"/$0/"

/$%"-$%0'"80,%'"-15.-"27%'"/$%"+075/,"0*4"'%0//0+$%-"42=*-/'%03"E":56)'%"F0<"/$%'%"5-"

*2"0--2+50/52*"=5/$"0*,"/2*08"*25-%"3%+$0*5-3-?"

"

:2'" /$%"-%+2*4"2&" /$%"/=2"2.%*"&82="+0-%-"9=$%*"/$%"+075/,"5-"-)&&5+5%*/8,"82*6"/$0/"

/$%" -$%0'" 80,%'" 53.5*6%-" 2*" /$%" '%0'" =088" 2&" /$%" +075/," E" :56)'%" F><A" /$%'%" 5-" 0*"

0--2+50/52*" .'530'58," =5/$" &8)54E4,*035+" -$%0'" 80,%'" 2-+5880/52*-" >)/" 08-2" =5/$" 0"

*)3>%'"2&"2/$%'".2--5>8%" /2*08"*25-%"3%+$0*5-3-?" "#$%-%"&8)54E4,*035+"2-+5880/52*-"

+0*" >%" +2).8%4"=5/$" 75>'0/52*-" 2&" /$%" -/')+/)'%" /2" &2'3" &8)54E%80-/5+" 2-+5880/52*-" 2'"

+2).8%4"=5/$" -/0*45*6" 0+2)-/5+" =07%-" /2" &2'3" &8)54E'%-2*0*/" 2-+5880/52*-?" " G075/5%-"

=5/$" 0" 80'6%" 5*/%'*08" 728)3%" 0*4" -3088" 2.%*5*6" +0*" >%" -)>H%+/" /2" I%83$28/J"

'%-2*0*+%?"

"

90<"#2*08" 9><"K'204>0*4"

Figure 2.3: Acoustic frequency spectra with and without tones.

and reattaches downstream of the cavity. For this case, there is no association
with tonal noise generation.

The second of the two open flow cases is shown in figure 2.2(b) – when the
cavity is sufficiently long that the shear layer impinges on the rear wall of the
cavity. This case is associated with tonal noise generation. The association
is primarily with fluid-dynamic shear layer oscillations, however there are also
a number of other possible tonal noise mechanisms. For example, these fluid-
dynamic oscillations can be coupled with vibrations of the structure to form
fluid-elastic oscillations, or coupled with standing acoustic waves to form fluid-
resonant oscillations. Cavities with a large internal volume and small opening
may be subject to Helmholtz resonance.

In the closed flow case, the cavity is longer still and the shear layer reat-
taches to the floor of the cavity (Figure 2.2(c)). In this case, broadband noise
is generated due to general turbulence of a variety of scales.

2.4 Cavity Flow Noise

2.4.1 Tonal and broadband cavity noise mechanisms

Flows over rectangular cavities have been studied extensively. Such flows can
produce high levels of tonal and broadband noise and researchers have sought
to understand the mechanisms of these phenomena. The frequency spectra
taken from recordings of cavity noise can include tonal peaks (figure 2.3(a))
while other cavities may produce broadband noise (figure 2.3(b)). In the case
of tonal, or oscillatory, noise, there are many possible oscillation mechanisms.
It is usually possible to determine the relevant mechanism from measurements
and observations and by considering the L/D ratio and flow conditions.

The tonal noise component is primarily due to coherent feedback-driven
oscillations of the shear layer over the cavity, although in some instances other
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mechanisms are possible, such as acoustic depth modes or Helmholtz reso-
nance. The noise is primarily generated as these oscillations of the shear layer
interact with the cavity trailing edge. Feedback is generated by the interaction
of the oscillating shear layer with the cavity trailing edge, whereby acoustic
waves are generated that travel upstream to the receptive initial region of the
shear layer. On the other hand, the broadband noise component is due to tur-
bulence within the boundary layer interacting with the leading edge and also,
especially, with the trailing edge. Cavities with laminar upstream boundary
layers are known to produce stronger oscillations than those with turbulent
upstream boundary layers, for similar free-stream conditions, due to greater
receptivity to feedback and greater instability of the shear layer (Rowley, 2002).

2.4.2 Aeroacoustics

The tonal and broadband noise produced by cavity flows means that such flows
are studied as an Aeroacoustic problem, where Aeroacoustics is the study of
aerodynamically generated noise. The noise generated by flows is known to
be produced from unsteady fluid motions (Morris, 2011), as distinct from the
sound produced by flow-induced vibrations of solids (Lighthill, 1952).

Examples of canonical aeroacoustic problems include rectangular cavity
flows, flows over circular or square cylinders, flows over flat plates and airfoils,
junction flows (such as the junction of a cylinder and flat plate) and jet flows.
These each relate to real world flows of interest, often with applications on air,
land or marine vehicles, or relating to fan or turbine noise.

Lighthill (1952) developed the acoustic analogy, whereby the sound field
can be directly related to a fluctuating flow field. In Lighthill’s (1952) acoustic
analogy, fluctuations in flows are considered to act as quadrupole noise sources
with a strength given by the Lighthill stress tensor. The largest components
of the Lighthill stress tensor are often the Reynolds stresses (Morris, 2011),
associated with turbulent fluctuations in the flow. Hence, turbulent motions
within the flow are considered to act as quadrupole noise sources. The analogy
of Lighthill (1952) is below:

∂2ρ

∂t2
− c2

0∇2ρ =
∂2(ρuiuj)

∂xixj
(2.1)

The acoustic analogy is derived by rearranging the momentum equation
for a continuous medium (a form of the governing equations of fluid motion).
Equation 2.1 gives Lighthill’s rewritten momentum equation when Lighthill’s
stress tensor (the subject of the spatial derivative on the right hand side) has
been simplified to contain only the Reynolds stress term, which is often the
largest term (Morris, 2011). Here, u and x are the velocity and position vec-
tors respectively with components ui, uj and uk and xi, xj and xk, while c0

is the speed of sound in the uniform medium. The left hand side represents
propagation of sound in a uniform medium while the right hand side repre-
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sents fluctuating stresses which are the sources of sound. When the Reynolds
stresses, uiuj, are zero then equation 2.1 becomes the linear wave equation
(Morris, 2011).

Considering solid boundaries, Curle (1955) provided a derivation which
takes into account the effects of surface pressure:

∇2ρ− 1

c2
0

∂2ρ

∂t2
= −∂q

∂t
+
∂Fi
∂xi
− ∂2(ρuiuj)

∂xixj
(2.2)

The right hand side contains two extra terms, so that there are now three
terms - idealised monopole, dipole and quadrupole acoustic sources (Morris,
2011):

1. ∂q
∂t

Monopole – associated with mass injection where q is mass-flow rate.
For example, unsteady injection of mass at the orifice of a Helmholtz
resonator. This term is also associated with unsteady heat addition.

2. ∂Fi
∂xi

Dipole – associated with fluctuating force as ‘a dipole is equivalent
to a concentrated fluctuating force’ (Lighthill, 1952). Fi represent forces
acting on the fluid in the direction of the ith unit vector. For example,
fluctuating lift forces on a circular cylinder in a crossflow.

3.
∂2(ρuiuj)

∂xixj
Quadrupole - associated with fluctuations within the flow itself

as discussed earlier.

A monopole source is stronger than a dipole, and a dipole is stronger than
a quadrupole (Lighthill, 1952). So, for the same Mach number and fluid den-
sity, when unsteady fluid motion occurs near a solid boundary more noise is
produced, such as flow over a flat plate or cavity, compared to unsteady fluid
motion away from a boundary, such as a jet.

For cavity flows, “sound is produced by flow instability in the neighbour-
hood of the cavity” (Howe, 2004, p. 107). Specifically, Howe (2004) states
that the noise produced by shallow cavities at low Mach number is due to
a combination of two sources. Firstly, a dipole radiation source due to force
fluctuations in the streamwise direction with no radiation normal to the cavity
[such drag fluctuations have been shown to be associated with both Rossiter
oscillations (section 2.5.1) and the ‘wake’ mode (section 2.6.3)]. Secondly, a
monopole source due to a cavity acoustic resonance – a ‘Helmholtz’ mode –
that radiates omni-directionally.

In addition to cavity flows, oscillating shear layers are found in many other
aeroacoustic problems . Rockwell (1983) provides a detailed review on the gen-
eral properties of oscillating impinging shear layers and states that there are
similarities between the oscillations of externally excited non-impinging shear
layers (excited by some external forcing) and self-excited impinging shear lay-
ers. Cavity flow oscillations are a type of self-excited oscillation and according
to Kuo and Huang (2001) oscillations of shear layers in cavities ‘tend to be
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more coherent’ than oscillations of free shear layers, due to the additional
feedback.

For cavity flows, Howe (2004) took the total enthalpy B =
∫

dp/ρ + 0.5v2

to be the acoustic variable and rewrote Lighthill’s acoustic analogy as equation
2.3.

(
D

Dt

(
1

c2

D

Dt

)
− 1

ρ
∇ · (ρ∇)

)
B =

1

ρ
div(ρω ∧ v) (2.3)

Howe (2004) modelled the oscillating cavity shear layer as a convective
vortex source which radiates noise upon interaction with the trailing edge, i.e.,
a dipole source, while the cavity acoustic resonance (the resonance due to the
geometry and dimensions of the cavity) was modelled as a monopole source.
Howe (2004, p. 109) therefore gave the acoustic Green’s function as follows,
with Ĝ0 representing “the uniform pressure produced by the incident wave in
the neighbourhood of the cavity” and ĜM and ĜD representing the monopole
and dipole fields near the cavity respectively.

Ĝ ≈ Ĝ0 + ĜM + ĜD (2.4)

Howe (2004, p. 112) subsequently derived the following expression for the
Green’s function, where A = WL is the cavity planform area and l ∼

√
πA/4

is the acoustic resonance end correction for the cavity geometry. In the irro-
tational far-field, B = −δϕ/δt where ϕ(x, t) is the velocity potential (Howe,
2004, p. 107). The source point y is within or near the cavity, while the obser-
vation point x is in the far-field. X(x) = (X1(x), 0, X3(x)) and Y = (Y1, 0, Y3)
are Kirchoff vectors (Howe, 2004, p. 108, 109).

G(x,y, t− τ) ≈ − 1

2π

∫ ∞
−∞

(Ĝ0 + ĜM + ĜD)(x,y, ω)e−iω(t−τ+M·(X−Y/c0dω

=
1

(2π)2|x|

∫ ∞
−∞

{
1−

(
φ ∗ (y)− i(ω/c0)A

2π

)
(ω/c0)sin((ω/c0)D)

cos{(ω/c0)(D + l + i(ω/c0)A/(2π)}
− i(ω/c0)x ·Y

|x|

}
e−iω(t−τ−|x|/c0+M·(X−Y/c0)dω

(2.5)

Upon subsitution of equation 2.5 into the rearranged Lighthill’s equation
(equation 2.6), Howe (2004, p. 112) derived equation 2.7.

p ≈ −ρ0

1 +Mcosθ

∫
(ω ∧ v)(y, τ) · δG

δy
(x,y, t− τ)d3ydτ, |x| → ∞ (2.6)



14 CHAPTER 2. LITERATURE REVIEW

p ≈ ρ0

(2π)2(1 +Mcosθ)|x|

∫
(ω ∧ v)(y, τ)·

δ

δy

∫ ∞
−∞

{ ϕ∗(y)(ω/c0)sin((ω/c0)D)

cos{(ω/c0)(D + l + i(ω/c0)A/(2π)}
+ i(ω/c0)(

x

|x|
−M

)
·Y
}

e−iω{t−τ−(|x|−M·x)/c0}dωd3ydτ, |x| → ∞

(2.7)

In further analysis, Howe (2004) finds that the ‘strengths of both the
monopole and dipole sources’ are determined by an integral of the cavity drag
force. With respect to the dipole noise source, Howe( 2004, p. 115) notes that
‘only the unsteady component of the drag actually contributes to the radia-
tion’ of noise from the cavity and that the mean component of drag can be
excluded.

Figure 2.4 shows the directivity of overall radiated sound from a shal-
low wall cavity calculated from Howe’s model for a cavity with L/D = 2 at
M = 0.05 & M = 0.1 (Howe, 2004, p. 120), the analysis is based on an observer
fixed relative to the cavity and therefore moving with velocity −U compared
to the freestream. The dipole source is due to the interaction of the oscillating
cavity shear layer with the trailing edge of the cavity, and it is ‘primarily the
trailing edge of the cavity that is responsible for the radiated sound’ (Howe,
2004, p. 113). The figure shows that at M = 0.05, the dipole source dominates
the noise produced by the cavity. However, at M = 0.1, the monopole source
(due to excitation of acoustic resonance of the cavity) contributes significantly
and modifies the dipole.

2.5 Cavity Oscillations

2.5.1 Feedback-driven shear layer oscillations

A shear layer is formed by flow over the backwards facing step that comprises
the leading edge of a cavity. The shear layer formed is both unstable and
receptive to excitation. The shear layer is subject to the Kelvin-Helmholtz (K-
H) instability at low subsonic Mach numbers (Unalmis, Clemens and Dolling,
2004) that causes the characteristic roll-up of the shear layer. Oscillations of
shear layers in cavities ‘tend to be more coherent’ than oscillations of free shear
layers due to this feedback (Kuo and Huang, 2001).

2Reprinted from Journal of Sound and Vibration, Vol. 273, M. S. Howe, ‘Mechanism of
sound generation by low Mach number flow over a wall cavity’, Pages No. 103–123, Copyright
(2004), with permission from Elsevier.
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Figure 2.4: Theoretical directivity of sound from a shallow wall cavity at
M = 0.05 & M = 0.1 (Howe, 2004, p. 120)2. [OASPL (dB) for the range
0.1 < St = fL/U < 10.]

In a cavity flow, pressure or acoustic waves generated at the trailing edge
of the cavity travel upstream and provide excitation, forming a feedback loop.
Either or both can be observed depending on the flow conditions. Ashcroft
and Zhang (2005) state that selective amplification causes the instability waves
of the shear layer to grow, and in some cases the oscillating shear layer rolls
up into discrete vortices. Although the discrete vortices are not essential to
the occurrence of oscillations (Heller and Bliss, 1975), the impingement of
these vortices often provides the ‘discrete excitation’ to maintain oscillations
(Ashcroft and Zhang, 2005). Morris (2011) addresses the conjecture of whether
the shear layer consists of an oscillating vortex sheet or a series of discrete vor-
tices, citing PIV results from Ma et al. (2009) that suggest the shear layer
oscillation may exist as a combination of the two. For a cavity with a laminar
upstream boundary layer, Koschatzky et al. (2009) found that vorticity was
concentrated into discrete vortices but with distinct braids of vorticity con-
necting the vortices. With a turbulent upstream boundary layer, El Hassan et
al. (2009) identified vortical structures within the turbulent shear layer over
the cavity.
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Figure 2.5: Sketch of feedback cycle involved in cavity shear layer oscillations.
Adapted from Ahuja & Mendoza (1995), Czech et al. (2000) and Bastrzyk &
Raman (2009).

In the feedback loop shown in figure 2.5 the following is accepted as hap-
pening (Ahuja & Mendoza, 1995, Bastrzyk & Raman, 2009 and Czech et al.,
2000):

1. Instability waves are amplified in the shear layer and impinge on the trail-
ing edge of the cavity. This can be accompanied by large-scale vorticity
growth.

2. When these waves reach and interact with the trailing edge of the cavity,
pressure or acoustic waves are generated that travel upstream.

3. These waves reach the leading edge of the cavity and feed back to the re-
ceptive initial region of the shear layer (possibly with some phase delay),
thus reinforcing certain instabilities and completing the feedback loop.

Rossiter’s Equation and Rossiter Modes

Rossiter (1964) was the first to describe the aeroacoustic feedback loop mech-
anism in detail and to develop a formula (equations 2.8 and 2.9) to predict the
discrete frequencies of oscillation. One time period of the instability is given
by a downstream and upstream travelling component:
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1. A vortex or crest of the oscillatory wave of the shear layer traverses
the cavity downstream in the time period T2 = L/Uc where Uc is the
convection velocity of the vortex.

2. A generated pressure or acoustic wave then traverses the cavity upstream
in a time T1 = L/c, where c is the speed of sound.

The parameter n is the ‘Rossiter mode’ number, or the ‘stage’ number,
and equals the number of instability wavelengths or vortical structures in the
cavity (El Hassan et al., 2009a). Between event 2 and the next event 1 α is
the phase delay or phase ‘lag’, which is the ‘lag’ between the upstream wave
reaching the leading edge and the generation of a new downstream travelling
disturbance. The unit of α is fraction of a wavelength, corresponding to the
‘lag’ in time (Delprat, 2006).

Equation 2.8 gives Rossiter’s (1964) equation for the frequencies of tonal
noise that may be produced by flow over a cavity. The equation gives possible
frequencies of oscillation and does not specify which modes will necessarily
occur.

fn = (n− α)
1

T1 + T2

=
n− α

L/c+ L/Uc
n = 1, 2, 3... (2.8)

Equation 2.9 gives the non-dimensional Strouhal number (St) form of
Rossiter’s (1964) equation. The mean velocity of the vortex is non-dimensionalised
as a fraction of the free-stream velocity called the mean convection velocity
ratio, κ = Uc/U , while M is the Mach number, M = U/c. Typical values of α
and κ are given below. It is possible to determine both κ and α experimentally,
and for frequency prediction either typical or measured values can be used.

St =
fL

U
=

n− α
M + 1/κ

n = 1, 2, 3... (2.9)

Typical phase lag values A phase lag, α, of zero is applicable for low
subsonic flows (Milbank, 2004 and El Hassan et al., 2009a), while α=0.25
produces the best fit for flows with moderate3 Mach number (0.4 < M < 1)
(Block, 1976).

Typical convection velocity ratio values The most commonly used value
of κ is 0.57. There are some limited κ data available including those published
by Sarohia (1977) and El Hassan et al. (2009a). With suitable values of κ and
α, good experimental agreement with Rossiter’s equation has been achieved
from low subsonic (El Hassan et al., 2009a and Milbank, 2004) to hypersonic

3In this thesis, ‘moderate’ Mach number is used to refer to Mach numbers between
approximately M ∼ 0.4−1, which includes part of the transonic range. ‘Transonic’ refers to
the region of operation of aircraft where the airflow around an aerodynamic body is partly
subsonic and partly supersonic (approximately M > 0.7 to M < 1.2).
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free-stream velocities (Unalmis, Clemens and Dolling, 2004). According to
Milbank (2004), for laminar cavity flows in the range of L/δ0 ≈ 5 - 10, esti-
mating κ from the data of Sarohia (1977) considerably increases the accuracy
of frequency predictions using Rossiter’s equation. The following curve fit to
Sarohia’s (1977) data can be used:

κ = 0.223Ln(L/δ0)− 0.0171 5.25 < L/δ0 < 10.5 (2.10)

Cavities at yaw To correct for cavities at yaw, cavity length L in Rossiter’s
equation can be replaced by an effective cavity length L′, equation 2.11, where
ψ is yaw angle (Milbank, 2004).

L′ =
L

cos(ψ)
(2.11)

Modified Rossiter’s Equation

A modified Rossiter’s equation is often used for higher Mach number flows.
Equation 2.12 was developed by Heller, Holmes and Covert (1971) and is often
called the ‘modified Rossiter’s equation’. It corrects for high sound speed
in the cavity in higher Mach number flows (Heller and Bliss, 1975). The
modified Rossiter’s equation is applicable for transonic to supersonic Mach
number flows, with k being the ratio of specific heats.

St = fL/U =
n− α

M [1 + (k − 1)M
2

2
]−1/2 + 1

κ

(2.12)

For very high Mach number flows (M = 5), Unalmis, Clemens and Dolling
(2004) showed a decoupling of the shear layer instability and acoustic feedback
mode. They suggested that the correlation of Rossiter’s formula at M = 5 was
‘coincidental’ due to the empirical coefficients used and that acoustic standing
wave modes were able to predict the discrete tones at very high Mach number.

Fluid-dynamic and acoustic resonance

The resonance loop mechanism can take one of two forms, depending on the
Mach number. Fluid-dynamic resonance occurs at low Mach number (for ex-
ample, Milbank, 2004), while acoustic resonance occurs at moderate-to-high
Mach numbers (for example, Rowley, 2002). In acoustic resonance, the acous-
tic travel time plays an important role in setting up the feedback loop, while
in fluid-dynamic (or hydrodynamic) resonance the acoustic travel time does
not play a significant role in setting up the feedback loop.

Fluid-dynamic resonance applies to fully-incompressible flows where the
feedback is ‘effectively instantaneous’ (Morris, 2011). In these flows, the pres-
sure fluctuations travel at c >> Uc. Thus in Rossiter’s equation, the Mach
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number is not a significant factor in the oscillation loop as M << 1/κ, for ex-
ample, 0.1 << 2, assuming κ ∼ 0.5. Therefore, feedback from an interaction
of a disturbance with the rear wall is effectively supplied back to the leading
edge instantaneously.

In acoustic resonance, the feedback is provided in the form of an acoustic
disturbance (Morris, 2011). In this case, M ∼ O(1/κ), and the time taken for
feedback to reach the leading edge of the cavity plays an important role in the
resonance loop.

Distribution of energy between modes

In a theoretical study, Rowley (2002) found that the mode number of the
Rossiter mode with the greatest shear layer amplification increased with in-
creasing non-dimensional cavity length (L/θ0). The calculations were per-
formed from inviscid linear stability theory using a tanh velocity profile based
on the velocity profile from DNS computations at M = 0.6. The amplifica-
tion increased to a maximum and then started to decrease with increasing
L/θ0. There were regions of overlap where two mode numbers had approxi-
mately equivalent amplification rate. Cavities with thinner boundary layers
relative to the cavity depth (higher values of D/θ0) were found to have signifi-
cantly higher levels of amplification, in other words, cavities with thick relative
boundary layers (lower values of D/θ0) do not oscillate as easily. Shear layer
amplification rates were found to decrease with increasing Mach number (from
M = 0.6 to M = 0.2), however this was noted to be balanced by a decrease in
radiation efficiency at the trailing edge.

2.5.2 Criteria for the Occurrence of Oscillations

Lower Threshold for Oscillations The most widely used lower threshold
criterion for fluid-dynamic cavity oscillation is that of Sarohia (1977) and is
given by equation 2.13. The criterion is empirical and based on extensive hot-
wire measurements of an axi-symmetric cavity model with a laminar boundary
layer at low subsonic speeds, which were plotted in Sarohia (1975, p. 84).
The occurrence of oscillations depends on the non-dimensional cavity length
L/δ0, where δ0 is the boundary layer thickness just upstream of the cavity,
and Reynolds number based on δ0, Reδ0 . The criterion can also be used for
turbulent upstream boundary layers according to El Hassan et al. (2009a).

L

δ0

√
Reδ0 > 290 (for oscillations) (2.13)

Regarding the influence of cavity depth on fluid-dynamic oscillations, Saro-
hia (1977) made two notes:

• the minimum cavity length criterion is applicable for cavities withD/δ0 >
2, with the value 290 increasing significantly for shallower cavities, so that
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occurrence of fluid-dynamic oscillation is more unlikely in very shallow
cavities, and

• for cavities with D/δ0 > 6, cavity depth does not affect fluid-dynamic
oscillation frequency.

Regarding the underlying physics, the Sarohia (1977) criterion is the prod-
uct of two factors. Firstly, the non-dimensional cavity length L/δ0 – whereby
when the cavity length is insufficient relative to upstream boundary layer thick-
ness, the shear layer reattaches downstream of the trailing edge of the cavity
rather than impinging on the cavity rear wall and therefore no cavity oscilla-
tions are produced. Secondly, the square root of the Reynolds number based
on upstream boundary layer thickness,

√
Reδ0 – i.e., the cavity shear layer

will not oscillate when the Reynolds number is insufficient. Assuming a fixed
ratio of Blasis solutions (θ0 ≈ 0.664/5×δ0), the lower threshold for oscillations
therefore takes the form L/θ0 ∝ 1/

√
Reδ0 which is plotted in figure 2.6.

Approximate Upper Limit for Oscillations There is an approximate
upper limit (equation 2.14) for cavity oscillations identified by Sarohia (1977),
where θ0 is the momentum thickness just upstream of the cavity:

L < 100θ0 (for oscillations) (2.14)

As the cavity length is increased, cavities have been found to stop oscillating
between L = 100θ0 and L = 200θ0 (Sarohia, 1977, Rockwell, 1983, and Gharib
& Roshko, 1987). Therefore, unless this criterion is met oscillations cannot
be expected with certainty, however longer cavities may still oscillate. Also,
oscillations would not generally be expected for cavities much exceeding a
length of L = 200θ0.

Combined Criteria for Oscillations Figure 2.6 shows the region where
cavity flow oscillations may be expected to be found, based on the aforemen-
tioned findings.

2.5.3 Development of flow with Reynolds number

Figure 2.7 shows an illustration of the development of the shear layer in a two-
dimensional, open cavity flow. This development involves parameters including
the Reynolds number (Reδ0 and ReD), cavity length, relative boundary layer
thickness, and relative momentum thickness4. Thus one main descriptor is

4The cavity length can be non-dimensionalised in terms of length-to-momentum thickness
ratio, L/θ0, in addition to length-to-boundary layer thickness ratio, L/θ0. Accounting for
this, partially accounts for the boundary layer type. The direct effect of boundary layer
displacement thickness, δ∗, and thus boundary layer shape factor, H = δ∗/θ0, remains
underreported in the literature and thus is not included in this discussion or illustration.
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0

100

200

300

Reθ0

L/θ0

No oscillations
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progressively
cease

From L / δ
0
 > 290 / Reδ

0

1/2
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expected

Figure 2.6: Range where oscillations are expected based on non-dimensional
cavity length, L/θ0 and momentum-thickness-based Reynolds number, Reθ0 .
Assumes laminar boundary layer, with ratio of Blasius solutions (θ0 ≈
0.664/5×δ0) used to convert boundary layer thickness to momentum thickness.
Line given by L/θ0 ≈ 200, an approximate upper value of non-dimensional
cavity length. Curve given by the criterion of Sarohia (1977) and holds for
D/δ0 > 2.

the aforementioned Sarohia (1977) criterion parameter, (L/δ0)
√
Reδ0 , which

includes many of these properties.
Although the development of cavity flows in terms of a combination of all

of the relevant parameters has not been fully reported in the literature, trends
for the changes in the cavity flow with the variation of individual parameters
have been reported. Table 2.1 summarises trends in cavity flows based on
individual parametrical descriptors. However a complete description of the
parameter space corresponding to each shear layer structure has not been
clearly reported in the literature.



22 CHAPTER 2. LITERATURE REVIEW

Increasing
Re or L/θ

U

D

 

0

Figure 2.7: Illustration of the development of the shear layer in two-
dimensional open cavity flow as ReD or L/θ0 is increased.
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Figure 2.8: Rossiter mode number, or ‘staging’, hysteresis effect.

2.5.4 Staging and Intermittency

Staging

Figure 2.8 shows a sketch of a Rossiter mode hysteresis effect found by Milbank
(2004) which was termed ‘staging’. Staging refers to a switch of dominant
oscillatory Rossiter mode, also called a ‘stage’. The following behaviour was
found: when the Mach number was increased the oscillation would tend to
hold-on to a lower Strouhal (St) number before making the ‘stage jump’ up to
the higher frequency (or St number). However when the Mach number was
decreased, the oscillation would tend to hold-on to the higher Strouhal number
for longer, with the ‘stage jump’ occurring at a lower Mach number. This gave,
in the vicinity of ‘stage jumps’, a dependence of the oscillatory behaviour on
whether the Mach number was being increased or decreased.

Intermittency

Intermittency refers to situations when oscillations fail to ‘lock-on’ properly,
with oscillations of certain frequencies intermittently occurring and ceasing.
Intermittent oscillations can occur when the oscillations are fairly weak, i.e.,
when the parameters of the cavity are near the boundaries indicated in figure
2.6 (the oscillations are starting to occur, or ceasing). Intermittent oscillations
can also occur when a stage jump is imminent, and fluctuations in the external
flow or internal flow of the cavity can cause intermittent switching between the
different stages (Milbank, 2004, p. 40).

2.5.5 Coupled Cavity Oscillations

Fluid-dynamic oscillations can be coupled with other mechanisms to form fluid-
resonant oscillations, fluid-elastic oscillations or Helmholtz resonance. These



2.5. CAVITY OSCILLATIONS 25

can occur if the frequencies of fluid-dynamic oscillations are close to the fre-
quencies of other oscillation mechanisms.

Helmholtz Resonance Coupling

Helmholtz resonance can occur when a cavity has a small opening and a large
volume, forming a Helmholtz resonator. In Helmholtz resonance the air at the
cavity mouth, or orifice, undergoes large oscillations with the air inside the
volume of the cavity acting as a spring (Panton, 1988). Fluid-dynamic shear
layer oscillations at the cavity mouth can excite the resonator (Loh, 2004)
so that coupling can occur if shear layer instability frequencies are sufficiently
close to the natural frequency of the resonator (Ma, Slaboch and Morris, 2009).
The natural frequency of a Helmholtz-resonator is given by Equation 2.15 (Ma,
Slaboch and Morris, 2009):

f Helmholtz Resonance =
c

2π

√
Orifice Area

Cavity volume× L
(2.15)

Fluid-Resonant Coupling

Fluid-resonant oscillations involve ‘shear flow oscillations coupled with stand-
ing [acoustic] waves’ (Doran, 2006, p. 22) with either two-closed ends (length-
wise or span-wise) or one closed and one open end (depth-wise). Coupling
can occur when the shear layer oscillations are sufficiently high in frequency,
such that the acoustic wavelength is the same size or smaller than dimensions
of the cavity (Rockwell and Naudascher, 1978). Standing acoustic waves are
reinforced by constructive or destructive inference and are formed by acoustic
waves reflected back and forth between two solid surfaces or one solid surface
and one open end. The frequencies of standing waves are related to the dimen-
sions of the space in which the standing wave forms (and the speed of sound
in the particular medium).

Depth modes are the most common fluid-resonant mode in low speed cavity
flows over deep cavities and are described by East’s (1966, p. 284) formula in
equation 2.16. The formula is based on equating the Strouhal number for the
cavity oscillation mode from Rossiter’s equation to best fit of the Strouhal
number for the cavity depth mode. The former data were obtained from
East’s (1966) experiment, while the latter were calculated by computer using
a semi-empirical model from Plumbee, Gibson and Lassiter (1962). The latter
data showed good agreement with the former. The single frequency given by
equation 2.16 effectively represents a mean of the major depth-mode-coupled
Rossiter mode cavity oscillation frequencies present in the cavity.

St =
fL

U
=

(
1

M

)(
L

D

)(
0.25

1 + 0.65(L/D)0.75

)
(2.16)
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El Hassan, Keirsbulck and Labraga (2009a) described how coupling be-
tween resonant and fluid-dynamic modes is often found at low subsonic ve-
locity in deep cavities (L/D < 1) and can occur when the criteria for neither
type of oscillation are met individually. They found that coupled oscillations
occurred in a deep cavity at a cavity length that was much smaller than the
values required for uncoupled oscillations.

Milbank (2004) derived equations 2.17, 2.18 and 2.19 for the most likely
acoustic resonance modes that would apply to a cavity at low Mach number
with oblique modes being considered unlikely:

fn Length Mode =
c

2

n

L
n = 1, 2, 3... (2.17)

fn Span Mode =
c

2

n

W
n = 1, 2, 3... (2.18)

fn Depth Mode =
c(2n− 1)

4Deff

n = 1, 2, 3... (2.19)

In equation 2.19, Deff is the effective depth with Deff ∼ 1.2D.

Fluid-Elastic Coupling

Fluid-elastic oscillations are those that involve vibration modes of the struc-
ture, and can occur for flexible structures (Lin and Rockwell, 2000). Coupled
fluid-elastic oscillations can occur when the walls have a displacement that is
large enough to exert ‘feedback control’ on the shear layer and the combination
of the inertia and other properties of the wall in conjunction with the flow is
a complex one (Rockwell and Naudascher, 1978).



2.5. CAVITY OSCILLATIONS 27

T
ab

le
2.

2:
L

is
t

of
lo

w
-R

ey
n
ol

d
s-

n
u
m

b
er

tw
o-

d
im

en
si

on
al

ca
v
it

y
fl
ow

st
u
d
ie

s

A
u
th

or
s

R
e D

R
e θ

0
L
/D

B
.

L
.

T
y
p

e
M

o
d
ifi

ca
ti

on
s

S
ar

oh
ia

(1
97

7)
U

p
to

82
00

0
U

p
to

20
0

U
p

to
50

L
am

in
ar

Y
am

am
ot

o
et

al
.

(1
97

9)
26

00
−

50
00

0
-

1
−

25
B

ot
h

R
o
ck

w
el

l
an

d
K

n
is

el
y

(1
98

0)
-

10
6

1.
17

L
am

in
ar

S
in

h
a

et
al

.
(1

98
2)

66
2
−

26
48

21
1

0.
4
−

28
.6

L
am

in
ar

G
h
ar

ib
an

d
R

os
h
ko

(1
98

7)
13

10
0

94
0.

57
−

1.
9

L
am

in
ar

P
er

ei
ra

an
d

S
ou

sa
(1

99
4)

33
60

-
2

L
am

in
ar

R
ou

n
d
ed

tr
ai

li
n
g

ed
ge

s
L

in
an

d
R

o
ck

w
el

l
(2

00
1)

24
30

0
13

20
U

p
to

4
T

u
rb

u
le

n
t

K
u
o

an
d

H
u
an

g
(2

00
1)

55
80

19
4

2
L

am
in

ar
S
lo

p
ed

fl
o
or

&
fe

n
ce

s
on

ca
v
.

fl
o
or

M
il
b
an

k
(2

00
4)

12
50

0
−

38
40

0
24

0
−

42
0

1
L

am
in

ar
G

ra
ce

et
al

.
(2

00
4)

13
00

0
−

25
00

0
38

0
−

12
60

4
B

ot
h

Ö
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2.6 Two-dimensional cavities

The flow structures around two-dimensional rectangular cavities at low depth-
based Reynolds number are relatively well understood. Open two-dimensional
cavity flows with moderate L/D ratios (L/D = 0.5 - 6) have been studied
extensively at low subsonic velocities. This section reviews these studies and
describes the steady and unsteady flow structures have been found in these
cavity flows.

Table 2.2 gives a list of low-Reynolds-number cavity flow investigations be-
tween depth-based Reynolds of ReL = 90 - 82,000, most of which are discussed
in the following text. Furthermore, reviews are given by Watmuff (2009), Row-
ley & Williams (2006), and Rockwell & Naudascher (1978) which pertain to
two- and three-dimensional cavity flows at a range of Reynolds numbers.

2.6.1 Structure of recirculation zones

The two-dimensional sketches of Faure et al. (2007) shown in figure 2.9 iden-
tify common features in cavities with L/D up to 2 with a laminar upstream
boundary layer. Faure et al. (2007) used laser illuminated smoke visualisation
in a wind tunnel, with U = 0.69− 1.6 m/s and a cavity depth of D = 0.30 m,
giving cavity-depth-based Reynolds numbers of ReD = 2300−5330. The span
and depth were fixed and the length of the cavity was varied. At ReD = 2300,
for L/D = 0.5 there are upper and lower vortices in the cavity, for L/D = 1
the cavity is dominated by one large vortex, and for L/D = 2 the cavity is
dominated by two vortices, a larger one in the rear of the cavity and another
in the forward part of the cavity. The flow structure sketches are similar to
those by ESDU (2005), with (a) and (c) similar to those of Wieghardt, as
cited and reproduced in Tillman (1944), Yamamoto et al. (1979) and Sinha
et al. (1982) also produced similar sketches. As L/D is further increased, the
secondary (upstream) recirculation at L/D=4 is associated with much lower
levels of velocity than the primary recirculation (Özsoy et al., 2005).

Neary and Stephanoff (1987) studied the flow over a ‘shallow rectangular
cavity’ at low subsonic speeds. The range of cavity-length-based Reynolds
numbers investigated was ReL = 31,900–39,600. Until the parameters reached
the cavity oscillation threshold, the authors found that the cavity was filled by
a large single primary vortex centred slightly downstream. As the Reynolds
number increased, a secondary vortex was found to form on the floor by sep-
aration of the back-flow along the cavity floor and a tertiary vortex forms in
the cavity slightly upstream from the primary vortex (figure 2.10).

5Experiments in Fluids, vol. 42, 2007, pages 180, 179, & 175, Faure, T M, Adrianos,
P, Lusseyran, F, and Pastur, L, c© Springer-Verlag 2006. With permission of Springer.
Original captions: a) ‘Sketch of the cavity flow dynamics for R = 0.5... for Ue = 1.21 m/s
(Re = 2,020) and Ue = 1.60 m/s (Re = 2,670)’, b) ‘Sketch of the cavity flow dynamics for
R = 1’, and c) ‘Sketch of the cavity flow dynamics for R = 2’.
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Figure 2.9: Sketches of flow structure in cavites with L/D < 2 for ReD = 2300.
a) L/D = 0.5, b) L/D = 1, c) L/D = 2 (Faure et al., 2007)5.

2.6.2 Oscillatory Cavities

The shear layer oscillation and the main vortex within the cavity are coupled.
For instance, the flow visualisation images of Manovski et al. (2005) show
the main recirculation vortex fluctuating as the shear layer oscillates. On the
down-stroke of the shear layer, the energised impinging fluid is ‘drawn into’
(Neary and Stephanoff, 1987) and drives the main recirculation vortex (Özsoy
et al., 2005, Manovski et al., 2005 and Manovski et al., 2007). Typically, shear
layer vortices are clipped at the trailing edge with part shed downstream and
part entering the main recirculation vortex (Manovski et al., 2007 and Neary
& Stephanoff, 1987). Clockwise vorticity (assuming left to right flow over
the cavity) from the shear layer is thus dispersed throughout the rear of the
cavity and downstream of the cavity (Özsoy et al., 2005). On the other hand,
anti-clockwise vorticity within the cavity (again assuming left to right flow) is
generated by the flow adjacent to and down the cavity rear wall, and also the
flow adjacent to and upstream along the cavity floor (Özsoy et al., 2005 and
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Lin & Rockwell, 2001). Neary and Stephanoff (1987) observed that large shear
layer fluctuations near the trailing edge are caused by both the growth of shear
layer disturbances and the deflection of the shear layer by the fluctuating main
recirculation vortex.
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Figure 2.10: Flow structure in shallow, open cavity with L/D = 3.5, at a
condition where oscillations just begin, ReL = 39, 600 and ReD = 11, 300
(Neary and Stephanoff, 1987)6.

Manovski, Giacobello and Soria (2007) performed an investigation on a
two-dimensional open cavity flow in a water tunnel. The cavity had a length-
to-depth ratio of L/D = 5 with a laminar upstream boundary layer having
a displacement-thickness-based Reynolds number of Reθ0 = 81 − 194. The
cavity had a length of 100 mm and a depth of 20 mm, and was tested at U =
50.1, 97.2, 190.8 and 288.2 mm/s, giving cavity-depth-based Reynolds numbers
of ReD = 1000 − 5740. They used laser illuminated dye visualisation and
particle image velocimetry (PIV), and identified three main oscillatory regimes.
The first regime (at ReD = 1000) was characterised by very small amplitude
disturbance waves along the shear layer and the streamline pattern for this
regime was quite similar to that of Neary and Stephanoff (1987) in figure 2.10.
The second regime (at ReD = 1930 and ReD = 3800) was characterised by
disturbance waves that periodically rolled up and were usually partially clipped
at the trailing edge. The third regime (at ReD = 5740) was characterised
by irregular oscillations – a mixture of the ‘flapping’ shear layer and vortex

6Reprinted from Physics of Fluids, Vol. 30 No. 10, M. D. Neary and K. D. Stephanoff,
‘Shear-layer driven transition in a rectangular cavity’, Pages No. 2936–2946, Copyright
(1987), with the permission of AIP Publishing.
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shedding with varying amplitude resulting in a mixture of complete escape and
complete clipping events when vortices reached the cavity trailing edge.

Ashcroft and Zhang (2005) carried out an investigation of two-dimensional
open cavities with a turbulent upstream boundary layer, finding large-scale
vortical structures. The cavity aspect ratio was L/D = 2 – 4 (L = 100 – 200
mm, D = 50 mm and W = 900 mm) with PIV and other methods used in a
wind tunnel at U = 32, 37 and 42 m/s, giving cavity-length-based Reynolds
numbers of ReL = 220,000 – 577,000. The plate was positioned at a small
nose-down pitch angle of -2.5◦ in order to negate a small adverse pressure gra-
dient that was found over the model. Oil-flow visualisation confirmed that
the cavity was essentially two-dimensional. The time-averaged internal flow
structures were characterised by recirculating vortices whose sizes and posi-
tions varied with geometry and flow conditions. Regarding the shear layer,
they found an essentially linear growth of vorticity thickness along the cavities
(with vorticity thickness being a measure of shear layer thickness) and the rate
of growth was found to be independent of geometry. The unsteady large-scale
vortical structures found in the shear layer were also found to grow linearly
with distance, although these stopped growing as they neared the trailing edge.

Özsoy et al. (2005) investigated low Reynolds number, laminar, two
-dimensional cavity flow in a low speed wind tunnel using PIV)at three ve-
locities. The Reynolds numbers were ReD =4000, 9000 & 13000, ReL =
16000, 36000 & 52000 and Reθ0 = 160− 366. The cavity had fixed dimensions
giving L/D = 4 (and L/W = 0.27 - two-dimensional). The non-dimensional
cavity lengths and depths were: L/θ0 = 114 − 160, D/θ0 = 28.5 − 40 and
D/δ0 = 3.5 − 4.8 - all moderate values in the ‘zone’ for oscillations, nei-
ther especially small nor large. In this study, the rear recirculation vortex
initially formed in the rear half of the cavity (ReD = 4000) and then was
found to become larger and move upstream with increasing Reynolds number
(ReD = 13000). In a complementary way, the forward recirculation vortex (as-
sociated with much lower velocity magnitude) became smaller with increasing
ReD. The authors’ attributed the growth in the downstream recirculation to
the increasingly energising effect of the shear layer with increasing Reynolds
number, as the shear layer impinged further down the cavity rear wall with
increasing ReD, supplying higher momentum fluid into the cavity.

With increasing Reynolds number, Özsoy et al. (2005) observed a decrease
in vertical fluctuation velocity and an increase in horizontal fluctuation ve-
locity. This was attributed to the ‘K-H [Kelvin-Helmholtz] instability having
stronger periodic oscillations when the flow outside the cavity is laminar at
low Reynolds number’ (Özsoy et al., 2005).

The location of maximum Reynolds stress (u′v′) in the shear layer was
found by the authors to move upstream with increasing ReD. Considering
this study, and the study of Manovski, Honnery and Soria (2005), it appears
that the flapping shear layer, location of recirculation vortex and location of
maximum fluctuation are interrelated.
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Creation zone
of clockwise vortices

Upstream recirculation bubble

Impinging zone and
shear layer flapping

Downstream recirculation bubble

Creation zone
of anti-clockwise
vortices

U

Figure 2.11: Schematic drawing of the flow paths and zones of vortex genera-
tion in an open cavity flow. L/D = 4 and ReD = 13000, Özsoy et al. (2005,
p. 141)7.

Figure 2.11 shows a schematic drawing of the flow field showing the flow
paths and zones of vortex generation. As noted, the vertical fluctuation (or
flapping) of the shear layer was greatest at the lowest Reynolds number. Clock-
wise vortices are created in the separated shear layer while anti-clockwise vor-
ticity is created by flow that impinges and travels down the rear wall with
anti-clockwise vortices identified by the authors as created in this region. Since
the shear layer flaps, fluid either exits over the rear of the cavity or is swept
down into the cavity. Inside the cavity there are the two recirculation zones,
or ‘bubbles’. (As an aside, in a three-dimensionsal sense there must be some
balancing method to balance the fluid that is swept into the cavity.)

Milbank (2004) investigated cavities on car wing mirrors, including the im-
pact of yaw angle. The overall study focused on characterising these cavities
and their behaviour in detail, including how the noise would be perceived by
the vehicle occupant. Milbank’s experimental investigations included investi-
gations on a cavity in a flat plate at L/D = 1, ReD = 27, 500, δ0 = 0.06−0.11,
and Reθ0 = 191 − 315. In this context there was a laminar boundary layer
since the impingement point of the flow on the car mirror was close to the
cavity. It was determined that any relevant atmospheric turbulence could be
approximated by yaw and pitch. Milbank (2004) found a cellular flow structure
(section 2.8.1), as well as staging and intermittency effects in the oscillatory
behaviour (section 2.5.4).

7Experiments in Fluids, vol. 38, 2005, page 141, ”Ozsoy, E, Rambaud, P, Stitou, A, and
Riethmuller, M L, c© Springer-Verlag 2005. With permission of Springer. Original caption:
‘Schematic drawing of the cavity flow’.
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Figure 2.12: Example of wake mode behaviour showing vorticity contours
(Rowley, 2002 p. 38)8, (a) to (d) show increasing time. Dashed lines indicate
counter-clockwise vorticity.

2.6.3 Wake Mode

Regarding shear layer behaviour, Gharib and Roshko (1987) described (in
addition to the non-oscillating and shear layer oscillation modes) another mode
of cavity flow which they called the ‘wake’ mode. The ‘wake’ mode involves the
periodic downstream ejection of a vortex from the cavity, thereby resembling
the shedding of vortices in the wake of a bluff body in a crossflow (Gharib and
Roshko, 1987). The frequency of the cycle is considered to be independent
of the flow velocity, suggesting that acoustic feedback is not involved in the
mode (Rowley, 2002). Rowley (2002, p. 23) numerically found that the wake
mode occurs upwards of ReL = 6, 000 for a cavity with L/D = 4 at M = 0.6.
Figure 2.12 depicts vorticity contours showing the wake mode for L/D = 4
from one of Rowley’s simulations. Gharib and Roshko (1987) experimentally
found the ‘wake’ mode to occur from upwards of ReL = 14, 000 in a cavity with
L/D = 1.4 in a water tunnel. The wake mode is associated with a dramatic
increase in drag, compared to shear layer oscillations (Gharib and Roshko,
1987). Cavities transition from the shear layer mode to the wake mode as the

8Rowley, C, Colonius, T and Basu, A, ‘On self-sustained oscillations in two-dimensional
rectangular flow over cavities’, Journal of Fluid Mechanics, vol. 455 pp. 315-346, Cambridge
University Press, 2002, reproduced with permission.
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length of the cavity or Mach number is increased (Rowley, 2002).

2.7 Aeroacoustic feedback loops: airfoil tonal

noise

2.7.1 Introduction

Analogous to the tonal noise that may be produced by some cavity flows
(section 2.5.1), tonal noise may also produced by flows over airfoils. This
airfoil tonal noise has been attributed to an aeroacoustic feedback loop (Arbey
and Bataille, 1983), similar to that present in cavity flows (Rossiter, 1964).
Therefore, the related aeroacoustic problem of airfoil tonal noise is considered
in this section of the literature review with a view to the subsequent study
on the effect of a cavity in the surface of an airfoil, on the airfoil tonal noise
produced by that airfoil (Chapter 5).

Airfoil noise is produced by helicopter rotors, wind turbines and airframes
(Brooks, Pope and Marcolini, 1989) as well as computer cooling fans (Arcon-
doulis et al., 2010) amongst other sources. When airfoils encounter smooth
flow, unsteady fluctuations can be created thereby resulting in the production
of airfoil noise. Although there are other sources of airfoil noise, such as lead-
ing edge noise and tip vortex noise, one major source of airfoil noise is the
trailing edge of the airfoil. In trailing edge noise, an efficient source is created
due to the diffraction of hydrodynamic instabilities at the sharp airfoil trailing
edge (McAlpine, Nash and Lowson, 1999), leading to a source that is dipolar
in nature (Desquesnes, Terracol, and Sagaut, 2007). A review of airfoil trailing
edge noise is given by Arcondoulis et al. (2010).

In this section of the literature review, an overview of airfoil laminar bound-
ary layer instability noise is first given. This is followed by a discussion of the
airfoil tonal noise aeroacoustic feedback loop mechanism detailed in the liter-
ature. A debate in the literature regarding the necessity of an aeroacoustic
feedback loop of that form in the production of airfoil tonal noise is then dis-
cussed, with some authors questioning the role aeroacoustic feedback loop in
the production of various instances of airfoil tonal noise, while other authors
support the role of the feedback loop in the production of the tones. Next, a
brief discussion of passive control of airfoil tonal noise is given, as this gives an
insight into the relative two-dimensionality of the mechanism, and the parallels
can be drawn to the passive control of cavity noise. Finally, an observation in
the literature about an underexplored phenomenon of airfoil tonal noise pro-
duced by an airfoil with a cavity is noted before a knowledge gap, an aim and
objectives are stated.
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2.7.2 Visualisation of laminar boundary layer instabili-
ties

The 1958 study of Bergh and Berg described the flow visualisation of Tollmien-
Schlichting (T-S) waves on a NACA0012 airfoil (Bergh and Berg, 1958). The
waves were excited acoustically using a loudspeaker. The chord-based Reynolds
numbers were in the range of ReC = 80,000 – 120,000. Smoke was released
from a finite-width slit in the airfoil, illuminated stroboscopically and pho-
tographed. Compared to the natural case, instability waves were apparent
much further upstream in the boundary layer when the acoustic excitation
was applied. When the airfoil was positioned at an angle of attack with the
visualised side subject to an unfavourable pressure gradient, the wave pattern
was found to transform into three-dimensional horseshoe-like loops (hairpin
vortices). The authors noted that these loops were possibly related to the
finite width disturbance introduced by the smoke slit. All experimental points
studied (in terms of frequency and Reynolds number) were found to lie within
the TS wave instability region, confirming that they were laminar boundary
layer instabilities.

2.7.3 Laminar boundary layer instability noise

‘Airfoil tonal noise’ is a subset of trailing edge noise and refers to the discrete
tones produced by some airfoils and streamlined flat plates (Brooks, Pope and
Marcolini, 1989). It is associated with laminar flow over most or almost all of
the airfoil – on at least one side, usually the pressure side – and is thus referred
to as ‘laminar boundary layer instability noise’ (Paterson et al., 1973).

Airfoil tonal noise is a form of airfoil self-noise and may dominate for low
to moderate chord-based Reynolds numbers of up to approximately 600,000
(Arbey and Bataille, 1983, Arcondoulis et al., 2010). Airfoil tonal noise has
been attributed to a periodic vortex structure in the boundary layer over the
pressure side of the airfoil (Nakano, Fujisawa and Lee, 2006). The instabilities
in the transitional boundary layer over the airfoil are diffracted by the sharp
trailing edge whereby they form a strong noise source (Arbey and Bataille,
1983). The spectral characteristics of the noise consist, firstly, of a broadband
hump, having a central frequency, fs. This frequency has been associated with
the most amplified boundary layer Tollmien-Schlichting (T-S) wave over the
airfoil (Kingan and Pearse, 2009). Secondly, around this broadband hump
many individual discrete tones, fn, may be found, each having approximately
equal frequency spacing, ∆f (Arbey and Bataille, 1983; Kingan and Pearse,
2009). Figure 2.13 shows a typical noise spectrum of airfoil tonal noise from
Arcondoulis et al. (2009).

A number of different mechanisms have been proposed to explain various
instances of the noise, for different geometries, Reynolds numbers, angles of
attack, and even different flow facilities. In the first comprehensive study on
the topic, Paterson et al. (1973) attributed the noise produced by NACA 0012



36 CHAPTER 2. LITERATURE REVIEW

fnmax

Figure 2.13: Typical structure of airfoil tonal noise from Arcondoulis et
al. (2009). Shows far-field sound pressure spectrum from NACA0012 at zero
angle of attack and ReC = 75,000. Measurement taken in the same anechoic
wind tunnnel (AWT) facility as the present study.

and NACA 0018 airfoils to vortex shedding.
Paterson et al. (1973) provided empirical Ua scaling relations for the mean

behaviour of the airfoil tones produced by a NACA 0012. The behaviour and
ladder structure of the airfoil tones are shown in figure 2.14. The equation for
the scaling relation is given by equation 2.20 where f is the frequency, U is the
freestream velocity, C is the chord of the airfoil, and ν is the kinematic viscosity.
For the central frequency, fs of the tones produced by flow over a NACA 0012,
the value of the constant K was found to be K = 0.011 while the exponent
a took the value a = 1.5. Arbey and Bataille (1983) later showed this to be
equivalent to a scaling relation for the central frequency, fs, of a NACA 0012
based on an approximately constant boundary layer displacement-thickness-
based Strouhal number of 0.048. For the individual tones, fn, Paterson et
al. (1973) found that an exponent value of a = 0.8 applied.

f =
KUa

(Cν)1/2
(2.20)

For a NACA 0018 airfoil with chord-based Reynolds numbers of ReC =
6.9−27×104 at 8◦ angle of attack, Kingan and Pearse (2009) calculated that fs
varied with U1.35 while fn were found to scale with exponents between a = 0.79
and a = 0.84. For a sharp trailing edge flat plate with thickness/chord=0.025
(approximately one-fifth of a NACA 0012) and chord-based Reynolds numbers
of ReC = 7.0 − 20 × 104 at zero angle of attack, Moreau et al. (2011) found
that the individual tones, fn, scaled with U1.25.

Nakano, Fujisawa and Lee (2006) performed an experimental study on the
unsteady flow structure around a NACA0018 airfoil, which showed that tonal
noise was produced by periodic vortex structure near the trailing edge, predom-
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Figure 2.14: Ladder structure of airfoil tonal noise (p. 34, Arbey and Bataille,
1983, from Paterson et al., 1973).

LIBRARY NOTE:

This figure has been removed due to copyright.
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Figure 2.15: Cross-correlation of velocity fluctuation and microphone noise
signal from Nakano et al. (2006)9 for a NACA0018 airfoil at various angles of
attack. The chord-based Reynolds number was 160,000. (a) Cross-correlation
with horizontal velocity fluctuation. (b) Cross-correlation with vertical velocity
fluctuation.

inantly on the high-pressure side of the airfoil. The chord Reynolds number
was 1.6 × 105. Particle image velocimetry was utilized with smoke particles
in air. The ceiling and floor of the wind tunnel duct were lined with acoustic-
absorbing material (glass-wool). The goal of the study was to investigate the
relation between the velocity and vorticity field near the trailing edge and the
noise radiated by the airfoil. Figure 2.15 shows the cross-correlation found
between the vertical and horizontal velocity fluctuations and a propagation-
distance-corrected microphone pressure signal. The figure shows that at zero
angle of attack, weakly correlated structures were found adjacent to both sur-
faces of the NACA0018 airfoil, consistent with the weak tones found in the
noise spectrum. However, at non-zero angles of attack, an asymmetric distri-
bution was found with highly correlated periodic structure found adjacent to
the high-pressure surface of the NACA0018 airfoil at nose-up angles of attack
of 3◦ and 6◦, consistent with strong tones found in the noise spectrum. Also, a
region of flow separation on the high-pressure surface was found using surface
flow visualisation, and this region was found to move rearwards with increasing
angle of attack.
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2.7.4 The role of an aeroacoustic feedback loop

It has been considered in the literature that an aeroacoustic feedback loop is
involved in the production of airfoil tonal noise, similar to the feedback loop
involved in the production of cavity tonal noise. Although the phenomenon
has been studied extensively, differing views have been put forth on the role
(or absence) of a feedback loop in the production of the discrete tones.

Paterson et al. (1973) were the first to identify the discrete tones and at-
tributed them to vortex shedding in the wake of NACA 0012 and 0018 airfoils.
Paterson et al. (1973) found that, ‘this phenomenon only occured when the
boundary layer developing on the airfoil were laminar, at least on the (high-
)pressure side, and the trailing edge played a crucial role in the sound genera-
tion process’ (Arbey and Bataille, 1983, p. 33). The involvement of a feedback
loop, however, was first proposed by Tam (1974), with feedback loop models
later developed and refined by other authors such as Longhouse (1977) and
Arbey & Bataille (1983).

In vortex shedding from bluff bodies, the vortex shedding instability is un-
related to instabilities found in the boundary layer over the object (Roshko,
1955b). Subsequently, Tam (1974) disagreed with the suggestion of the air-
foil tones being due to vortex shedding and was the first to identify that the
previously-observed tonal frequencies were within the region of unstable fre-
quencies of the laminar boundary layer, proposing the existence of an aeroa-
coustic feedback loop which would better describe the ‘ladder structure’ that
had been observed. Tam (1974) proposed a feedback loop between the airfoil
trailing edge and a point in the wake, and this better described the ladder
structure found by Paterson et al. (1973). For instance, the presence of more
than one tone indicated that more than one mode was excited (1974). Note
that the receptivity of laminar-transitional boundary layers around airfoils to
acoustic waves was well known (Bergh and Berg, 1958).

The feedback loop model, which was furthered by numerous authors in-
cluding Archibald (1975), Longhouse (1977), and Arbey & Bataille (1983),
described the series of discrete tones found at a given set of flow conditions.
The model contains three components (Arbey & Bataille, 1983, Longhouse,
1977):

(1) the initiation of laminar boundary layer instability waves (T-S waves) at
a neutral-stability point on the airfoil surface;

(2) the convection of these waves past the trailing edge where strong acoustic
waves are radiated due to diffraction of the sources in the boundary layer
by the sharp trailing edge; and,

9Experiments in Fluids, vol. 40, 2006, page 487, Nakano, T, Fujisawa, N, and Lee, S,
c© Springer-Verlag 2006. With permission of Springer. Original caption: ‘ Cross-correlation
contour of velocity fluctuation and noise signal: a) Cross- correlation Rup, b) Cross- corre-
lation Rvp’.
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Figure 2.16: Aeroacoustic feedback loop for airfoil tonal noise proposed by
Arbey and Bataille (1983, p. 44)10, for airfoil at zero angle of attack.

(3) propagation of these acoustic waves upstream to the neutral-stability
point where they cause the initiation of further instability waves in the
boundary layer such that reinforcement occurs at certain frequencies.

Arbey and Bataille (1983) stated that the feedback loop occurred between
the trailing edge of the airfoil and the point where hydrodynamic boundary
layer instabilities (Tollmien-Schlichting waves) are created upstream on the
surface of the airfoil, the ‘receptivity point’ or neutral-stability point, which
for an airfoil at zero angle of attack they considered to be at the maximum
velocity point of the airfoil . This is illustrated in figure 2.16. Arbey and
Bataille (1983) found excellent agreement with experiment using this location
to predict the tones produced by NACA 0012 airfoils at zero angle of attack.

Underlying Tam’s (1974) feedback loop was a phase condition; this condi-
tion was modified by Arbey and Bataille (1983) for their updated version of
the feedback loop model. From the phase condition, the possible frequencies
of the discrete tones (fn) were derived by Arbey and Bataille (1983). The
tones needed to have a fixed total phase around the loop of 2πn. Here, L is
the characteristic length of the feedback loop, Uc is the convection velocity of
disturbances, c is the speed of sound, U is the free-stream velocity and n is the
mode number. For reinforcement ‘nothing should change by going around the
loop once’ (Tam, 1974) and thus the condition was derived by requiring a total
phase change around the feedback loop of 2π(n + 1/2), where the addition of
1/2 accounted for a 180◦ phase shift at the trailing edge (Arbey and Bataille,
1983). The loop consists of a downstream component L/Uc and an upstream
component L/(c − U), such that the total phase change must be equal to

10Arbey H, and Bataille J, ‘Noise generated by airfoil profiles placed in a uniform laminar
flow’, Journal of Fluid Mechanics, vol. 134 pp. 33–47, Cambridge University Press, 1983,
reproduced with permission.
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ωn(L/Uc + L/(c − U)) (Arbey and Bataille, 1983, Tam, 1974). Substituting
fn = ωn/(2π) gives equation 2.21 (Arbey and Bataille, 1983):

fnL

Uc
(1 +

Uc
c− U

) = n+
1

2
(2.21)

2.7.5 Questioning the role of an acoustic feedback loop

In more recent works, additional mechanisms have been identified for the pro-
duction of the airfoil tonal noise. The importance of a feedback loop, where
boundary layer disturbances are excited by acoustic waves, is being debated.
Indeed, some recent studies have questioned the necessity or form of this feed-
back loop in the production of the airfoil tonal noise in some instances.

McAlpine, Nash and Lowson (1999) identified the importance of a region
of separated flow (laminar separation bubble) close to the trailing edge. A
NACA 0012 and a FX79 W151 airfoil were tested at chord-based Reynolds
numbers of 450,000 - 870,000. The authors used a closed-section wind tunnel
rather than the open-jet facilities used by previous researchers. Using Laser
Doppler Anemometry measurements, together with stability analysis, they
identified that amplification of the airfoil tonal frequency was controlled by a
laminar separation bubble found near the trailing edge due to the presence of
inflectional velocity profiles. It was found that most of the amplification oc-
curs near the trailing edge. They considered that instability frequencies (T-S
waves) were determined by the dynamics close to the point of flow separation
where linear stability theory is valid. High levels of amplification then oc-
curred over the separation bubble (McAlpine et al., 1999, Kingan and Pearse,
2009). Subsequently in the wake, the vortex-shedding frequency (which is
not usually related to boundary layer disturbances for bluff bodies) was de-
termined by the ‘amplification of a “selected” boundary-layer instability wave’
(McAlpine, Nash and Lowson, 1999). More recently, Kingan and Pearse (2009)
have demonstrated that the central frequency, fs, can be predicted by the fre-
quency of maximum T-S wave amplification.

McAlpine, Nash and Lowson (1999) also found that for higher Reynods
numbers, no separation bubble was detected, however the inflectional profile
of the boundary layer was found to be sufficient to produce the tone. On the
other hand, for lower Reynolds numbers there was found to be no tone even
though the separation bubble was detected – it was considered that the growth
rate of instabilities was insufficient (to cause the tone). It was also found that if
transition to fully-developed turbulence occurred before the trailing edge then
there was no tone, even if an upstream boundary layer instability frequency
was present.

Furthermore, McAlpine et al. (1999) did not find a ‘ladder structure’, and
they stated that a feedback loop about a separation bubble (rather than further
upstream on the boundary layer) was sufficient for the production of airfoil
self-noise. They stated that there would be a feedback mechanism about the
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separation bubble to create the narrowband characteristic of the tone, i.e., the
reinforcement occurred near the point of flow separation rather than at an
initial instability point and the single frequencies observed were not selected
due to fitting the phase requirements of a feedback loop. Nash, Lowson and
McAlpine (1999) eliminated the ladder structure of the tones by fitting acoustic
lining to the ceiling and floor of the working section of the same wind tunnel
and claimed that previous researchers may have been ‘misled’ by spurious
feedback loops peculiar to the experimental rigs used.

Moreau, Brooks and Doolan (2011) showed that tones produced were re-
lated to vortex shedding frequencies and T-S waves were unlikely to be present
at these frequencies for a flat plate with a thickness-to-chord ratio of 0.025 and
a 12◦ wedge-shaped sharp trailing edge (flat on the pressure surface). The air-
foil was a slender flat plate profile with an asymmetric wedge-shaped trailing
edge. The measurement was conducted in an open-jet anechoic wind tunnel
at a chord-based Reynolds number of 200,000. The tonal noise produced by
this airfoil was found to be due to vortex shedding over a separation bub-
ble detected near the trailing edge, with no boundary layer instability waves
involved. Although tones with approximately equal frequency spacing were
found, boundary layer instability waves at these frequencies were not detected
and the frequencies were outside the instability envelope of the boundary layer
according to linear stability theory. The tones were attributed to vortex shed-
ding frequencies being sufficiently amplified by the unstable boundary layer
(as evidenced by inflectional velocity profiles). In subsequent work, Doolan
et al. (2012) performed an incompressible numerical simulation of the same
plate at the same Reynolds number and found that the tonal noise could be
explained by vortex shedding processes only.

Although some authors (Bergh and Berg, 1958, Archibald, 1975) have iden-
tified a single boundary layer instability determining the wake frequency of
airfoils, little evidence has been previously found to describe the variety of dis-
crete tones. Hence, the idea of vortex shedding processes determining the fre-
quencies of airfoil tonal noise, in some instances, is being put forward (Moreau
et al., 2010). The essential feature of vortex shedding mechanisms determin-
ing the frequencies is that they are not related to instabilities present in the
boundary layer over the object (Moreau, et al.2010). Roshko (1955b) states
that the main feature of flow past a bluff body is ‘separation from the body
surface ... and the formation of a large wake’ with a Karman vortex street
forming downstream of the bluff body. Roshko (1955b) cites Fage and Jo-
hansen (1928) who state that the shedding frequency is inversely proportional
to the width of the wake. The interaction of the two sides of the wake is im-
portant, and Roshko (1955b) demonstrates that the addition of a splitter plate
downstream of a circular cylinder can suppress or modify the vortex shedding
behaviour, depending on plate length and position. This phenomenon has also
been investigated by Ali et al. (2010, 2011) for the case of a square cylinder.

For airfoil tonal noise from NACA0012 and NACA0018 airfoils, Paterson
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et al. (1973) found that the broad trend of the tones followed the relation
St = f(2δ)/U ≈ 0.11. The wake width 2δ was based on twice the boundary
layer thickness from the laminar, flat plate, zero pressure gradient boundary
layer equation – however the plates were positioned at angles of attack up to
10◦. Paterson et al. (1973) noted that this is slightly lower than the St number
of approximately 0.2 associated with bluff body vortex shedding.

Tam and Ju (2012) attributed the basic tone generation mechanism to the
near-wake Kelvin-Helmholtz (K-H) instability at zero angle of attack. The
authors elaborated, however, that other mechanisms could become possible or
even dominant at non-zero angles of attack. They numerically investigated
a NACA 0012 airfoil with varying trailing edge radius (from 0.5 % to 10 %
truncation) in the moderate chord-based Reynolds number range of 200,000 to
500,000. The airfoil was simulated at zero angle of attack so as to deliberately
avoid the presence of separation bubbles or large-scale open separations that
could be possible feedback sites. They found a single tone for a given flow
configuration. These tones agreed with equation 2.20 for the nearly sharp edge,
whilst for more blunt edges lower frequencies forming a series of parallel curves
to this equation were found. The authors performed a instability analysis
which showed that the tone frequency corresponded to the most amplified K-
H instability wave at the thinnest, and therefore most unstable, point of the
wake. They believed that the instability initiated at this part of the wake ‘is
ultimately responsible for the generation of the aerofoil tones’ (Tam and Ju,
2012, p. 559). For airfoils with some bluntness the wake forms smoothly at
the trailing edge (with vortices appearing some distance downstream) and the
authors claim that this finding ‘eliminates vortex shedding as a tone generation
mechanism’ for such airfoils (Tam and Ju, 2012, p. 543), in the sense of discrete
vortices forming over the airfoil or at the trailing edge. Like Nash et al. (1999),
the authors believe that feedback tones are facility related and that they ‘are
not genuine tones’ of a truly isolated airfoil (Tam and Ju, 2012, p. 567).

2.7.6 Supporting the role of an acoustic feedback loop

In contrast to the above discussion, some other recent studies have suggested
that an acoustic feedback mechanism plays a role in the production of the noise.
Takagi and Konishi (2010) investigated the role of artificial feedback on the
noise produced by a NACA 0012 at a chord-based Reynolds number of 450,000.
The addition of a splitter plate disturbed the formation of a discrete frequency
vortex street, so that only a broadband T-S contribution remained, supposedly
due to lack of feedback to select a discrete frequency. Artificial feedback from
external acoustic forcing was found to excite a discrete frequency, from amongst
the T-S broadband frequencies, and this frequency demonstrated a ladder-
like structure. The authors claimed that this demonstrated the role of an
acoustic feedback loop in the frequency selection of trailing edge noise. At
a chord-based Reynolds number of 10,000, Ikeda, Atobe, and Takagi (2012)
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numerically found that a NACA 0012 at zero angle of attack was governed
by the wake instability only, yet for non-zero angle of attack instability waves
were present in the suction side boundary layer which were attributed to an
acoustic feedback mechanism.

Jones, Sandberg and Sandham (2010) performed a numerical simulation
of the flow around a NACA 0012 at the chord-based Reynolds number of
50,000 and showed the existence of an acoustic feedback loop. The airfoil
was set at a geometric angle of attack of 5◦ and a Mach number of 0.4 was
specified. Specifically, a single, initial and finite perturbation (‘wavepacket’)
was applied to the flowfield, and this was found to be sufficient to setup a self-
sustaining oscillation. Virtual pressure probes located both within and outside
the boundary layer, showed the propagation of a hydrodynamic disturbance
downstream followed by the propagation of acoustic waves upstream, then
followed by the creation of a new hydrodynamic wavepacket and so forth. The
behavior was attributed to an acoustic feedback loop with reception said to
occur near the leading edge. The authors stated that,

‘...it appears that the downstream-travelling wavepacket induced by
the initial perturbation generates upstream-travelling acoustic waves
when it convects over the trailing edge. These upstream-travelling
acoustic waves then reach some location of receptivity, probably the
aerofoil leading edge, and generate another downstream-travelling
wavepacket. The process repeats with all x-locations and hence rep-
resents an instability of the flow, via a combination of convective
instability of hydrodynamic disturbances and an acoustic-feedback
loop.’

(Jones et al., 2010, p. 276–277)11

2.7.7 Summary for airfoil tonal noise produced by smooth
airfoils

In summary, a number of different findings have been made as to, firstly, the
flow structure around airfoils that generate tonal noise, and secondly, the mech-
anisms involved in the generation of the noise. Some authors have questioned
the role of an acoustic feedback loop in the production of the tonal noise,
while other authors have supported the involvement of an acoustic feedback
loop in the production of the tonal noise. Subsequently, further experimen-
tal or numerical avenues to investigate airfoil tonal noise would be helpful
towards clarifying the mechanisms, including whether any acoustic feedback

11Jones, L E, Sandberg, R D and Sandham, N D, ‘Stability and receptivity characteristics
of a laminar separation bubble on an aerofoil’, Journal of Fluid Mechanics, vol. 648, pp. 257–
296, reproduced with permission.
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loop is involved, whether that be broadly or in certain particular instances.12

2.7.8 Airfoil tonal noise produced by airfoils with cavi-
ties

To the aforementioned end of further experimental avenues to investigate airfoil
tonal noise, a variation in trailing edge noise tonal frequency when a circular
cavity was present in a NACA 0018 was compared to the noise from the same
airfoil without a cavity by van Osch (2008). However no explanation for the
observed behaviour was provided by the author. Other existing studies on
airfoils with cavities primarily pertain to the aerodynamic performance of the
airfoils, or to the cavity oscillation modes generated over them (for example,
Lasagna et al., 2011, Olsman and Colonius, 2011, and Olsman et al., 2011).
Note that a laminar boundary layer will re-form downstream of a cavity in
the surface of an airfoil given a sufficiently low Reynolds number. For these
profiles, it should be expected that the tone generation mechanisms will be
similar to closed profile airfoils provided that the profile is streamlined overall,
is operating in the relevant Reynolds range, and that it has a laminar boundary
layer over it.

2.7.9 Knowledge gap

To best of the author’s knowledge the occurence of airfoil tonal noise from a
plate with an nominally non-oscillating cavity has not been described previ-
ously, and the mechanism of such noise is a valid knowledge gap.

2.8 Three-dimensional cavities

The flow fields about narrow cavities, L/W > 1, are known to have significant
three-dimensional effects. Crook (2005, p. 65) notes from experimental obser-
vations that the flow about narrow cavities can be highly three-dimensional
and two-dimensional descriptions are insufficient to fully describe the flow field.
For example, in-flow and out-flow processes have been identified at the front
and rear corners of cavities respectively (Ahuja & Mendoza, 1995 and Crook,
Kelso & Drobik, 2007). Rossiter (1964) notes that although similar patterns
to 2-D cases may found at the centre-line of even quite narrow cavities, near

12Since the present investigation of airfoil tonal noise was principally completed in January
2013 (with results submitted for publication and described in Chapter 5: Airfoil Tonal Noise
Results and Discussion), a number of relevant studies regarding airfoil tonal noise production
from NACA series airfoils have been published in the literature. These studies and their
relation to the present findings are described in Appendix A. They are not discussed here,
as their inclusion a posterori would not accurately represent the literature at the time the
research was conducted.
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the side walls and down-stream (due to the out-flow processes) the flow field
may be quite different.

The 3D flow-field around rectangular cavities has been extensively studied
at a variety of speeds. At low subsonic speeds the flow structure has been
studied by authors including Crook et al. (Crook, Hassan & Kelso, 2008, and
Crook, Kelso & Drobik, 2007), Crook (2005, 2011), Faure et al. (2007), Rock-
well & Knisely (1980) and Maull & East (1963). At transonic speeds it has
been studied by authors including Doran (2007) and Kaufman & Clark (1980).
At high supersonic speeds it has been studied by authors including Dolling,
Perng and Leu (1997) and it was also reported in ESDU (2005).
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Figure 2.17: Flow visualisation of spanwise cells by Maull and East (1963)13.
Overhead view of oil visualisation on the cavity floor. Top to bottom: L/W =
0.21, 0.27 and 0.4.

2.8.1 Spanwise flow structures

Maull and East (1963) were the first to identify time-averaged spanwise flow
structures in nominally two-dimensional cavity flows (L/W < 1). In recent
works, these time-averaged cellular flow structures have been associated with
an unsteady centrifugal instability of the recirculating flow within the cavity
(Brès and Colonius, 2008). Furthermore, where such instabilities exist, they
will also impact on the unsteady flow structures of the cavity (for example,
Crook, 2011).

Maull and East (1963) reported three-dimensional effects inside a nominally
two-dimensional cavity for low speed wind tunnel flows. Their study consisted
of two components. First, oil visualisation was carried out at ReD = 95, 300
and L/D = 2. The aspect ratios of the cavities were L/W = 0.21, 0.27 and
0.40. This visualisation was conducted to ensure the two-dimensionality of
the flow, however it was ‘immediately apparent’ that the flow actually had a
three-dimensional nature. The cross-sectional flow pattern for this cavity was
considered by Maull and East (1963) to consist of a large main recirculation
vortex and a much smaller front corner vortex. Thus the light areas of figure
2.17 show pooled oil on the floor of the cavity corresponding to the separation

13Maull, D and East, L, ‘Three-dimensional flow in cavities’, Journal of Fluid Mechanics,
vol. 16 pp. 620-632, Cambridge University Press, 1963, reproduced with permission.
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line between the two recirculation vortices. The change in the shape of the
separation line is shown with increasing L/W ratio. The pooled oil was found
by the authors to be subject to significant spanwise modulation with an integer
number of ‘cells’ forming that varied with the width of the cavity. These
spanwise cells were found to be steady when they occurred, however they did
not occur under all conditions. The cells could also be identified from spanwise
pressure distributions on the cavity floor (Maull and East, 1963). Some of the
visualisations suggested that the pattern corresponds to:

‘the presence of a row of vortices, ... having their axes normal to
the bottom of the cavity and terminating on it.’

(Maull and East, 1963, p. 623)

Milbank (2004) also identified spanwise cells. Milbank conducted three-
dimensional smoke visualisation on a relatively deep and wide cavity with
open flow, which was subjected to yaw at low subsonic speeds. Span-wise cells
were noted which ‘appeared to break up and become less clear’ as the yaw
angle was increased (Milbank, 2004, p. 130). Flow visualisations by Faure et
al. (2007) showed similar patterns to those found by Milbank (2004). Where
Milbank (2004) focused on the effects of yaw at a limited range of geometries,
Faure et al. (2007) investigated a large range of cavity aspect ratios.

Brès and Colonius (2008) investigated three-dimensionalities in cavity flows
using linear stability analysis and direct numerical simulations. The authors
argued ‘that the [three-dimensional] instability mechanism is a generic cen-
trifugal instability in the recirculating vortical flow near the downstream cavity
wall’ (Brès and Colonius, 2008, p. 318).

2.8.2 Shallow, narrow cavities

Crook and colleagues (Crook, 2005, Crook, Kelso & Drobik, 2007, Crook,
Hassan & Kelso, 2008, and Crook, 2011) comprehensively studied the flow
structure around relatively narrow, shallow cavities at low subsonic velocities,
at the University of Adelaide finding a ‘highly three-dimensional’ flow field.
Crook (2005) suggested that two-dimensional descriptions found in the litera-
ture were insufficient to describe three-dimensional cavities, where for example,
an out-flow process was suggested at the two rear corners of the cavity (Crook
et al., 2008).

A cavity with L/D = 6 and L/W = 3 was the main three-dimensional
geometry considered. This geometry classified the cavity flow as nominally
an open, three-dimensional cavity flow. The cavity was tested at freestream
velocities of 20-25 m/s in air and 108 mm/s in water, giving length-based
Reynolds numbers of ReL = 740, 000 in air and ReL = 80, 000 in water. The
cavity had dimensions of L = 450mm, D = 75mm and W = 150mm.
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Figure 2.18: Time-averaged normalised wall pressure data obtained from pres-
sure tappings (Crook et al., 2007, p. 434). L/D = 6, W/D = 2, ReD = 100,000,
Reδ = 13,000 and D/δ0 = 7.7 (turbulent boundary layer type).

The time-averaged surface pressure data obtained by Crook, Kelso & Dro-
bik (2007) from pressure tappings in the wind tunnel testing are shown in
figure 2.18. Notable features are:

• The ‘sharp’ rise in pressure near the rear of the cavity, indicative of an
open-type cavity.

• The two lower pressure regions on the rear wall suggesting two impinge-
ment points.

• The lower pressure region on the flat plate beyond the trailing edge,
suggesting the region of separation.

• The low pressure in the middle of the cavity floor, associated with the
main recirculation.

• Comparatively much lower normalised pressure on the front wall than
the rear wall, associated with the back-flow and general recirculation
inside the cavity.

Crook (2005) conducted surface flow visualisation in air using a paste con-
sisting of a mixture of corn flour and water. Figure 2.19 shows Crook’s (2005)
interpretation of this surface pattern.



50 CHAPTER 2. LITERATURE REVIEW

Figure 2.19: Sketch of surface flow visualization (Crook, 2005, p. 66).

Crook (2005, p. 65) ‘hypothesised that the recirculation in the lower rear
of the cavity may be the origin of vortices which are swept out of the cavity
and continue downstream’, and that these vortices may be ‘responsible for
transporting fluid outward from the walls’ at the rear of the cavity. Atvars
et al. (2009) experimentally found a co-recirculation in the rear of the cav-
ity. Also, the experiments of Atvars et al. (2009) were supplemented with
validated simulation results which appeared to show trailing vortices emerging
from this co-recirculation region and exiting the cavity downstream. This may
be consistent with Crook’s (2005, p. 65) hypothesis.

Crook et al. (2008) recorded PIV data at ReD = 6, 700 (ReL = 40, 000),
with a laminar boundary layer upstream (δ0/D = 0.15 and θ0/D = 1.6×10−2),
for L/D = 6 and L/W = 3. Velocity vectors and streamlines obtained for three
longitudinal measurements planes are shown in figure 2.20, these were located
at z/D = 0, z/D = 0.5 and z/D = 0.98 (note that (1) W = 2D and (2)
the origin of the z-axis is located at the centreline). Crook has annotated
the main features consisting of a front and rear vortex, recirculation zone and
bifurcation point indicating the position of impingement of the shear layer on
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the rear wall. In this instance, the rear vortex was found to be a region of
co-recirculation with the same direction as the main recirculation.

Figure 2.21 shows time-averaged PIV velocity data and streamlines mea-
sured in a lateral plane near the rear wall. Crook (2011) identified a pattern
with a ‘number of source and sink points and bifurcation lines’ and noted that
the distribution was ‘generally symmetric’.

Near the top of the wall, Crook (2011) identified three saddles separating
two source star nodes. The bifurcation line between these features represents
the time-average impingement line of the shear layer on the rear wall, above
which flow exits over the top of the rear of the cavity and below which flow
is swept into the recirculation within the cavity. Flow swept down into the
recirculation appears to be swept towards either the centreline or side walls of
the cavity.

At the lower part of the wall Crook (2011) has identified stable foci at
the two lower side corners next to saddles with a sink node at the centre.
Below the bifurcation line formed by these features there may be a region of
separation associated with a lower rear corner vortex. The overall distribution
of features on the rear wall may not be altogether that different from that
found in transonic cases. For example, Knowles, Lawson and Ritchie (2007)
were also able to identify vortical features in the lower rear corners on the rear
wall of a 3D cavity in surface streamlines obtained from simulations, although
these features were not clear in experimental surface flow visualisation.

To produce the overall flow pattern shown in figure 2.22, Knowles, Law-
son & Ritchie (2007) combined the experimental findings and their numerical
findings. The three marked planes are each consistent with the PIV findings.
Other features, such as the tornado-like vortices, were determined from their
simulation. The following list describes the features shown in figure 2.22:

• The main recirculation in the cavity.

• The tornado-like vortices near the front of the cavity.

• The corner vortex at the front of the cavity.

• The co-recirculation vortex at the rear of the cavity.

• The region of separation above the trailing edge.

• The trailing vortices emerging from the rear of the cavity.

• ‘End’ vortices, associated with end effects and in/out flow.

2.8.3 Impact of cavity span on flow-field & asymmetries

Secondary flow patterns

Three-dimensional effects are caused by the presence of the cavity side wall,
causing the formation of secondary flow patterns (Zhang and Naguib, 2008).
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(a) Centre-plane (z/D = 0.0).

(b) Quarter-plane (z/D = 0.5).

(c) Wall-plane (z/D = 0.98).

Figure 2.20: Annotated PIV time-average velocity vector field and streamlines
along three longitudinal planes. For a three-dimensional cavity at ReD =
6, 700, with a laminar boundary layer (D/δ0 = 6.7), for L/D = 6 and L/W = 3
(Crook et al., 2008).
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Figure 2.21: PIV velocity vector field and streamlines near the rear wall of a
three-dimensional cavity at ReL = 40, 000 (Crook et al., 2008).

Figure 2.22: Interpretation of the time-averaged three-dimensional flow-field
within a cavity with L/D = 5 and L/W = 2 at M = 0.85 from Knowles,
Lawson & Ritchie (2007).

LIBRARY NOTE:

This figure has been removed due to copyright.
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The recirculation vortex observed by the researchers had a distorted shape
near the cavity side walls, such that shear layer vortices near the centre-line
impinged more ‘strongly’ on the cavity rear wall. Subsequently, in more recent
work Crook (2011) established the presence of a cavity asymmetry due to a
shear layer twisting mode in a shallow, narrow cavity, which will be discussed
shortly.

The studies were conducted on low Mach number and low Reynolds num-
ber three-dimensional cavity flows (Zhang and Naguib, 2008, 2011). An ax-
isymmetric cavity model was used to establish, as best as possible, a two-
dimensional reference condition without influence of finite span (in this in-
stance, finite azimuthal angle). Sleeves were then used to create cavities of fi-
nite span. Measurement techniques included wall-pressure measurements, hot
wire velocity measurements and Laser Doppler Anemometry. The boundary
layer at the leading edge of the cavity was fully turbulent. The cavity aspect
ratios were L/D=2.6 – 4.1 and W/D=2.4 – 7.1. The depth-based Reynolds
numbers were 4,070 – 16,300.

Zhang and Naguib (2008) initially identified a surprising low-Mach-number
cavity phenomenon: the pressure oscillation intensity at the centre-line of the
cavity floor was found to decrease for increasing cavity span. Later, the au-
thors identified that, in fact, peak pressure intensity was found off the cavity
centreline as the cavity span was increased (Zhang and Naguib, 2011). The
oscillations were quite low in frequency and did not correspond to Rossiter
modes; instead they were more consistent with Strouhal numbers for wake
mode behaviour (Zhang and Naguib, 2011).

Zhang and Naguib (2011) found at least two pressure intensity peaks, with
the first peak away from each side wall located approximately one cavity depth
laterally into the cavity. For the narrowest cavity the separate peaks had
‘merged’ into the one peak located at the centre-line. The authors found that
the behaviour was because of a secondary flow pattern caused by the presence
of the side wall. There was a distortion of the main recirculation zone near
the side wall such that the circulation zone did not stretch as far upstream as
it did near the centreline. Also a large streamwise recirculation was identified
in the lateral plane near the middle of the cavity length. This circulation had
a clockwise orientation (with respect to the side wall being located on the
left, whilst looking downstream). This pattern was found to cause ‘deeper
penetration of the shear-layer vortices into the cavity’ (Zhang and Naguib,
2011, p. 1228) corresponding to the peak in pressure intensity.

Shear layer twisting mode

A shear layer twisting mode has been discovered in certain shallow, narrow
cavity flows. Crook (2011, p. 147) identified extreme left- and right-orientation
flow patterns in the low-Reynolds-number flow over a shallow, narrow cavity
by using conditional averaging. Here, the span of the cavity was twice the
cavity depth, while the cavity length was six times the cavity depth. The phase
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Figure 2.23: Comparison of streamwise velocity at the left-hand and right-
hand sides of a shallow, narrow cavity (Crook, 2011, p. 167). The depth-based
Reynolds number is 7000 with a laminar boundary layer (δ0/D = 0.15 and
θ0/D = 1.6× 10−2).

averaging revealed clockwise and counter-clockwise orientations of the tornado-
like vortex on the cavity floor associated with preferential impingement of the
shear layer on the left- or right-hand-side of the cavity rear wall. These flow
features were eliminated (or ‘smeared’) in conventional time-averaging. The
period of the asymmetry (in terms of switching from one ‘bulk’ flow structure
to the other, i.e., from one sign [or direction] of rotation of the tornado-like floor
vortex to the other) could not be determined, but was much larger than the
sampling times of the experiment which were of the order of minutes (Crook,
Lau and Kelso, 2013).

Figure 2.23 gave a comparison of streamwise velocity at the left-hand and
right-hand sides of the cavity. The signals in figure 2.23(b) are a time-series,
averaged spatially over each of the boxes in figure 2.23(a) respectively. A
correlation coefficient of -0.37 was found between the two signals, i.e., the
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signals are inversely correlated, thereby supporting the notion of a shear layer
twisting mode. Also notable is the lack of regular periodicity of the signals –
the time period and amplitude of the signals appear to vary noticeably.

The individual streamline patterns for the positive and negative asymme-
tries clearly show the opposing orientation of the tornado-like vortex on the
cavity floor (figure 2.24). Parts (c) and (e) show contours of the velocity mag-
nitude. It is notable that the velocity distribution for the negative asymmetry
resembles a mirrorred version of the velocity distribution for the positive asym-
metry, demonstrating the truly ‘inverse’ nature of the two flow configurations.

2.8.4 Relationship of three-dimensional flow field to noise

Faure et al. (2007) state that although 3D features do not cause the frequency
modes of interest in cavity flow oscillations, 3D flow features could condition
the amount of in-flow and out-flow between the cavity and free-stream, subse-
quently impacting on the generation of noise. This suggests that by changing
the three-dimensional flow structure, there could be impacts on the noise gen-
erated by the cavity. Further, Doran (2004), Bastrzyk and Raman (2009),
and Kuo and Huang (2001) relate differences in flow structure to differences
in cavity noise.

2.8.5 Shear Layer Three-Dimensionalities

In planar free shear layers, organised streamwise vortices have ‘long been ob-
served’ (Lasheras and Choi, 1988) in addition to the spanwise rollers due to the
K-H instability. Streamwise vortices create significant three-dimensionalities
and cause distortion of the spanwise rollers.

Rockwell and Knisely (1980) investigated three-dimensionalities in planar
free shear layers using hydrogen bubble visualization, opting to consider the
case of a cavity flow due to the ‘clearly defined vortex rollup’ and well-defined
spectral peaks. They conducted the investigation by placing a spanwise hydro-
gen bubble wire at different non-dimensional heights, thereby forming bubble
sheets in different parts of the shear layer. There was a fixed Reynolds number
(Reδ = 106) and cavity length (L/θ = 142), and the upstream boundary layer
was laminar.

The cavity was ‘two-dimensional’ in both configurations as it had straight
up-and-down side walls, rather than ‘steps’ at its sides, and also in terms of it’s
L/W ratio. The cavity had L = 8.9 cm, D = 7.6 cm and W = 25 cm, giving
L/D = 1.17 and L/W = 0.36. Even though the cavity width was greater than
the cavity length (classing it as a ‘two-dimensional’ cavity), end wall effects
were found to be significant and are discussed shortly.

14Reprinted from Physics of Fluids, Vol. 23 No. 3, D. Rockwell and C. Knisely, ‘Obser-
vations of the three-dimensional nature of unstable flow past a cavity’, Pages No. 425–431,
Copyright (1980), with the permission of AIP Publishing.
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c)

d)

e)

Figure 2.24: Conditionally-averaged asymmetric flow fields found by Crook
(2011, p. 162). Imaging plane is shown in part (a). The depth-based Reynolds
number is 7000 with a laminar boundary layer (δ0/D = 0.15 and θ0/D =
1.6× 10−2).
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Figure 2.25: Sketch of primary, and streamwise, vorticity in the shear layer
over a cavity, visualised by a hydrogen-bubble sheet (Rockwell and Knisely,
1980, p. 427)14.
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Figure 2.26: Additional sketch of primary and streamwise vorticity in the
shear layer over a cavity, visualised by a hydrogen-bubble sheet (Rockwell and
Knisely, 1980, p. 429)15.

In addition to the primary spanwise vortices from the shear layer rollup,
vortices whose circulation vectors were orientated in the streamwise direction
were found, which they referred to as ‘streamwise vortices’. Depicted in figure
2.25 is the mechanism of action between this streamwise vorticity and the
bubble sheet. The result of the streamwise vortices was ultimately to distort
the primary vortices. In the figure, the streamwise vortices are nominally
depicted as having an idealised circular cross-section. The lower part of figure
2.25 depicts the action of these vortices depending on whether the hydrogen
bubble sheet is located above or below the centres of these vortices. In either
case an observable series of crests and valleys was formed in the plan view of
the hydrogen bubble pattern. Longer wavelength streamwise vortices appeared
both further upstream and at a lower hydrogen-bubble wire location than those
with shorter wavelengths.

Rockwell and Knisely (1980) found warping, or curvature, of the primary
vortex due to end wall effects, with stretching of the primary vortex by end
wall effects producing the curvature in the axis of the primary vortex. This was
found to be an issue even with wide spanwise aspect ratios. The region near
the side walls (or end walls) of the cavity was not depicted as the authors noted
that near the end walls the ‘bubble pattern was not sufficiently organised to
provide any insight into flow behaviour’. This overall warping of the primary
vortices was thought to be evident in every photograph taken in this study,
and the extent of the end wall effects was considered to be ‘far greater’ than
the end wall boundary layer region alone.

At the lowest position of the hydrogen bubble wire (shown in figure 2.26),
the appearance of three-dimensionality in the bubble sheet occurred furthest

15Reprinted from Physics of Fluids, Vol. 23 No. 3, D. Rockwell and C. Knisely, ‘Obser-
vations of the three-dimensional nature of unstable flow past a cavity’, Pages No. 425–431,
Copyright (1980), with the permission of AIP Publishing.
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Figure 2.27: Development of three-dimensional instability in planar shear layer
(Lasheras and Choi, 1988, p. 69)16. Flow in ‘X’ direction.

upstream. Observed to form initially were ‘shallow pockets’, followed by what
were called ‘discrete cells’. The authors noted that there was ‘an ordered
relation between the location of the maxima and minima of the primary vortex
distortion and the location of each longitudinal bubble patch’ (Rockwell and
Knisely, 1980). This is clarified in the work of Lasheras and Choi (1988).

Lasheras and Choi (1988) experimentally investigated deliberately per-
turbed streamwise instabilities in a plane shear layer formed between two water
streams of differing velocity. They subjected the shear layer to both horizon-
tal and/or vertical sinusoidal perturbations to create streamwise vortices that
were more strongly ordered than in the ‘natural’ case. In the perturbed cases,
care was taken to minimise other upstream disturbances. Strongly ordered
streamwise vorticity was found, and a mechanism was described for the for-
mation of these vortices by Lasheras & Choi (1988). In the ‘natural’ case
with ‘uncontrolled small random disturbances’, a similar, although less regu-
lar, flow structure was observed and the formation of the streamwise vortices
was attributed to a similar mechanism.
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The authors state that first spanwise rollers develop due to the primary
Kelvin-Helmholtz instability. These spanwise rollers act to concentrate the
vorticity sheet into strong and weak regions. In the case of the horizontal per-
turbation, the authors stated that the streamwise (or secondary) instabilities
were found to grow from the weak vorticity in the ‘braid’ region in-between
the spanwise rollers, where there is a strong strain field. This strong strain
field causes the perturbation component of vorticity to be stretched axially. A
schematic is shown in figure 2.27. These instabilities were found to grow in
the direction of principle strain and later wrap around the spanwise rollers,
furthermore causing the cores of the spanwise rollers to become wavy. The
phase of the horizontal waviness of the spanwise roller cores was opposite to
that of the streamwise instability, as seen in figure 2.27(c).

The case with only vertical perturbations was found to produce a similar
structure to the case of horizontal perturbations, with the vertical peaks (on
the fast stream side) being aligned with the same phase as the instabilities
in the ‘braid’ region. In the case with a vertical and horizontal perturbation,
when the two perturbations were out of phase, it was found that the vertical
perturbation could cancel or reverse the effect of the horizontal perturbation.
The horizontal perturbation (magnitude 8mm) was almost cancelled at a verti-
cal perturbation magnitude of 3mm (creating an almost two-dimensional flow)
and the phase was reversed at vertical perturbation magnitude of 4mm, sug-
gesting that a smaller vertical perturbation gives the same effect as a larger
horizontal perturbation. Note that these amplitudes compare to the initial
boundary layer thicknesses, which were 6mm in the upper stream and 9mm
in the lower stream (δ1 = 6 mm and δ2 = 9 mm). Furthermore, Reθ0 = 45 at
the origin of the shear layer, with momentum thicknesses, θ1 = 0.8 mm and
θ2 = 1.2 mm respectively for the faster and slower streams.]

Lasheras and Choi (1988) also studied a case with a non-uniform spanwise
velocity profile in each stream, in order to generate a ‘bend’ in the spanwise
rollers. Therefore the direction of maximum strain between the rollers was not
in the streamwise direction. The ‘streamwise’ vortices were found to form in
the direction of maximum strain which was now at an angle to the stream-
wise direction, the authors therefore noted that ‘strain-orientated vortex tubes’
would be more exact terminology to describe these flow structures.

16Lasheras, J C and Choi, H, ‘Three-dimensional instability of a plane free shear layer:
an experimental study of the formation and evolution of steamwise vortices’, Journal of
Fluid Mechanics, vol. 189, pp. 53-86, Cambridge University Press, 1988, reproduced with
permission.
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2.9 Control of Cavity Flow Noise

2.9.1 General principles

There are a number of passive means to reduce cavity flow noise. One way is
to reduce shear layer amplification by, for example, thickening the shear layer.
Another is to eliminate the oscillations completely, for example by reducing
the length of the cavity sufficiently (equivalently, thickening the boundary layer
sufficiently) or increasing the cavity length sufficiently, such that the cavity is
outside the range of occurrence of oscillations (Crook, 2011). This section
focuses on geometric modifications to the cavity geometry as a passive means
to reduce cavity flow noise.

2.9.2 Geometric Modifications

Various geometric modifications to otherwise rectangular cavity geometries
have been shown to be valid means of reducing cavity flow noise, having been
found to be simple and often effective. First, several types of geometric modifi-
cations are described. Secondly, the general literature on this topic is reviewed.
Finally, the most similar studies are reviewed.

Types of Geometric Modifications:

Bulk Geometric Modifications These ‘bulk’ geometric modifications re-
fer to bulk modifications to the front or rear walls of a cavity, for example,
slanted or chevron-shaped front or rear cavity walls. Ways that ‘bulk’ geomet-
ric modifications can reduce cavity noise include:

• By moving the impingement point of the shear layer further downstream
by sloping the cavity rear wall, thereby reducing high levels of pressure
and amplitude fluctuations that may otherwise be found at the cavity
rear wall (Stallings & Wilcox, 1987; Zhang & Edwards, 1992).

• Similarly, by deflecting the shear layer by other means so it impinges less
on the cavity rear wall (Milbank, 2004; Doran, 2006).

• By changing the shear layer instability characteristics, for example, sta-
bilising the shear layer by thickening it (Milbank, 2004; Franke and Carr,
1975) or stabilising the shear layer by changing the trajectory/impingement
angle (Heller and Bliss, 1975).

• By altering the rate of in-flow or out-flow that occurs near the trailing
edge of a cavity (Heller and Bliss, 1975).

• By affecting the shear layer deflection, and hence oscillation, by modify-
ing the position and shape of the recirculating vortex within the cavity
by utilising different cavity shapes ( Ozalp, Pinarbasi and Sahin, 2010).
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Minor Geometric Modifications ‘Minor’ geometric modifications refer to
modifications such as rods across the flow ahead of the cavity or spoilers (for
example, Heller and Bliss, 1975). Ways that ‘minor’ geometric modifications
can reduce cavity noise include:

• By reducing spanwise coherence (Heller and Bliss, 1975), for example by
using vortex generators ahead of the cavity leading edge.

• By periodic forcing at the receptive initial region of shear layer (Gharib,
1983, p. 48), for example high frequency forcing (Gharib, 1983) using
a shedding rod in order to break up large scale structures, known as a
large-eddy break-up (LEBU) device.

2.9.3 Non-geometric control methods

This section briefly summarises the various non-geometric control methods
that have been attempted and some of the intended functions of these meth-
ods. These methods include non-geometric passive techniques and active flow
control techniques.

Non-geometric passive techniques

Non-geometric passive techniques that have been trialled include porous cavity
walls (Lai and Luo, 2008) and upstream surface waviness which was intended
to thicken the shear layer and disrupt the feedback mechanism at the leading
edge (Hughes, Mamo and Dala, 2009).

Active flow control

Active flow control techniques are categorised under open-loop and closed-
loop methods. A review of active flow control of cavity flow was published
by Cattafesta et al. (2008). These methods have often been shown to be very
effective. Active flow control techniques trialled include zero-net-mass forcing
(Debiasi et al., 2004), pulsed mass injection (Stanek et al., 2007), supersonic
microjets (Zhuang et al., 2003) and blowing/suction devices (Heller and Delfs,
1996).

Closed-loop approaches generally require significantly less actuator energy
than open-loop approaches (Rowley and Williams, 2006). For example, Catta–
festa et al. (1997) found that when using a closed-loop method the energy
requirement was 5-20% of that of an open-loop method, with both methods
providing an effective and significant reduction in sound pressure levels. Due to
the lower energy requirements, closed-loop approaches could be more suitable
for aircraft than open-loop approaches (Rowley and Williams, 2006).

While most authors have used adaptive controllers where a precise model
of the system is not required (Rowley & Williams, 2006), some authors have
attempted to create model-based closed loop control systems (including models
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of the flow and other components of the system) based on techniques such as
neural networks (Efe et al., 2005), delay-based models and Proper Orthogonal
Decomposition (POD) (Samimy et al., 2007). Generally the level of difficulty
is high, and practical implementation is only partially achieved.

Compared to geometric modifications, active methods have an advantage
in that they can be tuned to operate across a wider range of conditions than
geometric modifications, however disadvantages include that they require aux-
iliary power (Bastrzyk and Raman, 2009) and are substantially more complex
to design and implement.

2.10 Modified Cavity Flow

Modified cavity flows have been experimentally studied in low subsonic flows
as well as in moderate and high Mach number flows. It will be shown in this
section that:

• Geometric modifications have been found to be effective in reducing cav-
ity noise and oscillations for open cavities across a wide range of veloci-
ties.

• There is evidence that changing the geometry around cavities can lead
to significant changes in the flow structure.

To the author’s knowledge, the majority of studies on modified cavity flows
have not considered the flow structure implications of the geometric modifica-
tions or they have only looked at the flow structure in two-dimensions. The
few studies that have considered the impact of geometric modifications on the
three-dimensional flow structure are discussed in the later part of the section,
and these studies largely relate to moderate and high Mach number flows.

Use of Three-Dimensional Wall Shapes The role of modifications in
terms of varying the three-dimensional flow structure has not been extensively
discussed to the author’s knowledge. While most geometry changes trialled
have been two-dimensional (i.e., with a uniform cross-section in the spanwise
direction), three-dimensional-shaped walls could be effective for changing the
three-dimensional flow structure. An example of a two-dimensional geometric
modification to a cavity is a ramped rear wall, while an example of a three-
dimensional modification is a chevron-shaped or tapered cavity – in the latter,
the cross-section of the cavity is not uniform in the spanwise direction.

Dolling, Perng and Leu (1997) suggest that it is ‘logical’ to use a three-
dimensional wall shape in response to the three-dimensional flow pattern. This
was supported by their findings: their most effective modification was a three-
dimensional rear cavity wall, which they found to be slightly more effective
than a similar but simpler two-dimensional rear wall. Only a handful of three-
dimensional wall shapes have been trialled and other possibilities for this po-
tentially effective geometric modification have not yet been investigated.
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Figure 2.28: Sketch of cavity trailing edge geometries trialled by Pereira and
Sousa (1994).

Limitations of geometric modifications There are limitations to the ge-
ometric modifications that can be achieved in practical cavities. For aircraft
applications, Dix & Butler (1990) note that modifications such as a slanted
rear wall are not structurally favourable as they increase the length of the cav-
ity, with subsequent undesirable implications for the arrangement of aircraft
structural members. However certain geometric modifications, such as swept
cavities that could fit with the leading edge angle of a swept wing, could be
reasonably practical.

2.10.1 Low Speed Studies

Pereira and Sousa (1994) investigated ‘sharp’, ‘rounded’ and ‘nose-shaped’
trailing edges, shown in figure 2.28, on a cavity with L/D = 2 and L/W = 0.24
at a cavity-depth-based Reynolds number, ReD, of 3,360 and length-based
Reynolds number of ReL = 6,720. Figure 2.29 depicts smoke visualisation
which shows the different events to which large shear layer vortices are sub-
jected: (a) & (b) partial escape, (c) complete escape and (d) complete clip-
ping. Complete clipping is rare for the rectangular cavity but common for the
rounded trailing edge (shown in (e) & (f)) while complete escape was found to
be common for the nose-shaped trailing edge (shown in (g) & (h)) where there
was a subsequent reduction in oscillation amplitude. Pereira and Sousa (1994)
cite Ethembabaoglu who in 1973 found a reduction in oscillation amplitude
using a 1:5 ellipse-shaped edge, while Maull and East (1963) demonstrated a
75% reduction of oscillation amplitude using a semi-circular rounded edge.

Kuo and Huang (2001) investigated the impact of sloped cavity floors on a
cavity with L/D = 2 in a water tunnel at ReD = 620 with Reθ0 = 194. They
used two-dimensional laser sheet visualisation, shown in figure 2.30. Significant
changes in internal cavity flow structure were found that contributed to the
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Figure 2.30: Laser sheet visualisation of sloped cavity floors (Kuo and Huang,
2001). ReD = 620 and Reθ0 = 194. Note: laminar boundary layer with shape
factor H = 2.52.

oscillations being completely suppressed at the most extreme slope ratio. In
the most extreme cases, the volume of the cavity was reduced by as much as
50 %.

Ozalp et al. (2010) investigated rectangular and modified triangular and
semi-circular two-dimensional cavities with L/D = 2 using PIV in a water-
tunnel. The cavities had L = 100 mm and were tested at U = 120, 170
and 220 m/s giving ReL = 10,700 – 19,600 and ReD = 5,350 – 9,800. There
was a turbulent boundary layer upstream of the cavities with Reθ0 = 1230 –
1700, and the cavities were non-oscillatory. The time-average streamlines they
found at ReD = 9,800 are shown in figure 2.31. Compared to the rectangular
cavity, the main vortex was found higher up in the triangular cavity and very
rearward in the semi-circular cavity. They measured velocity spectra in the
shear layer near the leading and trailing edges of the cavities. Although the
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Figure 2.31: Time-average streamlines from PIV for rectangular, triangular
and semi-circular cavities at ReD = 9800 and Reθ0 = 1700, with turbulent
boundary layer type (Ozalp et al., 2010)17.

cavities were non-oscillatory, they found lower levels of broadband noise in the
velocity spectra for the modified cavities.

2.10.2 Moderate to high Mach number studies

Heller and Bliss (1975) studied the impact of ramped walls, including in com-
bination with spoilers, and airfoils positioned at the trailing edge, which they
called a ‘cowl’. The stated purpose of Heller and Bliss’ (1975) sloped rear wall
was to stabilise the shear layer. The reasoning given was that a curved shear
layer is unstable, and that without the proper impingement angle, the im-
pingement point would be unsteady. Thus the ramped rear wall provides the
stabilising effect as it enables the shear layer to have the proper impingement
angle while also being un-curved.

Heller and Bliss (1975) took one-third octave bands of the pressure recorded
at the leading-edge of a cavity with L/D = 2.3 at M = 0.8. Considering
figure 2.32(a), the slanted wall was effective in reducing frequency peaks with
a reduction of the main tone by 20 dB and a reduction of broadband levels by
approximately 9 dB from 30 to 600 Hz.

Figure 2.32(b) shows Heller and Bliss’ (1975) trailing edge cowl which had
the stated purpose to ‘prevent’ the mass inflow and outflow at the trailing edge.
The authors described the cowl as achieving this by creating lower pressure
between the cowl and slanted wall (so that fluid was sucked out of the cavity)
when the shear layer deflects downwards, thereby cancelling the mass addition
that usually happens at that part of the cycle. Considering figure 2.32(b),
the cowl/slant combination was effective in reducing fluctuations, with the
configuration with the cowl trailing edge raised 2” vertically into the free-
stream having similar effectiveness to the slant and spoiler combination, while
the un-raised cowl was not as effective in reducing the main frequency peak.
The slant-only modification was a little more effective at reducing broadband

17Reprinted from Experimental Thermal and Fluid Science, Vol. 34, C. Ozalp, A. Pinarbasi
& B. Sahin, ‘Experimental measurement of flow past cavities of different shapes’, Pages
No. 505–515, Copyright (2010), with permission from Elsevier.
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Figure 2.32: Third-octave bands of pressure recorded at leading edge, for trail-
ing edge modifications trialled by Heller and Bliss (1975).

levels at low frequencies.

Franke and Carr (1975) conducted a study on the ‘effects of geometry on
open cavity flow’ trialling a number of configurations of slanted walls, tandem
cavities, airfoils positioned at the leading and/or trailing edges and baffles.
Some of their shapes were based on those of Heller and Bliss (1975).

In Franke and Carr’s (1975) study, the configurations were first trialled in
a water tunnel. The cavities typically had L/D=2. Several configurations and
those with ramps at the front and rear (which they called ‘double ramps’) were
found to ‘significantly’ reduce oscillations. For double ramps, the shear layer
was found to follow the ramps and there was ‘almost no’ shear layer oscillation
evident. Aircraft store (weapons) models which touched the cavity shear layer
were found to reduce shear layer oscillations. The airfoil, or ‘cowl’, was found
to generally be effective, and when it was placed with negative angle of attack
at the trailing edge it managed to prevent the shear layer from entering the
cavity and thus the shear layer did not impinge on the rear wall. The cowl
was not effective however when used in combination with double ramps.

Franke and Carr (1975) then trialled selected configurations in a wind tun-
nel at M = 1.6. Their wind tunnel apparatus consisted of a jet that discharged
through a nozzle into a chamber that was quite narrow in the spanwise direc-
tion. Franke and Carr (1975) found some interesting results regarding the
ramps and airfoils, or ‘cowls’. The double ramp cavity was effective in sub-
stantially reducing the main oscillation - reducing the main peak by 25 dB at
M = 1.6 (figure 2.33). The reasoning given for this behaviour was that the
thickening of the shear layer – the rectangular cavity had a thin shear layer
which was observed to become ‘wavy’ whilst the cavity with double ramps had
a shear layer which appeared ‘thicker and less disturbed’. In isolation, the

LIBRARY NOTE:
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Figure 2.33: Cavity with double ramps (Franke and Carr, 1975).

trailing edge ramp was more effective than the leading edge ramp. Regard-
ing their wind tunnel results, Franke and Carr (1975) caution however that
since the boundary layer was just on the verge of transition to turbulence at
the leading edge in the rectangular cavity case, then there may have been a
transition to turbulence on the leading edge ramp which the authors suggest
would increase suppression levels.

Marquardt (1975) studied the influence of various sloped walls, in a study
where tandem cavities and aircraft store positions were also considered. At
M = 0.5 − 1.5, cavities with L/D = 2 and L/D = 4.25 (with varying length
for the same depth) were studied. A leading edge ramp of 15◦ was effective for
the shorter cavity but worsened oscillations in the longer one. Sloping of the
rear wall (away from the up-right position) was also found to be increasingly
effective.

Vikramaditya and Kurian (2009) investigated the impact of ramped and
sloped rear walls on a cavity at M = 1.86. ‘Ramped’ refers to the angled
part of the rear wall stopping at half of the cavity depth, while ‘sloped’ refers
to the angled part continuing to the cavity floor. The cavity geometry was
L/D = 3 (L = 60 mm, D = 10 mm, & W = 574 mm, i.e., the cavity was
effectively two-dimensional), with a turbulent boundary layer upstream with
thickness δ0 = 6 mm, such that δ0/D = 0.6 (i.e., the boundary layer was thick
relative to the cavity depth). The ‘ramped’ rear walls were the focus of the
paper, and consist of a rear wall that is angled to half the cavity depth. For
the progressively smaller angles the ‘effective cavity length’ (or cavity mouth
length) was increased.

LIBRARY NOTE:
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First, the cavities were visualised with the shadowgraph technique. The
authors identified a flapping shear layer with the presence of large vortices,
and noted a reduction in flapping motion with increased ramp angle. For
ramp angles of 90◦, 75◦ and 60◦, four waves were identified:

1. Compression or expansion wave associated with upwards or downwards
flapping of shear layer respectively.

2. Waves associated with convection of vortices in the shear layer.

3. Bow shock at the cavity trailing wall.

4. The ‘imprint’ in the freestream flow of the upstream acoustic wave within
the cavity.

However for the smaller ramp angles of 45◦, 30◦ and 15◦only the first type
of wave was found to be present. Hence, the phenomena associated with the
motion of vortices and thus Rossiter (shear layer oscillation) modes, were much
weaker. The authors also observed that the shear layer in these cavities was
‘less wavy’ – suggesting a ‘more stable’ shear layer.

Unsteady pressure measurements were taken using pressure transducers
located on the front wall, floor and rear wall of the cavity. The authors noted
that the highest amplitude of the tonal and broadband noise levels occurred
at the rear of the cavity. In comparison, at the front wall of the cavity, the
tonal noise levels were noticeably above the broadband levels. The authors
attributed the higher broadband noise level at the rear of the cavity to ‘the
turbulent structures that grow in size towards the rear of the cavity’, and
therefore are absent at the front of the cavity. Considering the transducers
on the cavity floor, the broadband noise levels were higher towards the rear
of the cavity, which the authors attributed to the turbulent structures swept
down into the rear of the cavity, at the downward stroke of the shear layer
(Vikramaditya and Kurian, 2009).

The dominant Rossiter mode was found to change with the different ramp
angles, suggesting that ‘the ramp angle influences mode switching among the
different modes’ (Vikramaditya & Kurian, 2009). For the rectangular baseline
cavity, the first Rossiter mode is dominant. Yet, for a ramp angle of 75◦ the
second and third Rossiter modes have a stronger relative amplitude, and the
authors note that ‘the acoustic energy is rather more distributed over the
three modes’, showing that in general ‘the ramp angle has a profound effect
on acoustic energy distribution’.

In coherence measurements between pressure transducers located on the
rear wall and front wall, the shear layer oscillation frequencies were found to
be highly coherent between these walls (Vikramaditya & Kurian, 2009). On
the other hand, the range of other frequencies comprising the broadband noise
was found to have very low levels of coherence between the front and rear
walls. The authors state that this supports the view that the distinct Rossiter
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modes are due to ‘global instability’ of the flow field – i.e., instability found
at both the front and rear of the cavity – while the broadband noise is due to
turbulent nature of the flow.

Considering the overall sound pressure level (OASPL) for the various ramp
angles and locations, Vikramaditya & Kurian (2009) found lower levels with
ramp angles closer to horizontal. For these ramp angles, the levels were higher
at the rear of the cavity than at the front, which the authors attributed to the
‘direct impingement of the shear layer’, while the lower levels at the front of
the cavity with ramp angles closer to horizontal were attributed by the authors
to weaker upstream traveling acoustic waves being generated at the rear of the
cavity.

A quite different behavior was found when comparing the aforementioned
‘ramped’ rear walls (the angled part of the rear wall stopping at half of the
cavity depth) to ‘sloped’ rear walls (the angled part continuing to the cavity
floor) of the same angle and forming the same effective cavity length. Exper-
iments on the latter are only briefly described in the paper with only sound
pressure spectra results given. Vikramaditya & Kurian (2009) found a much
greater reduction in tonal noise levels with the ‘sloped’ rear walls than with
‘ramped’ rear walls of the same angle. This would suggest that the internal
cavity flow field plays a very significant role in the oscillations.

2.10.3 Studies which considered the 3D flow-field

A number of studies have considered the effect of modified geometry on the
three-dimensional flow field about shallow cavities. Typically, significant ef-
fects from the modified geometry have been found.

Doran (2006) performed a study on passive transonic cavity flow con-
trol which focused on leading edge geometry modifications. The cavity, with
L/D = 5 and L/W = 4, was tested in a wind tunnel at M = 0.7 − 0.9. The
cavity dimensions were L = 100 mm, D = 20 mm and W = 25 mm. A number
of chevron-shaped, swept and sloped walls were trialled as well as various ‘step-
down’ configurations. The most effective step, which stepped down 30% of the
cavity depth, produced an overall sound pressure level (OASPL) attenuation
of 7.5 dB at the cavity walls. The leading-edge sloped wall and chevron shapes
were found to be relatively ineffective, with OASPL attenuation of less than 3
dB. There was also a small attenuation of oscillation amplitude with a swept
front wall. Doran (2006) observed the changes to the three-dimensional flow
structure for the case of the most effective step. Surface oil flow visualisation
was used, revealing backflow on the step face and on the adjacent side walls. In
relating the reduction in the noise to the flow structure, Doran (2006, p. 107)
theorised that the back flow acts to ‘blow’ the shear layer outwards, thereby
moving the impingement point downstream beyond the cavity trailing edge.
Conceptual sketches are shown in figure 2.34 and figure 2.35.

18Reproduced with the permission of the Cranfield University Library.
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Figure 2.34: Surface oil visualisation and conceptual sketch for back-flow on
the step face (plan view). (Doran, 2006, p. 101)18
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Figure 2.35: Possible conceptual sketch for cross-section stream lines based on
flow visualisation (side view). (Doran, 2006, p. 108)19

2.10.4 Summary

In this section it has been established that modified cavity flows may produce
lower noise levels than ‘equivalent’ rectangular cavity flows. Modified cavity
flows can produce significant differences in 2D and 3D flow structure compared
to rectangular cavity flows, although little information is available regarding
the latter. In regards to the modifications themselves, Dolling, Perng and Leu
(1997) suggest that it is ‘logical’ to use 3D wall shapes in response to the 3D
flow and thus a 3D modification could be effective.

19Reproduced with the permission of the Cranfield University Library.
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2.11 Knowledge Gap

2.11.1 Two-Dimensional Low Speed Cavities

Many studies have considered two-dimensional, shallow (L/D ≥ 1), open cav-
ities at low speed. Milbank (2004) investigated spectra and flow around two-
dimensional cavities at low speed, however mainly rectangular cavities, in-
cluding the impact of yaw, were considered. Planar PIV investigations of the
flow structure about open, shallow cavity flows have focused on rectangular
cavities, for example Ashcroft & Zhang (2005) and several other studies.

Other investigations have looked at the flow structure of deep (L/D < 1)
cavities at low subsonic speed (for example, Faure et al., 2007) and have also
only considered rectangular cavities. Although studies have been carried out
in industry (Milbank, 2004, p. 64) and consulting to alleviate cavity noise
from these sorts of small low speed 2D cavities (for example, in an automotive
context) using geometric modifications of some sort, to best of the author’s
knowledge, there is little in the published literature directly regarding bulk
geometric modifications on 2D low speed cavities at very low Mach number.

Kuo & Huang (2001) and Periera & Sousa (1994) appear to provide the only
studies on the flow structure of modified 2D cavities at low speeds. However,
they did not consider the impact of cavity length, and have only considered
a few selected modifications. Acoustic and velocity spectra were not used for
comparison in the Periera and Sousa (1994) study. Other studies that have
looked at many different geometric modifications on two-dimensional cavities,
including spectra, such as Heller & Bliss (1975) and Franke & Carr (1975),
have only considered moderate subsonic to supersonic Mach numbers. Al-
though Harper (2006) looked at geom etric modifications and sp ectra on two-
dimensional cavities at low speed, the base shape of the cavity was very differ-
ent. Therefore, it appears that there is little information on two-dimensional
cavities at low subsonic speed with ‘bulk’ modifications, and in particular,
there have been very few studies that consider the acoustic and velocity spec-
tra.

2.11.2 Three-Dimensional Low Speed Cavities

The impact of geometric modifications on three-dimensional flow structure
appears to have only been considered for a few cases at moderate subsonic
to supersonic speeds, while at low subsonic speeds the impact of geometric
changes on shallow, narrow, open cavities has not been investigated. Subse-
quently, the impacts of geometric changes on noise and three-dimensional flow
structure around shallow and relatively narrow cavities at low subsonic veloc-
ities are unaddressed. Also, only a handful of three-dimensional wall shapes
appear to have been investigated at any speed.
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2.11.3 Knowledge Gap Statement

The flow structure around rectangular open cavities is well understood, how-
ever:

1. A complete description of the parameter space corresponding to each
cavity shear layer structure in two- and three-dimensional cavities has
not been clearly reported in the literature, thus partial characterisation
of this development forms a knowledge gap in this study.

2. The flow structure and noise generated by two- and three-dimensional
cavities with modified geometries compared with rectangular geometries
remains under-explored at low Reynolds numbers (of the order of 104 to
105). This includes the noise attenuation achieved by the modified ge-
ometries, and the flow mechanisms responsible for this noise attenuation.

3. The unsteady flow structures caused by the finite span of narrow (L/W >
1) three-dimensional cavities are unexplored, especially in the region ad-
jacent to the sides of the cavity, where the mixing layer grows in the
spanwise direction beyond the span of the cavity.

Furthermore, as stated in section 2.7.9:

4. To best of the author’s knowledge the occurence of airfoil tonal noise from
a plate with an nominally non-oscillating cavity has not been described
previously, and the mechanism of such noise is a valid knowledge gap.
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Chapter 3

Experimental Methodology &
Design

3.1 Introduction

An experimental approach was used in this study. Figure 3.1 shows an outline
of the experimental methodology of the study. Two experimental facilities were
used in the present study: an anechoic wind tunnel and a recirculating water
tunnel. Cavity flow noise is primarily investigated using a two-dimensional
cavity in the former facility, while cavity flow structures are primarily investi-
gated using a thee-dimensional cavity in the latter water tunnel.

The two main experimental models are discussed in this methodology chap-
ter: the airfoil with a two-dimensional cavity (‘airfoil with cavity’), for the
anechoic wind tunnel, and the flat plate with a three-dimensional cavity, for
the recirculating water tunnel. Under each section, the experimental facility,
experimental model and experimental techniques are discussed. Additionally
a ∼ 40 % scale version of the flat plate with three-dimensional cavity, for the
anechoic wind tunnel, is also used.

Firstly, the ‘airfoil with cavity’ is discussed. Microphone measurements
and hot-wire anemometry were used. This model was primarily tested in
an anechoic wind tunnel facility. This facility allows the noise produced by
aeroacoustic sources to be measured in an environment that approximates a
free-field.

Secondly, the flat plate with a three-dimensional cavity is discussed. This
model was primarily tested in a water tunnel facility. Water tunnels are par-
ticularly suited for flow visualisation using ordinary video cameras as, relative
to air, higher Reynolds numbers can be produced with slower-moving flows.
Additionally, it is possible to conduct Particle Image Velocimetry (PIV) with
a higher relative temporal resolution compared to air, for PIV systems with
equivalent repetition rates.

77
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Figure 3.1: Flow-chart of experimental methodology. Experimental facilities
are listed at the top. Black- or grey-filled boxes represent the topic, or a
sub-topic. The white boxes indicate an experimental technique. The dashed
border indicates the experimental model used for that section of the study.

3.2 Airfoil with two-dimensional cavity

3.2.1 Anechoic Wind Tunnel

Anechoic wind tunnel facilities enable the measurement of noise from aeroa-
coustic sources in an environment that approximates free-field conditions (Re-
ichl, 2007). The University of Adelaide Anechoic Wind Tunnel (AWT) was
used in the present study.

In the AWT facility, the flow leaves the contraction in an open jet with
outlet dimensions of 275 mm × 75 mm. The maximum velocity of the wind
tunnel is approximately 40 m/s. The anechoic chamber enclosure measures
2 × 2 × 2 m in internal dimensions and is positioned above the building floor
on vibration isolators. The enclosure is anechoic at frequencies above 200 Hz.
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Reichl (2007) verified that the tunnel had background sound pressure levels
below 50 dB(A) across the entire range of velocities, and that the AWT had
turbulence intensity in the potential core of the outlet jet less than the design
criterion of 1%. The AWT has low background noise levels, apart from below
200 Hz. Below 200 Hz, large, slow-moving circulations create low-frequency
noise within the chamber, which is poorly attenuated by the acoustic enclosure
(Reichl, 2007, p. 36).

Figure 3.2 shows photographs of the ‘airfoil with cavity’ model (section
3.2.2) positioned in the Anechoic Wind Tunnel jet outlet. The acoustic foam
wedges used to line the chamber are visible, as are the side plates used to hold
the airfoil. The techniques used within the AWT included far-field acoustic mi-
crophone measurements (section 3.2.3), hot-wire anemometry (section 3.2.5),
and surface flow visualisation.

3.2.2 Experimental model

The purpose of the ‘airfoil with cavity’ was to investigate oscillatory cavity
noise in the depth-based Reynolds number range of approximately 6,000–
16,000 and the length-based Reynolds number range of 10,000–74,000. Specif-
ically, the features of cavity flow and noise to be investigated were:

• the noise spectra produced by cavities between L/D = 1.17 to 4.67 across
the available range of velocities of the facility,

• the mean convection velocity ratio, κ = Uc/U , for cavity flows between
L/δ0 = 10 to L/δ0 = 48,

• the Rossiter mode numbers of cavity oscillations produced between L/δ0

√
Reδ0 =

350 and L/δ0

√
Reδ0 = 1800,

• the effect of sloping the front and rear cavity walls on the cavity shear
layer and on the noise produced by the cavity, and

• cavity noise spectra & shear layer velocity spectra at ReD = 11,900 which
could be compared to shear layer flow visualisation in water, for rectan-
gular cavities between L/D = 1.17 to 4.67 and a cavity with sloped front
and rear walls at L/D = 2.33.

The ‘airfoil with cavity’ was designed to meet the following criteria:

• provide a thin laminar boundary layer at the leading edge of the cavity,

• allow for a range of rectangular cavity L/D ratios – in the range where
oscillatory cavity noise should be produced,

• allow the investigation of modified two-dimensional cavity geometries,
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• be sufficiently compact to fit within the existing airfoil-holder attachment
for the AWT, and

• produce a sufficient level of oscillatory cavity noise.

For the cavity itself, a two-dimensional configuration was chosen. For a
small flat-plate boundary layer development length, the cavity length would
need to be quite small so as to be in the range for oscillations. A three-
dimensional ‘narrow’ cavity would be quite small in span, and would have
limited radiating power. Conversely, for a larger three-dimensional cavity,
the boundary length development length required (to place the cavity in the
range of oscillations) would be impractically large. Therefore it was decided
to use a two-dimensional cavity positioned within an airfoil-like flat plate, and
such a model would fit entirely within the potential core of the AWT open
jet. For this ‘airfoil with cavity’, a super-elliptic leading edge (Narashima and
Prasad, 1994) and tapered trailing edge were used to encourage attached flow
over the plate and laminar flow at the cavity leading edge. Only the middle
section of the airfoil, containing the cavity, was indeed flat. To attempt to
ensure oscillations, the estimated boundary layer characteristics and cavity
length were selected so that they satisfied the criteria for oscillatory cavity
flow, while the large span of the 2D cavity should allow for sufficient radiating
power so that the oscillations are readily detectable.

The 2D cavity model follows many ideas of Milbank (2004) who used a
flat plate with a cavity placed near the outlet of a jet 283 mm × 71 mm
in size, with far-field microphone measurements taken inside a semi-anechoic
enclosure. The flat plate had a super-elliptic leading edge. The ‘airfoil with
cavity’ used in the present work is broadly similar but much shorter in chord
length. The airfoil has a super-elliptic leading edge which ensures laminar flow
at the cavity, while the tail is linearly tapered (with a spline curve to smooth
the transition from parallel section to tail).

Leading edge A super-elliptic leading edge is selected in order to attempt
to avoid flow separation at the nose of the model. Such leading edges are
regularly used in studies involving flat plates. Equation 3.1 gives the shape of
the super-elliptic profile, with nose length, a, and half-thickness, b (Narasimha
and Prasad, 1994):(

(a− x)

a

)n
+
(y
b

)n
= 1, 0 ≤ x ≤ a n > 2 (3.1)

The recommendations of Narasimha and Prasad (1994) regarding leading
edge geometry were followed. Narasimha and Prasad (1994) computationally
investigated different nose-to-thickness configurations, finding that the ratio of
a/(2b) = 3, with an exponent n = 3.15, gave the shortest nose length where
separation was not likely. The selected profile, following these recommenda-
tions, is shown in figure 3.3.
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Boundary layer development length The distance, x, from the airfoil
leading edge to the cavity determines the estimated laminar boundary layer
thickness, δ, at the leading edge of the cavity. This parameter relates to the
required cavity length and required cavity depth for oscillations to occur.

δ =
5x

Re
1/2
x

(Blasius solution – Laminar) (3.2)

A critical Reynolds number of Rex,cr = 300, 000 was used for estimating
whether the flow at the cavity leading edge would be laminar, based on equa-
tion 3.2 above, which gave a maximum value of x. Subsequently, the selected
leading edge length (x = 0.033 m) should allow for a laminar boundary layer
as Rex = 21000− 84000 for the entire range of expected velocities, 10-40 m/s.

Cavity length Cavity lengths of 7 – 28 mm were selected. From the lit-
erature (section 2.6, table 2.2) there are numerous studies with ReL = 1, 000
to 100,000, and the cavity-length-based Reynolds number of this model range
from 2,410 to 77,000.

It is desirable that the expected oscillation frequencies be well above 200
Hz, as the AWT facility has good anechoic performance only above 200 Hz.
Oscillations should be well above this 200 Hz criterion for a cavity 7 mm in
length (figure 3.4(a)).

The minimum and maximum cavity length curves (from section 2.5.2, on
cavity oscillation criteria), indicated by the dashed lines in figure figure 3.4(b),
are based on estimated characteristics of a laminar boundary layer for the
given lead-in length. From upwards of 20 m/s, a cavity length of 7 mm meets
the minimum cavity length criterion of Sarohia (1977). A longer cavity length
of 28 mm does not meet the more conservative L < 100θ0 (for oscillations)
upper criterion, however it does meet a more liberal L < 200θ0 upper bound
for oscillations (section 2.5.2), and with a positive pressure gradient applied
across the model, the longer cavities from 14 mm to 28 mm in length may also
oscillate.

Tail section Trailing edges of flat plates, or airfoils, can be significant sources
of aeroacoustic noise (Marsden et al.2007). Thus the flat plate should be
reasonably long to place the trailing edge position reasonably far downstream
from the cavity. The plate was therefore made as long as possible within the
constraint of fitting within the existing airfoil-holder attachment for the AWT.
A taper angle of 6◦ was selected, and, together with the nose and flat plate
sections, this specifies the geometry of the ‘airfoil with cavity’.

Overall specifications

Figure 3.5 shows the ‘airfoil with cavity’ model, which consists of three main
components: the super-elliptic nose, a flat-plate section containing the cavity
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Table 3.1: Specifications of two-dimensional cavity

Cavity length extremes, L, mm 7 28
L/D 1.17 4.67
Velocity extremes, U , m/s 10 40 10 40
ReL 2410 19240 19240 77000
Predicted first Rossiter mode, f1, Hz 800 3054 200 763

Cavity width, W , mm 275
Cavity depth, D, mm 6

Table 3.2: Specifications of overall airfoil

Boundary layer development length, x, mm 33
Rex 21,000 - 84,000
Estimated δ0, mm 1.1 - 0.57
Estimated θ0, mm 0.15 - 0.076
Overall chord, C, mm 130
Chord-based Reynolds numbers, ReC 6.7 ×104 to 3.3 ×105

Overall thickness, t, mm 11

cut-outs, and a tail section. The nose section is 33 mm in chordwise length.
The flat plate section of the model contains the 28 mm long section for the
cavity cut-outs. The tail section is linearly tapered at 6◦ and is approximately
69 mm in length, including a section which smoothly transitions from parallel
surfaces to tapered via an arbitrary spline curve.

Tables 3.1 and 3.2 give the specifications of the cavity and of the overall
airfoil profile respectively. The ‘airfoil with cavity’ model was machined from
aluminium alloy using a computer-numerical-controlled machine. Table 3.3
tabulates the coordinates of the profile in normalised units for reference pur-
poses, note that the origin is fixed to the plate’s trailing edge and the plate is
at zero angle of attack.

Positioning The model is positioned within the potential core region of the
AWT jet, within the existing airfoil-holder attachment and near the centre-
line of the jet. Figure 3.7 shows a schematic diagram of the placement of the
airfoil in the open jet. Upon conducting experiments with a similar apparatus,
Milbank (2004) found a modulation of the oscillatory cavity noise, due to the
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Table 3.3: Coordinates of the flat plate profile for zero angle of attack. Italics
indicate the location of the 28 mm long slot. Note that the origin of the
coordinate system is at the airfoil trailing edge, with positive x being in the
downstream direction and positive y being in the stream-normal direction.

x/C -1 -0.974 -0.949 -0.923 -0.885
y/C 0 0.0284 0.0341 0.0374 0.0402

x/C -0.846 -0.788 -0.746 -0.531 -0.473
y/C 0.0416 0.0423 0.0423 0.0423 0.0423

x/C -0.423 -0.354 -0.277 -0.154 0
y/C 0.0407 0.0364 0.0291 0.0162 0

proximity of the cavity to the free shear layer of the jet. This was fixed by
moving the cavity further away from the free shear layer. In an attempt to
avoid this issue, the present model was offset 12 mm below the centreline of the
jet – so that the adjacent free shear layer is further away from the cavity-side
of the profile.

To install the airfoil in the Anechoic Wind Tunnel, the airfoil was mounted
using pins into two rigid PVC side plates which fitted within the existing sup-
port frame, as depicted in figure 3.6. The baseline position was at a nose-down
geometric angle of −1◦. This was done in order to attempt to impart a small
positive pressure gradient, which helped ensure the occurrence of attached flow
and therefore oscillatory cavity flow.

There were 5 holes in the PVC sides for securing the trailing edge of the
‘airfoil with cavity’ in order to produce different angles of attack. These are
shown in figure 3.6, and produced αgeom. = 11◦, 5◦,−1◦,−7◦ & −13◦, where a
negative angle of attack refers to nose-down. Additionally, there was sufficient
friction from an ‘interference fit’ that the airfoil could also be held in place at
αgeom. = 0◦ (without the use of the trailing edge retaining pins), as in section
5.2.

Other considerations

Acoustic compactness According to Milbank (2004), a cavity is acousti-
cally compact if the acoustic wavelength, λ, is ‘much greater’ than the cavity
length, L, following equation 3.3 below. ‘Much greater’ represents a factor
of at least 5. Acoustic compactness means that feedback takes the form of
hydro-dynamic pressure waves, and also that the leading edge is in the acous-
tic near-field of the trailing edge. Subsequently the phase lag (or delay), α, is
taken to be zero. Considering the extremes of the cavity length, the acoustic
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wavelength of the first mode is approximately 110 mm for the 7 mm cavity
and approximately 450 mm for the 28 mm cavity. Therefore, all cavity config-
urations are acoustically compact.

λ =
c

f
>> L (3.3)

Mean convection velocity ratio for L/δ=5-10 Although the convection
velocity ratio, κ, is often taken to be an empirical constant, it can also be
measured. Data published by Sarohia (1977) are shown in figure 3.8, where
κ is plotted against non-dimensional cavity length, L/δ. The data are limited
to cavity lengths from approximately five to ten times the boundary layer
thickness.

From these data, Milbank (2004) determined an empirical relation for κ
based on L/δ. Milbank (2004) found when using values of κ based on this
empirical relation, that the predicted non-dimensional frequencies agreed well
with experimental results.

Modified geometries – sloped inserts Two 45◦ sloped wall insert blocks
were manufactured, which can also be installed upside down to form reverse-
sloped walls. These geometric modifications are applied such that the cavity
volume remains constant.

Corrected angle of attack The true angle of attack is less than the geo-
metric angle of attack due to the deflection of the open jet. This is especially
significant when the airfoil chord is large compared to the height of the jet
(Brooks, Pope and Marcolini, 1989, p. 5), which is the case here. The geomet-
ric angle of attack, αgeom., is defined in figure 3.7.

A correction factor has been provided in the literature by Brooks, Marcolini
& Pope (1986) and Brooks et al. (1989). It is assumed that the jet height does
not expand significantly between the contraction outlet and the airfoil. The
correction factor for this airfoil is 0.13 . The corrected angles of attack are
thus −0.13◦, −0.90◦, and −1.7◦ respectively for geometric angles of attack of
−1.0◦, −7.0◦, and −13◦ respectively. The geometric angle of attack will be
quoted in the rest of this paper. Unless stated otherwise, measurements were
taken at the baseline angle of attack (αgeom. = −1.0◦).

3.2.3 Microphone measurements

In order to experimentally characterise the noise produced by aeroacoustic
sources, far-field noise measurements were taken using a Brüel & Kjær half-inch
condenser microphone, model number 4190. Table 3.4 shows the microphone
measurement and spectral processing specifications.
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In Chapter 4 (2D Cavity Flow: Results & Discussion), the microphone was
located 600 mm from the ‘airfoil with cavity’, positioned directly perpendicu-
lar to the mean flow direction and adjacent to the centre of the cut-out for the
cavities (i.e., 600 mm from x/C = −0.638 where x/C = 0 is located at the air-
foil trailing edge and negative x is upstream). Data were sampled at 50 kHz for
a duration of 10 seconds and they were processed using MATLAB R© numerical
analysis software. To improve the clarity of the plots, the frequency resolution
of the spectra plotted in Chapter 4 is typically 10Hz. Due to the nature of the
experiment, the spectrograms were calculated differently. Within the spectro-
grams, each constituent spectrum is based on a sample of 0.1 seconds duration
at 50 kHz sampling frequency, giving a bandwidth of 20 Hz. The A-weighted
Overall Sound Pressure Level (OASPL) was calculated by integrating the noise
spectrum after applying A-weighting.

In Chapter 5 (Airfoil Noise: Results & Discussion) the microphone was
located directly perpendicular to the trailing edge of the airfoil at a distance
of 600 mm for section 5.3 to 5.5 and a distance of 585 mm for sections 5.6
onwards. Data were sampled at 50 kHz for a duration of 20 seconds, and
processed using MATLAB R© software. The frequency resolution of the spectra
was generally 1 Hz, although for plotting purposes the frequency resolution
was reduced to 10 Hz for clarity.

3.2.4 Error analysis of microphone measurements

According to Milbank (2004, p. C-9) the spectral precision (random) error of a
spectral estimate is given by equation 3.4. In this equation, BTt represents the
number of discrete segments, however it can be replaced by BTt = K(BTeff)
where K is the total number of segments, and a Hann window with a 50%
overlap has a coefficient BTeff = 0.947.

ε =
1

2
√
BTt

(3.4)

From equation 3.4, with 95% confidence the margin of error due to the
spectral estimate calculation can be found to be ±0.60 dB for a sample length
of 10 seconds, and±0.43 dB for a sample length of 20 seconds, in both instances
with a segment length of 0.1 seconds.

3.2.5 Hot-Wire Anemometry (HWA)

Hot-wire anemometry (HWA) is a method for measuring velocity using a highly
sensitive heated wire whose rate of cooling depends on flow speed. The tech-
nique allows for velocity measurements with a very high frequency response.

Two methods of HWA are possible: constant-temperature anemometry and
constant-current anemometry. In this thesis, constant-temperature anemom-
etry was used. A Wheatstone bridge circuit is used to maintain the probe at
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Table 3.4: Microphone measurement & spectral processing specifications

Microphone Brüel & Kjær half-inch condenser, model 4190
Sampling frequency, Hz 50,000
Sample duration, seconds 10 or 20
Spectral bandwidth, Hz 1 or 10
Window function von Hann
Overlap 50%

a constant temperature and the fluctuating bridge voltage is measured to find
the velocity.

In the present study the frequency response was more than sufficient to
resolve the oscillations of interest. Single-wire probes with a tungsten wire of
diameter of ∼5 µm were used. Such probes give the magnitude of velocity per-
pendicular to the wire. A hot-wire probe consists of a very thin wire soldered
between two inert prongs, in turn connected to a cylindrical support.

A single-wire TSI 1260A-T1.5 probe (for sections up to 5.5) or a single-
wire TSI 1210-T1.5 probe (section 5.6 onwards) were used together with a
TSI IFA300 anemometer. The hot-wire probes were calibrated using a TSI
plenum-type calibrator (model number 1127) connected to a MKS Baratron
differential pressure transducer. The probe was positioned using a DANTEC
three-dimensional automatic traversing system which is fixed to the anechoic
chamber floor. The positional accuracy of the traverse was ±.003 mm in
the X and Y directions. Data were sampled at 50 kHz for a duration of
10 seconds (Chapter 4) or 20 seconds (Chapter 5) and they were processed
using MATLAB R© numerical analysis software. The frequency resolution of the
spectra was generally 1 Hz, although for plotting purposes, in most instances,
the frequency resolution was reduced to 10 Hz for clarity.

Hot-wire calibration

Perry (1982) states that it is best to directly calibrate velocity to bridge voltage,
rather than using more fundamental models that consider heat transfer.

U2 = A+BUn (3.5)

After acquiring the data, various methods can be used to find the relation-
ship. These include King’s Law (or the Cooling Law) which involves finding a
linear relationship between the square of voltage and the square root of veloc-
ity, to give a fourth order polynomial. Equation 3.5 becomes King’s Law if the
exponent, n, is equal to 0.5. The exponent may be varied between 0.45 and
0.55, depending on the value which gives the optimal fit. Rather than using
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the above equation, a computer is often used to generate a higher order poly-
nomial curve fit. In this study, a fifth-order polynomial curve fit was generated
by computer.

Error analysis of HWA measurements

According to Bruun (1999), typical velocity measurement accuracy of hot-
wire anemometry is approximately 1%. The error of a hot-wire anemometry
measurement consists (apart from drift) of two main components: a random
error (which can be estimated statistically) and a bias error (arising from errors
in calibration).

The uncertainty of the calculated velocity from the hot-wire measurement
is equal to the uncertainty of the flow velocity used to construct the cali-
bration. (While the hot-wire calibration is constructed from the relationship
between voltage and flow velocity, the voltages used to construct the calibra-
tion curve however consist of the mean of a large number of samples and is a
negligible source of error.) This flow velocity at the calibrator is determined
from equation 3.6 by measuring the dynamic pressure. Dynamic pressure was
found using differential pressure across the exit nozzle, measured by an MKS
Baratron.

U =

√
∆p

0.5ρ
(3.6)

The ambient pressure and ambient temperature are used to determine the
air density in equation 3.6, by the ideal gas law. These are estimated from a
thermometer and high-precision barometer in the laboratory. These quantities
are negligible sources of uncertainty in the flow velocity. Also, the uncertainty
in the dynamic pressure – from the precision uncertainty of the MKS Baratron
of ±0.07 Pa – is another negligible source of error contributing uncertainty in
the computed velocity of less than approximately ±0.06 m/s at slower experi-
mental velocities tested, and less uncertainty at higher velocities. Furthermore,
the statistical margin of error of the mean velocities used to construct the cal-
ibration, with 95% confidence, was also found to be negligible1 – indeed, the
calibrator apparatus produced a highly stable and consistent flow.

The margin of error of the spectral estimate used to find velocity spectra
from HWA measurement was found (in the same manner as section 3.2.4) to
be ±16% for ∆f = 1 Hz and ±5.1% for ∆f = 10 Hz. As the velocity spectra
typically span orders of magnitude difference, this margin of error therefore
does not have a significant impact on the discussions and findings following
from the spectra.

1With 95% confidence, the statistical margin of error is given by ± 1.96×s/
√
N with

s being an estimate of the standard deviation given by the sample standard deviation of
s =

√
1/(N − 1)

∑
(xi − x̄)2, where xi are the sample values, x̄ is the sample mean and N

is the sample size.
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Figure 3.2: Photographs of ‘airfoil with cavity’ model positioned in Anechoic
Wind Tunnel.
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Figure 3.3: The super-elliptic leading edge profile of the ‘airfoil with cavity’
model.
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Figure 3.4: Two-dimensional cavity specification compared to frequency and
oscillation requirements. (a) Estimated frequency of first mode of Rossiter
oscillations (solid line) for the shortest cavity, L = 7 mm, compared to the
minimum threshold for the anechoic wind tunnel of 200 Hz. Higher modes
would have a higher oscillation frequency. (b) Minimum and nominal max-
imum cavity lengths for occurrence of cavity oscillations based on boundary
layer development length of x=33 mm, across the range of velocities achiev-
able by the Anechoic Wind Tunnel. The solid horizontal line indicates the
L = 7 mm cavity. The lower dashed line gives the minimum cavity length
for oscillations, from Sarohia’s (1977) criterion: L = 290δ0/

√
Reδ0 (section

2.5.2). The upper dashed line is an approximate upper limit on cavity length
for oscillations, given by L = 100θ0 (Sarohia, 1977, Rockwell, 1983 and Gharib
& Roshko, 1987; section 2.5.2).
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Figure 3.5: Sketch of the airfoil with cavity, which contains a cavity cut-out
where various inserts can be fitted to form a range of cavity geometries.

Figure 3.6: Rendering of the airfoil with cavity model. Shown here attached to
the existing airfoil-holder attachment, which attaches to a flange on the outlet
of the open jet.
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Jet shear layer
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= -αgeom.

Figure 3.7: Schematic diagram of the placement of the ‘airfoil with cavity’
model within the jet of the Anechoic Wind Tunnel. Note that αgeom. is de-
fined as being positive in the clockwise direction (when the airfoil is nose-up),
therefore the baseline angle of attack of 1◦ nose-down equates to αgeom. = −1◦.
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Figure 3.8: Convection velocity ratio versus non-dimensional cavity length for
a laminar boundary layer. Transposed from Sarohia (1977).
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3.3 Three-dimensional cavity

3.3.1 Water Tunnel

Water tunnels have been used extensively in cavity flow research for the ob-
servation of flow features (e.g., Maull and East 1963, Kuo and Huang 2001
and others). The recirculating water tunnel used in this study had a working
section cross-sectional area of 0.5×0.5 m2 and a maximum velocity of approx-
imately 400 mm/s. Figure 3.9 shows a photograph of the facility, while figure
3.10 shows a schematic diagram.

Figure 3.9: Photograph of water tunnel facility. Flow from top to bottom. The
three-dimensional cavity in a flat plate can be seen in the working section.



94 CHAPTER 3. EXPERIMENTAL METHODOLOGY

S
et

tl
in

g
S

ec
ti

on
W

or
ki

ng
S

ec
ti

on
R

et
ur

n
S

ec
ti

on

P
um

p

T
hr

ee
-d

im
en

si
on

al
co

nt
ra

ct
io

n

R
ub

be
r 

co
up

li
ng

s

F
ig

u
re

3.
10

:
S
ch

em
at

ic
d
ia

gr
am

of
w

at
er

tu
n
n
el

fa
ci

li
ty

.



3.3. THREE-DIMENSIONAL CAVITY 95

There were a number of advantages to investigating the flow at low Reynolds
number in a water tunnel. In a low-Reynolds-number cavity flow, unsteady
flow features can be easily observed. Observation of these unsteady flow struc-
tures helps to fill knowledge gaps, as much of the existing literature concerns
time-averaged flows. Finally, available conventional video cameras and low-
frequency PIV systems can be used to both observe and measure the flow
respectively, whereas high-frequency measuring systems would be required to
resolve the unsteady flow at high-Reynolds-number, especially in a wind tun-
nel flow. On the other hand, flow physics dealing with acoustic effects could
differ.

3.3.2 Experimental model

A three-dimensional cavity experimental model was used in water to investi-
gate the unsteady flow structures associated with the cavity tonal noise and
velocity spectra obtained in Chapter 4 ( Two-Dimensional Cavities: Results
and Discussion). Where the ‘airfoil with cavity’ in air allowed the investigation
of two-dimensional cavity shear layer phenomena, the three-dimensional cavity
model will allow the investigation of three-dimensional shear layer effects such
as end effects due to finite span.

The three-dimensional cavity experimental model used in this study was
designed and built previously by Crook (2011). It consists of a free-standing
flat plate with a rectangular cavity cut-out which is placed within the working
section of the recirculating water tunnel. The depth-based Reynolds numbers
were in the range of approximately 3,000 to 14,000. The length-to-depth ratio
(L/D) of the cavity varied from 0.84 to 6, while the span-to-depth ratio (W/D)
was fixed at 2, with length-to-span ratio (L/W ) varying in the range 0.42 to
3.

Figures 3.11 and 3.13 shows a sketch and photograph of the model respec-
tively. It is constructed with an acrylic semi-elliptic leading edge, painted steel
sheet forming the flat plate and the cavity itself formed by clear rigid PVC
sides, with one side unpainted for optical access. The plate has a downstream
circulation control flap fitted, the angle of which can be set to ensure develop-
ment of a zero-pressure gradient laminar boundary layer on the flat plate. The
model was repainted before each set of experiments, however deterioration of
the paint with use is visible in some flow visualisation photographs.

Table 3.5 lists the physical dimensions and geometric non-dimensional pa-
rameters of the model. The relatively large physical dimensions enabled good
access for flow visualisation. A number of perspex cavity inserts were designed
and manufactured for use in the water tunnel model, to allow the cavity’s
rectangular geometry to be modified in various ways. This reduced the vol-
ume of the cavity slightly. The modifications chosen had provided some noise
attenuation when trialled in an anechoic wind tunnel on a separate model.

Figure 3.12 shows a sketch of the co-ordinate system used in the three-
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Figure 3.11: Sketch of water tunnel three-dimensional cavity model.

dimensional cavity section. Note that the Y axis has been orientated down-
wards in order to give the desired orientation of the Z axis.

Scale version of 3D cavity (air)

A scale version of the three-dimensional cavity model was constructed for use
in air. This consisted of a flat plate with a three-dimensional shallow, narrow,
cavity cutout at 43% scale of the water tunnel model. There were upright sides
to control the expansion of the open jet, however there was no ceiling above
the cavity in order to enable far-field acoustic measurement. The specifications
of the three-dimensional cavity is given in table 3.6.

The flat-plate was fitted with a semi-circular nose profile, thus giving a
boundary layer with D/δ0 ≈ 4.0, having a shape factor H = 2.0. Note that
flat-plate was raised slightly relative to the contraction surface, such that the
developed contraction boundary layer was directed under the nose and beneath
the flat plate.

3.3.3 Flow visualisation

Flow visualisation involves techniques to mark, and therefore visualise, other-
wise transparent fluid flow. The intention is for the flow visualisation medium,
such as a tracer, to accurately mark the flow for some distance, whilst not
interfering with the flow. In water flows, these tracers can take the form of
dye or ink to mark the flow or small particles such as bubbles of hydrogen gas
or small solid particles.
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Table 3.5: Specifications of water tunnel cavity model

Cavity length, L, m 0.063 – 0.45
Cavity depth, D, m 0.075
Cavity width, W , m 0.15
L/D 0.84 – 6
W/D 2

ReD (dye visualisation) 2,700
ReD (hydrogen-bubble visualisation) 8,000 – 14,000
ReD (PIV) 6,000 – 10,700

B. L. development length, x, m 0.336
B. L. type laminar
U , mm/s 40 144
Rex 13,400 48,000
B. L. thickness1 δ0, mm 14.5 7.7
B. L. momentum thickness1 θ0, mm 1.9 1.0
D/δ0 5.2 9.8
D/θ0 39 74
L/θ0 33 443
Reθ0 77 146

1 Values estimated from Blasius boundary layer theory.

Table 3.6: Specifications of anechoic wind tunnel three-dimensional cavity
model

Boundary layer thickness at cavity leading edge,
δ0, mm

8.0

Normalised boundary layer thickness, δ0/D 0.25
Boundary layer shape factor, H 2.0
Boundary layer momentum thickness, θ0 1.0 mm
Normalised momentum thickness, θ0/D 3.1× 10−2

Cavity length, L, mm 194
Cavity span, W , mm 68
Cavity depth, D, mm 32
Velocity, U , m/s 3
Depth-based Reynolds number, ReD 6,400
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Figure 3.12: A sketch of the coordinate system used for three-dimensional
cavities, including for the PIV experiments.

The objective of the water tunnel flow visualisation experiment was to use
this technique to investigate the flow structure around a three-dimensional,
open cavity, with either rectangular or modified geometry. Two flow visualisa-
tion methods were used: dye visualisation and hydrogen bubble visualisation.
In the former, dye was injected from a dye slot, ports or probes upstream of
the cavity, or near the region of interest. In the latter, a hydrogen bubble wire
was positioned upstream of, or within, the cavity.

The streaklines visualised by the aforementioned flow visualisation tech-
niques are not equivalent to streamlines in unsteady flows. Tracers used in
flow visualisation produce streaklines which show an integration of all the pro-
ceeding parts of the flow that the tracer has travelled through. Thus this
difference between streaklines and streamlines can, potentially, be mislead-
ing when interpreting the flow visualisation (Gursul, Lusseyran and Rockwell
1990).

Gursul, Lusseyran and Rockwell (1990) state that this difference between
streaklines and streamlines is most significant in cases where the tracer is
released in an ‘arbitrary’ location. For example, if the tracer is injected down-
stream from the generation of instabilities then a misleading interpretation
could be drawn because streaklines do not immediately reveal features such as
vortices (Gursul, Lusseyran and Rockwell 1990). Not until further downstream
would the roll-up of the tracer be evident. Gursul, Lusseyran and Rockwell
(1990) state that in shear layer flows this effect could be minimised by releasing
the dye at the ‘origin of the unsteady shear layer’, for example, the stagnation
point on a bluff body.
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Figure 3.13: Photograph of the water tunnel three-dimensional cavity model.

Downstream, the streaklines show the integrated result of the upstream
flow. For example, the fluid, and streaklines, may ‘roll-up’ in the presence
of a vortical feature. Although the vortical feature itself may decay as the
fluid flows downstream, the ‘rolled-up’ tracer on the other hand may convect
downstream and could give the mistaken impression that an active vortical
feature remains. An example is provided by Cimbala, Nagib and Roshko (1988,
p. 271). In the example, a different flow pattern is produced depending on
where a smoke wire is positioned relative to a cylinder in a crossflow.

3.3.4 Dye visualisation

In the dye visualisation, a dye solution was introduced to the flow in order to
visualise the region of interest. The dye solution was fed under gravity through
either: a small dye probe (small diameter tubing orientated downstream), a
small dye port on the experimental rig, or a small dye slot on the experimental
rig. Thereby, a dye filament or dye sheet was formed. Figure 3.14 gives an
example of dye visualisation, in this instance the dye is being used to mark
vorticity in the shear layer over a cavity.

The density of the dye must be close to that of the working fluid, as oth-
erwise buoyancy effects will be significant. Therefore ordinary food colouring
dye was mixed with tunnel working fluid shortly before use, to ensure the dye
solution was at a similar temperature to the tunnel water; while the density



100 CHAPTER 3. EXPERIMENTAL METHODOLOGY

Figure 3.14: Dye visualisation example, with the dye enabling visualisation of
shear layer roll-up over a cavity. Flow from left to right.

of the dye solution was adjusted by adding ethanol if required. An advantage
of food colouring dyes is that they can be illuminated with ordinary lighting
sources, unlike fluorescent dyes.

Another consideration is the diffusivity of the tracer. This is characterised
by the Schmidt number – the ratio of momentum diffusivity to the molecular
diffusivity. Compared to smoke in air (Schmidt number, ∼ 100–1,000), dye
in water has a higher Schmidt number (∼ 2,000). Therefore the dye in water
diffuses more slowly compared to smoke in air, thereby showing the vorticity
distribution less accurately compared to smoke in air.

3.3.5 Hydrogen bubble visualisation

The hydrogen bubble flow visualisation technique was used to visualise flow
structures about the three-dimensional cavities of various geometries. In this
method, fine hydrogen bubbles are created by electrolysis in order to visualise
the flow. Tungsten wires were used as the negative electrode, while an arbitrary
(ferrous) metal object was used as the positive electrode.

Disadvantages of the hydrogen bubble technique include the buoyancy of
the bubbles, and the need to achieve suitable lighting so that the bubbles can
be observed clearly. Unfortunately, this has necessitated the use of an oblique
camera angle in most cases, which can make it hard to distinguish between
different planes of motion, particularly with regards to three-dimensional struc-
tures.

Both horizontal and vertical orientations of the wire were used. The ver-
tical wire was fixed to a movable support with the vertical wire held between
two short horizontal prongs fixed to rigid vertical tube. The horizontal wire,
on the other hand, was fixed just above the surface of the plate as shown in
figure 3.15. The horizontal wire was located at a height of 4mm above the flat
plate surface (y/D=0.125), and positioned 31mm upstream of the cavity lead-
ing edge (x/D=-0.42). The wire height of 4 mm compares to an estimated δ99%

boundary layer thickness of 8.1 mm and boundary layer momentum thickness
of 1.1 mm, from Blasius theory, for the primary free-stream testing velocity of
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144 mm/s, corresponding to depth-based Reynolds number of 10,700. Thus at
this depth-based Reynolds number, the non-dimensional boundary layer thick-
ness based on the cavity depth was δ99%/D = 0.11, while the non-dimensional
momentum thickness based on the cavity depth was θ0/D = 1.5× 10−2.

Figure 3.15: Photograph of plate showing the horizontal hydrogen bubble wire.

Figure 3.16: Coordinate system for hydrogen bubble visualisation of three-
dimensional cavity.

Rectangular and modified cavity configurations with varying L/D ratio
were tested. The testing schedule is outlined in table 3.7 while the coordinate
system used in these tests is defined in figure 3.16.

3.3.6 Particle Image Velocimetry (PIV)

Particle Image Velocimetry (PIV) was used to measure the flowfield about
rectangular and modified cavities. In the PIV technique, the flow is seeded by
tracer particles which are illuminated by a laser sheet. A camera is then used
to record the flow, whose images are then analysed using interrogation win-
dows. The average displacement of particles in each window between frames is
determined mathematically to give the velocity field. This method can provide
extremely detailed information about the flow. Figure 3.17 shows a sketch of
the experimental setup for PIV experiments. The methodology used for PIV
is discussed in detail in Appendix A).
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Table 3.7: Hydrogen bubble test schedule

(a) Velocities and Reynolds numbers

Flow velocities, mm/s Depth-based Reynolds number

111 8,250
144 10,700a

186 13,800
a Note: primary testing Reynods number.

(b) Cavity configurations

Cavity configuration L/D U (mm/s)

Rectangular 0.84, 2, 3, 3.84, 4.84, 6 144
Chevron-shaped cavity 1, 2, 3.84, 5 111, 144
Other modified cavitiesb 3 144

Airfoil with cavity test (rectangular) 0.87 103

b Note: other modified cavities include sloped rear wall, sloped front wall & sloped

rear wall, beak rear wall, chevron rear wall, chevron front wall, chevron front wall

& double-swept rear wall, double-swept front wall, double-swept rear wall,

double-swept front & double-swept rear wall, swept front & rear walls, swept front

wall, and swept rear wall.
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Figure 3.17: A sketch of the experimental set-up for PIV experiments.

3.4 Summary of experimental methodology

In summary, the experimental methodology consists of three main sections.
Firstly, two-dimensional cavities (both rectangular and modified) are studied
using an ‘airfoil with cavity’ model. As airfoil tonal noise was also found from
this model (particularly when there was a cavity cutout present in the surface,
but the flow was outside the paramater space for cavity oscillations), this was
investigated to determine the aeroacoustic mechanism involved. Finally, the
flow structures about and noise produced by narrow, three-dimensional cavi-
ties (both rectangular and modified) were investigated using flat-plate models
containing cavity cut-outs.
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Chapter 4

Two-Dimensional Cavities:
Results and Discussion

4.1 Introduction

In this chapter, acoustic and velocity measurements of the two-dimensional
cavity model (‘airfoil with cavity’) placed in the Anechoic Wind Tunnel are
discussed. This model was described in section 3.2.2 of Chapter 3: Experi-
mental Methodology & Design.

Rectangular cavities are initially investigated. The cavity depth, D, is
fixed while the cavity length, L, is varied giving length-to-depth ratios of
L/D = 1.17, 2.33, 3.5 and 4.67. The Reynolds numbers based on cavity
depth are in the range ReD = 3,800–15,300 while the Reynolds numbers based
on the estimated momentum thicknesses are in the range Reθ0 = 100− 190.

The co-ordinate systems used in this chapter of the thesis are given in
figure 4.1. The ‘cavity mouth length’ or ‘the mouth of the cavity’ refers to the
open portion of the cavity located along y/D = 1 in figure 4.1b, i.e., directly
between the cavity LE and the cavity TE.

4.2 Boundary layer characteristics

Regarding the boundary layer characteristics at the leading edge of the cavity,
for design purposes estimated values of δ0 and θ0 were used. These were based
on the assumptions of a plate length equal to the horizontal distance from the
nose of the model to the cavity, and a laminar boundary layer. The freestream
velocity ranges from U = 10 – 40 m/s. All results listed in this chapter are
recorded with the plate at a nose-down angle of attack of αgeom. = −1◦, to
ensure a slightly favourable pressure gradient over the flat plate, and thus
attached flow.

To find the actual boundary layer characteristics, cavity leading edge ve-
locity profiles were measured at nominal free-stream velocities of U = 20, 30
and 40 m/s. The velocity profile just behind the leading edge of the cavity was

105
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(b) Co-ordinate system for rectangular and 
modified cavity geometries at L/D=2.33.

(a)  Co-ordinate system for boundary layer
 characterisation.

U U

x

y

L

D
x

y

Figure 4.1: Co-ordinate systems used in this chapter of the thesis.

recorded using a single-wire hot wire velocity probe, which was attached to a
traverse. The probe was positioned within the cavity, as close as practicable
to the leading edge of the cavity. Despite the -1◦ angle of attack of the plate,
the profile is similar in shape to the Blasius solution for flow on a flat plate
at zero pressure gradient – figure 4.2 shows the case for U = 30m/s. This
confirms that the cavity is subject to a laminar upstream boundary layer. The
experimental results diverge from the Blasius solution close to the wall since
the profile is taken just inside the cavity.
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Figure 4.2: Velocity profile at cavity leading edge at U = 30 m/s.

Compared with the nominal free-stream velocity, the flow is accelerated
slightly around the plate and over the cavity, with the highest velocity just
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Table 4.1: Velocity over cavity, and boundary layer properties, estimated from
measurement.

Nominal U ,
m/s

Velocity over
cavity, m/s

Estimate for δ0, mm Estimate for θ0, mm

20 23.3 0.77 0.092
30 32.5 0.68 0.083
40 43.2 0.63 0.070

Table 4.2: Blasius boundary layer estimate.

Nominal U ,
m/s

Velocity over
cavity, m/s

Blasius δ0, mm Blasius θ0, mm

20 23.3 0.73 0.097
30 32.5 0.64 0.082
40 43.2 0.54 0.071

at the top of the boundary layer. The measured velocities over the top of
the cavity and boundary layer thicknesses, δ0, estimated from these measured
velocity profiles are listed in table 4.1. The values listed in the table are
intended only as a guide, as the flow was already moving into the cavity, to
a small extent, at the location of measurement. The velocity profiles were
also extrapolated to zero and integrated to give an estimate of the momentum
thickness, θ0. The boundary layer and momentum thicknesses estimated from
the measured velocity profiles were within 5–10 % of predictions from Blasius
laminar flat-plate theory (table 4.2).
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Figure 4.3: Turbulence Intensity at and above the leading edge of the cavity
for U = 30 m/s.

Figure 4.3 shows turbulence intensity plotted against vertical position, lo-
cated just downstream of the leading edge of the cavity. The turbulence in-
tensity is based on Umean(y) at that height, with TI = u′r.m.s./Umean(y). With
increasing vertical position there are firstly high values of turbulence intensity
in the shear layer. The next region is the core flow of the jet with a turbu-
lence intensity of approximately 0.4%, and then there is increasing turbulence
intensity through the outside jet shear layer of the AWT facility.

As the velocity was slightly higher at the top of the cavity compared to
the nominal free-stream velocity, please note that in sections 4.3 and 4.4 the
nominal velocity values are listed on the plots of acoustic spectra. Furthermore,
estimated values of θ0 were considered to be sufficiently accurate for comparing
the maximum cavity length criterion to the experiment.

4.3 No cavity

Figure 4.4 shows the far-field noise spectra recorded for flow over the ‘No
Cavity’ airfoil, i.e., the airfoil with the cavity filled-in. As expected, no cavity
tones are found. However, a broad ‘hump’ is found with a central frequency of
the order of 103 Hz. The frequency of this hump changes with velocity. It is
proposed that this ‘hump’ can be attributed to self-noise of the airfoil profile,
specifically airfoil tonal trailing edge noise.
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Figure 4.4: Far-field noise spectra from the smooth ‘No Cavity’ airfoil, i.e., the
airfoil with the cavity filled-in.

Figure 4.5 compares the noise spectrum of three cases at ReC = 10.4×105.
Firstly, the thick grey line gives the noise spectrum for the ‘No Cavity’ case
of the smooth airfoil, where a broad ‘hump’ centred at approximately 800 Hz
is present. Secondly, the thin black line shows the spectrum, when there is
a cavity present, for L = 21 mm (L/D = 3.5). For L = 21 mm, the broad
‘hump’ is not present however discrete cavity tones are present.

Finally, the thick black line gives the noise spectrum when a cavity with
L = 7 mm (L/D = 1.17) is present. Interestingly, for this case not only is
the broad ‘hump’ at 800 Hz present, but a series of discrete peaks are present
about the ‘hump’.

Note that for this L = 7 mm cavity, the cavity length is below the minimum
required for the onset of cavity oscillations at this velocity. Potentially, the
presence of the cavity appears to have enhanced the intensity of the airfoil
self-noise. The involvement of the cavity in an airfoil tonal noise mechanism
is a new finding, and is investigated separately in detail in Chapter 5.
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Figure 4.5: Airfoil self-noise produced by the airfoil profile, with and without
cavity cutouts in the airfoil’s surface. The cavity lengths were L = 7 mm
(L/D = 1.13) and L = 21 mm (L/D = 3.5). The nominal velocity was
U = 16.6 m/s, giving a chord-based Reynolds number of 1.4× 105.
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4.4 Rectangular cavities

In this section, the acoustic spectra for each of the different flow velocities for
the rectangular two-dimensional cavities are presented.

4.4.1 L/D = 1.17
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Figure 4.6: Far-field acoustic spectra for L/D =1.17. The spectra are offset
by 20 dB for clarity.

Figure 4.6 shows spectra of the far-field noise recorded from the airfoil with
the L/D = 1.17 cavity (L = 7 mm), across the range of flow speeds. There is
a series of closely-spaced tones about a broadband hump from U =10 - 20 m/s
(in the StD range of 0.3), which is related to airfoil self-noise as stated earlier.
Clear and prominent cavity tones are found for velocities upwards of U = 23.3
m/s, and above this velocity the airfoil self-noise is no longer evident.

In this instance, Sarohia’s (1977) criterion provides an accurate indication
for the occurence of cavity tones. The criterion predicts oscillations to begin
from 21 m/s, and indeed cavity oscillations begin between U = 20 m/s and U
= 23.3 m/s.
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Figure 4.7: Spectrogram of far-field acoustic spectra versus velocity, for L/D =
1.17.

Figure 4.7 shows a velocity spectrogram of the cavity noise produced by the
L/D = 1.17 cavity. Below approximately U = 23 m/s, no cavity oscillations
are found (only the region of airfoil self-noise near 1 kHz). Above U = 23 m/s,
a series of cavity tones are found. When comparing these tones to Rossiter’s
equation (equation 2.8), and using the mean convection velocity ratio calcu-
lated by equation 2.10 [from the data of Sarohia (1977)], it was determined
that these tones are the 2nd, 4th, 6th and 8th Rossiter modes. Furthermore,
the 3rd Rossiter mode is apparent above 33 m/s.

4.4.2 L/D = 2.33

Figure 4.8 shows noise spectra for L/D = 2.33 (L = 14 mm) across the range
of velocities. It is notable that the nominal, conservative, upper cavity length
criterion (above which oscillations are not necessarily expected) of Lmax ≈ 100θ
is exceeded after 10 m/s, however the oscillations continue until the highest
flow speed of U = 40 m/s, which corresponds to L = 200θ.

Figure 4.9 shows a velocity spectrogram for L/D = 2.33. A stage jump is
present near U=17 m/s where the tones switch from one set of modes (and/or
harmonics) to another. This corresponds to L/δ ≈ 17, while for comparison
Sarohia (1977) found stage jumps at L/δ = 8 and L/δ = 13.
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Figure 4.8: Far-field acoustic spectra for L/D = 2.33. The spectra are offset
by 20 dB for clarity.

4.4.3 L/D = 3.5

Figure 4.10 shows noise spectra for the cavity with L = 14 mm (L/D =2.33)
across the range of velocities. Upwards of U = 30 m/s, the tones appear
to decay somewhat and they may be losing spanwise coherence. The upper
criterion for cavity oscillations of Lmax(upper) = 200θ is exceeded from upwards
of 20 m/s, however the oscillations continue well in excess of this conservative
criterion.

Figure 4.11 shows a velocity spectrogram for the L/D = 3.5 cavity. Due to
the increase in cavity length dimension, the tones occur at lower frequencies
compared to the shorter cavities. Also there are more modes present which
can be attributed to a sharing of energy between a greater number of modes.

4.4.4 L/D = 4.67

For L/D = 4.67, the upper nominal maximum cavity length for oscillations of
Lmax = 200θ is exceeded from upwards of 13 m/s. Figure 4.12 shows oscilla-
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Figure 4.9: Spectrogram of far-field acoustic spectra versus velocity, for L/D =
2.33.

tions continue well beyond that, with cavity tones present at U = 39.7 m/s
corresponding to L = 370θ, however the tones appear to decay in amplitude
as the highest velocity is approached. This would suggest that increasing flow
velocity, or the cavity length, much further may result in no tonal noise.

Figure 4.13 shows a velocity spectrogram for the L/D = 4.67 cavity. Again,
the tones occur at lower frequencies compared to the shorter-length cavities
due to the additional cavity length. Furthermore, the energy in the shear layer
appears to be distributed between a greater number of modes compared to the
shorter cavities.
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Figure 4.11: Spectrogram of far-field acoustic spectra versus velocity, for
L/D = 3.5.
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Figure 4.13: Spectrogram of far-field acoustic spectra versus velocity, for
L/D = 4.67.
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4.4.5 Overall sound pressure level produced by the rect-
angular cavities
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Figure 4.14: Overall sound pressure level (OASPL) in dB(A) for the rectan-
gular cavities.

Figure 4.14 shows the overall sound pressure level (OASPL) for the rect-
angular cavities plotted against the freestream velocity. Upon reviewing the
individual curves, a number of observations can be made.

Compared to the two higher L/D cavities, the smooth plate (with no cav-
ity) is louder below 20 m/s due to the presence of an airfoil self-noise mecha-
nism. This is indicated by the initial hump (between 10 and 26 m/s) before
the noise levels taper off once the airfoil self-noise mechanism ceases at higher
velocities. Similarly, there is a hump below 23 m/s for L/D = 1.17, apparently
due to this cavity enhancing the airfoil self-noise mechanism (see Chapter 5).

The highest A-weighted sound pressure levels are produced by the two
shortest cavities (L/D = 1.17 and L/D = 2.33). When the cavity noise
mechanism is active, these higher noise levels can be attributed to high energy
tones.

For L/D = 2.33, there is a dip in the OASPL either side of U = 25 m/s.
This dip can be attributed to the presence of a stage jump. Either side of the
stage jump a greater number of modes exist near the transition – hence the



120 CHAPTER 4. TWO-DIMENSIONAL CAVITIES

OASPL is less due to the peak SPL of the tones being lower, since energy is
distributed across a greater number of modes.

The longest cavity, L/D = 4.67, is quieter than the next longest one,
L/D = 3.5. This can be attributed to weaker shear layer oscillations, spread
between more modes.

4.5 Cavity noise mechanism

Figure 4.15(a) shows the velocity spectrum at x/L = 0.5 and y/D = 1 for
L/D = 2.33 for a jet velocity of U = 30 m/s, recorded using a single-wire
hot wire probe. This spectrum shows that the cavity shear layer is fluctuating
at distinct cavity oscillation frequencies. The coherence between the far-field
microphone signal perpendicular to the cavity and the hot-wire signal, shown
in figure 4.15(b), was estimated and demonstrates that there is good coherence
at the cavity oscillation frequencies of 3700 and 7400 Hz. On the other hand,
the broadband noise at other frequencies is essentially uncorrelated with the
velocity signal.
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Figure 4.15: Velocity measurement at y/D = 1, x/L = 0.5, with ReD = 11, 900
(U = 30 m/s), and L/D = 2.33. (a) Velocity spectrum. (b) Coherence between
hot-wire signal and far-field microphone signal perpendicular to the cavity.

To estimate the coherence of shear layer structures along the cavity (i.e.,
from the cavity LE to the cavity TE), the coherence was found between hot-
wire probes located near the leading and trailing edges of the cavity (figure
4.16). The length of the spacing between the probes was at least 75% of the
length of the cavity. The probes were offset laterally slightly, to avoid the wake
of the first probe interfering with the measurement of the second probe.

The coherence (at the cavity tonal frequencies) was found to be greatest at
L/D = 1.17 (figure 4.16a) and decrease significantly with increasing L/D, with
much lower coherence found at L/D = 4.67 (figure 4.16d). This is consistent
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with a greater ‘break down’ of shear layer structures, along the length of the
cavity, as L/D increases. I.e., the large, organised, periodic shear layer vortical
structures break down into smaller, and less regularly timed, vortical structures
as cavity length is increased (with other parameters held constant).
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Figure 4.16: Coherence between two hot-wire probes located within the shear
layer near to the leading and trailing edges of the cavity respectively, at a
depth-based Reynolds number of ReD = 18, 500 (U = 40 m/s).

4.6 Modified 2D cavities

In this section, far-field noise and velocity spectra are presented to illustrate
the effect of sloped wall geometric modifications on two-dimensional cavities.
In each instance, the cavity volume was held constant. Results are primarily
presented at the depth-based Reynolds number of 11,900, corresponding to
U = 30 m/s. The far-field microphone was located perpendicular to the airfoil
at a distance of 0.6 m.

4.6.1 L/D = 1.17

The sloped rear wall at L/D = 1.17 gave a 5 dB ref. 20µPa reduction in sound
pressure level of the main tone and more significant reductions of over 10 dB
ref. 20µPa for the next two tones (figure 4.17). There was a reduction of about
6 dB ref. 20µPa of the amplitude of the fourth tone. Interestingly, the tones
appear to be shifted to a slightly higher frequency in the modified cavity,
which is unexplained since owing to the cavity mouth length being longer,
lower frequency tones would be expected. One explanation could be that the
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Figure 4.17: Comparison of far-field acoustic spectra produced by rectangular
cavity and cavity with sloped rear wall at L/D = 1.17, for ReD = 11, 900
(U = 30 m/s).

sloped rear wall cavity presents a lower resistance to the flow, therefore the flow
velocity over the cavity is higher, and thus oscillation frequencies are higher.

For L/D = 1.17, the reverse sloped rear wall eliminated the tones com-
pletely (figure 4.18). As the cavity volume was maintained constant, therefore
the ‘mouth’ of the cavity was reduced in length. The large reduction is due
to the cavity being too short for oscillations to occur. When this cavity does
indeed start to oscillate, at higher flow velocity, it is louder than the rectangu-
lar cavity. This might be expected due to the presence of the sharper trailing
edge on which the shear layer impinges.

Figure 4.19 shows the overall sound pressure level (OASPL) for the rectan-
gular and modified cavities at L/D = 1.17. The figure shows that the sloped
rear wall cavity typically produces a lower OASPL than the rectangular cavity.

Note that below 23 m/s, none of the cavities produce cavity tones. Below
23 m/s, the cavity with the reverse sloped rear wall exceeds the OASPL of the
other two.

Between 23 m/s and 36 m/s, the rectangular and sloped rear wall cavities
are producing tonal noise with the sloped rear wall cavity contributing to an
attenuation of the OASPL. In this range, the reverse sloped rear wall cavity is
yet to produce cavity tones, due to its effectively shorter, and thus insufficient,
cavity mouth length.

Above 36 m/s, the reverse sloped real wall produces the highest OASPL.
This can be attributed to shear layer vortices (turbulence) striking a sharp
edge, thus enhancing feedback resulting in strong radiation. The sloped rear
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Figure 4.18: Comparison of far-field acoustic spectra produced by rectangular
cavity and cavity with reverse sloped rear wall at L/D = 1.17, for ReD =
11, 900 (U = 30 m/s).

wall continues to provide an attenuation of OASPL, compared to the rectan-
gular cavity.
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Figure 4.19: Overall sound pressure level recorded for the rectangular and
modified cavities at L/D = 1.17.
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4.6.2 L/D = 3.5
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Figure 4.20: Comparison of far-field noise spectra from rectangular and sloped
rear wall cavities for L/D = 3.5 at ReD = 11, 900 (U = 30 m/s).

Figure 4.20 shows the far-field noise spectra for the L/D = 3.5 cavity with
the sloped rear wall. There is a reduction in broadband noise levels across the
majority of the frequency range, especially between 6 and 10 kHz. Although
there is no reduction in the peak tonal amplitude, there is a reduction in the
number of major tones present in the far-field noise spectra from five to two.
There is also a shift in tonal frequencies

Figure 4.21 shows the far-field noise spectra for the L/D = 3.5 cavity, with
the reverse sloped rear wall. The figure shows that with the reverse sloped
rear wall tonal amplitudes are up to 20 dB higher compared to the rectangular
cavity and there are multiple major tones present. There is also a significant
increase in broadband noise across a wide range of frequencies. The broadband
noise level is increased by approximately 10 dB ref. 20 µPa between 4 and 10
kHz. This can be attributed to a stronger radiation of broadband noise as
turbulence impinges on the sharp trailing edge of the cavity.

The OASPL produced by the rectangular and modified cavities with L/D =
3.5 are plotted in figure 4.22. The reverse sloped rear wall produces an in-
crease in OASPL compared to the rectangular cavity, while the sloped rear
wall produces an attenuation of OASPL compared to the rectangular cavity.
Respectively, this can be attributed to the sharper impingement edge of the
reverse sloped rear wall, and possibly the partial deflection of the shear layer
and acoustic feedback out of the cavity by the sloped rear wall.
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Figure 4.22: Overall sound pressure level recorded for the rectangular and
modified cavities at L/D = 3.5.
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Table 4.3: Attenuation of overall sound pressure level (OASPL) of modified
cavities, compared to rectangular cavity, at L/D = 2.33.

Attenuation compared to rectangular cavity (dB)

Jet velocity (m/s)
Sloped

Front Wall
Sloped

Rear Wall
Sloped FW

& Sloped RW

20 0.4 7.3 7.6
25 3.0 3.4 12.1
30 8.7 10.8 17.5
35 5.5 11.1 18.0

4.6.3 L/D = 2.33

The most extensive investigation of modified cavities was conducted for L/D =
2.33. The rectangular cavity was compared to cavities with a sloped rear wall,
sloped front wall and a combination of sloped front and rear walls. The volume
of the cavity was kept constant in each case, with the front and rear cavity walls
being sloped at 45◦ about a midpoint at the rectangular cavity wall position
(figure 4.1b). The cavity mouth length was 6 mm longer with the sloped front
and rear wall combination, and 3 mm longer with sloped front or rear wall
individually. Thus the ‘geometric’ L/D ratios, if L was taken to be the cavity
mouth length, were 3.33 and 2.83 respectively – however this was not reflected
in the volume of the cavities which remained constant. Note that velocity
measurements were only recorded for the rectangular and combination-sloped
front and rear wall cases at L/D = 2.33.

The attenuation of unweighted overall sound pressure level (which was
taken from 200 Hz to 20 kHz, as below 200 Hz the noise spectrum was dom-
inated by extraneous facility noise) is given in table 4.3. The greatest atten-
uation was found for the combination of sloped front and rear walls. It was
found that the combination of sloped front and rear walls was more effective
as a passive control measure than either modification individually.

A notable observation from table 4.3 is the very large reduction in OASPL
for the cavity with the combination of sloped front and real walls. This ge-
ometry combines multiple methods that disrupt the cavity noise and feedback
loop mechanisms. Although the cavity feedback loop is not completely absent,
it is substantially decreased in intensity.
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Figure 4.23 shows a comparison of far-field acoustic and velocity spectra
for the rectangular and modified (combination of sloped front and rear wall)
cavities with L/D = 2.33 at ReD = 11, 900. Noise and velocity spectra are
presented for one velocity, as this was representative of the behaviour at other
velocities. Regarding the peak tonal sound pressure levels, both the sloped
front wall cavity and the sloped rear wall cavity produced an attenuation of
the peak far-field SPL of 13 dB. A significantly larger attenuation was produced
by the combination of sloped front and rear walls, where the peak tonal SPL
was reduced by 21 dB.

The sloped rear wall modification is assoicated with reduced broadband
noise compared to the rectangular cavity [figure 4.23(b)]. As cavity broadband
noise is primarily generated by the interaction of shear layer turbulence with
the sharp trailing edge, the sloped rear wall appears to alleviate some of this
interaction, thus reducing the production of broadband noise across a range of
frequencies. With the sloped front wall only, where the sharp trailing edge is
still present, there is no reduction in broadband noise level [figure 4.23(a)].

A comparison of velocity spectra between the rectangular and combination-
sloped front and rear wall cavity is shown in figure 4.23(d). The location of the
velocity measurement is towards the rear of the cavity just above the cavity
mouth line. As there are many tones in the spectrum of the modified cavity, the
tones have been labelled for reference. Frequencies (a), (c) and (d) correspond
to those found in the far-field noise spectrum [figure 4.23(c)].

Frequency (b), despite having a strong magnitude in the velocity spectrum,
does not appear to be involved in far-field noise production or is involved at
a much lower level. Indeed, considering the evolution of the velocity spectra
at four locations along the cavity [x/L = 0.14–0.74, figure 4.24(b)] shows
that frequency (b) is present all along the cavity. This suggests frequency (b)
may be due to an extraneous source, which is suspected to be an electrical
signal from the wind tunnel’s fan controller. By comparison, the other tonal
frequencies increase in intensity towards the rear of the cavity.

Frequencies (e)-(i) are either not involved in far-field noise production, or
are involved below background levels. Additionally, there is a possible peak in
the acoustic spectrum at approximately 4.5 kHz [figure 4.23(c)], which may be
just below the broadband levels in the velocity spectrum [figure 4.23(d)].

There are a number of possible explanations for the differences in tone lo-
cations between the rectangular cavity and the cavities with either sloped front
or rear walls. These could perhaps be attributed to the 3 mm longer cavity
mouth length, such that differences in impingement location or a stage shift
might be causing the differences in frequency between these cases. To clarify,
for the sloped front and rear walls together (at a cavity volume equivalent to
L/D = 2.33, figure 4.23(c)), some of the tones align quite closely with those
for L/D = 3.5 cavity (figure 4.10) which has a 1mm longer effective cavity
mouth length. The tones are found at 1690, 3470, 4060 Hz for the sloped
front and rear walls together compared to 1700, 2520, 3350 and 4180 Hz for
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Figure 4.23: Spectra comparison for rectangular and modified cavities at
L/D = 2.33, where ReD = 11, 900 (U = 30 m/s). (a) Far-field acoustic
spectra of sloped front wall cavity. (b) Far-field acoustic spectra of sloped rear
wall cavity. (c) Far-field acoustic spectra of combination sloped front and rear
wall cavity. (d) Velocity spectra at x/L = 0.79 and y/D = 1.16 for sloped
front and sloped rear wall cavity.

the L/D = 3.5 cavity. It appears that fewer modes are being amplified in the
modified cavity which could be related to the reduced feedback. It could also
be related to the different internal flow structure of the modified cavity and
the role this may play a role in contributing to the deflection of the shear layer.

Figure 4.24 shows further velocity measurements of the rectangular and
modified cavities. The development of the shear layer along the cavity is shown
in figure 4.24(a) & (b). The development of tonal oscillations with increasing
x/L can be seen (putting aside frequency ‘b’, mentioned in figure 4.23 earlier,
which is probably an extraneous disturbance).

Figure 4.24(a) shows velocity spectra for the rectangular cavity case at
y/D = 1.04, while figure 4.24(b) shows similar spectra at equivalent positions
for the modified cavity. In the upstream part of the cavity, in both cases, a
broad hump at approximately 4050 Hz is initially excited close to the leading
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Figure 4.24: Velocity spectra along the shear layer of rectangular and com-
bination sloped front & rear wall cavities. L/D = 2.33, ReD = 11, 900, and
nominal jet velocity, U = 30 m/s. Velocity spectra are offset by an order of
magnitude for clarity. (a) Velocity spectra at various streamwise positions for
rectangular cavity case at the height y/D=1.04. (b) Velocity spectra at various
streawise positions for sloped front wall and sloped rear wall cavity case at the
height y/D=1.04.

edge of the cavity. For the modified cavity, there is initially a second broad
hump at approximately 7600 Hz. Further along the cavity, a number of tones
are selectively amplified. Two tonal oscillation frequencies are excited in the
case of the rectangular cavity, while more than four are excited in the case of
combined sloped front and rear walls. However, in the modified cavity, the
energy appears to be spread between a larger number of modes, each having
a lower intensity of oscillation.

Figures 4.25(a) and 4.25(b) show velocity profiles along the cavity, for both
cases. Figure 4.25(a) supports the expectation that the shear layer has de-
flected into the cavity more for the modified case, owing to the sloped front
wall configuration and a more upstream separation point compared to the
sharp leading edge. On the other hand, figure 4.25(b) shows that the fluctu-
ation velocity magnitude is slightly less for the modified cavity compared to
the rectangular one.

4.6.4 Discussion regarding 2D modified cavities

The effect of two-dimensional sloped front and/or rear walls at various L/D
ratios has been investigated. The lower noise levels of the modified cavities are
attributable to a variety of actions, as discussed in the following paragraphs.
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Sloped front wall Sloping the front wall produces a reduction in tonal levels
but no reduction in broadband levels. By delaying separation (i.e., the flow is
attached around the corner before separating, unlike the immediate separation
caused by the sharp leading edge), the sloped front wall may promote a thicker,
more stable, shear layer – therefore subject to less amplification of coherent
disturbances and lower tonal amplitudes. The sloped front wall, on its own,
does not provide a reduction in broadband noise levels. This is because shear
layer turbulence still impinges on the sharp cavity trailing edge, contributing
to the radiation of broadband noise.

Sloped rear wall The sloped rear wall is responsible for a reduced broad-
band noise component of cavity noise. This can be attributed to the absence
of a sharp trailing edge for shear layer turbulence to impinge upon. Since the
broadband noise is primarily generated by the interaction of turbulence with
the cavity TE, when this interaction is alleviated by the sloped rear wall there
is a reduction in broadband noise generated by the cavity.

A reduction in tonal noise levels is also found with the sloped rear wall.
This can be attributed to a reduction in the impingement of coherent dis-
turbances on the rear of the cavity, thus reducing feedback and subsequently
amplification. That is, weaker acoustic waves are created, thereby reducing the
feedback supplied to the initial region of the shear layer. Similarly, the angled
nature of the wall may direct the acoustic waves out of the cavity, rather than
towards the leading edge, also reducing feedback.

Combination of sloped front and rear walls When the front and rear
sloped walls are used together, the attributes of both modifications are com-
bined. The combined effects of the sloped front wall in stabilising the shear
layer (by delaying separation) and the sloped rear wall in reducing feedback,
contribute to the largest attenuation of tonal noise levels compared to the rect-
angular cavity. Meanwhile, the sloped rear wall produces an attenutation of
broadband noise levels across a wide range of frequencies.

Reducing cavity length Reducing the effective cavity length, i.e., the
length of the cavity seen by the flow, to below the minimum required for the
onset of oscillations will eliminate the cavity tones completely (even though
the volume of the cavity is maintained constant). Where possible, this is a
very effective means to reduce overall cavity noise levels (which typically are
dominated by the strong cavity tones, if they are present).
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Figure 4.25: Streamwise velocity profiles normal to rectangular and combi-
nation sloped front & rear wall cavities. L/D = 2.33, ReD = 11, 900, and
nominal jet velocity, U = 30 m/s. (a) Normalised velocity. (b) Normalised
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Figure 4.26: Mean convection velocity ratio, κ = Uc/U , versus non-dimensional
cavity length, L/δ0. The dominant mode number, for each region, is indicated.

The mean convection velocity ratios, κ = Uc/U , across the cavity were
estimated empirically based on the recorded far-field cavity tone frequencies
and Rossiter’s equation, equation 2.8 [with the knowledge that α, the phase
lag, is typically zero, (Milbank 2004)]. These are plotted in figure 4.26. A range
of L/δ0 ratios were achievable by varying the L/D ratio and by varying the
boundary layer thickness, δ0 (by varying the freestream velocity). Estimated
boundary layer properties based on the Blasius relation for a laminar boundary
layer have been used. In the literature, Sarohia (1977) measured the convection
velocity ratio directly using the cross-correlation between two hot-wire probes.
Sarohia’s (1977) data are also plotted in the figure and the present data appear
to be consistent with these.

In figure 4.26, the solid vertical lines represent stage jumps. The dominant
cavity modes in each region are listed. Sarohia identified a stage jump between
the first and second modes at approximately L/δ0 = 8. Milbank (2004, p. 158)
identified a stage jump between the second and third modes at approximately
L/δ0 = 14.6 with the third mode first appearing at L/δ0 = 13.0. In the present
study, the third mode was first noticeable above background noise levels at
L/δ0 = 15.7. Between L/δ0 = 15.7 to 17.1, the third mode progressively
increased in magnitude relative to the second mode. At approximately L/δ0

= 17.1, the second mode either ceased or went below background noise levels,
while the third mode remained as the dominant mode. It is notable that
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in the present work the velocity was only increased, however Milbank (2004)
identified a hysteresis effect where the cavity would hold on to a higher mode
number when the velocity (and therefore L/δ0) was being decreased, whereas
the mode number would stay at the lower value when the velocity (and L/δ0)
was being increased from zero.

From beyond the dashed line in figure 4.26 (at approximately L/δ0 ≈ 31)
both the 3rd and 4th modes were found to typically have similar far-field
acoustic magnitudes. For the purposes of design, from 5 < L/δ0 < 17, using
both the present data and those of Sarohia (1977), the following curve fit gives
a reasonable prediction of κ. The coefficient of determination (R2) is 0.98.

κ ≈ 0.239Ln(L/δ0)− 0.047 5 < L/δ0 < 17 (4.1)

Between 18 < L/δ0 < 24, κ can be approximated as:

κ ≈ 0.238Ln(L/δ0)− 0.140 18 < L/δ0 < 24 (4.2)

Above L/δ0 > 25, the convection velocity ratio appears to flatten out. For
the purposes of design, it could be approximated as κ ≈ 0.62 for L/δ0 > 25
(up to L/δ0 = 48).
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4.8 Cavity mode number
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Figure 4.27: The corresponding Rossiter mode number, n, of the tones found
in the far-field noise spectra plotted against Sarohia’s (1977) non-dimensional
cavity length parameter.

In figure 4.27, the corresponding Rossiter mode number, n, of the tones
found in the far-field noise spectra are plotted against Sarohia’s (1977) non-
dimensional cavity length parameter. Sarohia’s (1977) parameter is used as it
incorporates the flow velocity in addition to the cavity length and boundary
layer thickness. The second cavity mode dominates from L/δ0

√
Reδ0 = 350 to

475. The third cavity mode dominates from L/δ0

√
Reδ0 = 590 to 800. From

L/δ0

√
Reδ0 = 875 to 1400 there are multiple cavity modes present, from the

second through to fifth modes. Indeed, at L/δ0

√
Reδ0 = 1400 there were three

major cavity modes, each of which had similar far-field acoustic amplitude.
For L/δ0

√
Reδ0 > 1600, the third mode again becomes the major mode (to

the limit of the range of the data at L/δ0

√
Reδ0 = 1800).

Since the phase lag, α, is zero the frequencies of harmonics are equivalent
to the frequencies of higher mode Rossiter tones. Thus either higher order
cavity modes appear to be present (in the acoustic spectra), or these may be
harmonics of the lower order cavity modes. For L/δ0

√
Reδ0 = 350 to 475, the

second and third harmonics may be present. Above L/δ0

√
Reδ0 = 475, the

second harmonic may be present.
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4.9 Summary

An investigation has been conducted into a two-dimensional cavity contained
within an airfoil placed within an anechoic wind tunnel. Noise spectra were
reported for rectangular cavities between L/D = 1.17 to 4.67, across the range
of velocities of the facility. The relation of mean convection velocity ratio
(κ = Uc/U) and non-dimensional cavity length (L/δ0) were estimated in the
range L/δ0 = 5 to 48 – extending the range for which data are available
compared to the literature. The cavity modes found for the Sarohia (1977)
parameter (L/δ0

√
Reδ0) in the range 350 to 1800 were reported.

As cavity length was increased while all other parameters were held con-
stant, lower coherence was found between shear layer fluctuations measured
simultaneously near the leading and trailing edges of the cavity. It was found
that the number of cavity oscillation modes detected increases with increasing
L/D while the intensity of each mode tends to decrease; this may be explained
by a reduction in the coherence of vortical structures across the cavity span as
L/D increases (for fixed D and ReD).

Flows over two-dimensional modified cavity geometries were investigated
to examine the effects of sloping the front or rear cavity walls at various L/D
ratios. It was found that a sloped cavity rear wall is responsible for a reduced
broadband noise component of cavity noise, while sloping the cavity front wall
produces a reduction in tonal levels but no reduction in broadband levels. Re-
ducing the effective cavity length, i.e., the length of the cavity mouth seen
by the flow, to below the minimum required for the onset of oscillations will
eliminate the cavity tones completely, even if the volume of the cavity is main-
tained constant. Sloping the front and rear walls in combination was found to
be most effective at attenuating cavity noise, for a given cavity volume.

It is believed that the sloped front wall causes delayed separation (i.e., the
flow is attached around the corner before separating), and a thicker, more
stable, shear layer. Meanwhile, the sloped rear wall reduces the level of im-
pingement and therefore feedback to the shear layer, while also reducing the
broadband component of noise that is otherwise generated by the impingement
of shear layer turbulence on a sharp cavity trailing edge. Combining the two
modifications gives the best overall noise attenuation.

The ‘airfoil with cavity’ was found to produce airfoil tonal noise; this may
involve an aeroacoustic feedback loop similar to that for cavity tonal noise.
This is investigated in chapter 5.



Chapter 5

Airfoil Noise: Results and
Discussion

5.1 Introduction

This chapter discusses results relating to the airfoil tonal noise produced by the
‘airfoil with cavity’ profile. The investigation was motivated by the discovery
of the production of airfoil tonal noise from the airfoil profile with cavity, as
discussed in section 4.3. The objective was to identify the mechanism respon-
sible for the noise.

Initially, some example spectra are shown, in order to illustrate the phe-
nomenon. The next item investigates whether the noise is genuinely due to
airfoil tonal noise. This is done by discussing the general characteristics of the
noise and showing that these characteristics, indeed, are consistent with those
for airfoil tonal noise. Following that, velocity measurements are presented.
These show the existence of disturbances in the boundary layer at the airfoil
tonal frequencies. The disturbances are found only downstream of the cavity.
This supports the notion of the existence of a feedback loop between the airfoil
trailing edge and the cavity trailing edge. Subsequently, the effect of acoustic
forcing is investigated and it is found the airfoil responds more strongly at
the tonal frequencies than other frequencies, which is believed to be to due
to reinforcement of the naturally-occuring feedback loop – the feedback loop
was not ‘saturated’ before the application of additional acoustic forcing. After
this, surface flow visualisation results are presented which support the exis-
tence of a region of separated flow along the tapered tail section of the airfoil.
A stability analysis of the flow over the smooth airfoil, using a code supplied
by Dr. Michael J. Kingan (Kingan and Pearse, 2009), shows that high levels
of amplification occur over this region of separation, which is consistent with
the boundary layer velocity measurements. Finally, an overall mechanism for
the noise is presented, combining the insights gained from the aforementioned
measurements and analysis.

To assist with the description of the experiments, some extra terminology is

137
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Figure 5.1: (a) Cavity designations, with regards to airfoil tonal noise. (b)
Co-ordinate system. Origin is always fixed at airfoil trailing edge, however x
and y axes remain in horizontal and vertical directions, rather than chord-wise
and chord-normal, regardless of airfoil angle of attack.

introduced. Figure 5.1(a) defines the co-ordinate system, which has its origin
fixed at the airfoil trailing edge, such that the x and y axes remain in the
horizontal or vertical directions regardless of the angle of attack (rather than
being aligned with the chord-wise and chord-normal directions). Figure 5.1(b)
shows the naming system for the cavity positions; positions 1 through 4 are
from upstream to downstream (with each cavity being of a rectangular shape
and 7 mm in length), whilst cavity position ‘#a’ refers to that cavity with the
cavity leading edge shifted downstream and cavity position ‘#b’ refers to that
cavity with the cavity trailing edge shifted upstream (in the manner depicted
in figure 5.1). Note that the geometric angle of attack of the ‘airfoil with
cavity’, αgeom., is defined in figure 3.7.

5.2 Example noise spectra

This section contains some example noise spectra; the purpose being to illus-
trate the character of the noise and its distinction from the cavity tones. It
will be shown that in some instances airfoil tones and cavity tones occurred
concurrently but generally the two phenomena did not interfere with each
other.
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Comparison of different angles of attack Figure 5.2 shows an example
comparison of different angles of attack, for a fixed velocity of U = 16.6 m/s.
When the cavity was on the pressure side1 of the plate, cavity oscillations
were found to occur at lower jet velocities for increasingly negative angles of
attack. It was found that airfoil and cavity tones could both be present well
above background noise levels at some angles of attack and Reynolds numbers.
Figure 5.2 shows that at 16.6 m/s, for zero angle of attack, weak airfoil tones
are present. When the angle is changed to −7◦ the airfoil tones are much
stronger and two strong cavity tones are present. As the angle of attack
increases to −13◦, multiple stronger cavity tones appear but no airfoil tones
are discernible.

Cavity tones

Airfoil tones

Figure 5.2: Far-field sound spectra with 7mm long cavity at position 1 for
different angles of attack, at a jet velocity of 16.6 m/s.

Comparison of positive and negative angles of attack Comparing ge-
ometric angles of attack of −7◦ and 7◦, it is clear from figure 5.3 that when
the cavity is present that strong airfoil tones occur at a lower velocity. Figure
5.3(c) and (d) show that as the velocity is increased, that the airfoil tones be-
gin to have higher amplitudes when the high-pressure surface is smooth (i.e.,
αgeom. = 7◦) than when the cavity is present (αgeom. = −7◦) .

1Note that from herein, ‘pressure side’ or ‘pressure surface’ refers to the high-pressure
surface of the airfoil, or plate, while ‘suction side’ or ‘suction surface’ refers to the low-
pressure surface of the airfoil, or plate.
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Figure 5.3: Far-field sound spectra at αgeom. = −7◦ and 7◦, for (a) 14 m/s, (b)
16 m/s, (c) 18 m/s and (d) 20 m/s. Part (c) shows the presence of both cavity
and airfoil tones.
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5.3 General characteristics

5.3.1 Occurrence of tones

Chord-based Reynolds number x 105
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Figure 5.4: Occurrence of airfoil tones with geometric angle of attack and
Reynolds number. Cavity located at cavity position 1. Negative angles of
attack correspond to the cavity on the pressure side. Positive angles of attack
correspond to the smooth pressure side. The specific angles of attack were
−13◦, −7◦, −1◦, 0◦, 7◦, and 13◦. Note that positive angles of attack were
achieved by remounting the plate upside down, such that the cavity cutout at
position 1 was then on the suction surface.

To begin with, the general characteristics of the airfoil tonal noise were
investigated. Figure 5.4 shows the occurrence of airfoil tones against geometric
angle of attack and Reynolds number. The occurrence of tones was identified
from far-field sound pressure spectra. Negative angles of attack correspond to
the cavity being located on the pressure side of the plate. The two positive
angles of attack correspond to the smooth pressure side and were achieved by
remounting the plate upside down, i.e., geometric angles of 7◦ and −7◦ are
equivalent aside from the mounting of the plate and the microphone being
always adjacent to the pressure side of the plate.

The effect of the cavity is to make the airfoil tones occur at a lower Reynolds
number compared to the smooth side, but also to make the tones cease at a
lower Reynolds number. Once the fluctuations over the cavity become too
great, presumably the coherent instability waves downstream of the cavity are
not supported. However, if the fluctuations are not too substantial, at some
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Reynolds numbers it was found that both the airfoil tones and cavity tones
can co-exist, as discussed earlier. The frequencies of the cavity tones were
well distinct from the airfoil tones, and were readily distinguished by the much
larger spacing between the tones and generally far higher frequencies.

The cavity causes the strong airfoil tones to occur at a lower Reynolds
number than those at which they would otherwise occur. This behaviour may
be analogous in an inverse sense to the leading edge protuberances tested by
Hansen, Kelso and Doolan (2010) which caused a reduction in the trailing
edge noise tone strength via the introduction of three-dimensionalities into
the flow in the form of streamwise vortices which reduced spanwise coherence.
In the present case the cavity, on the other hand, forms a two-dimensional
geometric feature across the span of the airfoil which could perhaps support
the generation of strongly spanwise-coherent structures. Of course, this is a
strongly Reynolds-number-dependent phenomenon, and the Reynolds number
needs to be sufficiently low for the cavity to act in this way because when
the Reynolds number is too high the strong cavity (Rossiter) fluctuations may
act to remove the coherent fluctuations in the boundary layer downstream of
the cavity. This is evidenced by the presence of strong cavity oscillations yet
an absence of downstream boundary layer fluctuations to create the airfoil
tones in figure 5.3(d) when viewing the ‘cavity pressure side’ curve, whilst the
‘smooth pressure side’ curve shows that without the cavity at that Reynolds
number then airfoil tones could otherwise be supported.

5.3.2 Ladder structure and frequency scaling

Ladder structure

The results showed behaviour typical of airfoil trailing edge noise as described
in a proportion of the literature (e.g., Arbey and Bataille, 1983, Kingan and
Pearse, 2009). For most cases, multiple tones were found which had approxi-
mately equal frequency spacing and these tones exhibited a ladder-like struc-
ture. Figure 5.5 shows the distinguishable tones for the plate with the cavity
at position 1 on the pressure side and demonstrates the presence of this struc-
ture. The major tones were the peak tone in the spectra as well as other tones
with a sound pressure level within 2 dB re 20 µPa of the peak tone. The
minor tones were the remainder of the tones that could be distinguished in the
sound pressure spectra. For the overall trend, the major tones were found to
approximately follow a f ∝ U1.35 proportionality relationship. This is close to
the f ∝ U1.5 scaling found by Paterson et al. (1973). The individual ‘rungs’ of
the ladder show an approximate proportionality relationship of f ∝ U0.80−0.97.

Scaling relations

To describe the frequencies of the tones, two empirical relations are provided
by Arbey and Bataille (1983). The first is the Paterson et al. (1973) relation
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Figure 5.5: Tonal frequency versus velocity for the plate with the cavity at
position 1 on the pressure side and a geometric angle of attack of −1◦.

for the central frequency, given by equation 5.1. The second is a relation for the
discrete tones, given by equation 5.2. The two different empirical coefficients
have been denoted K1 and K2 respectively here for clarity.

fs
U1.5

= K1(Cν)−1/2 (5.1)

fn
U0.85

= (n+ 1/2)
K2

L
(5.2)

Central frequency scaling Figure 5.6 shows the overall behaviour of the
noise. Following equation 5.1, the frequency spectra are scaled by U1.5 and
show good collapse with the central frequency of the broadband ‘hump’, fs/U

1.5,
approximately collapsing to a constant equal to K1(Cv)−1/2. For the current
plate the empirical coefficient K1 = 0.011, determined by Paterson et al. (1973)
for the NACA 0012 & NACA 0018 sections, under-predicts the central fre-
quency. K1 = 0.0135 describes the behaviour better for the current plate.

Discrete frequencies scaling Figures 5.7, 5.8, 5.9, and 5.10, for cavity
positions 1 through 4 respectively, indicate that the discrete tones show good
collapse when the frequency spectra are scaled by U0.85, following equation
5.2. This suggests that the tonal noise mechanism behaves similarly to that
reported for smooth aerofoils. The discrete values given by equation 5.1 are
plotted as dashed vertical lines. A posteriori the feedback length, L, was taken
to be the distance from the cavity trailing edge to the aerofoil trailing edge. It
can be seen that the frequencies are spaced further apart for cavity position 4
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Figure 5.6: Velocity scaling for the central frequency of the broadband contri-
bution. (a) Cavity position 1, (b) cavity position 2, (c) cavity position 3, and
(d) cavity position 4. The geometric angle of attack was -7 degrees.

than cavity position 1. This is consistent with the requirement of the feedback
loop that ∆f increases for a shorter feedback length. Empirical coefficients of
K2 = 0.675 for cavity position 1, K2 = 0.680 for cavity position 2, K2 = 0.685
for cavity position 3, and K2 = 0.695 for cavity position 4, describe the data
well. These are lower than the value of K2 = 0.85 for the NACA 0012 airfoil
(Arbey and Bataille, 1983).
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Figure 5.7: Velocity scaling for the discrete tonal frequencies for cavity position
1. At a geometric angle of attack of -7 degrees. For equation 5.2, K2 = 0.675
provides a good fit to the experiment. Equation 5.2 is denoted by the dashed
vertical lines.
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Figure 5.8: Velocity scaling for the discrete tonal frequencies for cavity position
2. At a geometric angle of attack of -7 degrees. For equation 5.2, K2 = 0.680
provides a good fit to the experiment. Equation 5.2 is denoted by the dashed
vertical lines.



5.3. GENERAL CHARACTERISTICS 147

40 50 60 70 80 90 100 110
15

20

25

30

35

40

45

50

55

f / U0.85, m−0.85s−0.15

S
pe

ct
ra

l d
en

si
ty

, d
B

/H
z

 

 

12 m/s
14 m/s
16 m/s
18 m/s
20 m/s

n=8 n=9 n=11n=10n=7n=6n=5n=4

Figure 5.9: Velocity scaling for the discrete tonal frequencies for cavity position
3. At a geometric angle of attack of -7 degrees. For equation 5.2, K2 = 0.685
provides a good fit to the experiment. Equation 5.2 is denoted by the dashed
vertical lines.



148 CHAPTER 5. AIRFOIL NOISE

40 50 60 70 80 90 100 110
20

25

30

35

40

45

50

55

f / U0.85, m−0.85s−0.15

S
pe

ct
ra

l d
en

si
ty

, d
B

/H
z

 

 

13 m/s
15 m/s
17 m/s
19 m/s
21 m/s

n=4 n=5 n=6 n=7 n=8 n=9 n=10

Figure 5.10: Velocity scaling for the discrete tonal frequencies for cavity po-
sition 4. At a geometric angle of attack of -7 degrees. For equation 5.2,
K2 = 0.695 provides a good fit to the experiment. Equation 5.2 is denoted by
the dashed vertical lines.
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5.3.3 Far-field acoustic spectral density

In this section some results for the far-field acoustic spectral density are dis-
cussed. The noise produced by the airfoil was recorded for different angles of
attack, cavity position and flow velocity. The peak spectral density is generally
dominated by the level of the strongest tone.
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Figure 5.11: Peak spectral density of far-field noise versus geometric angle of
attack for negative angles of attack. The cavity is on the pressure side of the
plate at position 1. No airfoil tones were found for higher jet velocities, up to
the facility’s maximum jet velocity of approximately 40 m/s.

Peak spectral density for varying angle of attack With the cavity on
the pressure side of the airfoil at position 1, the peak spectral density of the
trailing edge noise, at varying angle of attack, was found to show the typical
trends expected of airfoil trailing edge noise. The peak spectral density is
plotted in figure 5.11. The trend of a rise, plateau and drop that is typical of
airfoil tonal noise (Paterson et al., 1973) was found and the highest amplitude
level is found for the largest angle of attack, where the tones were found to
occur over a smaller range of velocities.

Different behaviour is found for a smooth pressure side, that is, positive
angles of attack (figure 5.12). The case at zero angle of attack remains the
same as before. At −7◦, the peak spectral density of the loudest airfoil tone
continues to climb until 26 m/s (data for this configuration weren’t recorded
for higher velocities). At −7◦, the peak spectral density continues to climb
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until 37 m/s (the maximum speed of the wind tunnel). Presumably the levels
would plateau or drop if more data could be acquired.

Figure 5.12: Peak spectral density versus geometric angle of attack for positive
angles of attack (smooth side of plate mounted on pressure side). Cavity
located at cavity position 1 on suction side of plate.

Peak spectral density for varying cavity position For the full assort-
ment of cavity positions, the typical behaviour – being a plateau of the peak
spectral amplitude – was found. This would suggest that even with the cavity
in place (and regardless of the position of the cavity), the tonal noise mecha-
nism is similar to that for smooth airfoils.

Figures 5.13 and 5.14 show the variation in peak far-field acoustic amplitude
of airfoil tones at -7 degrees angle of attack, the former for the rectangular
cavities and the latter for the cavities with the shifted trailing edges. It can be
seen that the cavity appears to have some complex effect on the peak spectral
density, for an otherwise equivalent overall airfoil profile. For instance, the
peak spectral density occurs over a narrower range of velocities for cavity
position 1 than cavity position 3 or 4 (figure 5.13). As another example, figure
5.14 shows that the greatest peak spectral density occurs at a lower velocity
for cavity position 2b than 1b or 3b.
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Figure 5.13: Variation in peak far-field acoustic amplitude of airfoil tones for
rectangular cavities at -7 degrees angle of attack.

5.3.4 Summary

In summary, the consistency of these results with prior literature suggests that
the underlying mechanism of airfoil tonal noise here is the same as reported on
previously. Some key differences are found however. The effect of the cavity
appears to be to make the airfoil tones occur at a lower Reynolds number than
they would otherwise. Conversely, at higher Reynolds number when strong
tones are produced by a smooth plate, the additional presence of a cavity,
appears to disrupt the mechanism.

To illustrate the effect of the cavity on airfoil tones in more detail, various
wake measurements will be discussed next, followed by microphone and hot-
wire measurements for geometric angles of attack of −1◦ and −7◦. This will
be followed by an investigation of the effect of external acoustic forcing.
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Figure 5.14: Variation in peak far-field acoustic amplitude of airfoil tones for
cavities with shifted cavity trailing edge at -7 degrees angle of attack.
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5.4 Wake velocity measurements

Further to the acoustic measurements discussed so far, velocity measurements
were also acquired. Initially, these consisted of measurements of the wake
region downstream of the airfoil and these results are discussed here. Please
recall that the origin of the co-ordinate system is at the airfoil trailing edge, as
described in figure 5.1. More extensive velocity measurements, along the airfoil
boundary layer and within the cavity, are discussed in subsequent sections.

5.4.1 Streamwise wake properties

This portion of the report describes some streamwise properties of the wake.
Figure 5.15 shows the streamwise velocity profiles recorded horizontally along
the wake, downstream of the pressure surface of the airfoil for cavity position
1 at a nominal jet velocity of 16.6 m/s and with the plate at a geometric
angle of attack of −1◦. A velocity maximum in the wake was found at x/C ≈
0.3, however it appears that the distance of measurement does not extend far
enough to capture the maximum r.m.s. fluctuation velocity in the wake.
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Figure 5.15: Velocity measurement horizontally (downstream) through the
wake at y/C = 0. For cavity at position 1, U=16.6 m/s, and geometric angle
of attack of −1◦. (a) Local streamwise velocity, u. (b) R.m.s. fluctation
velocity, u′r.m.s..

Figures 5.16 and 5.17, for cavity position 1 and cavity position 4 respec-
tively, show spectrograms of (a) power spectral density of velocity and (b)
coherence between velocity and far-field microphone signals. Comparing fig-
ures 5.16 and 5.17, it can be seen that the airfoil tones appear to extend more
strongly through the flow and are more coherent for cavity position 1, than for
cavity position 4. This is consistent with the higher amplitudes of airfoil tonal
noise found for the cavity position 1 case than the cavity position 4 case, at
this angle of attack.
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Figure 5.16: Velocity profiles through the wake along horizontal line at y/C =
0 for cavity at position 1. (a) Power spectral density of velocity, and (b)
coherence between velocity signal and far-field microphone signal. U=16.6
m/s, and geometric angle of attack of −1◦.

Figure 5.18 shows the peak spectral density of the velocity fluctuations
in a band of frequencies 30 Hz either side of the airfoil tone at 710 Hz and
an arbitrary comparison frequency of 350 Hz, for the cavity position 1 case,
recorded horizontally through the wake. It can be seen that the level at 710
Hz is approximately steady while that at 350 Hz starts at a lower value at
the airfoil trailing edge and, with downstream distance, increases noticeably
before reaching a similar value. This shows there is a strong disturbance at the
airfoil tone frequency, in the upstream part of the wake, and most presumably
emanating from strong fluctuations in the boundary layer over the object.
That is, while the broadband turbulence develops downstream, on the other
hand, the fluctuation at the airfoil tone is already there at the earlier part of
the wake.

Similarly, the phase suggests there is an ordered fluctuation at 710 Hz but
not 350 Hz. Figure 5.19 shows the relative phase throughout the wake for
(a) 710 Hz, the airfoil tone, and (b) 350 Hz, which is an arbitrary non-tonal
comparison. The phase difference is taken between the velocity measurement,
at varying positions, and a fixed reference phase given by the microphone of
fixed location. The steadily-increasing phase for the 710 Hz band shows that
there is a periodic fluctuation present, while the essentially random variation
in phase for the 350 Hz band suggests no periodic fluctuation is present at that
frequency. This supports the notion that there is an organised disturbance at
the airfoil tone frequency through the wake.
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Figure 5.17: Velocity profiles through the wake along horizontal line at y/C =
0 for cavity at position 4. (a) Power spectral density of velocity, and (b)
coherence between velocity and far-field microphone signals. U=16.6 m/s,
and geometric angle of attack of −1◦.
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Figure 5.18: Peak spectral density in a band of frequencies 30 Hz either side
of the airfoil tone at 710 Hz and, also, either side of an arbitrary comparison
frequency of 350 Hz, for cavity position 1 along a horizontal line through the
wake at y/C = 0. U=16.6 m/s, and geometric angle of attack of −1◦.



156 CHAPTER 5. AIRFOIL NOISE

0 0.2 0.4 0.6
−200

−100

0

100

200
P

ha
se

, d
eg

.

x/C
0 0.2 0.4 0.6

−200

−100

0

100

200

P
ha

se
, d

eg
.

x/C

(a) (b)

Figure 5.19: Phase difference between velocity measurement and (fixed) acous-
tic reference measurement, through the wake along the horizontal line at
y/C = 0. (a) At a frequency of 710 Hz, an airfoil tone. (b) At 350 Hz,
an arbitrary non-tonal comparison frequency. Cavity at position 1, U=16.6
m/s, and geometric angle of attack of −1◦.

5.4.2 Vertical measurements through wake

Figure 5.20(a) shows profiles of streamwise velocity recorded through a vertical
line downstream of the plate, for the cavity position 1 case. Since the angle of
attack of the plate is negative, the wake of the pressure side (containing the
cavity cutout) is on the top half of the plot (y > 0).

Figure 5.20(b) shows the root-mean-square (r.m.s.) fluctuation velocity
downstream of the airfoil, for the cavity position 1 case. It can be seen that
there are higher levels of r.m.s. fluctuation velocity downstream of the pressure
side of the airfoil. The levels downstream of the suction side are comparatively
lower.

Streamwise velocity recorded at a variety of distances downstream from the
plate are shown in figure 5.21. The wake develops in a typical manner, whereby
the velocity deficit near the centre-line becomes engerised with increasing dis-
tance downstream. In a similar way, the concentration of eddies in the wake
becomes distributed over a broader transverse distance (figure 5.21(b)).

Figure 5.22 shows properties of streamwise velocity, recorded vertically
through wake at x/C = 0.012. Part (a) of the figure shows a spectrogram of
the spectral density of the fluctuating velocity while part (b) shows the co-
herence between the hot-wire velocity measurement and the far-field acoustic
measurement. The strong structured fluctuations at the airfoil tonal frequen-
cies are only found downstream of the (top) pressure side. This is shown both
by the spectral density and by the coherence to the far-field noise. The coher-
ence result (i.e., strong coherence at the airfoil tone frequencies) suggests that
the noise results from these disturbances over the pressure surface. This is
consistent with the literature (section 2.7.3), which suggests that airfoil tonal
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Figure 5.20: Velocity profiles recorded behind the airfoil trailing edge at x/C =
0.02 for a variety of free stream flow velocities. The cavity was at position 1 and
the plate was at αgeom. = −1◦. (a) Normalised local velocity. (b) Normalised
r.m.s. fluctuation velocity.
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Figure 5.21: Comparison of velocity profiles at various positions downstream
in the wake (x/C = 0.02, 0.15 & 0.46). The cavity was at position 1 and the
plate was at αgeom. = −1◦. (a) Normalised local velocity. (b) Normalised r.m.s.
fluctuation velocity.
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Figure 5.22: Properties of streamwise velocity, recorded vertically through
wake at x/C = 0.012, U = 16.6 m/s and geometric angle of attack of -1◦.
(a) Spectrogram of power spectral density. (b) Coherence between velocity
measurement and noise measurement.

noise is primarily a result of velocity disturbances over the pressure side of an
airfoil (for example, Nakano, Fujisawa and Lee, 2006).

An alternate explanation is possible, whereby the airfoil tonal noise is con-
trolled by low frequency vortex shedding from the (bottom) suction surface.
Figure 5.22 shows that adjacent to the suction surface (y/C < 0), a region of
high velocity power spectral density and high coherence is found at approxi-
mately 100 Hz. This is close to the frequency of ∆f , and the low frequency
vortex shedding from the suction surface may modulate the higher frequency
fluctuations (between 600 and 1000Hz) found adjacent to the pressure suface,
thereby creating the distinctive airfoil tonal peaks. However, this alternate
explanation is not fully consistent with the results of section 5.5 where ∆f is
found to vary as the location of the cavity cutout located on the pressure sur-
face of the airfoil is changed, with section 5.5.2 showing that even very small
changes in cavity trailing edge position produce a change in ∆f .

5.4.3 Boundary layer displacement thickness

The cavity position does not have a major effect on the pressure side bound-
ary layer displacement thickness based Strouhal number, St∗ = δ∗fs/U , which
is shown in fig. 5.23. The pressure side boundary layer displacement thick-
ness, δ∗, was estimated from hot-wire velocity profiles just downstream of
the airfoil trailing edge at x/C = 0.016 (with the Y -direction spatial resolu-
tion of the velocity measurement being 0.1 mm), while the central frequency,
fs, was estimated as the centre frequency of the broadband contribution (or
‘broadband hump’) found from the frequency spectra of far-field microphone
measurements. The plot shows that there are no significant differences in St∗
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Figure 5.23: Plot of Strouhal number, St∗ = δ∗fs/U , against chord-based
Reynolds number. The dashed line gives the mean behavior found by Arbey
and Bataille (1983). The typical uncertainty in St∗ was obtained via an error
analysis of the constituent variables.

between when the cavity is at position 1 compared with position 4, which
means that the variation in airfoil tonal frequency is not explained by a vari-
ation in boundary layer profile caused by a variation in the cavity position.
The data are broadly consistent with the mean Strouhal number of St∗=0.048
found by Arbey and Bataille (1983). Note that this mean Strouhal number
is also equivalent to the Paterson formula (Arbey and Bataille, 1983), so the
present results show agreement with equation 5.1.

5.5 Measurements at geometric angle of at-

tack of −1◦

5.5.1 Effect of cavity position on frequency

The affect of the position of the cavity on the frequencies of the tonal noise
was found to be significant. The overall airfoil profile, angle of attack and
freestream velocity were otherwise equivalent between the cases. Figure 5.24
shows a comparison of far-field noise spectra from the ‘smooth’ plate and the
cavity at four different positions at U=16.6 m/s. It shows that the broadband
airfoil noise contribution is present at an approximately constant position for
all five cases, however the frequencies and amplitudes of the individual tones
vary between the cases. At cavity positions 1 and 2, six distinct individual
tones are present. When the cavity is moved downstream to positions 3 and 4,
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Figure 5.24: Comparison of far-field noise spectra from the plate only and the
plate with the cavity at four different positions, at U=16.6 m/s. The plate
was at a geometric angle of attack of −1◦.

only five distinct tones are present and the spacing between them is larger. The
peak far-field acoustic amplitude decreases as the cavity is moved downstream.

At a velocity of U = 16.6 m/s, the tones are much less distinct for the
smooth plate than when the cavity is present. The modes are apparently more
strongly amplified when the cavity is present. If an acoustic feedback loop
is involved, as described in the literature, then the cavity geometry could be
involved in certain tones being reinforced more strongly than in the smooth-
plate case.

It is worth noting here that the “smooth” airfoil is the one where the cavity
is entirely filled-in on the pressure side in this measurement. There is a slight
roughness at the leading edge of the filled-in cavity, which may be a point of
receptivity as discussed later in Section 3.3.2 regarding Figure 5.33. This is
consistent with ∆f being smaller for the “smooth” airfoil (a larger feedback
length, L). However it could also be a coincidence, as what is found in that
section is an increased detection of the acoustic wave (the acoustic component
of velocity) rather than a point of receptivity, such that the natural point of
receptivity for the smooth airfoil may be somewhere further upstream than
cavity position 1 but without being sure of its location.

Table 5.1 lists the positions of the tonal frequencies, fn, for the five cases at
16.6 m/s. The frequencies with the maximum amplitude, fn max, are listed in
italics and are all between 700 and 800 Hz. According to Arbey and Bataille
(1983) the maximum amplitude feedback frequency is one which is close to the
central frequency, fs. The spacing of the tones was found to be approximately
constant for each cavity position, although it does vary slightly. As per Kingan
and Pearse (2009), the spacing of the tones, ∆f , was taken to be the average
spacing between the tones either side of fn max. As the position of the cavity
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Table 5.1: Tonal frequencies at U=16.6 m/s and αgeom. = −1◦. The tone with
peak far-field acoustic spectral density, fn max, is listed in italics.

fn
Cavity Position 1 2 3 4 Smooth plate

551 601 565 534 563
633 701 662 636 639
714 788 766 748 729
804 888 864 859 803
898 974 976 975 885
990 996

∆f 86 94 101 112 82

is moved towards the rear of the plate, the frequency spacing increases. This
is consistent with a reduction of the characteristic length of a feedback loop
between the airfoil trailing edge and the cavity.

5.5.2 Effect of independently shifting cavity edges

The effect of independently shifting cavity edges was investigated. The spe-
cific tonal frequencies appear to vary with the cavity trailing edge position
rather than the cavity leading edge position. When the cavity trailing edge
was moved independently of the cavity leading edge, there was found to be a
significant shift in the airfoil tone frequencies. On the other hand, on moving
the cavity leading edge independently of the cavity trailing edge, the airfoil
tone frequencies showed very little change. There were also differences in the
amplitudes of the tones as the length of the cavity and cavity edge positions
were varied.

Figure 5.25 shows far-field noise spectra that demonstrate the impact of
shifting the cavity leading and trailing edges on airfoil tonal noise frequencies
at a jet velocity of 16.6 m/s. The cavity length is shorter for the modified
cavities. The 7 mm long (where length refers to the chordwise dimension of
the cavity) rectangular cavity was in cavity position 2, as per figure 5.1. As
the flow is not impinging on the rear cavity wall (evidenced by the lack of
cavity tonal noise), the use of a non-rectangular geometry is unlikely to make
a significant difference to the basic trend. The plot shows that, at 10 Hz
frequency resolution, the tones for the rectangular cavity are 600, 700, 790,
890, and 980 Hz. The tones with the cavity leading edge shifted are also 600,
700, 790, 890, and 980 Hz. The tones with the cavity trailing edge shifted,
on the other hand, are found at 580, 670, 760, 860, and 950 Hz. The tonal
noise frequencies thus appear to vary principally with the cavity trailing edge
position.

More extensive results are shown in Figures 5.26 and 5.27. A comparison
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Figure 5.25: Far-field noise spectra showing the impact on airfoil tonal noise of
shifting the cavity leading- and trailing edges independently, denoted ‘LE’ and
‘TE’ respectively. Measurements taken at jet velocity of 16.6 m/s for cavity
position 2, cavity position 2a (cavity leading edge shifted downstream by 3
mm) and cavity position 2b (cavity trailing edge shifted upstream by 3 mm).
Geometries are as per fig. 5.1.

between the figures shows that when the cavity trailing edge position is fixed
but the cavity leading edge is shifted, the frequencies are generally very similar
to those of the rectangular cavity. Minor variations might be attributable
to experimental error and to the unknown influence on the airfoil noise of
using non-rectangular cavity geometries – as it is known that non-rectangular
geometries will have an impact on the internal cavity flow structure and this
may subsequently have some influence on the cavity shear layer (Ozalp et al.,
2010). On the other hand, figure 5.27 shows that the frequencies are generally
significantly different when the cavity trailing edge is shifted and the cavity
leading edge is held fixed. Note that the difference in tonal frequencies is
more evident at higher velocities, owing to the frequency spacing increasing
as velocity increases. Even though the cavity leading edge is a very unstable
and notionally receptive point on the airfoil due to the geometry-enforced
separation (Dovgal et al., 1994), these results would tend to suggest that a
feedback loop may exist between the airfoil trailing edge and a point at, near
or controlled by the cavity trailing edge position.
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Figure 5.26: Tonal frequencies found for rectangular cavity at position 2 com-
pared to cavity at position 2 with cavity leading edge shifted downstream
(cavity position ‘2a’ following figure 5.1). Airfoil at geometric angle of attack
of −1◦.

5.5.3 Velocity spectrum in cavity shear layer

Initial hot-wire measurements were taken at various locations around the airfoil
and wake. It was found that in the wake downstream of the pressure side,
velocity fluctuations at the airfoil tone frequencies were present. To investigate
the role of the cavity, velocity measurements were taken in the cavity shear
layer.

In the shear layer over the cavity, velocity fluctuations at backward-facing-
step vortex shedding frequencies were found to be present for a typical trailing
edge noise case. Figure 5.28 shows a velocity spectrum recorded in the cavity
shear layer. The flow configuration was U = 16.6 m/s, αgeom. = −1◦ and the
cavity was at position 1. The hot-wire probe was positioned upstream of the
cavity trailing edge and below the cavity mouth line. Three broad spectral
peaks were found to be present in the shear layer over the cavity. These
fluctuations were different from Rossiter (1964) cavity oscillation frequencies.
The Strouhal numbers of these observed fluctuations were Sth = 0.50, 0.66,
& 0.79, where h is the step-height (in this case, the cavity depth), which are
consistent with values for backward-facing-step flows (Lai, Yue and Platzer,
2002). These ‘unforced’ backward-facing-step frequencies occur rather than
cavity frequencies due to a lack of feedback from the cavity trailing edge to the
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Figure 5.27: Tonal frequencies found for rectangular cavity at position 2 com-
pared to cavity at position 2 with cavity trailing edge shifted upstream (cavity
position ‘2b’ following figure 5.1). Airfoil at geometric angle of attack of −1◦.

cavity leading edge. The airfoil tones are clearly different to these backward-
facing-step vortex shedding frequencies.
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Figure 5.28: Velocity spectrum in the cavity shear layer. U=16.6m/s, αgeom. =
−1◦ and the cavity was at position 1. Probe located at a position of x/C =
−0.70 and y/C = 8.5 × 10−3, which is upstream of the cavity TE and below
the cavity mouth line.
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Figure 5.29: Normalised frequency spacing versus nominal normalised feedback
length, for seven different cavity trailing edge positions. Data are for cavity
positions 1, 1b, 2, 2b, 3, 3b and 4, with plate at a geometric angle of attack of
−7◦.

5.6 Measurements at geometric angle of at-

tack of −7◦

To attempt to investigate the more fundamental role of the cavity in the pro-
duction of the airfoil tones, further measurements were taken. Far-field noise
and hot-wire measurements were taken at a geometric angle of attack of −7◦.
Firstly, the variation of frequency spacing with cavity trailing edge position
was investigated. Secondly, some basic properties of the velocity fluctuations
along the boundary layer were investigated. Finally, the effect of acoustic forc-
ing was tested, for a sweep of frequencies, at locations along the boundary
layer and in the cavity shear layer. From this, a mechanism for the role of the
cavity in the feedback loop is discussed.

5.6.1 Variation of frequency spacing with cavity trailing
edge position

The variation in frequency spacing with cavity trailing edge position was in-
vestigated. Based on the finding of section 5.5.2, the nominal feedback length
was taken to be the distance from the cavity trailing edge to the airfoil trailing
edge.
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Figure 5.29 shows the normalized frequency spacing (∆C/U) versus the
inverse of the nominal normalized feedback length (C/L, where L is the feed-
back length), for the seven different cavity trailing edge positions. The cavity
geometries were as per Figure 5.1, consisting of positions 1, 1b, 2, 2b, 3, 3b
and 4. A linear relation was found (i.e., ∆f/U ∝ 1/L) which shows that the
frequency spacing is inversely proportional to this distance, across the range
of velocities. That is, the frequency spacing varies in line with the geometric
ratio of points on the airfoil. If the feedback loop did not originate from the
airfoil and was facility related (as suggested by Nash et al., 1999, and Tam &
Ju, 2012) then it is unlikely that this would be the case. (Note that, here, fre-
quency spacing was calculated slightly differently to earlier sections: it is the
average spacing of all the tones that were reasonably far above the background
noise level.)

To the authors’ knowledge this is the first time that the inverse proportion-
ality of the frequency spacing – relative to the distance from the airfoil trailing
edge to a position on the airfoil – has been experimentally demonstrated, for
otherwise equivalent velocity and the same overall airfoil profile, . In the
present case, this position is the location of a cavity geometric feature, where
there is an enforced separation. Such proportionality is a fundamental feature
of the feedback loop model, but it has not been experimentally demonstrated
in this way previously.

5.6.2 Boundary layer receptivity and feedback mecha-
nism

Further hot-wire measurements were taken to attempt to clarify the mechanism
responsible for the variation in frequency spacing. Measurements were taken
along the chord in the boundary layer for U=14 m/s and a geometric angle
of attack of −7◦, for the cases of cavity positions 1 and 4. These cases were
chosen to give the largest difference in location, as well as having the most
different airfoil tonal frequencies. The probe was automatically lowered to a
height corresponding to a local velocity of u/U = 0.5 ± 0.05 for incremental
locations along the chord. It was found that discrete velocity fluctuations in
the boundary layer were able to be detected at this height.

Figure 5.30(a) and (b) show that multiple discrete tones were present in
the noise radiated by the airfoil and that the tones were approximately equally
spaced. As for other cases, variation in the trailing edge noise tonal frequencies
was found when the cavity position was varied. For cavity position 1, the
major tonal frequencies in the far-field noise are at 528, 595, 667, and 742 Hz.
The peak tone is 595 Hz. For cavity position 4, the major tonal frequencies
in the far-field noise are at 435, 522, 613, and 706 Hz. The peak tone is
613 Hz. The frequency spacing, ∆f , was taken to be the average spacing
either side of the peak tone following Kingan and Pearse (2009), and was
significantly different between the cases. For cavity position 1, ∆f=70 Hz,
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Figure 5.30: Comparison of acoustic (upper) and velocity (lower) spectrum for
U = 14 m/s and αgeom. = −7◦. The bandwidth is 1 Hz. Far-field acoustic
spectrum for (a) cavity position 1 and (b) cavity position 4. Spectral density
of fluctuating velocity in the pressure side boundary layer, measured at x/C =
−0.06 and height corresponding to u/U = 0.5± 0.05, for (c) cavity position 1
and (d) cavity position 4.
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but when the cavity moves downstream to position 4, ∆f increases to 92 Hz.
Velocity spectra taken upstream of the airfoil trailing edge at x/C = −0.06
show that velocity fluctuations are present in the boundary layer at essentially
the same frequencies as those found in the far-field noise. For cavity position
1 (fig. 5.30(c)), velocity fluctuations were found at 531, 595, 667, and 738
Hz, with the peak at 595 Hz. For cavity position 4 (fig. 5.30(d)), velocity
fluctuations were found at 435, 522, 613 and 705 Hz, with the peak at 522 Hz.

Figure 5.31: Spectral map of phase difference between velocity measurement in
the boundary layer, at height corresponding to u/U = 0.5± 0.05, and far-field
acoustic measurement for (a) cavity position 1 and (b) cavity position 4. The
pair of vertical white lines indicate the position of the cavity, with the cavity
trailing edge on the right. U = 14 m/s and αgeom. = −7◦.

Figure 5.31 shows spectral maps of the phase difference between the velocity
measurement in the boundary layer and the fixed reference given by the far-
field acoustic measurement. These plots show that convective boundary layer
disturbances at the trailing edge noise frequencies are only detecte downstream
of the cavities in each case. These convective disturbances are indicated by
the black and white bands which show the relative phase of the disturbances
cycling through 2π with each wavelength.

For clarity, figure 5.32 shows the phase difference (represented continuously,
starting from an arbitrary value of zero) specifically at one of the airfoil tones,
at 610 Hz, for the cavity position 4 case. The author believes that the existence
of these waves from, and only from, downstream of some particular location
(for which ∆f has inverse proportionality relative to distance) has never been
experimentally verified previously.

The broadband component of these disturbances covers a range of frequen-
cies from approximately 500 to 1000 Hz. At the presumptive region of forma-
tion of these disturbances, nearby to the cavity, similar phase is found for the
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Figure 5.32: Phase difference at 610 Hz, an airfoil tonal noise frequency, be-
tween the velocity measurement and far-field reference microphone for cavity
at position 4, U=14 m/s and geometric angle of attack of −7◦. Velocity mea-
surement heights are as per figure 5.31. The solid vertical lines indicate the
position of the cavity.

different frequencies. Having different wavelengths, they deviate downstream.
Speckled areas on the plots in figure 5.31 indicate regions where no structured
fluctuation is detected, as the relation between phase and position is random.

From figure 5.31, at the peak tone of 600 Hz for cavity position 1, approx-
imately 9.5 convective wavelengths are found between the cavity trailing edge
and the airfoil trailing edge. Likewise at 610 Hz for cavity position 4, approx-
imately 7.5 convective wavelengths are found between the cavity trailing edge
and the airfoil trailing edge. Knowing the length, the convective velocity over
the airfoil can thus be estimated to be Uc ≈ 0.4U for both cavity positions.
Figure 5.32 demonstrates more clearly how this can be determined by using
the slope of the phase plot. Note that downstream in the wake (x/C > 0.08)
the convective velocity is found to be approximately Uc = 0.90U (based on the
nominal, higher, free stream velocity upstream at the jet outlet).

Figure 5.33 shows the coherence between velocity measurements and noise
measurements along the boundary layer. Reasonably strong coherence was
found between the velocity fluctuations and far-field noise at the tonal noise
frequencies. This is indicated by the dark horizontal bands of higher coherence.
The white areas, covering most of the plot, indicate frequencies where low
coherence was found. Also note that the frequencies are spaced further apart
for the cavity at position 4, compared to the more upstream cavity position 1.
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Figure 5.33: Spectral map of coherence between velocity measurement in the
boundary layer, at height corresponding to u/U = 0.5 ± 0.05, and far-field
acoustic measurement for (a) cavity position 1 and (b) cavity position 4. The
pair of vertical lines indicate the position of the cavity. U = 14 m/s and
αgeom. = −7◦.

Although high coherence at the tones is found upstream of the cavity in
fig. 5.33(b), this is due to the acoustic component of the velocity fluctuation
being detected. This is shown to be the acoustic component of velocity by the
phase measurement in figure 5.31(b), where upstream of the cavity there are
white horizontal bands of nearly constant phase (at the airfoil tones) which
are due to the comparatively large acoustic wavelength. It is also shown by
the nearly constant phase upstream of the cavity in figure 5.32.

In figure 5.33(b), at x/C = −0.75, it appears that the slight roughness
present at the very beginning of the first insert (i.e., at the leading edge lo-
cation of the filled-in cavity position 1) has increased the detection of the
acoustic component of velocity in the boundary layer, and hence a stronger
coherence has been found. This may be due to the roughness exerting a slightly
destabilising effect on the boundary layer, or providing a scattering surface.

Figure 5.34(a) shows the spectral density of the fluctuating velocity along
the boundary layer, at the peak tone of 595 Hz for cavity position 1. A lo-
cal maximum is present just downstream of the cavity trailing edge. This is
consistent with a reattachment point of the flow being located there (Diwan
and Ramesh, 2009). Downstream, the spectral density steadily increases to-
wards the airfoil trailing edge, starting from just before the final 20% of the
chord. Figure 5.34(b) shows the coherence between velocity measurement and
far-field noise measurement at 600 Hz. Here it can be seen more clearly that
a maximum coherence of 0.74 is found just downstream of the cavity trailing
edge. The wave-like pattern in figure 5.34(b) between x/C =-0.6 and x/C =-
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Figure 5.34: Properties along the boundary layer for cavity position 1 at height
corresponding to u/U = 0.5±0.05. (a) Spectral density of fluctuating velocity
measurement in the boundary layer at 595 Hz. (b) Coherence between velocity
measurements and far-field noise at 600 Hz. Note that coherence was calculated
with a frequency resolution of 10 Hz, hence the slightly different frequency
being plotted. The pair of vertical lines indicate the location of cavity position
1. U = 14 m/s and αgeom. = −7◦.

0.2 is possibly due to an interference pattern between the acoustic velocity and
the fluctuating component of the convective velocity; when cancellation occurs
the boundary layer fluctuation is difficult to detect, so low coherence is found.
The coherence begins to steadily increase from approximately the final 20% of
the chord.

Figure 5.35 shows a similar plot (to the cavity position 1 case) for the tone
at 610 Hz for the cavity position 4 case. In this instance, local maxima are
present at x/C = −0.52 (at the cavity trailing edge) and x/C = 0.02 (just
downstream of the airfoil trailing edge). The local maximum at x/C = −0.75
is believed to be due to slight roughness as discussed earlier.

It was considered that scattering at the cavity TE could be the primary
acoustic contribution. However, this idea was discounted. A high level of
coherence is actually located downstream of the airfoil trailing edge. Coherence
measurements for cavity position 4 are included here in figure 5.36. It can be
seen that a high level of coherence between the velocity measurement and far-
field noise is found downstream of the airfoil TE. In this case, the airfoil TE
is known as an efficient noise source. It is known that Rossiter tones, due to
impingement of vortices on the cavity TE, are not being produced in this case.
Therefore tonal noise is not being produced by impingement on the cavity TE,
as if it were it would be locked onto the Rossiter tones. While if there was
vortex shedding from a laminar separation bubble located just downstream
of the cavity TE, i.e., located over the flat plate, then these vortices would
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Figure 5.35: Power spectral density amplitude of the fluctuating velocity signal
at 610 Hz (corresponding to the main aerofoil tone) for cavity position 4,
U=14 m/s, and αgeom. = −7◦. The solid vertical lines indicate the position
of the cavity. Velocity measurement heights correspond to u/U = 0.5 ± 0.05.
Measurement through the wake taken as a horizontal line downstream from
the most downstream boundary layer measurement point.
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be a much weaker noise source as compared to the disturbances passing the
sharp airfoil TE. Therefore it is discounted that the cavity TE could be the
major noise source for this particular type of tone, with the noise likely to be
produced near the sharp airfoil TE.

Figure 5.36: Coherence at 610 Hz between the velocity measurement and far-
field microphone measurement. U = 14 m/s, αgeom. = −7◦, and cavity at
position 4. Measurement height in the boundary layer corresponds to local
velocity u/U = 0.5±0.05. Measurement through the wake taken as a horizon-
tal line downstream from the most downstream boundary layer measurement
point. The solid vertical lines indicate the position of the cavity.

Figure 5.37 shows a spectral map of the fluctuating velocity along the
boundary layer. It shows that there is some higher frequency broadband con-
tent located around the rear of the cavity, up to approximately 1800 Hz for
cavity position 1 and up to approximately 1600 Hz for cavity position 4. This is
believed to be related to (broad) backward-facing-step vortex shedding modes
over the cavity. Approaching the airfoil trailing edge there is the usual increase
in energy content across a range of higher frequencies.

Figure 5.37 also shows that there is at least one strong peak present just
downstream of the cavity trailing edge in both cases. It is found at 530 Hz
for cavity position 1 and 520 Hz for cavity position 4. There is also another
reasonably strong peak at 600 Hz for cavity position 1. These peaks correspond
to the airfoil tones in each case.

Velocity spectra that more clearly illustrate the aforementioned peaks are
shown in figure 5.38 for the cavity position 1 case. Note that, as the signal
level was very low at higher frequencies, some extraneous noise was detected
in the form of some very low-intensity narrowband peaks found above 1000
Hz. However this does not impact upon the fundamental conclusions drawn
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Figure 5.37: Spectral map of the fluctuating velocity along the boundary layer
at a height corresponding to u/U = 0.5 ± 0.05, for U = 14 m/s and αgeom. =
−7◦. The pair of black vertical lines indicates the locations of the cavities. (a)
Cavity position 1. (b) Cavity position 4.

from the results. It can be seen that the boundary layer upstream of the cavity
(x/C = −0.75) does not contain any major peaks. Within the cavity (x/C =
−0.73) some peaks start to emerge at approximately 1060 Hz and 1700 Hz
which are believed to be possible backward-facing-step vortex-shedding modes.
A broad ‘hump’ forms around these frequencies. This vortex shedding ‘hump’
loses it’s distinction over and above the background noise shortly downstream
of the cavity and does not regain it as the airfoil trailing edge is approached.
Just downstream of the cavity trailing edge at x/C = −0.68, the previously-
mentioned major peak is found at 530 Hz, with the other strong peak at 600
Hz, as well another peak at 670 Hz. All of these peaks correspond to the airfoil
tones.

As seen in figure 5.34(a), figure 5.38 shows that midway between the cavity
and airfoil trailing edge, the fluctuations are relatively weaker and subsequently
there are no major peaks evident in the spectra. This can be explained by the
boundary layer stabilising once it reattaches. As the airfoil trailing edge is
approached (x/C ≥ −0.31) the broadband ‘hump’ containing the narrowband
airfoil tones emerges clearly in the spectra. This hump and these tones steadily
increase in intensity approaching the airfoil trailing edge. This can be explained
by the disturbances starting to grow again once the boundary layer separates
– the presence of a separation bubble is discussed later in section 5.10.

Figure 5.39 shows that for the cavity position 4 case, the behaviour is very
similar to that observed for the cavity position 1 case. The boundary layer
upstream of the cavity does not contain any major peaks, aside from one at
310 Hz, the origin of which is unknown. Just downstream of cavity position
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Figure 5.38: Velocity spectra for the cavity position 1 case for (a) locations near
the cavity and (b) locations approaching the airfoil trailing edge. Measured
at a height corresponding to u/U = 0.5 ± 0.05 in the boundary layer. The
spectra are offset by one order of magnitude for clarity. Note that the small
narrowband peaks above 1000 Hz are due to extraneous noise, as the signal
level was very low. U = 14 m/s and αgeom. = −7◦.
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Figure 5.39: Velocity spectra for the cavity position 4 case for (a) locations near
the cavity and (b) locations approaching the airfoil trailing edge. Measured
at a height corresponding to u/U = 0.5 ± 0.05 in the boundary layer. The
spectra are offset by one order of magnitude for clarity. Note that the small
narrowband peaks above 1000 Hz are due to extraneous noise, as the signal
level was very low. U = 14 m/s and αgeom. = −7◦.
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4, at x/C = −0.52, a major peak appears at 520 Hz, which corresponds to
one of the airfoil tones. The peak found to the left of the ‘possible vortex
shedding’ line for x/C = −0.50 and x/C = −0.48 is the second harmonic of
this major peak. Traveling downstream from the cavity, from x/C = −0.52
to x/C = −0.46, this major peak appears to shift to lower frequencies and
likewise for it’s harmonic; although another peak appears at the 520 Hz tone
frequency and similarly for the other tone at 610 Hz. As with the cavity
position 1 case, as the trailing edge is approached the broadband hump with
narrowband airfoil tones emerges clearly in the spectra.
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Figure 5.40: Schematic of ‘airfoil with cavity’ showing proposed feedback loop.

5.6.3 Discussion regarding boundary layer measurements

This section provides a discussion of the proposed airfoil tonal noise mechanism
based on the results up to this point. This discussion will be expanded and
elaborated upon in later sections (section 5.8 regarding the role of the cavity
shear layer and the boundary layer just downstream of the cavity, and sections
5.9 & 5.11 regarding a speration bubble near the airfoil trailing edge).

The cavity cutout in the ‘airfoil with cavity’ profile is located along the
maximum thickness of the airfoil and creates a region of separation. On closed
profile airfoils, separation bubbles occur due to the change in pressure gradi-
ent near the mid-chord (Dovgal, Kozlov & Michalke 1994). For this plate, a
separation point is strongly fixed at the cavity leading edge. Cavity oscillation
frequencies are not found for the flow configuration considered in the previous
section as the non-dimensional cavity length is below the minimum threshold
of 290 (Sarohia, 1977) being approximately 220. Hence the flow separates at
the leading edge and reattaches downstream of the cavity trailing edge on the
airfoil surface and not on the cavity rear wall.

It is possible to describe the observed behavior as a feedback loop of a
form similar to that proposed by Arbey and Bataille (1983). They stated that
an acoustic feedback loop occurred between the airfoil trailing edge and the
maximum velocity point. As discussed earlier, for this airfoil when varying
the cavity leading edge and trailing edge independently, the frequencies were
found to change with the cavity trailing edge position. Hence it appears that if
an acoustic feedback loop occurs it may occur between the airfoil trailing edge
and a point at, near or controlled by the cavity trailing edge position. This
is sketched in figure 5.40. Arbey and Bataille’s (1983) equation for predicting
the feedback tones (equation 2.21) is repeated below as equation 5.3.

fnL

Uc
(1 +

Uc
c− U

) = n+
1

2
(5.3)

For these two flow cases (cavity positions 1 and 4, U = 14 m/s and −7◦

geometric angle of attack), comparisons of experimental frequencies with those
given by equation 5.3 were made, taking L to be the distance from the cavity
trailing edge to the airfoil trailing edge and using the experimentally found
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Table 5.2: Predicted and measured frequencies for cavity positions 1 and 4,
U = 14 m/s and −7◦ geometric angle of attack. ‘Pred.’ refers to predicted
frequency from feedback loop model. ‘Vel.’ refers to tone frequency found from
velocity measurement. ‘Acous.’ refers to tone frequency found from acoustic
measurement.

Cavity position 1 Cavity position 4
Mode Pred. Vel. Acous. Mode Pred. Vel. Acous.

8 528 531 528 5 439 435 435
9 590 595 595 6 520 522 522
10 652 667 667 7 599 613 613
11 714 738 742 8 679 705 706

value of Uc ≈ 0.4U (from section 5.6.2). The nominal feedback length is
L = 90 mm for cavity position 1 and L = 69 mm for cavity position 4.
For cavity position 1 the tonal frequencies predicted by equation 2.21 are
528, 590, 652, & 714 Hz for modes n = 8 to 11. For cavity position 4 the
predicted tonal frequencies are 439, 520, 599, & 679 Hz for modes n = 5
to 8. These values show agreement within 5% of the experimental values
(either the acoustic or velocity results). For easy comparison, the values are
tabulated in table 5.2. The predicted frequency spacing from equation 5.3
(taking ∆f = fn+1 − fn) gives ∆f=62 Hz and ∆f=80 Hz for cavity positions
1 and 4 respectively. These are under predictions by approximately 13% for
both cases compared to experiment, although the trend of frequency spacing
being inversely proportional to L is consistent with experiment.

If a feedback loop exists, coupling between acoustic disturbances and con-
vective boundary layer disturbances is happening near the cavity trailing edge
where, according to the literature, the acoustic and velocity disturbances would
need to be in phase for the acoustic forcing to occur. Strong coherence and
strong velocity fluctuations are found there. Just under n + 1/2 convective
wavelengths were found to occur between the cavity trailing edge and the air-
foil trailing edge. This is consistent with the convective disturbance being
(nearly) out of phase at the airfoil trailing edge (compared to at the cavity
trailing edge) so that an upstream-traveling acoustic disturbance is generated
with the correct phase to provide reinforcement at the upstream point, due
to the 180◦ phase shift of the generated acoustic wave (Arbey and Bataille,
1983). The remaining small fraction of a wavelength would be taken up by the
acoustic wave, which would close the acoustic feedback loop.

The overall mechanism (as discussed by Arbey and Bataille (1983)) would
involve, firstly, there being a broad band of frequencies where instabilities
occur in the boundary layer. These frequencies would relate to the neutral
stability curves at stations along the airfoil, varying slightly along the airfoil.
In this instance, figures 5.31(a) & 5.31(b) show that this band ranges from
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approximately 500 Hz to just over 1000 Hz. Upon reaching the trailing edge,
the broadband disturbances cause noise due to diffraction. Secondly, coupling
occurs upstream. At certain frequencies, corresponding to the feedback loop,
acoustic energy serves to reinforce disturbances due to the phasing relation. In
this way, discrete tones are selected from the broadband range of frequencies
where the boundary layer is unstable. This discussion is believed to report the
first evidence of a cavity playing a role in such a feedback loop.

5.7 Acoustic forcing

To investigate the effect of acoustic excitation on the airfoil boundary layer,
an attempt was made to drive the boundary layer disturbances using external
acoustic forcing. The purpose of these experiments was to observe if, when
subject to acoustic forcing at a level above that of the naturally-occuring trail-
ing edge noise, the airfoil boundary layer responded by smoothly peaking at
the most unstable Tollmein-Schlichting frequency of the boundary layer, or if
discrete frequencies were selectively reinforced indicating the presence of an
aeroacoustic feedback loop.

Figure 5.41 shows a schematic diagram of the experimental setup. Sinu-
soidal waves, for a sweep of frequencies at 10 Hz increments, were generated
using a function generator and played through a loudspeaker. The speaker was
located downstream of the airfoil, centered at x/C ≈ 2.9 and y/C ≈ −0.77.
The speaker was facing upstream at an angle of 45◦ to the horizontal. The
airfoil was positioned at a geometric angle of attack of −7◦. At this angle of
attack the airfoil causes deflection of the open jet away from the speaker, so
there was minimal effect of the loudspeaker on the flow. The amplitude of the
acoustic forcing was maintained constant: assuming an ideal anechoic room,
the sound power at the speaker was estimated to be approximately 7 ×10−4

Watts, or a sound power level of 88 dB re: 10−12 W.
The first set of measurements were taken for cavity position 1 at U =

13.2 m/s with αgeom. = −7◦. A hot-wire was positioned in the pressure side
boundary layer just upstream of the airfoil trailing edge. It was positioned at
a height corresponding to u/U = 0.5 and it was located at x/C = −0.06.

For this set of measurements, the speaker was able to excite hydrodynamic
waves in the boundary layer. Figure 5.42(a) shows the phase difference between
the far-field microphone and the hot-wire. The variation in phase at the hot-
wire due purely to the variation in acoustic wavelength from the speaker would
be expected to be only approximately 700◦ or ∼ 4π radians (between 300 Hz
and 700 Hz driving frequency). Clearly the actual variation in phase found is
far greater than this, which shows that convective instabilities are present.

Figure 5.42(c) plots the spectral density of the velocity fluctuation at the
driving frequency and shows that some frequencies appear to be strongly pre-
ferred compared to others. This was the case even though the acoustic forcing
amplitude was maintained constant and was far greater in level than that pro-
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Figure 5.41: Schematic diagram of acoustic forcing experiment.
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Figure 5.42: Properties in the pressure side boundary layer with acoustic forc-
ing, at x/C = −0.06 and height corresponding to u/U = 0.5. Cavity at posi-
tion 1, U = 13.2 m/s, and αgeom. = −7◦. (a) Phase difference (at the driving
frequency) between the hot-wire and the far-field microphone. (b) Coherence
(at the driving frequency) between the hot-wire and the far-field microphone.
(c) Spectral density of the fluctuating velocity (at the driving frequency).
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duced naturally by the plate. The preferred frequencies are approximately
spaced at 70 Hz, as with the naturally occurring tones, and also they corre-
spond to the naturally occurring frequencies, being located at approximately
520, 590, 660 and 720 Hz. Figure 5.42(b) shows that higher coherence be-
tween the microphone and hot-wire is also found at these and other certain
frequencies, also spaced at approximately 70 Hz.

It is proposed that although the speaker forces the vortices to have a cer-
tain phase, by the definition of the feedback loop at the supported frequencies,
the flow-generated acoustic waves will also match in phase upstream at the
coupling point. This occurs since the right number of convective wavelengths
are present in order that the acoustic waves generated at the airfoil trailing
edge have the required phase to provide reinforcement at these particular fre-
quencies. Therefore the feedback loop still reinforces certain frequencies; the
system organizes itself so that the relative phase is the same as it would be nat-
urally, as seen in figure 5.42(a). This apparent preference for some frequencies
is consistent with the existence of some form of acoustic feedback loop. The
initial level of the convective disturbance is greater due to the forcing; therefore
the flow-generated noise at the trailing edge is greater due to the stronger dis-
turbance, and then this flow-generated noise feeds back constructively adding
to the external forcing, and so on.

The spectral density of the velocity fluctuation at the peak of 582 Hz is
approximately 20 times greater in the forced case than in the natural case.
Presumably in the natural case, insufficient acoustic feedback is produced to
saturate the mechanism. Figure 5.11 confirms that this particular flow configu-
ration (U = 13.2 m/s, αgeom. = −7◦ & cavity position 1) is below the ‘plateau’
in amplitude which is supposed to be indicative of a saturated feedback loop
(Tam, 1974). Hence there is ‘room’ for the boundary layer disturbances to be
stronger when supplied with more acoustic energy. However, the response is
stronger at certain nearly-discrete frequencies. If there was no acoustic feed-
back loop, then the fluctuation strength should be purely due to the level of
acoustic forcing, which was fixed, and the growth rate for the boundary layer
disturbance at that frequency would be expected to vary in a smooth man-
ner (for example, the growth rate curves given by Kingan and Pearse (2009)).
That is, with no feedback loop, a smooth curve peaking at the most ampli-
fied Tollmien-Schlichting (T-S) boundary layer instability frequency would be
expected, which is not the case observed here.

To investigate the response of the airfoil to acoustic forcing further, mea-
surements were taken in the cavity shear layer and also immediately down-
stream of the cavity. In the cavity shear layer, only acoustic disturbances
appeared to be detected at the airfoil tone frequencies. Figure 5.43 shows ve-
locity properties in the cavity shear layer with acoustic forcing applied. The
hot-wire probe was located downstream of and near to the cavity leading edge.
At this position, figure 5.43(a) shows that the variation in phase found across
the driving frequencies is of the order of ∼ 4π suggesting that the velocity
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Figure 5.43: Velocity properties in the cavity shear layer with acoustic forc-
ing applied, with hot-wire probe at location of x/C = −0.727 and at height
corresponding to u/U = 0.5 (y/C = −0.131). This location is in the cavity
shear layer downstream of the cavity leading edge. Measurement taken at
U=17.5 m/s, with cavity at position 1 and plate at −7◦ geometric angle of
attack. (a) Phase difference (at the driving frequency) between the hot-wire
and the speaker signal. (b) Coherence (at the driving frequency) between the
hot-wire signal and the far-field microphone signal. (c) Spectral density of the
fluctuating velocity (at the driving frequency).
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Figure 5.44: Velocity spectrum for the natural, unforced, case with hot-wire
probe at location of x/C = −0.727 and at height corresponding to u/U = 0.5
(y/C = −0.131, note origin is fixed to airfoil trailing edge but y-direction is
in the geometric Aww). This location is in the cavity shear layer downstream
of the cavity leading edge. Measurement taken at U=17.5 m/s, with cavity at
position 1 and plate at −7◦ geometric angle of attack.

fluctuations detected at the airfoil tone frequencies are acoustic in nature.
Figure 5.43(c) shows that the shear layer responds to the acoustic forcing at
a range of frequencies centered around 1220 Hz. The velocity fluctuation level
at this frequency with the acoustic forcing applied is three orders of magnitude
greater than the natural level. Figure 5.44 is the natural, unforced, velocity
spectrum at the same location in the cavity shear layer and this shows that
for the unforced case there is a broad hump present which is centred around
1230 Hz. This is likely to be a backward-facing-step vortex-shedding mode.
The airfoil tones present in this velocity spectrum are believed to be due to
detection of the acoustic component of velocity only. Therefore, with forcing,
the cavity shear layer appears to be responding to the acoustic forcing at the
vortex shedding mode but not at the airfoil tones. This would tend to sug-
gest that the cavity shear layer is, expectedly, unstable (both naturally and to
acoustic forcing) but only for higher frequencies than those of the airfoil tones.

Figure 5.45 shows the velocity properties in the boundary layer, with acous-
tic forcing applied, at a location slightly downstream of the cavity trailing edge.
The phase difference here shows that convective disturbances are detected at
the lower end of the driven frequency range, up to approximately 750 Hz. The
spectral density of the fluctuating velocity (figure 5.45(c)) shows that the re-
sponse here is strong at 560 Hz. There is a separate peak at 670 Hz. The
670 Hz peak corresponds to an airfoil tone and the 560 Hz peak is near to
the frequencies of the airfoil tones. The spectral density of the fluctuating
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Figure 5.45: Velocity properties with acoustic forcing applied, with hot-wire
probe at location of x/C = −0.685 and at height corresponding to u/U = 0.5
(y/C = −0.129). This location is in the boundary layer just downstream of the
cavity trailing edge on the pressure surface of the plate. Measurement taken
at U=17.5 m/s, with cavity at position 1 and plate at −7◦ geometric angle of
attack. (a) Phase difference (at the driving frequency) between the hot-wire
and the speaker signal. (b) Coherence (at the driving frequency) between the
hot-wire signal and the far-field microphone signal. (c) Spectral density of the
fluctuating velocity (at the driving frequency).
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Figure 5.46: Velocity spectrum for the natural, unforced, case with hot-wire
probe at location of x/C = −0.685 and at height corresponding to u/U = 0.5
(y/C = −0.129). This location is in the boundary layer, slightly downstream
of the cavity trailing edge. Measurement taken at U=17.5 m/s, with cavity at
position 1 and plate at −7◦ geometric angle of attack.
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velocity starts to increase at the upper end of the frequency range (near the
backward-facing-step frequencies) which is believed to be due to the response
of the upstream cavity shear layer.

Figure 5.46 shows the velocity spectrum for the natural unforced case, at
the same location slightly downstream of the cavity trailing edge, as for figure
5.45. Here, the strong peak present at 560 Hz can be seen. The intensity of
this peak, when the acoustic forcing was applied, was an order of magnitude
larger compared to the level found in the natural case. A second peak at 670
Hz is present. This peak was three orders of magnitude larger when acoustic
forcing was applied, compared to this unforced case. There are further peaks
at 750 Hz and 840 Hz. The three higher frequency peaks corresponded to the
airfoil tones, which at the far-field microphone (at 1 Hz frequency resolution)
were identified at 669 Hz, 753 Hz and 835 Hz. The preceding airfoil tone is at
596 Hz rather than 560 Hz however. As the measurement position is not at the
cavity trailing edge, but rather it is slightly downstream from it, the strong
peak has presumably drifted away from the airfoil tone frequency slightly by
this location as seen in, and discussed for, figure 5.39.

5.8 The role of the cavity

5.8.1 Inflectional velocity profiles

For the flow configuration discussed in section 5.6.2, inflectional velocity pro-
files due to separation may be present for at least 10 mm downstream of the
cavity trailing edge at position 4. The stationary single-wire hot-wire probe
used to measure velocity is incapable of discerning reversed flow. According to
Watmuff (1999), the region affected by rectification errors may extend, from
the wall, well beyond any region of reversed flow due to the ‘greater ampli-
tude of the velocity fluctuations approaching reattachment’ (Watmuff, 1999,
p. 143). The velocity profiles shown in fig. 5.47 (upstream, x/C < −0.546,
and downstream of the cavity trailing edge, x/C > −0.523) are not reliable,
nevertheless they serve as an indication of the existence of reversed flow and
inflectional profiles downstream of the cavity trailing edge, in the region where
the boundary layer reattaches. Such velocity profiles are likely to be more
unstable than non-inflectional profiles (Nash et al., 1999).

5.9 Cavity flow visualisation

A water tunnel hydrogen bubble flow visualisation was conducted with cavity
parameters representative of the ‘airfoil with cavity’ flow configuration. The
freestream velocity was set to 103 mm/s, giving a length-based Reynolds num-
ber of 6,700 (L = 65 mm & D = 75 mm). This is close to the ‘airfoil with
cavity’ in air where the length-based Reynolds number of the cavity was 6,500
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Figure 5.47: Partial velocity profiles measured with stationary single-wire
probe. Measurement taken at U=14 m/s, with cavity at position 4 and plate
at −7◦ geometric angle of attack. The horizontal locations with normalised
values greater (or less negative) than x/C = −0.523 are downstream of the
cavity trailing edge.

(L = 7 mm & D = 6 mm) for a freestream velocity of 14 m/s. Table 5.3
compares the non-dimensional flow parameters between the ‘airfoil with cav-
ity’ in the AWT and the cavity model in the water tunnel, and shows that the
parameters for the visualisation in water were very close to the experiment in
air. Both models had a laminar boundary layer type. Boundary layer parame-
ters were estimated based on Blasius boundary layer theory and the boundary
layer characteristics of the ‘airfoil with cavity’ were confirmed in section 4.2.
The final column of table 5.3 shows the Sarohia (1977) parameter, with both
cavity flows being below the threshold of 290 indicated for cavity oscillations.

Figure 5.48 shows that although vortices roll up over the cavity, the vortices

Table 5.3: Non-dimensional boundary layer parameters for cavity flow visual-
isation.

L/D ReL Reδ0 Reθ0 D/δ0 D/θ0 L/δ0 L/θ0 L/δ0

√
Reδ0

Air 1.17 6500 874 116 8.3 48 7.4 56 220
Water 0.087 6700 929 123 6.4 62 7.2 54 219
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do not impinge on the rear wall of the cavity, and are found to mostly escape
from the cavity. Therefore an intermittent region of separation forms, just
downstream of the trailing edge of the cavity. This region of separation is
consistent with the inflectional velocity profiles measured in air in section 5.8.1.

It was found that the shear layer over the cavity, and especially the bound-
ary layer downstream, had ‘smooth’ flow as expected. This is depicted in
figure 5.49. This is consistent with the notion that the reattached boundary
layer downstream of the cavity (on the airfoil surface) is essentially not signifi-
cantly disturbed by flowing over the cavity, for these Reynolds numbers. This
is an important part of the noise airfoil tonal noise mechanism. If the vortex
shedding over the cavity was excessive, then the downstream boundary layer
instability waves responsible for the airfoil tonal noise would perhaps not be
supported. Note that in figure 5.49, the third frame is essentially the same as
the first frame, indicating a highly periodic flow.
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(a) t = 0 s

(b) t = 0.3 s

(c) t = 0.6 s

Figure 5.48: Flow pattern produced by the vertical hydrogen bubble wire.
Wire position at z/D = 0. Length-to-depth ratio is 0.87. Length-based
Reynolds number is 6700. Flow is from left to right.
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(a) t = 0 s

(b) t = 0.4 s

(c) t = 0.8 s

Figure 5.49: Hydrogen bubble flow visualisation of rectangular cavity with
L/D = 0.87, with horizontal wire. Length-based Reynolds number is 6,700
(U =103 mm/s, and the depth-based Reynolds number is 7,700). Flow from
left to right. The camera view is oblique, and the top edges of the cavity have
been indicated using a white quadrilateral.
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Figure 5.50: Sketch of the likely relative stability of the boundary layer around
the cavity, in the production of airfoil tonal noise from the ‘airfoil with cavity’.

5.9.1 Mechanism for the role of the cavity in the feed-
back loop

Figure 5.50 summarises the preceding discussion in a sketch. The role of the
cavity in the feedback loop can be related to a qualitatively simple mecha-
nism, which is: the cavity is not responsive to acoustic forcing at the airfoil
tone frequencies (section 5.7), while the boundary layer downstream of it is.
Following figure 5.50:

1. For this airfoil profile, the boundary layer upstream of the cavity appears
to be stable. It is generally subject to a favorable pressure gradient, until
the cavity leading edge is reached.

2. The cavity leading edge is a very unstable point in the flow over the airfoil
due to the geometry-enforced separation. However, the cavity shear layer
is unstable (both naturally and to acoustic forcing) at higher frequencies
than the airfoil tones. Specifically, fluctuations at backward-facing-step
vortex shedding modes were present [identified in both velocity measure-
ment (section 5.6.2 & section 5.7) and flow visualisation (section 5.9)],
which were at higher frequencies than the airfoil tones.

3. The boundary layer downstream of the cavity is unstable to lower fre-
quencies than the cavity shear layer. It has an inflectional velocity pro-
file [identified in velocity measurement (section 5.8.1)]. It is unstable to
acoustic forcing at these frequencies. This range of lower unstable fre-
quencies is centred around the airfoil tones. Due to the low Reynolds
number and short cavity length, the boundary layer does not become
turbulent downstream of the cavity but rather it is laminar-transitional;
thus it supports the boundary layer waves that are ultimately involved
in the production of the trailing edge noise. This trailing edge noise pro-
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vides the acoustic forcing back to the cavity trailing edge, which closes
the feedback loop.
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5.10 Separation bubble near airfoil TE

In order to identify regions of flow separation, the flow on the surface of the
plate was visualised. A mixture of methylated spirits, water, talcum powder
and food colouring was applied. This was allowed to dry under the influence
of the flow.

Figure 5.51 shows the pattern for the cavity on the pressure side, and figure
5.52 shows the pattern for the smooth surface on the pressure side. In both
cases, the airfoil was at a geometric angle of attack of −7◦. The region where
there is an influence of the exposed screwheads on the smooth pressure side is
not thought to be too significant, and can be ignored.

Both patterns suggest that there may be an elongated region of separated
reversed flow located along the tapered tail section of the airfoil. It can be
seen that the pattern upstream of this tail section is uniform and smooth.

The smooth version of the profile was also simulated using XFOIL (Drela,
1989), a panel-method code coupled with the integral boundary layer method.
Results from this code were consistent with the flow visualisation, in that they
suggested that a region of mildly separated flow may exist along the tail section
of the profile on the pressure side.

Regarding the location of separation, the flow visualisation for the cavity
pressure side suggests separation may occur at approximately 64% to 72%
chord. Similarly, the flow visualisation for the smooth pressure side sug-
gests separation may occur at approximately 64% to 74% chord. Additionally,
XFOIL skin friction results are consistent with this as they suggest separation
occurring at approximately 70% chord, for the chord-based Reynolds range of
100,000 to 200,000.

Referring to the spectral density plot for the cavity position 1, U = 14
m/s case, shown in figure 5.34(a), it can be seen that steady amplification of
disturbances occurs downstream of x/C = −0.3 – i.e., 70% chord, consistent
with the location of the TE separation bubble found via flow visualisation.
The role of a trailing edge separation bubble in amplifying boundary layer
disturbances was discussed by Nash et al. (1999). In this case, the increase
in spectral density downstream of x/C = −0.3 is consistent with the TE
separation bubble amplifying the disturbances. (On the other hand, upstream
of x/C = −0.3 there is little growth in disturbance amplitude (figure 5.34(a)).
Indeed, between x/C = −0.6 and x/C = −0.3, there is a decrease in spectral
density with increasing downstream distance.)

To summarise, previous studies have found amplification of disturbances
approaching the airfoil TE as discussed in section 5.6.2, while in this section
an apparent region of separation near the TE has been identified. These obser-
vations are consistent with major aspects of the airfoil noise model proposed
by Nash et al. (1999). Although Nash et al. (1999) described that separation
played an important role in amplifying the disturbances, they proposed that
feedback occurred about this bubble rather than an Arbey and Bataille (1983)
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Figure 5.51: Surface flow visualisation of airfoil pressure side with cavity, flow
from bottom to top.

type feedback loop with a point of receptivity further upstream. Here, on
the other hand, clear behaviour consistent with the Arbey and Bataille (1983)
type feedback loop has additionally been shown. Although the TE separation
bubble exists and presumably plays a role in amplifying the disturbances here,
it seems to, in this case, exist in the context of an overall mechanism where
the feedback loop is also important.
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Figure 5.52: Surface flow visualisation of smooth airfoil pressure side, flow
from bottom to top.
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5.11 Boundary layer stability analysis

5.11.1 Introduction

An airfoil boundary layer stability analysis code written by Dr. Michael J. Kingan
and associates was very kindly provided for the use of the flow and noise re-
search group at the University of Adelaide. This code was applied to the
present flat plate profile (without the cavity cutout), and the results are pre-
sented and discussed in this section. The code was the core part of a theoretical
model for airfoil tonal noise developed by Kingan and Pearse (2009), and it
was an extension of the theoretical model developed by McAlpine, Nash and
Lowson (1999).

While the McAlpine et al. (1999) model requires the use of experimental
boundary layer profiles acquired at a limited number of stations (with a least-
squares polynomial fitted to the results in-between the stations), the Kingan
model is fully automated and enables the calculation of local amplification rates
at finely spaced stations along an arbitrary airfoil, without any requirements
for experimental data. The total amplification is calculated by integrating the
local amplification rates over the airfoil. Finally, the feedback frequencies are
estimated based on the calculated phase of the disturbances over the airfoil
and assuming a feedback loop of the form proposed by Arbey and Bataille
(1983).

The advantage of the model is that, unlike empirical models specific to
particular airfoils and flow conditions, the model developed by Kingan and
Pearse is ‘purely theoretical and could be used to predict the frequency of
laminar instability boundary layer noise produced by an arbitrary aerofoil’
(Kingan and Pearse, 2009, p. 808). Therefore the model is well suited to be
applied to the arbitrary ‘airfoil with cavity’ profile considered in the present
study, whereas other models, developed specifically for NACA-series airfoils,
are not suitable for the present profile.

Details of the boundary layer stability analysis method are given in the
paper by Kingan and Pearse (2009). The structure of the method is:

1. The mean flow over an arbitrary airfoil is computed at 2% chord inter-
vals using XFOIL (Drela, 1989; described in section 5.10) which quickly
determines the flow over any airfoil even with mildly separated flow.
XFOIL assumes a Falkner-Skan boundary layer formulation.

2. The pressure side boundary layer properties computed by XFOIL (dis-
placement thickness, shape factor) are replaced by Falkner-Skan velocity
profiles with identical shape factor. The Falkner-Skan profiles are deter-
mined using a parallel shooting technique.

3. At the positions along the chord, the Orr-Sommerfeld equation is solved
for a sweep of fixed frequencies to give the complex wavenumber (of the
least stable mode) at each frequency.
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4. From the complex wavenumber, the most amplified frequency over the
airfoil (i.e., central frequency, fs) is determined. Also, the feedback tones
are determined.

Stability analysis Kingan and Pearse’s (2009) stability analysis method
consists of solving the Orr-Sommerfeld equation (equation 5.4) in an auto-
mated manner, which requires no initial guess. The Orr-Sommerfeld equation
(equation 5.4) represents the perturbations which will be amplified in a bound-
ary layer and is derived from the two-dimensional Navier-Stokes equations.

The stream function, ψ, of the Tollmien-Schlichting (T-S) wave is given by
equation 5.5. In the formulation of the problem, η̂ is the stream-normal coor-
dinate, ξ̂ is the stream-wise coordinate and t is time, φ is the perturbation am-
plitude, and α is the complex wavenumber. The frequency of the disturbance
is given by ω̂. In equation 5.4, the prime represents differentiation with respect
to the dimensionless stream-normal co-ordinate η = η̂/L1, where L1 = δ∗/γ
is a stream-normal boundary layer length-scale based on γ =

∫∞
0

(1 − f ′)dη.
Here, f ′ is the dimensionless Falkner-Skan boundary layer velocity profile, and
δ∗ is the boundary layer displacement thickness. Other non-dimensional prop-
erties in the formulation are the Reynolds number R = U∞L1/ν, dimensionless
complex wavenumber α = α̂L1, dimensionless velocity U = Û/U∞ where U∞
is the free-stream velocity, and dimensionless frequency ω = ω̂L1/U∞. Note
that the complex wavenumber is non-dimensionalised in the form α̂ = α/L1.
For the wavenumber, the imaginary part, α̂i, relates to amplification while the
real part, α̂r, relates to the phase.

(Uα− ω)(φ′′ − α2φ)− U ′′αφ+
i

R
(φ′′′′ − 2α2φ′′ + α4φ) = 0 (5.4)

ψ(ξ̂, η̂, t) = φ(η̂)ei(
∫
α̂(ξ̂)dξ̂−ω̂t) (5.5)

The following boundary conditions at the wall and far-field are applied, re-
quiring zero perturbation amplitude and a zero stream-normal spatial deriva-
tive of the perturbation amplitude, at the wall and far field. Note that in the
solution method employed by Kingan and Pearse (2009) the domain is trun-
cated at η = l and therefore the second boundary condition is applied there
rather than at infinity.

η = 0, φ = 0, φ′ = 0 (5.6)

lim
η→∞

, φ = 0, φ′ = 0 (5.7)

Numerical solution method The details of the numerical solution method
are given by Kingan and Pearse (2009). Briefly, the eigenvalues (wave num-
bers, α) are first calculated. The Chebyshev matrix technique is used, so
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that the problem is formulated as a ‘complex generalised eigenvalue problem’.
The problem is then solved using the QZ algorithm. Then, the eigenvalues
are sorted, with those irrelevant to T-S modes excluded, and the least stable
eigenvalue is identified. This least stable eigenvalue α̂, with imaginary part α̂i
and real part α̂r is then stored. These relate to the local amplification rate and
phase, respectively. After that, this process is then repeated for the range of
frequencies, and for all the stations along the chord (at 2 % chord intervals).

Total amplification The total amplification is given by the exponential
of the integral of the local amplification rate, α̂i (or imaginary part of the
complex wavenumber), over the airfoil. S represents the airfoil surface. α̂i
was calculated at stations at 2% chord intervals and the total amplification,
A, was evaluated using the trapezoidal rule from streamwise co-ordinate ξ = a
to ξ = b (where a and b are the stations nearest the leading and trailing edges
respectively):

A = exp

(
−
∫ b

a

α̂i(ξ̂)dS(ξ̂)

)
(5.8)

Tone selection mechanism (feedback) Kingan and Pearse (2009) pro-
posed a tone selection mechanism based on a modification of the Arbey and
Bataille (1983) model. The total phase change around the loop was considered
by Kingan and Pearse (2009) to consist of three components:

1. The phase change within the boundary layer is given by the integral
of the real component of the complex wavenumber α̂. The point of
first instability (ξ̂ = a) is considered to be where the local amplification
rate αi first becomes negative along the chord. Subsequently this phase
change is

∫ b
a
α̂r(ξ̂)dS(ξ̂), where ξ̂ = a is the point of first instability and

ξ̂ = b is the trailing edge. To estimate the effect of the cavity, for some
of the cases ξ̂ = a will be taken to be position of the cavity trailing edge
instead.

2. The phase change of the upstream propagating sound wave given is by
2πfL
c0−U∞

. Here L represents the distance between ξ̂ = b and ξ̂ = a. While
c0 is the speed of sound and U∞ is the free-stream velocity – Kingan and
Pearse (2009) took the average free-stream velocity between points a and
b, however the nominal value will be used in this section.

3. The third component is the phase change due to a 180◦ phase shift at
the trailing edge, accounted for by the addition of π to the total phase
around the loop.
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Table 5.4: Cases for evaluation using the boundary layer analysis code

Case Geometric angle of attack Jet velocity

1 -7◦ 14 m/s
2 -1◦ 16.6 m/s
3 -13◦ 37 m/s

Therefore the total phase change was considered by Kingan and Pearse
(2009) to be: ∫ b

a

α̂r(ξ̂)dS(ξ̂) + π +
2πfL

c0 − U∞
(5.9)

For the feedback loop to provide reinforcement, equation 5.9 was equated
to a multiple of 2π. Note that Kingan and Pearse (2009) fitted a least squares
parabola to the function given by equation 5.9 (and then found those frequen-
cies whose phase matched a multiple of 2π), however here the feedback tones
will be found directly from the phase function, aside from case 3 where values
found from the phase function and from a least-squares parabola are compared.

5.11.2 Methodology

Three cases were considered for evaluation using the boundary layer analysis
code. They are summarized in table 5.4 [the corrected angle of attack (section
3.2.2) was used in the analysis]. Firstly, the local and total amplification rates
are discussed and compared to the experimental results. Secondly, the airfoil
(feedback) tones predicted using the method of Kingan and Pearse (2009) are
discussed and compared to the experimental airfoil tones found.

5.11.3 Boundary layer profiles

In the Kingan method, XFOIL is used to predict the boundary layer profiles,
and it predicts the existence of a region of separated flow along the tail section
of the airfoil. The results presented here are for case 1 which is the same case
as the hot-wire measurements in the boundary layer discussed earlier (U=14
m/s and geometric angle of angle of 7 degrees nose-down). The results are for
a smooth plate.

Figure 5.53 shows the shape factor over the airfoil calculated by XFOIL.
The shape factor decreases slightly along the parallel section of the airfoil,
before increasing rapidly along the tapered tail section of the airfoil.

Figure 5.54 shows the Falkner-Skan profiles over the airfoil pressure surface
calculated by the Kingan code, at locations along the chord. The profiles
downstream of 70% chord, represent the reversed flow region predicted by
XFOIL.



204 CHAPTER 5. AIRFOIL NOISE

0 0.2 0.4 0.6 0.8 1
2

4

6

8

10

12

14

Fraction of Chord

Sh
ap

e 
fa

ct
or

,  
H

Figure 5.53: Shape factor over airfoil calculated by XFOIL for case 1.

As stated in section 5.10, XFOIL is found to be consistent with the flow
visualisation results. The flow visualisation results showed that the existence
of a separation bubble near the airfoil trailing edge which appeared to be quite
similar regardless of the presence of the cavity.

5.11.4 Case 1 results

Local amplification rates

Figure 5.55 shows the local T-S wave amplification rates, αi, for case 1 at var-
ious stations along the chord. The maximum local amplification is calculated
at x/C = 0.80, and is at a frequency of 565 Hz. For comparison, in the spec-
ification of the profile of the plate, the transition between the parallel section
of the plate and the (linearly tapered, symmetrical) trailing edge apex begins
at x/C = 0.53 and is fully blended into the tail at x/C = 0.71. Downstream
of x/C = 0.80, the maximum amplification rate moves to lower frequencies.
At x/C = 0.90, the maximum local amplification is found at 410 Hz.

Total amplification over airfoil

Figure 5.56 plots the total amplification over the airfoil for case 1. The theory
predicts maximum total amplification at 475 Hz (i.e., fs = 475 Hz). This shows
fair agreement with experiment where fs was found to be approximately 595
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Figure 5.54: Falkner-Skan profiles over airfoil pressure surface, for case 1. Note
that the curve for 60 % chord is obscured by the curve for 50 % chord, due to
being very similar.
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Figure 5.55: Local T-S wave amplification rates, αi, for case 1. The station,
as a fraction of the chord, is listed next to each curve.
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Figure 5.56: Total T-S amplification, A, for case 1.

Hz for cavity position 1 and 522 Hz for cavity position 4 (from hot-wire velocity
measurements). Note that fs could not be determined experimentally for the
smooth airfoil at U = 14 m/s, as the onset of the airfoil tones is delayed to a
higher Reynolds number for the smooth pressure side (see figure 5.12).

Feedback tone prediction

Figure 5.57 shows the total phase predicted by the Kingan theory (from equa-
tion 5.9) for case 1. The upper and lower bounding frequencies were taken
to be 200 Hz and 815 Hz, as between these values the total amplification was
more than 200 which was considered to be a reasonable threshold for this case.
The total phase was integrated from downstream of 20% chord which was the
point of first instability (where αi < 0) according to the theory.

Taking the frequencies where the total phase is equal to a multiple of 2π,
gave the predicted feedback tones. These are tabulated in table 5.5, where
experimental hot-wire values are also given for comparison purposes. Note
that in the table, ∆f is taken to be the average spacing between all the
tones in each row. The theoretical feedback tones show mild agreement with
experimental values, considering the differences in feedback length assumptions
therein. (The boundary layer for the cavity position 1 is considered to have
its receptivity point at approximately 31 % chord, while for cavity position 4
it is 47 % chord.)
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Figure 5.57: Total phase for case 1.

Table 5.5: Feedback tones for case 1 showing a comparison of experiment and
theory.

Configuration Tones (Hz) fs (Hz) ∆f (Hz)

Smooth plate 270 370 490 600 635 705 475 87
(Kingan theory) n = 3 n = 4 n = 5 n = 6 n = 7 n = 8

Cav. pos. 1 531 595 667 738 595 69
(Exp.: hot-wire) n = 8 n = 9 n = 10 n = 11

Cav. pos. 4 435 522 613 705 522 90
(Exp.: hot-wire) n = 5 n = 6 n = 7 n = 8
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Figure 5.58: Local T-S wave amplification rates, αi, for case 2. The station,
as a fraction of the chord, is listed next to each curve.

5.11.5 Case 2 results

For case 2, results from the theory will be compared to experimental micro-
phone data for flow over the smooth plate.

Local amplification rates

Figure 5.58 shows the local T-S wave amplification rates for case 2. The highest
local amplification is predicted at a frequency of around 740 Hz, at the location
of 80% chord.

Total amplification

Figure 5.59 shows the total amplification calculated for case 2. According
to the theory, the highest total amplification is predicted at 740 Hz. This
agrees well with experiment where, from microphone data, fs was found to be
approximately 780 Hz for this case.

Case 2 feedback tones

For this case 2, a total amplification threshold of greater than 3×103 was con-
sidered to be appropriate for selecting the frequency bounds for the predicted
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Figure 5.59: Total T-S amplification, A, for case 2.

feedback tones. Figure 5.60 shows a plot of the total phase around the loop
for case 2. For this case, the local amplification, αi, first becomes negative at
14% chord which was taken to be the point of first instability.

For the purposes of comparison, a plot of the far-field noise spectrum for
this case is given in figure 5.61. The experimental peaks are found at approx-
imately 570, 630, 730, 830, and 890 Hz. On average, the frequency spacing
is ∆f=80 Hz. From figure 5.60 the feedback tones predicted from theory are
515, 570, 645, 690, 770, 855, and 950 Hz. On average, the frequency spac-
ing is ∆f=73 Hz. This shows reasonable agreement on some tones, and also
moderate agreement on the frequency spacing.

5.11.6 Case 3 results

As with case 2, for case 3 results are compared to experiments conducted with
a smooth pressure side. This case differs in that the Reynolds number is much
higher than for case 2, being 2.9× 105 for case 3 versus 1.3× 105 for case 2.

Local amplification rates

Local amplification rates for case 3 are given in figure 5.62. Peak local am-
plification is predicted at 2716 Hz at 82 % chord. As with the other cases,
there is a region of moderate local amplification located upstream (from ap-
proximately 12 % to 32 % chord) at higher frequencies. This is ‘followed’ by
a central chord-wise region of minimal local amplification, before the region
of greater local amplification (which occurs at lower frequencies) begins from
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Figure 5.62: Local T-S wave amplification rates, αi, for case 3. The station,
as a fraction of the chord, is listed next to each curve.

approximately 62 % chord, continuing on downstream to the trailing edge. It
is this final region of amplification that dominates.

Total amplification

The total amplification calculated for case 3 is shown in figure 5.63. Total
amplification peaks at 2780 Hz, giving the central frequency prediction. With
regards to comparison to experiment, figure 5.64 shows the experimentally
measured far-field noise spectrum for case 3. The central frequency, fs is
estimated from the noise spectrum to be 2285 Hz.

Case 3 feedback tone predictions

In the Kingan method, a least-squares parabola is fitted to the phase function
and the feedback tones are then calculated from this parabola. For this case,
the calculated total phase function was particularly jagged and coarse. There-
fore for this case, a parabola was fitted and the feedback tone results from
both from the direct phase function, and the parabola will be given.

Figure 5.64 shows that the feedback tones are found experimentally at 1800,
1970, 2220, 2480, 2730 and 2990 Hz, while figure 5.65 shows the predicted
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Figure 5.63: Total T-S amplification, A, for case 3.
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Figure 5.65: Total phase and, therefore, feedback tone predictions, for case 3.

feedback tones from theory for case 3. The location of first instability (αi < 0)
was taken to be 12 % of chord. For this case, an amplification threshold of
4 × 104 was considered to be a suitable level. The feedback tones predicted
from the least-squares parabola are 2080 Hz (n = 10), 2270 Hz (n = 11), 2465
Hz (n = 12), 2665 Hz (n = 13), 2865 Hz (n = 14), 3075 Hz (n = 15), 3285 Hz
(n = 16) and 3500 Hz (n = 17). The feedback tones predicted directly from
the phase function are at 2055 Hz (n = 10), 2205 Hz (n = 11), 2350 Hz (n =
12), 2535 Hz (n = 13), 2605 Hz & 2700 Hz (n = 14), 2935 Hz (n = 15), and
3305 Hz (n = 16). Many, but not all, of these tones are reasonably close to
their experimental values.

5.11.7 Summary of boundary layer stability analysis

Local amplification appears to occur in two distinct regions, an upstream re-
gion and then a downstream region approaching the trailing edge. In the
former, local amplification is predicted at a relatively lower level and at higher
frequency. In the latter, which relates to the separation bubble approaching
the trailing edge, local amplification is predicted at a much higher level and
this amplification dominates the calculation of total amplification.

Table 5.6 shows a comparison of central frequency from theory and from
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Table 5.6: Comparison of central frequency, fs, from theory and from experi-
ment.

Case fs (Theory) fs (Experiment)

1 475 Hz 595 Hz
2 740 Hz 780 Hz
3 2780 Hz 2285 Hz

experiment. There is at least moderate agreement for all cases. The theory
does a good job of capturing the behavior of the central frequency, and it can
be confidently inferred that the noise is indeed due to the laminar boundary
layer instabilities which are modelled by the theory.

5.12 Overall summary

In summary, figure 5.66 is an updated version of figure 5.40 and shows the
proposed airfoil tonal noise mechanism. It is believed that the boundary layer
upstream of the cavity is essentially stable owing to the favourable pressure
gradient. Moving downstream, the shear layer over the cavity is unstable
at backward-facing-step vortex shedding frequencies, but stable to the lower
frequencies of the airfoil tonal noise. The most unstable point of the boundary
layer is located near the cavity trailing edge, where inflectional boundary layer
profiles are present. Here, the boundary layer is receptive to the feedback from
the airfoil tonal noise. Approaching the trailing edge of the airfoil, a region of
separated flow is present, over which the boundary layer instabilities are highly
amplified. Finally, the airfoil tonal noise is generated as these instabilities
pass the trailing edge, thereby closing the feedback loop. These vortices then
convect downstream of the trailing edge of the airfoil, through the wake.

Since the present investigation of airfoil tonal noise was principally com-
pleted in January 2013, a number of relevant studies regarding airfoil tonal
noise production from NACA series airfoils have been published in the litera-
ture. These studies are described and discussed in Appendix A.
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Chapter 6

Three-Dimensional Cavities:
Results and Discussion

Unlike the earlier chapter regarding two-dimensional cavities (Chapter 4) and
the cavity oscillations found therein, this chapter begins with a discussion
of the shear layer vortical structures which correspond to those shear layer
oscillations and then goes on to focus on the three-dimensional effects specific
to narrow cavities, and the involvement of shear layer and mixing layer vortical
structures in those three-dimensional effects. While Crook (2011) has detailed
the flow structure around shallow and narrow cavities at low Reynolds number,
the structure of the mixing layer both within and immediately beyond shallow
and narrow cavities at low Reynolds number is still poorly documented. The
present work thus aims to contribute to the understanding of this area using
flow visualisation, hot-wire and PIV techniques. Additionally, the broadband
noise produced by rectangular and three-dimensional cavities is investigated,
as well as the flow structure about selected modified three-dimensional cavity
geometries. Figure 6.1 shows the co-ordinate system used in this chapter, while
the experimental parameters specific to each technique are discussed in section
3.3 of Chapter 3: Experimental Methodology & Design.

6.1 Effect of L/D on shear layer evolution

6.1.1 Varying L/D

The evolution of flow structures over the rectangular cavity for a range of
length-to-depth ratios was observed at a depth-based Reynolds number of
10,700 in the water channel cavity model (model details in section 3.3.2). A
number of oblique, overhead flow patterns were recorded with a horizontal hy-
drogen bubble wire. Note that the wire location was at a height y/D = −0.125
(above the flat plate), and located upstream of the cavity at x/D = −0.42.

The length-to-depth ratio of the rectangular cavity was varied in the range
L/D = 0.84 – 6. Figure 6.2(a) shows the flow pattern for L/D = 0.84. It can
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Figure 6.1: A sketch of the co-ordinate system used in this chapter.

be observed that the shear layer structures are highly uniform across the span.
For L/D = 0.84, the shear layer vortices typically escape over the trailing edge
of the cavity. Care is required in the interpretation of the structures, as fluid
that has ‘already rolled-up’ will maintain that appearance. Bearing this in
mind, the structures appear to persist in the streamwise direction for around
2 cavity-depths downstream before they diffuse.

Figure 6.2(b) shows the flow pattern for L/D = 2. Compared to L/D =
0.84, it can be seen that the shear layer structures have a lower level of spanwise
uniformity. Although the structures start out fairly uniform across the span,
by the downstream part of the cavity the structures are no longer uniform. In
figure 6.2(b), periodic structures at the sides of the cavity can be seen, these
will be discussed in detail later.

Figure 6.2(c)-(f) shows the flow patterns for L/D = 3 through to L/D = 6.
The hydrogen bubbles tend to diffuse in the downstream part of the cavities
with higher L/D. The structures in the upstream part of the cavity appear
relatively similar for each of these aspect ratios. Periodic structures at the
sides of the cavity can also be seen in each case. These will be discussed in
section 6.3.
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(a) L/D=0.84

(b) L/D=2

(c) L/D=3

(d) L/D=3.84

Figure 6.2: Flow pattern produced by the horizontal hydrogen bubble wire
located upstream of the rectangular cavities at a depth-based Reynolds number
of 10,700. The flow is from left to right. Oblique view: note that the angle
of the camera is different in each of the photographs. For clarity, the top four
edges of the cavity have been indicated with white lines.
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(e) L/D=4.84

(f) L/D=6

Figure 4:  Flow pattern produced by the horizontal hydrogen bubble wire located upstream of the
rectangular cavities at a depth-based Reynolds number of 10,700.  The flow is from left to right.

Oblique view – note that the angle of the camera is different in each of the photographs in order to
fit the cavity within the frame.  For clarity, the top four edges of the cavity have been indicated

using white lines.

Figure 6.2 – Continued.

6.1.2 Comparison of noise spectra to visualisations

Table 6.1 demonstrates that the Reynolds number, and also the relative non-
dimensional boundary layer momentum thicknesses, were similar between the
air measurements (of two-dimensional cavities) and water visualisations. These
aeroacoustic results were presented in detail in section 4.4. Therefore, a sum-
mary of only certain results will be used here for comparison purposes.

Figure 6.3 shows a comparison of the noise spectra and flow visualisation
for rectangular cavity geometries, for varying L/D. In the velocity spectra,
it can be observed that (as would be expected) the stronger tones (in terms
of sound pressure level) were found for the two smaller L/D ratios, with the
tones decreasing in intensity for the larger L/D ratios. In the noise spectra,
the following tones were found: StD = 0.90, 1.8, 2.7, 3.6 (for L/D = 1.17),
StD = 0.74, 1.5 (for L/D = 2.33), StD = 0.34, 0.51, 0.67, 0.84, 1.0 (for
L/D = 3.5), and StD = 0.39, 0.52, 0.64, 0.77 (for L/D = 4.67).

Viewing the acoustic spectra for L/D = 3.5 and 4.67, the energy appears
to be spread between multiple frequencies of the shear layer oscillation. This
is consistent with the reduced spanwise coherence observed in the flow visual-
isation.
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Table 6.1: Experiments used for comparison of flow visualisation and aeroa-
coustic results with upstream laminar boundary layers. Note that boundary
layer values are estimated from Blasius theory for laminar flow of water over
a flat plate. Estimates taken from measurement are used for boundary layer
values in air. The ‘effective’ L/D is given based on the modified cavity 2D
(X-Y plane) cross-sectional area normalised to that of a rectangular cavity.

(a) Aeroacoustic test cases (air)

Geometry L/D ReD Reθ0 D/θ0 D/δ0 U , m/s

Rectangular 1.17 11,900 165 72 8.8 30
Rectangular 2.33 11,900 165 72 8.8 30
Rectangular 3.5 11,900 165 72 8.8 30
Rectangular 4.67 11,900 165 72 8.8 30

Sl. F.W. & Sl. R.W. 2.33 (eff.) 11,900 165 72 8.8 30

(b) Flow visualisation test cases (water)
Geometry L/D ReD Reθ0 D/θ0 D/δ0 U , mm/s

Rectangular 2 10,700 146 74 9.8 144
Rectangular 3 10,700 146 74 9.8 144
Rectangular 3.84 10,700 146 74 9.8 144
Rectangular 4.84 10,700 146 74 9.8 144

Sl. F.W. & Sl. R.W. 2.0 (eff.) 10,700 146 74 9.8 144
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6.1.3 Comparison of velocity spectra to visualisations

Figure 6.4 shows a comparison of velocity spectra to the flow visualisation for
the rectangular cavity, while figure 6.5 shows the same for the cavity with
sloped front and rear walls.

For the rectangular cavity, figure 6.4(b) shows that vortex shedding is mea-
sured in air at StD = fD/U = 0.73 and StD = 1.46 (possibly the first har-
monic of the aforementioned tone). This is similar to the Strouhal number of
StD = 0.67 found in water. Possibly this can be explained by a different L/D,
or a different convective velocity ratio due to a different L/δ0 and therefore
different oscillation mode (see section 4.7). Note that L/δ0 = 21.5 in air, while
L/δ0 = 29.3 in water. Thus figure 4.26 (which shows the mean convection ve-
locity ratio versus non-dimensional cavity length, in section 4.7) suggests that
both cavities should be oscillating primarily in the third mode. The convective
velocity ratio (κ = Uc/U) is approximately 0.6 in air, while careful observation
of the video suggests a value of approximately 0.7 in water.

For the sloped front wall & sloped rear wall cavity, figure 6.5 shows a similar
comparison. Several peaks were found in the velocity spectrum measured in
air: StD = 0.34, StD = 0.71 & 0.85, and StD = 1.7 (figure 6.5(b)). These peaks
included two close oscillation frequencies, at StD = 0.71 and 0.85. Note that
the spectral peak at StD ≈ 0.5 found in the velocity spectra at all measurement
locations is likely due to extraneous electrical noise.

Careful observation of the water flow visualisation video recording showed
that there were two distinct wavelengths of vortex shedding, which are pro-
duced intermittently by the shear layer (a longer wavelength and a distinctly
shorter wavelength). The first wavelength corresponds to StD = 0.68 (f = 1.31
Hz) and the second wavelength to StD = 0.87 (f = 1.67 Hz) . These Strouhal
numbers are very similar to those of the two close oscillatory frequencies found
in air (figure 6.5(b)).

The two close tonal frequencies seen in figure 6.5(b) therefore appear to be
caused by two modes of oscillation occurring intermittently. Referring again
to figure 4.26 [mean convection velocity ratio versus non-dimensional cavity
length, in section 4.7], in this instance the shear layer appears to be operating
in the parametric region where both the 3rd and 4th modes occur.

L/δ0 in water was 29.3 for both the rectangular cavity and the cavity
with sloped front & rear walls. In the rectangular case the cavity shear layer
oscillated in the third mode, as predicted by figure 4.26. However, the modified
cavity appeared to oscillate in the combined 3rd & 4th modes which would
only be expected for L/δ0 >∼ 31 − 33 for a rectangular cavity (figure 4.26).
Therefore this change in the characteristic of the shear layer may be potentially
due to effects of the different cavity geometry, and subsequent differences in
the internal cavity flow structure, with a subsequent influence on the cavity
shear layer.
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Figure 6.4: Flow visualisation and velocity spectra for rectangular cavity. (a)
Flow visualisation at ReD = 10, 700 for L/D=3. The location of the cavity
front & rear walls, once corrected for perspective, are indicated. (b) Velocity
spectra at ReD = 11, 900 for L/D = 2.33. Note the spectra are offset by
an order of magnitude for clarity, and therefore the units of the y-axis are
arbitrary. The dashed-line represents the Strouhal number found from the
flow visualisation in water.
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Figure 6.5: Flow visualisation and velocity spectra for sloped front and sloped
rear wall cavity. (a) Flow visualisation at ReD = 10, 700 for an effective
L/D=2.5 (once normalised for cavity volume). The location of the cavity
front & rear walls, once corrected for perspective, are indicated. (b) Velocity
spectra at ReD = 11, 900 for L/D = 2.33. Note the spectra are offset by
an order of magnitude for clarity, and therefore the units of the y-axis are
arbitrary. The dashed-lines represent the Strouhal numbers found from the
flow visualisation in water.
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6.2 Mixing layer structure over the cavity

This section describes the mixing layer structure over the cavity for a rectan-
gular cavity with L/D = 6. Figure 6.6 shows the process of roll-up of the shear
layer of the cavity for L/D = 6 at a depth-based Reynolds number of 2,700
(U = 40 mm/s). A spanwise dye slot was utilised, positioned upstream of the
cavity. The upstream boundary layer was of the laminar type with D/δ0 ≈ 5.2
and D/θ0 ≈ 39. Structures are seen to begin the breakdown into many smaller
structures downstream of approximately half the length of the cavity.

Figure 6.7 shows the typical dye pattern formed as dye is released from
the upstream slot. The flow field was found to be dominated by the Kelvin-
Helmholtz shear layer vortices, as expected. The structures in the shear layer
are periodic and highly three-dimensional. Two shear layer vortices can be
seen orientated across the span of the cavity. The flow appears to be largely
symmetrical for this Reynolds number.

Although it will take a certain time for the streaklines to reveal the presence
of a vortical feature (Gursul, Lusseyran and Rockwell 1990), it appears that, at
this Reynolds number, there is significant curvature to what is usually referred
to as the ‘spanwise roller’ shear layer vortex. Indeed the vortex does not appear
to attach to the side walls of the cavity until approximately one-half of the
cavity length in this case. This curvature is thought to be due to end effects
whose influence extends far beyond the side wall boundary layer (Rockwell
and Knisely 1980).

Figure 6.8 gives a series of frames showing the evolution of the overall dye
pattern. From observing the cavity, for this cavity and flow configuration,
the instability frequency was estimated to be f = 0.24 Hz, giving a length-
based Strouhal number StL = fL/U = 2.7 or a depth-based Strouhal number
StD = fD/U = 0.45 (note that the Reynolds number is lower compared to the
spectral results discussed earlier). The time between frames is approximately
one-quarter of a roll-up cycle. The first wavefront is indicated by the solid
circle, while the later wavefront is indicated by the open circle. At approxi-
mately frame (d), the first wavefront can be seen to begin to break down to
turbulence.

PIV was conducted over the downstream portion of the L/D = 6 rectan-
gular cavity at a depth-based Reynolds number of 6,700. The measurement
plane was parallel to the flat plate, at a height y/D ≈ −0.13 (i.e., above the
flat plate).

Figure 6.9 shows streamlines calculated from time-average velocity vectors.
Within the streamlines, a small amount of ‘waisting’ [i.e., inflow (Crook, 2011)]
is evident. Crook (2011, p. 122) identified similar waisting at the slightly higher
depth-based Reynolds number of 8,000 over the same L/D = 6 cavity. This
means there is a lateral exchange of fluid, over the side edges of the cavity.

Figure 6.10 shows instantaneous vector fields over the downstream part of
the cavity. The regions of low velocity magnitude are related to the passage
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of shear layer vortices over the cavity. The low-velocity region at the lower
right of part (a) is probably a vortical structure. This vortical structure can
be seen to convect downstream out of the region of imaging in parts (b) and
(c). Another ‘c’-shaped, or ‘half-ring’, vortical structure is evident at the left
of part (a). As this structure convects downstream, it appears to increase in
lateral & longitudinal size. Unlike other flow visualisation techniques (where
apparent convecting structures may contain no actual vorticity), PIV allows
confidence that these are genuine vortical structures which are persisting and
convecting (as it is measuring the displacement between each pair).

Figure 6.11 shows a time series of streamwise velocity fluctuation, at the
downstream portion of the L/D = 6 cavity. The velocity is averaged over
the box shown in figure 6.11(a) for each PIV sample (image pair). It will be
shown later that a sample taken here is highly representative of a sample taken
upstream, due to the highly convective nature of the structures that travel
along the cavity. It is notable in figure 6.11 that the velocity fluctuation is
somewhat irregular, as the Reynolds number is relatively high in this instance.

Figure 6.12 shows the streamwise velocity, along streamwise and spanwise
slices, for the duration of the PIV sample. The bands in figure 6.12(d) represent
the convection of structures from the upstream part of the imaging region (from
small to large x/D) to the downstream part of the imaging region. For the
example, a low velocity structure can be seen crossing the spanwise sampling
line at approximately t = 15 seconds, in figure 6.12(c). The same structure
can be seen convecting along the length of the cavity, along the streamwise
sampling line, at a similar time in figure 6.12(d).

The convection velocity (Uc) of disturbances can be estimated from figure
6.12(d). Although there is a large variability, Uc/U is of the order of∼ 0.5−0.6,
which is comparable to the results obtained in air.

Secondary, streamwise, vortices

Refering back to figure 6.7, the figure also shows streamwise (Rockwell &
Knisely 1983) (or ‘strain-orientated’ (Lasheras and Choi 1988)) vortices in the
cavity shear layer near the upstream shear layer vortex. These form in-between
the ‘spanwise rollers’ in the region of high strain (Lasheras and Choi 1988).

For this cavity, the formation of one or two wavelengths of secondary
(streamwise) vortices has been observed. Such undulations were dubbed cells
by Rockwell and Knisely (1980). Figure 6.13(a) and (b) show the appearance
of one and two cells of streamwise vortices respectively. This produces an
‘undulating’ appearance to the dye sheet, as found by Rockwell and Knisely
(1980). The locations of the streamwise vortices are shown in figure 6.14.
These ‘cells’ are distinct from the internal cells within the cavity, as identified
by Maull and East (1963).
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Figure 6.6: Shear layer roll-up: oblique side view looking downstream. The
lower arrow in each frame denotes the direction of flow which is from left to
right, with increasing time from top to bottom. The upper arrow in each
frame denotes the location of a shear layer vortex as it convects along the
cavity. L/D = 6 and W/D = 2. Freestream velocity is U = 40 mm/s, giving
ReD = 2, 700. Green dye was released from the spanwise dye slot, upstream
of the cavity. The (faint) blue streakline (near the upper arrow) was released
at z = 0, at a height y/D = −0.08 (above the flat plate).
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Figure 6.7: Typical dye pattern formed when dye is introduced from a slot
upstream of the cavity. Flow is from left to right. View: 0 ≤ x/L ≤ 0.8. The
depth-based Reynolds number was ReD = 2,700, L/D = 6 and W/D = 2.
‘Detail A’ and ‘detail B’ denote fields of view which are referred to in later
figures 6.17 and 6.19.



6.2. MIXING LAYER STRUCTURE 231

Figure 6.8: Sequence of frames showing the evolution of the overall dye pattern.
Temporal spacing between frames is 1 second, approximately 1

4
of a roll-up

cycle. Flow is from left to right. Increasing time from left to right and from
top to bottom. The first wavefront is indicated by the solid circle, while the
subsequent wavefront is indicated by the open circle.
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Figure 6.9: Streamlines calculated from time-average velocity vectors over
the downstream portion of the rectangular cavity. L/D=6 and depth-based
Reynolds number was ReD = 6, 700 (U = 90 mm/s). The imaging plane is ap-
proximately parallel to the flat plate at a height of approximately y/D ≈ 0.13.
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Figure 6.10: Instantaneous vector fields about downstream portion of L/D = 6
cavity. The colour contours give the magnitude of the velocity. The depth-
based Reynolds number was ReD = 6, 700 (U = 90 mm/s). The imaging
plane is approximately parallel to the flat plate at a height of approximately
y/D ≈ 0.13. (a) t = 0 s, (b) t = 0.4 s, (c) t = 0.8 s, and (d) t = 1.2.
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Figure 6.11: Streamwise velocity fluctuation in the shear layer over the L/D =
6 rectangular cavity. The depth-based Reynolds number was ReD = 6, 700
(U = 90 mm/s). The imaging plane is approximately parallel to the flat plate
at a height of approximately y/D ≈ 0.13.
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Figure 6.12: Velocity fluctuations over and along the rectangular cavity with
L/D = 6. (a) Location of the streamwise sample. (b) Location of the spanwise
sample. (c) Streamwise velocity for the duration of the PIV data, showing
the convection of structures over the cavity at the location indicated in part
(a). (d) Streamwise velocity for the duration of the PIV data, showing the
convection of structures along the cavity at the location indicated in part (b).
L/D=6 and depth-based Reynolds number of ReD = 6, 700 (U = 90 mm/s).
The imaging plane is approximately parallel to the flat plate at a height of
approximately y/D ≈ 0.13.



236 CHAPTER 6. THREE-DIMENSIONAL CAVITIES

Figure 6.13: Apparent streamwise vortices at ReD = 2700 (U = 40 mm/s) for
L/D = 6 and W/D = 2. (a) 1 ‘cell.’ (b) 2 ‘cells.’ Flow from left to right.
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Figure 6.14: Sketch showing a cross section view through the dye sheet, indi-
cating the locations of the streamwise vortices. Flow from top to bottom.
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6.3 Mixing layer structure at the sides of the

cavity

The thickness of the shear layer is considerable compared to the width (and
depth) of the cavity within the present Reynolds number range of ReD =
2, 700−11, 900. Thus a three-dimensional shear region is formed as the growing
mixing layer interacts with the flat plate adjacent to the cavity. In this region,
the streamwise-orientated portion, or ‘leg’, of the shear layer ‘spanwise roller’
vortices (see figure 6.7) convects upwards over the cavity sides (this is shown
more clearly in figure 6.19).

Figure 6.15 shows dye visualisation of the mixing region about the sides of
the cavity. A streakline is released from a dye probe just above the flat plate
at the side of the cavity, whilst simultaneously a sheet of dye is released from
the dye slot to allow for visualisation of the shear layer vortices. Observing
the blue streakline, the figure shows that fluid from the side of the cavity is
drawn in and around each shear layer vortex. With the variation of time and
position, the streakline is deflected either towards or away from the centreline
of the cavity indicating a mixing of fluid between the shear layer over the
cavity, and the boundary layer at the sides of the cavity.

A distinctive tornado-like vortex forms at regular intervals adjacent to each
spanwise roller. This vortex is indicated by the arrow in figure 6.16 (in order
to obtain a clearer photograph, the circulation control flap was adjusted so
that the feature was stronger than usual). This vortex appears to lift fluid up
from the flat plate surface. The vortex then turns towards the centreline and
then down into the cavity.

Figure 6.17 shows the distinctive instantaneous dye pattern formed adja-
cent to the cavity. In the figure, lighter coloured regions on the flat plate
would tend to suggest either more diffusion has occurred or fluid is trans-
ported laterally and replaced by undyed fluid. The tornado-like vortex can be
seen and is marked by a curved arrow which indicates the direction of circu-
lation of the vortex. Also there is an inner edge visible containing a lighter
coloured region. There is additionally an outer edge containing darker fluid.
Located downstream, the edge of the previous cycle of this pattern can be
seen – this marked region of fluid has continued to grow outwards as it travels
downstream.
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Figure 6.15: Dye visualisation of the mixing region formed at the sides of a
three-dimensional, narrow, cavity at ReD = 2700 (U = 40 mm/s). Blue dye
is released from a probe above the flat plate and adjacent to the side of the
cavity. Green dye is released from the dye slot in the flat plate, upstream of the
cavity. Note that the numbered arrows represent the direction of the motion
of the structure, at the instant of the photograph.
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Figure 6.16: A tornado-like vortex formed at the sides of the cavity as indicated
by the arrow. Flow is from left to right. The vortex is located on near side (to
camera) of flat plate adjacent to cavity. Oblique view covering, approximately,
0.2 ≤ x/L ≤ 0.7.

Figure 6.17: Dye pattern formed at the side of the cavity. Flow is from left
to right. The field of view is as per ‘Detail A’ on figure 6.7. (a) Tornado-like
vortex. (b) Edge of inner, lighter region. (c) Edge of outer, darker region. (d)
Previous cycle of this pattern, having convected downstream.
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Figure 6.18 shows a cut-away sketch of the instantaneous dye visualiza-
tion pattern of figure 6.7. In the sketch, the main features that have been
previously discussed are summarised. These features include the curved shear
layer ‘spanwise roller’ vortices, streamwise vortices within the shear layer, and
tornado-like vortices at the sides of the cavity.

Figure 6.19(a)-(c) shows a series of video frames which illustrate the in-
teraction of the stream-wise orientated portions, or ‘legs’, of the shear layer
vortices. The earlier leg (believed to be the ‘kinked’ region of dye) appears to
be drawn under and around the leg of the later shear layer vortex as sketched
in figure 6.19. A further series of video frames is shown in figures 6.20 & 6.21.
In figure 6.21 the solid lines approximately represent the edges of the vortices.
Further to fig. 6.19, in figure 6.21(c)-(e) the earlier leg intertwines with the leg
of the later vortex. Later, the tornado vortex is formed, anchored to the flat
plate adjacent to the cavity (figure 6.21(f)).

Figure 6.22 shows the same sequence of events, as described previously,
in a clearer format. The blue represents the previous primary vortex, the
red represents the current primary vortex and the green represents the next
primary vortex. In ‘a’ & ‘b’, we see the ‘leg’ of the previous vortex interacting
with the current vortex. In ‘c’, we see the current vortex becoming attached
to the side wall of the cavity. In ‘d’, the remaining vorticity of the previous
vortex has become anchored to the flat plate at the side of the cavity, forming
the tornado-like vortex.

Supporting the interactions proposed in figure 6.22(c), is the flow visuali-
sation shown in figure 6.23. The dark streakline has been released upstream
at approximately z/D = 1 and was initially released adjacent to the flat plate
surface. It can be observed at the left-hand part of figure 6.23 that the streak-
line is wrapped around the shear layer vortex (which itself is attached to the
side wall of the cavity), as in figure 6.22(c). The streakline then moves out-
wards, following the mixed fluid which convects up and out over the side edge
of the cavity.
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Figure 6.19: Interaction of sequential vortices. From from left to right. Rect-
angular cavity with L/D = 6 & W/D = 2 at ReD = 2, 700 (U = 40 mm/s).
(a)-(c) Video frames, view as per ‘Detail B’ on fig. 6.7. (d) Sketch of interac-
tion.
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(e)

(c)

(a)

(d)

(b)

(f)

Figure 6.20: Series of video frames that show the interaction of the shear layer
vortices. Similar (although expanded) field of view as ‘Detail A’ on fig. 6.7.
Parts (a) to (f) show increasing time. Flow is from left to right. Rectangular
cavity with L/D = 6 & W/D = 2 at ReD = 2, 700 (U = 40 mm/s). There is
a reflection from overhead lighting on the free surface of the water.
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Figure 6.21: Annotated version of figure 6.20.
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Figure 6.22: Illustration of the interaction of the previous and current vortex
in the side region on the cavity. The view is looking at the far side of the
cavity, with the side plate above the black line and the side wall of the cavity
below the black line. In (d), the leg has become anchored to the flat plate at
the side of the cavity to form a tornado-like vortex and the rest of the leg has
diffused away, so as to become indiscernible.
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Figure 6.23: Flow visualisation at the side of the L/D = 6 cavity. The red
dye is released from the upstream spanwise dye slot. The dark streakline
was released upstream at approximately z/D = 1, and was initially released
adjacent to the flat plate surface. View from approximately L/D ≈ 2 to
L/D ≈ 5. For orientation, the top horizontal portion is the flat plate, the
middle is the side wall of the cavity, and the lower portion of the picture is the
floor of the cavity. Flow from left to right. Rectangular cavity with L/D = 6
& W/D = 2 at ReD = 2, 700 (U = 40 mm/s).
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A vortex line representation is given in figure 6.24. Vortex lines approaching
the cavity are initially parallel. The velocity within the cavity shear layer is
higher than that within the boundary layer, causing the vorticity in the shear
layer to travel faster relative to that in the neighbouring boundary layer. As
the vortex lines bunch due to the shear layer instability, vortex loops form
with streamwise-orientated legs. The initial deformation of the vortex lines
causes each leg to then descend laterally down into the cavity due to the
vortex induced velocity of their image vortices. These vortices are shown with
their image pairs in figure 6.24(b). This behaviour is consistent with the
identification of lateral in-flow in the upstream part of the cavity by Crook,
Kelso and Drobik (2007).

Figure 6.24(b) shows how the spanwise roller curves and stretches, forming
a half-ring which by self-induction will tend to convect higher, out of the cavity,
as with the earlier vortex. Subsequently, the ‘leg’ of the earlier vortex interacts
with the ‘leg’ of the later vortex as shown in figure 6.24(c). Shortly thereafter
the vortices emerge over the sides of the cavity, with careful observation con-
firming that these features did indeed contain vorticity. (An explanation for
the emergence is that the sharp corner of the vortex loop causes an increased
rate of upward convection.) The side of the earlier vortex is then drawn into
the later vortex (see figures 6.20 and 6.21), causing a region of velocity reversal
on the floor, stretching and also uplift. This leads to the formation of a tornado
vortex as in figure 6.24(d). The tornado vortex is in an unsteady sense an-
chored to the flat plate, as the anchor point continues to convect downstream
with the flow. Note that, at a similar time to these events, the remainder of
the shear layer vortex appears to become anchored to the inside side walls of
the cavity.

Figure 6.25 shows a proposed instantaneous surface flow pattern at the
side of the rectangular cavity. The proposed pattern consists of spiral nodes
separated by saddles. There may be a bifurcation line that forms when the
outside edge of the vortex attaches down onto the side-plate.

The stable spiral node might form when the trailing part of the previous
shear layer vortex attaches onto the side plate. This forms the tornado-like
vortex. At the tornado-like vortex, fluid is lifted upwards off the side plate
and carried downstream. Figure 6.26 shows a cross-section through the flow,
indicating the lifting of fluid up from the flat plate surface by the torado-like
vortical feature.
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Figure 6.26: Possible surface flow pattern, showing also the pattern in a lateral
cross-section through the flow. The diagonal line at the bottom right of the
sketch represents the side edge of the cavity. The sketch represents an oblique
perspective looking downstream at the side-plate at the far side of the cavity.

Figure 6.27 shows proposed cross-sections through the flow and how they
may correspond to the surface flow pattern. The mushroom pattern formed by
the ‘legs’ of the half-rings are shown, indicating the trailing streamwise parts
of the primary vortices which convect higher and ultimately out over the side
edges of the cavity. It is proposed that these vortical features attach to the
flat plate at the side of the cavity, forming the tornado-like vortices.
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Figure 6.27: Cross-sections through the flow showing possible evolution of
the trailing streamwise portions of the primary vortices, corresponding to the
surface flow pattern at the side of the cavity. Note that ‘side plate’ corresponds
to the flat plate at the side of the cavity.
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6.4 Rear corner vortices

A velocity measurement was conducted which showed the presence of a pair
of rear corner vortices adjacent to, and downstream of narrow cavities. These
additional measurements were taken in the open jet anechoic wind tunnel
using a scale version of the water tunnel three-dimensional model. The free
stream velocity was U = 3 m/s (turbulence intensity < 1%) with L = 194
mm, D = 32 mm and W = 68 mm, giving a depth-based Reynolds number of
6,400. This is similar to the various water tunnel flow visualisations: the dye
visualisation was primarily conducted at ReD = 2, 700, while the hydrogen
bubble visualisation was primarily conducted at ReD = 10, 700.

Boundary layer characterisation

The accumulated contraction boundary layer was redirected under a circular
nose profile. That is, the model (or level of the flat plate) was raised up slightly
compared to the level of the horizontal part of the jet outlet, and a circular
nose was added. There was no circulation control flap. The cavity leading
edge boundary layer was measured to be approximately δ0 = 8.0 mm thick
with a shape factor, approximately H = 2.0. The momentum thickness was
θ0 = 1.0 mm so that θ0/D = 3.1× 10−2.

Velocity profiles recorded upstream of the cavity using a single-wire hot-
wire are shown in figure 6.28. It was found that the flow is very slightly
asymmetric across the span of the flat plate but this is not thought to be too
significant. The values which were recorded at five positions across the span
are tabulated in table 6.2. The shape factor is approximately 2 indicating a
transitional boundary layer.

Table 6.2: Boundary layer properties measured upstream of the AWT 3D
cavity at x/D = −0.16.

Spanwise pos., z/D -1.1 -0.53 0 0.53 1.1

δ, mm 7.75 7.5 7.5 7.5 8.5
δ*, mm 1.8 1.8 1.9 2.1 2.4
θ, mm 0.95 0.91 0.94 1.0 1.2
Shape factor, H 1.9 2.0 2.0 2.1 2.0
Ue, m/s 2.89 2.93 2.95 2.95 2.93
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Profiles

Some specific velocity profiles through the flow are now given. These are given
at different x/D. These profiles clearly show the ‘dips’ that are evident on the
velocity maps, which will be discussed later.

Figure 6.29 shows the properties of streamwise velocity above the cavity, at
approximately the mid-chord of the cavity. It can be seen that the streamwise
velocity and root-mean-square fluctuation velocity are fairly uniform across
the span.

Figure 6.30 shows the velocity properties across the cavity span of the
three-dimensional cavity just downstream of the cavity trailing edge, at a fixed
height. Comparing figure 6.29(a) to figure 6.30(a) shows that two dips have
developed in the streamwise velocity either side of the side edges of the cavity.
Part (b) shows that there are two peaks in the root-mean-square fluctuation
velocity associated with these dips.

Finally, figure 6.31 shows the streamwise velocity properties, one and a half
cavity depths downstream of the cavity in the streamwise direction. Effectively
this in the ‘wake’ of the cavity. It can be seen that, by this location, the profile
is quite different to that found upstream. As with other wakes, there is a
velocity deficit and a high level of turbulence downstream of the cavity itself.

Velocity maps

Figure 6.32 shows a plan view of the velocity magnitude recorded near the flat
plate surface and over the cavity, measured in a grid with streamwise spacing
of 9 mm and spanwise spacing of 3 mm. The time-averaged flow properties
appear to be reasonably symmetrical about the downstream portion of the
cavity.

Figure 6.32 shows that regions of lower velocity magnitude and higher
velocity fluctuation are found near each of the rear corners of the cavity. A
cross-stream (lateral) view of this behaviour measured near the upper rear
corner (at positive Z) is shown in figure 6.33. Both profiles show that there
is a region of low mean velocity and high velocity fluctuation immediately
adjacent to the corner of the cavity. This behaviour may be related to low
velocity fluid emerging laterally from the cavity, over the sides, forming a
vortical feature (longitudinal vortices).

Flow visualisation of rear corner vortex

Figure 6.34 shows a rear corner vortex found about the L/D = 3.33 cavity.
The green streakline is released a short distance upstream of the imaged region
at y/D = −0.08 (above the flat plate) and z/D = −1.2.

In figure 6.34, the green streakline appears to rotate around the streamwise
vortical structure – evident just downstream of the cavity trailing edge. The
inset figure shows the proposed orientation of the vortex. The green streakline



6.4. REAR CORNER VORTICES 255

apparently goes over the top and then underneath the vortex. It is unclear
whether this is a similar structure to that identified in figure 6.32.
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Figure 6.28: Velocity profiles upstream of the three-dimensional AWT cavity
recorded at x/D = −0.16. (a) Normalised local velocity. (b) Root-mean-
square fluctuation velocity.
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Figure 6.29: Velocity properties across the cavity span at x/D = 3.0 (approxi-
mately halfway along the cavity). ReD = 6, 400, L/D = 6 and W/D = 2.1. (a)
Streamwise velocity. (b) Root-mean-square fluctuation velocity. Measurement
height was y/D = −0.17. The solid vertical lines indicate the position of the
two side edges of the cavity.
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Figure 6.30: Velocity properties across the cavity span at x/D = 6.1 (just
downstream of the cavity trailing edge). ReD = 6, 400, L/D = 6 and
W/D = 2.1. (a) Streamwise velocity. (b) Root-mean-square fluctuation veloc-
ity. Measurement height was y/D = −0.17. The solid vertical lines indicate
the position of the two side edges of the cavity.
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Figure 6.31: Velocity properties across the span at x/D = 7.5 (downstream of
the cavity). ReD = 6, 400, L/D = 6 and W/D = 2.1. (a) Streamwise velocity.
(b) Root-mean-square fluctuation velocity. (Note that the length of the cavity
was 6D.) Measurement height was y/D = −0.17. The solid vertical lines
indicate the position of the two side edges of the cavity.
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Figure 6.32: Plan view of the cavity (indicated by black lines) with flow from
left to right. (a) Local velocity magnitude. (b) Local root-mean-square fluctu-
ation velocity. ReD = 6, 400, L/D = 6 and W/D = 2.1. Measurement taken
at a height of y/D = −0.17.

Figure 6.33: Cross stream view of velocity measurements near the rear corner
of the cavity at x/D = 6.07. The cavity is to the left of the dashed white line.
(a) Mean velocity magnitude. (b) RMS fluctuation velocity. ReD = 6, 400,
L/D = 6 and W/D = 2.1.
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(b)

(a)

Figure 6.34: Dye visualisation showing rear corner vortex present about rect-
angular cavity with L/D = 3.33 at ReD = 2, 700. Flow is from from top to
bottom. The blue dye is released from the upstream spanwise dye slot in the
flat plate. The green streakline is released from a dye probe at the height
y/D = −0.08 (above the flat plate) and z/D = −1.2. The light source is
located to the left of the image, and above the flat plate: this explains the
shadow produced by the green dye streak.



262 CHAPTER 6. THREE-DIMENSIONAL CAVITIES

6.5 Chevron-shaped cavities

The chevron cavity configuration consists of a chevron-shaped front wall with
a double-swept rear wall. This creates a cavity with the same length-to-depth
ratio all the way across, but with a sweep of 45◦ applied to each half. A
schematic is shown in figure 6.35.

Figure 6.35: Schematic diagram of chevron cavity configuration, with flow
from top-left to bottom-right. L represents the effective length of the cavity
such that L/D is the effective length-to-depth ratio.

Flow over this chevron-shaped cavity configuration was found, unexpect-
edly, to produce an asymmetric flow pattern. Figure 6.36 shows an example
of this asymmetric pattern. Hence this flow pattern, and the proposed expla-
nation – twisting of the shear layer – is discussed in detail here.

This pattern was found to exist across a range of Reynolds numbers, and
with increasing L/D was found to come into existence from a symmetric pat-
tern before losing the asymmetry as L/D was increased further. Depth-based
Reynolds numbers between 8,000 and 14,000 were tested (corresponding to the
range of velocities where hydrogen bubble visualisation was effective), with no
significant effect of Reynolds number found in this range. The most pro-
nounced asymmetric behaviour was identified within an effective L/D range
of 2 to 3.84. It is believed the pattern can be attributed to a net in-flow of
fluid on one-side of the cavity, balanced by a net out-flow of fluid on the other.

The asymmetry would occasionally have an opposite direction of preference
which suggests that it cannot be solely explained by some bias in the water
tunnel or experimental model (i.e., it appears the flow could be considered
‘bistable’). Figure 6.36 shows one direction of preference, while figure 6.37
shows the other. Unfortunately the changeover itself was not observed; occa-
sionally the flow pattern changed direction of preference upon stopping and
restarting the water tunnel flow.
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Figure 6.36: Flow pattern produced by chevron-cavity configuration at U =
111 mm/s and ReD = 8, 250. Effective L/D = 2. Flow from left to right.

With regards to the period of the asymmetry, in the present experiment it
could not be determined. With regards to the period of a different asymmetry
over a shallow, narrow, rectangular cavity, Crook, Lau, and Kelso (2013) state
“this process, which may be periodic or random, is postulated to occur on
time scales which are much larger than the sampling times of the current
experiment...” The sampling times of the experiment were of the order of
minutes for each imaging region (Crook, 2011, p. 72).

The proposed explanation in the present case is that flow is entering the
cavity on one side which is balanced by an outwards flow on the other side.
Around the out-flow side of the cavity, there is a standing vortex and other
vortices owing to the wake. Conversely on the other side where the fluid pref-
erentially flows into the cavity, the flow is very smooth. Comparing figure
6.38(a) to figure 6.38(b), it can be seen that the flow pattern on the in-flow
side of the cavity is dramatically different to that of the out-flow side. On the
in-flow side of the cavity, smooth streaklines are observed, which are deflected
downwards into the cavity slightly. For an equivalent location of the vertical
bubble wire on the out-flow side of the cavity, the streaklines are clearly de-
flected upwards with the presence of multiple vortices both about the shear
layer and over the side plate next to the cavity.

In figure 6.39, the flow upwards from the ‘out-flow’ side of the cavity can
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Out-flow side

In-flow side

Standing
vortex

Figure 6.37: The other flow pattern produced by the identical chevron-cavity
configuration at U = 111 mm/s and ReD = 8, 250. Effective L/D = 2. Flow
from left to right.

be seen. There are multiple vortices clearly visible in the shear layer, which
convect downstream with the flow. The spanwise structure of these vortices
can be more clearly seen in figures 6.36 and 6.37. Interestingly, these vortices
extend beyond the side edge of the cavity, and are also present above the
flat plate at the side of the cavity. Around the front of the shed vortices, a
standing vortex can be seen. This is most evident in figures 6.36 & 6.37. This
vortex is mostly located over the flat plate and above the chevron front wall
insert, rather than being located over the cavity itself. From the available
visualisations, the sign of the standing vortex is difficult to determine.

By putting these observations together, a sketch of the vortical pattern
can be formed. Figure 6.40 shows sketches of the flow patterns about the
chevron-shaped cavity. Part (a) shows a proposed vortex line representation.
Around the front of the region of out-flow there is a standing vortex. Vortex
lines appear to shed from here and form the shear layer vortices. In plan (a),
the out-flow side of the cavity is the lower half of the sketch. Part (b) shows
streaklines which indicate the shear layer vortices on the out-flow side of the
cavity. Part (c) shows streaklines which indicate the smooth movement of fluid
into the cavity on the in-flow side of the cavity.
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To investigate the effect of L/D on the asymmetry, the (effective) length-
to-depth ratio was varied in the range 1 through 5. The depth based Reynolds
number was fixed at 10,700.

The asymmetric flow pattern was found to occur over a specific range of
length-to-depth ratio (L/D ∼ 2−3.84), as shown in figure 6.41. These images
were chosen to represent the typical behaviour observed for each L/D case.
For L/D = 1 the pattern was observed to be symmetrical, as illustrated in
figure 6.41(a). When the length-to-depth ratio is increased to 2, a strongly
asymmetric pattern develops which can be seen in figure 6.41(b). In that
instance, the out-flow side appears on the far-side (top) of the picture. When
L/D is increased further to L/D = 2.84, the asymmetric flow pattern is still
found as shown in figure 6.41(c). In this instance the asymmetry has switched
to the other side, although this is not related to the L/D ratio itself. As the
L/D is increased further to 3.84 [figure 6.41(d)], an asymmetric pattern is
still found. However, when L/D is increased to 5 [figure 6.41(e)], no longer is
a strongly asymmetric pattern found. As the oblique camera angle in figure
6.41(e) makes the flow pattern difficult to observe, a clearer overhead view of
chevron-shaped cavity with L/D = 5 is given in figure 6.42. This figure shows
that the strongly asymmetric pattern seen in figure 6.36 is no longer evident.
Instead, while the pattern is still slightly asymmetric, it is quite a different
pattern to that observed in the range L/D = 2–3.84. Here, the asymmetry
is weakened and vortices are shed across the span of the cavity – i.e., the
suppression of vortex shedding due to in-flow on one side of the cavity is no
longer found at this L/D.
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(a) In-flow side. Wire location z/D = 0.9 and x/D = 0.1.

(b) Out-flow side. Wire location z/D =-0.9 and x/D = 0.1.

Figure 6.38: Hydrogen bubble patterns produced by vertical wire within
chevron-shaped cavity at L/D = 2.84 and ReD = 10, 700. The white out-
lines represent the top, and internal, edges of the cavity.
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Figure 6.39: Flow pattern produced by both vertical and horizontal bubble
wires at effective L/D = 2.84 and ReD = 10, 700. The vertical wire is located
at z/D =-0.9 and x/D = 0.1. The white outline shows the edges of the cavity.

(a) Plan view (vortex lines)

(b) Out-flow side (streaklines)

(c) In-flow side (streaklines)

Principal movement
of fluid

Principal movement
of fluid

In-flow

Out-flow

Standing
vortex

Figure 6.40: Sketch of flow patterns about the chevron-shaped cavity. Flow
from left to right.
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(a) L/D = 1

(b) L/D = 2

(c) L/D = 2.84

(d) L/D = 3.84

(e) L/D = 5

Figure 6.41: Hydrogen bubble flow pattern produced by the chevron-shaped-
cavity for different effective L/D ratios. Flow from left to right. Depth-based
Reynolds number of 10,700. The white outline represents the top edge of the
cavity.
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Figure 6.42: Clearer overhead view of hydrogen bubble visualisation of shear
layer over chevron-shaped cavity at depth-based Reynolds number of 10,700.
Effective length-to-depth ratio, L/D = 5. The white outline represents the
top edge of the cavity. Flow from left to right.
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PIV flow measurements were taken in a plane parallel to the flat plate,
over the chevron-shaped cavity. For z/D < 0, there is a region where the
flow diverges from parallel, downstream of the leading edge of the cavity. The
measurement plane is 0.35 cavity depths above the flat plate surface, hence
the asymmetric flow structures are found to have a large region of influence
beyond the edges of the cavity.

Figure 6.43 shows the streamlines calculated from time-average velocity
vectors over the chevron-shaped cavity for ReD = 10, 700 (U = 144 mm/s) at
y/D ≈ −0.35 (above the flat plate), for a cavity of effective length-to-depth
ratio of L/D = 2. It can be observed that the flow upstream of the cavity
is quite uniform in direction. In the negative Z region of the cavity, the flow
pattern indicates the emergence of fluid out-of-the-page from within the cavity.
The divergence of the free stream fluid around this feature can be seen clearly.

0 0.5 1 1.5 2 2.5 3
−1.5

−1

−0.5

0

0.5

1

1.5

x/D

z/
D

Figure 6.43: Streamlines calculated from time-average velocity vectors over
the chevron-shaped cavity with effective L/D = 2. The depth-based Reynolds
number was 10,700 (U = 144 mm/s). Flow from left to right. This is a (top-
down) plan view. Measurement at a height of y/D ≈ −0.35 (i.e., above the
flat plate).

Figure 6.44 shows the time-average velocity magnitude over the chevron-
shaped cavity. There is a large low velocity region on only one side of the
cavity corresponding to the outflow region where vortex shedding occurs.

Figure 6.45 shows the time-average root-mean-square fluctuation velocity.
There is a region of high-fluctuation located on the outflow side of the cavity.
This is consistent with a region of vortex shedding being located here, as seen
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Figure 6.44: Mean velocity magnitude calculated from time-average velocity
vectors over the chevron-shaped cavity with effective L/D = 2. The depth-
based Reynolds number was 10,700 (U = 144 mm/s). Flow from left to right.
This is a top-down view. The measurement height was y/D ≈ −0.35 (i.e.,
above the flat plate). Erroneous velocity values are found near z/D ∼ 1 and
x/D ∼ 2, which is due to reflection of light from the flat plate, and also a
reflection from the edge of the cavity.

in the hydrogen bubble visualisation.
Figure 6.46 shows the time-average vorticity field about the y-axis (out-of-

page). From the bottom to the top of the figure, a region of counter-clockwise
vorticity is found between z/D=-1.5 and -0.7. Conversely a region of clock-
wise vorticity is found between z/D=-0.7 and 0. This is consistent with the
existence of a wake-like structure that forms due to the interaction between
the freestream and the slow-moving fluid on the outflow side of the cavity.

Streamline patterns from individual PIV image pairs are presented in figure
6.47. The figure shows four sequential image pairs. Close examination of the
figure shows the convection of low-velocity regions representing vortical struc-
tures. These are the non-stationary vortical structures which are associated
with the wake-like structure.
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Figure 6.45: Time-average R.M.S. fluctuation velocity over the chevron-shaped
cavity with effective L/D = 2. The depth-based Reynolds number was 10,700
(U = 144 mm/s). Flow from left to right. This is a top-down view. The
measurement height was y/D ≈ −0.35 (i.e., above the flat plate).
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Figure 6.46: Out-of-plane time-average vorticity, ωy, over the chevron-shaped
cavity with effective L/D = 2. The depth-based Reynolds number was 10,700
(U = 144 mm/s). Flow from left to right. This is a top-down view. The
measurement height was y/D ≈ −0.35 (i.e., above the flat plate). Erroneous
vorticity is found near the top of the figure, z/D > 0.5, which is due to
reflection of light from the flat plate, and also a reflection from the edge of the
cavity.
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Figure 6.47: Streamlines and velocity magnitude calculated from individual
image pairs for flow over the chevron-shaped cavity with effective L/D = 2.
(a) t = 0 s, (b) t = 0.4 s, (c) t = 0.6 s, and (d) t = 0.8 s. The depth-based
Reynolds number was 10,700 (U = 144 mm/s). Flow from left to right. This
is a top-down view. The height of the sheet was y/D = −0.35.
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6.6 Summary

The structure of the mixing layer within and around shallow, narrow cavities
has been investigated. With increasing L/D, increased breakdown of the shear
layer vortices was found. Significant end effects due to the finite width of the
cavity were found. The ‘spanwise roller’ shear layer vortices were found to have
significant curvature. These vortices were found to form a half-ring, which by
self-induction would tend to convect higher out of the cavity.

At the sides of the narrow cavity a periodic structure has been identified,
which has not been previously reported in the literature. This structure forms
because of the spanwise growth of the mixing layer. The pattern has been
explained in terms of an interaction of the ‘legs’ of the shear layer vortices.
Also, a surface flow pattern has been proposed.

Finally, a modified chevron-like cavity geometry was found to create an
asymmetric flow structure within the investigated Reynolds number and L/D
range. This is attributed to a twisting mode of the shear layer, causing inflow
on one (lateral) side of the cavity and balanced by outflow on the other side.
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Chapter 7

Conclusion

7.1 Summary of main findings

This study has investigated the noise produced by, and flow about, two- and
three-dimensional rectangular and modified cavities in the low-to-moderate
Reynolds number range of the order of 103 to 104 (based on either the cavity
depth or the cavity length). Experiments were conducted in anechoic wind
tunnel and water tunnel facilities.

An ‘airfoil with cavity’ model was designed to investigate the noise pro-
duced by rectangular and modified two-dimensional cavity flows. The model
consisted of a super-elliptic nose profile, a flat plate section with cavity cut-
outs, and a linearly tapered trailing edge section. The cavity depth, D, was
fixed while the cavity length, L, was varied giving length-to-depth ratios of
L/D = 1.17, 2.33, 3.5 and 4.67. The Reynolds numbers based on cavity depth
were in the range ReD = 3,800–15,300 while the Reynolds numbers based on
the estimated momentum thicknesses were in the range Reθ = 100–190.

Initially, rectangular cavities were investigated. It was found that the num-
ber of cavity oscillation modes increased with increasing L/D while the inten-
sity of each mode tends to decrease. This may be explained by a reduction in
the coherence of structures along the cavity as L/D increases (for fixed D and
ReD). The mean convection velocity ratio (κ = Uc/U) of shear layer vortices
for the non-dimensional cavity length range of L/δ0 = 5 to 48 were estimated
from experimental data, extending the data available compared to the liter-
ature. The cavity oscillation mode numbers that are expected in the range
L/δ0

√
Reδ0 = 350 to 1800 were plotted.

Later, two-dimensional modified geometries were investigated to examine
the effects of sloping the front or rear cavity walls at various L/D ratios. It
was found that:

• the sloped rear wall is responsible for a reduced broadband noise compo-
nent of cavity noise – attributed to reduced impingement of shear layer
turbulence on the cavity trailing edge,

277
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• sloping the front wall produces a reduction in tonal levels but no re-
duction in broadband levels – attributed to a delayed separation that
stabilises the shear layer, and

• reducing the effective cavity length, i.e., the length of the cavity exposed
to the boundary layer flow over the flat plate, to below the minimum
required for the onset of oscillations, will eliminate the cavity tones com-
pletely, even if the volume of the cavity is maintained constant.

The production of airfoil tonal noise was unexpectedly found from the
‘airfoil with cavity’ profile. Thus, an investigation was conducted to determine
the mechanism responsible, and the role of the cavity within the mechanism.
The general characteristics of the noise were found to be consistent with those
of airfoil tonal noise as documented in the literature. For instance, the tones
were found to scale with velocity in the manner expected for airfoil tonal noise.
This indicated that these tones were indeed produced by an airfoil tonal noise
mechanism of some form.

Velocity measurements were taken in the airfoil boundary layer using a hot-
wire velocity probe, in order to investigate disturbances in the flow around the
airfoil that could contribute to airfoil noise production. The existence of dis-
turbances in the boundary layer at the airfoil tonal frequencies was confirmed.
Since these disturbances were only found in the boundary layer downstream of
the cavity, this supported the existence of a feedback loop between the airfoil
trailing edge and the cavity trailing edge.

Subsequently, the effect of acoustic forcing was investigated and it was
found that the airfoil’s boundary layer responded most strongly at the airfoil
tonal frequencies, rather than other intermediate frequencies within the range
of instability. This is due to reinforcement of the naturally occurring feedback
loop – i.e., the feedback loop was not ‘saturated’ before the application of
additional acoustic forcing. Additional feedback strengthens the boundary
layer disturbances, then as these disturbances pass the airfoil trailing edge,
stronger noise is radiated. Finally this stronger self-noise provides for further
enhanced feedback (in addition to the ‘initial’ external forcing) and so on.

To investigate the attachment of the flow, surface flow visualisation was
conducted which found the existence of a region of separated flow along the ta-
pered tail section of the airfoil. A stability analysis of the flow over the smooth
airfoil (that is, without the cavity), using a code supplied by Dr. Michael
J. Kingan (Kingan and Pearse 2009) was conducted. This analysis showed
that high levels of amplification were predicted over the region of separation,
consistent with the findings of the boundary layer velocity measurements.

In the literature, amplification of boundary layer disturbances over a trail-
ing edge separation bubble has been proposed as the main mechanism for
airfoil tonal noise by Nash et al. (1999) (with ‘some’ feedback about the bub-
ble, although not so as to produce multiple discrete tones). Here, although the
trailing edge separation bubble does exist and play a role in the amplification
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of the disturbances, in this case it exists in the context of an overall mecha-
nism where an aeroacoustic feedback loop, of a form similar to that proposed
by Arbey & Bataille (1983), is also important.

An overall proposed airfoil tonal noise mechanism for the ‘airfoil with cav-
ity’ is presented in figure 7.1. The boundary layer upstream of the cavity is es-
sentially stable, since a favourable pressure gradient exists here. Downstream,
the shear layer over the cavity itself is unstable at backward-facing-step vor-
tex shedding frequencies, but stable to the lower frequencies of the airfoil tonal
noise. The most unstable point of the boundary layer is located near the cavity
trailing edge and downstream of the cavity, where inflectional boundary layer
profiles are present. Here, the boundary layer is receptive to the aeroacoustic
feedback provided by the airfoil tonal noise. Approaching the trailing edge of
the airfoil, a region of separated flow is present, over which the boundary layer
instabilities are highly amplified. Finally, the airfoil tonal noise is generated
as these instabilities pass the trailing edge, thereby closing the feedback loop.
These vortices then convect downstream of the airfoil through the wake.



280 CHAPTER 7. CONCLUSION

F
ig

u
re

7.
1:

S
ke

tc
h

of
th

e
p
ro

p
os

ed
ov

er
al

l
to

n
al

n
oi

se
m

ec
h
an

is
m

fo
r

th
e

‘a
ir

fo
il

w
it

h
ca

v
it

y
’

m
o
d
el

.
N

ot
e

th
at

‘s
p

ec
u
la

te
d

b
eh

av
io

u
r

of
st

re
ak

li
n
e

in
b
/l

’
re

fe
rs

to
th

e
b

eh
av

io
u
r

of
a

st
re

ak
li
n
e

re
le

as
ed

in
to

th
e

b
ou

n
d
ar

y
la

ye
r

ve
ry

n
ea

r
to

th
e

st
ag

n
at

io
n

p
oi

n
t.



7.1. SUMMARY OF MAIN FINDINGS 281

Flows over three-dimensional (‘narrow’) cavities were investigated in the
anechoic wind tunnel using a three-dimensional cavity model, as well as in a
recirculating water tunnel using a three-dimensional cavity model previously
designed and constructed by Crook (2011). The experimental techniques used
were flow visualisation, noise measurement, and velocity measurement by hot-
wire probe in air and particle image velocimetry in water.

The broadband noise produced by flow over a three-dimensional cavity
with a turbulent upstream boundary layer was measured in the anechoic wind
tunnel for ReD ∼ 105. Broad peaks in the noise spectra were invariant with
velocity and were attributed to standing wave modes of the overall flat plate
model containing the three-dimensional cavity. Sloping the rear wall of the
cavity was found to produce a significant reduction in sound pressure levels,
compared to the rectangular cavity.

Results from flow visualisation of the three-dimensional cavity shear layer
in water were compared to results from the two-dimensional ‘airfoil with cavity’
model in air, which had similar flow parameters. Both of these cavity flows
had laminar upstream boundary layers and ReD ∼ 103 − 104. Cavity noise
spectra and shear layer velocity spectra were highly correlated with shear layer
roll-up mode. With increasing L/D (with other parameters fixed), increased
breakdown of the shear layer vortices was found.

The shear layer vortical roll-up process was also strongly affected by cavity
shape. Sloping the front and rear walls of the cavity, produced a significant
change in in the cavity oscillation modes detected. Where the rectangular
cavity oscillated in the third cavity oscillation mode, the sloped front and rear
wall cavity oscillated in both the third and fourth cavity oscillation modes –
even though L/δ0 was below the value where combined third and fourth mode
oscillations would be expected for a rectangular cavity.

The structure of the cavity mixing layer within and around shallow, nar-
row cavities with W/D ≈ 2 was investigated. In narrow cavities at low
Reynolds number, ‘spanwise’ shear layer vortices were in fact found to have
significant curvature. These vortices were found to form a half-ring, which by
self-induction would tend to convect higher out of the cavity. As the vortex
lines bunch due to the shear layer instability, streamwise-orientated legs form,
following behind the half-rings. The initial deformation of the vortex lines
causes each leg to then descend laterally down into the cavity due to the vor-
tex induced velocity with image vortices in the cavity sides. This behaviour
was consistent with the identification of lateral in-flow in the upstream part of
the cavity by Crook (2011).

Significant end effects due to the finite width of the cavity were found. At
the sides of the narrow cavity a periodic structure was identified, which has not
been previously reported in the literature. This structure forms because of the
spanwise growth of the mixing layer. Specifically, as sequential streamwise-
orientated legs interact, a tornado-like feature is formed from this vorticity,
which eventually becomes anchored to the flat plate at the side of the cavity,
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that is, just beyond the finite span of the cavity. Figure 7.2 shows a cut-away
sketch of the main features observed in the instantaneous dye visualisation of
the narrow rectangular cavity.
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A shallow, narrow cavity with L/D = 6 and W/D = 2.1 was tested in air,
with a transitional upstream boundary layer and ReD ∼ 103. Using hot-wire
velocity measurement, longitudinal rear corner vortices were found, which were
also observed in flow visualisation in water.

Finally, a modified chevron-like cavity geometry was unexpectedly found to
create an asymmetric flow structure within the tested Reynolds number range
(ReD = 8,250 – 10,700) and L/D range (L/D = 2−3.84). The chevron-shaped
cavity is formed by a cavity with the same length-to-depth ratio all the way
across, but with a sweep of 45◦ applied to each half as per figure 7.3. The
direction of preference of the asymmetric flow pattern appeared to be random,
as the orientation of the pattern would sometimes reverse upon stopping and
restarting the water tunnel flow. A wake-like structure forms about one lateral
half of the cavity. This structure contains a standing vortex upstream, and a
series of shed vortices that convect downstream and upwards from the surface
of the flat plate.

The unexpected flow structure is attributed to a twisting mode of the shear
layer, similar to that previously identified by Crook (2011) for a rectangular
cavity, such that fluid is entering the cavity on one side which is balanced by
an outwards flow on the other side. The flow pattern on the in-flow side of the
cavity is dramatically different to that of the out-flow side. Using hydrogen
bubble visualisation, smooth streaklines were observed on the in-flow side of
the cavity, which were deflected downwards into the cavity slightly. For an
equivalent but opposite spanwise location of the vertical bubble wire on the
out-flow side of the cavity, it was observed that the streaklines were clearly
deflected upwards with the presence of multiple vortices both about the shear
layer and over the flat plate next to the cavity. The influx of high momentum
fluid on the ‘in-flow’ side of the cavity appears to suppress the shedding of
vortices on that side of the cavity. A representation is shown in figure 7.3.

7.2 Concluding remarks

This thesis described an experimental investigation into low Reynolds number
flows over cavities, of both rectangular and modified geometry. Cavity flow
noise (including the cavity aeroacoustic feedback loop), and flow structures,
were investigated using two- and three-dimensional cavities in an anechoic wind
tunnel. Flow structures were investigated further using a three-dimensional
cavity model in a water tunnel. Previously undocumented flow structures,
which exist at the sides of narrow cavities of finite span, were described. A
chevron-shaped cavity was found to produce an asymmetric flow pattern due
to a shear layer twisting mode. Furthermore, the two-dimensional cavity model
(taking the form of an airfoil with a two-dimensional cavity cut-out) was found
to produce airfoil tonal noise, and the role of the cavity in the production of
this noise was determined to be due to an aeroacoustic feedback loop between
the airfoil trailing edge and the cavity trailing edge.
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(a) Plan view (vortex lines)

(b) Out-flow side (streaklines)

(c) In-flow side (streaklines)

Principal movement
of fluid

Principal movement
of fluid

In-flow

Out-flow

Standing
vortex

Figure 7.3: Sketch of flow patterns about the chevron-shaped cavity. Flow
from left to right.

Suggestions for further research include:

• An investigation of the effect of a cavity cut-out on the tonal noise pro-
duced by NACA-series airfoils.

• For an NACA-series airfoil at zero angle of attack, the proper placement
of two cavity cutouts at different chordwise positions on the top and
bottom surfaces might allow for destructive interference of some or all of
the airfoil tones. Possibly, this might enable some reduction of the peak,
or overall, sound pressure levels produced by the airfoil. For instance,
the cavity on the lower surface could be positioned out-of-phase by half
a convective wavelength, in chordwise-position, compared to the cavity
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on the top surface. 1

• The ‘airfoil with cavity’ profile could be simulated using computational
fluid dynamics and computational aeroacoustics techniques, using the
experimental results for the purposes of validation. This would enable a
more detailed quantification and analysis of the this phenomenon than
that which is practical using experimental techiques.

• Further characterisation of the flow structures formed at the sides of the
cavity due to the finite width of three-dimensional cavities – especially
those formed about narrow cavities, where L/W < 1 – are warranted.

• The shear layer twisting phenomenon, as found by Crook (2011) and
especially as seen in the chevron-shaped cavity in this study, warrants
further investigation. The parametrical range where the twisting mode
occurs (e.g., in terms of non-dimensional boundary layer thicknesses and
cavity aspect ratios), and also the relative ‘strength’ of the twisting mode
over this range of parameters remain to be determined both for rectan-
gular, chevron-shaped, and possibly other cavity geometries.

1The frequency range of instabilities (‘broadband hump’) of the boundary layer may be
reasonably similar for both surfaces. While a cavity positioned half-a-wavelength out of
phase on the lower surface would cause tones with a slightly different frequency spacing to
be produced, the difference could be small and some destructive interference may still be
possible. For example, a 5% difference in ∆f may exist between the disturbances produced
by the two surfaces – assuming a range of ‘broadband’ boundary layer instabilities peaking
at 1000 Hz, a convective velocity of 10 m/s giving a convective wavelength of 10mm, and
thus a distance from the cavity to the trailing edge of 0.1 m and 9.5 ×10−2 m respectively
on either surface.
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Appendix A

Additional airfoil tonal noise
literature

A number of relevant studies have been published on the topic of airfoil tonal
noise production since research for the relevant chapter (Chapter 5: Airfoil
Tonal Noise: Results and Discussion) was principally completed and received
for journal publication on 25 January 20131 (having been presented at a con-
ference on 3 December 20122). The studies have shown considerable evidence
for the existence of a feedback loop between the airfoil trailing edge and an
unstable separated shear layer, in the present study at a region with an in-
flectional velocity profile just downstream of the cavity trailing edge, and in
other studies near the location of flow separation at a separation bubble on the
pressure side and/or suction side airfoil surface (Plogmann, Herrig, and Würz,
2013; Pröbsting, Scarano, and Morris, 2015; Pröbsting, and Yarusevych, 2015;
Moreau et al., 2018; Arcondoulis et al., 2019) or near the location of flow sepa-
ration near a styling ridge on an automotive wing mirror (Werner, Würz, and
Krämer, 2017).

In their paper published on 23 April 2013, Plogmann, Herrig and Würz
(2013) stated that ‘the existence of the proposed feedback loop could be con-
firmed’. Plogmann, Herrig and Würz (2013) used surface roughness strips to
vary the location of flow separation on a NACA 0012 airfoil. This resulted in
proportional changes to the airfoil tonal frequency spacing, consistent with a
feedback loop existing between the airfoil trailing edge and the location of flow
separation fixed by the roughness strip.

Strong tonal noise was only found for cases where a laminar separation
bubble was present on the pressure surface near the trailing edge (Plogmann,

1Schumacher, K L, Doolan, C J, and Kelso, R M, 2014, ‘The effect of a cavity on airfoil
tones’, Journal of Sound and Vibration, vol. 333 no. 7 pp. 1913 – 1931. Received 25 January
2013, revised 22 November 2013, accepted 30 November 2013, available online 18 December
2013.

2Schumacher, K, Doolan, C, and Kelso, R, 2012, ‘Aerofoil Tones Produced by a Stream-
lined Plate with Cavity’, In Proceedings of: 18th Australasian Fluid Mechanics Conference,
3-7 December, Launceston, Tasmania, Australia.
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Herrig and Würz, 2013). For a case with weak airfoil tones (α = 4◦, ReC =
1.57×106), a laminar separation bubble near the trailing edge was not detected.
By comparison, much stronger tones were found at α = 6◦ (ReC = 1.57×106),
where a laminar separation bubble was detected. The primary airfoil tone had
20 dB greater amplitude in the noise spectrum for the latter case.

Plogmann, Herrig and Würz (2013, p. 8)3 developed their methdology on
the following basis: ‘for two-dimensional rectangular roughness strips a max-
imum receptivity is obtained for a streamwise extent of the roughness strip
corresponding to approximately half a wavelength of the convective boundary
layer instability mode’ and for a roughness element with a height less than ap-
proximately 5% of the boundary layer displacement thickness, ‘the roughness
element only fixes the point of maximum acoustic receptivity’ and is sufficiently
thin to not trip the boundary layer to a turbulent state. Therefore, ‘the influ-
ence of different receptivity locations on the acoustic feedback mechanism can
... be investigated by fixing the point of acoustic-roughness receptivity with
the help of very thin, two-dimensional roughness elements.’

For α = 6◦ and ReC = 1.57 × 106, the roughness strip was positioned at
x/C = 0.75 on the airfoil pressure side and boundary layer properties were
measured between x/C = 0.8 and 1.0025. It was confirmed that the roughness
strip did not prematurely cause transition. Weak boundary layer waves at the
tonal frequencies were found upstream of x/C = 0.95, the location of boundary
layer separation. Downstream of x/C = 0.95, the boundary layer waves were
found to be strongly amplified over the separation zone.

These findings by Plogmann, Herrig and Würz (2013) for a NACA 0012
are very similar to the findings in the present study for the ‘airfoil with cavity’
profile. In the present study, the location of acoustic receptivity was located
near the cavity trailing edge and the boundary layer disturbances were similarly
amplified over a separation bubble approaching the airfoil trailing edge. This
suggests a very similar mecanism of airfoil tonal noise production is involved
for both the NACA 0012 and ‘airfoil with cavity’ profiles.

For a NACA 0012 at ReC = 1.49× 106 and α = 6◦, the roughness element
on the airfoil pressure surface was placed at x/C = 0.5, 0.6, 0.7, and 0.75
(Plogmann, Herrig and Würz, 2013). A change in the airfoil tonal frequencies
(a change in both the frequencies and frequency spacing of secondary tones)
was found for each roughness strip position. This is consistent with the findings
in the present study where different tonal frequencies were found when the
position of the cavity trailing edge was varied.

The T-S wave excited at the roughness strip was regarded as ‘a linear
complex superposition of the two T-S waves at the front (f) and rear (r) edge of

3Reprinted by permission from Springer, Experiments in Fluids, ‘Experimental investi-
gations of a trailing edge noise feedback mechanism on a NACA 0012 airfoil’, Plogmann, B,
Herrig, A, and Würz, W, Copyright 2013.
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the roughness strip, respectively’ (Plogmann, Herrig and Würz, 2013, p. 10)4.
It was found that the peak frequency of the discrete tones was ‘close to the
most convectively amplified disturbance mode within the boundary layer on
the pressure side (Plogmann, Herrig and Würz, 2013, p. 11) consistent with
previous literature (Nash et al., 1999, Desquesnes et al., 2007) as well as the
present study.

Plogmann, Herrig and Würz (2013) derived a feedback loop model based on
a boundary layer stability analysis and on the appropriate number of convective
wavelengths existing between the acoustic receptivity location and the airfoil
trailing egde, such that constructive feedback occured. The frequency spacing
was calculated based on this model, with exceptional agreement found for the
cases with the roughness strip (and hence well-defined receptivity location)
and good agreement found for the smooth airfoil case (where receptivity had
been assumed to occur at the neutral stability point on the pressure surface).
A similar boundary layer stability analysis and estimation of tonal frequencies
was conducted in the present study in section 5.11.

Pröbsting, Scarano, and Morris (2015) selectively eliminated tonal noise
production by flow over either the pressure or suction surface of a NACA 0012
at small angles of attack by tripping the boundary layer on that surface, in
order to isolate the tonal noise produced by flow over the opposite surface,
and compared the results to the smooth airfoil. At some Reynolds numbers at
non-zero angles of attack, both suction and pressure surfaces contributed to
the tonal noise spectra of the smooth NACA 0012 airfoil, however intensities
of suction-side tones and pressure-side tones were only comparable near the
characterisitic Reynolds number (see next paragraph) and most tonal noise
‘regimes’ could be classed as either strongly suction-side dominated or strongly
pressure-side dominated.

Pröbsting, Scarano, and Morris (2015) identified a characteristic chord-
based Reynolds number between 130,000 and 210,000 where the NACA 0012
airfoils at small angles of attack switched from suction-side-dominated tonal
noise production (below the characteristic Reynolds number) to pressure-side-
dominated tonal noise production (above the characteristic Reynolds num-
ber). Probsting found a ‘ladder structure’, as per Paterson (1973) and Arbey
and Bataille (1983), for the higher Reynolds number pressure-side-dominated
tones, but not for the lower Reynolds number suction-side-dominated tones.

The ‘ladder structure’ was also found for the tones produced by the ‘air-
foil with cavity’ in the present study, suggesting that pressure-side-dominated
tonal noise production applies in the present case. The range of chord-based
Reynolds numbers in the present study were 67,000 to 330,000.

Pröbsting & Yarusevych (2015) and Pröbsting, Scarano, & Morris (2015)
detailed changes in flow separation location as angle of attack and Reynolds

4Reprinted by permission from Springer, Experiments in Fluids, ‘Experimental investi-
gations of a trailing edge noise feedback mechanism on a NACA 0012 airfoil’, Plogmann, B,
Herrig, A, and Würz, W, Copyright 2013.
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number were varied. As angle of attack was increased, the separation point
moved further upstream on the suction side of the NACA 0012 and further
downstream on the pressure side of the NACA 0012. As Reynolds number was
increased,

‘the transition point moves upstream on both sides of the airfoil,
leading to coherent vortical structures on the pressure side and ini-
tial stages of 3D turbuluent breakdown on the suction side.’

(Pröbsting, Scarano, and Morris, 2015, p. 429)5

This phenomenon is responsible for the shift from suction-side-dominated
tonal noise production to pressure-side-dominated tonal noise production at
the characteristic Reynolds number. Furthermore, the existence of a separated
shear layer on either side of the airfoil near the trailing edge was therefore ‘con-
firmed to be a necessary condition for the generation of tonal noise’ (Pröbsting,
Scarano, and Morris, 2015, p. 429).

Arcondoulis et al. (2019) considered a number of possible feedback lengths
that could best describe the production of airfoil tonal noise from a NACA
0012 airfoil at chord-based Reynolds numbers of 50,000 – 150,000. LS was
the length from the point of flow separation to the airfoil trailing edge, while
LE was an empirically-derived feedback length based on best fit to experiment
and from the best match to the ratio of experimentally-found airfoil secondary
tonal frequencies. The lengths LS and LE were very similar, which implied:

‘that the boundary layer separation feedback lengh is the most suit-
able feedback length of those considered in this study and an excel-
lent fit to the tone frequency data.’

(Arcondoulis et al., 2019, p. 16)6

Particularly, for non-zero angle of attack the smallest prediction error was
found for LSs+p , which was a ‘dual acoustic feedback mechanism’ with LSs be-
ing the feedback length to the separation location on the suction side and LSp
being the feedback length to the separation location on the pressure side. With
suitable (but differing) values of n on each surface, a nearly-identical tonal fre-
quency is produced by each surface, resulting in acoustic superposition and a
strong primary tone. The acoustic feedback produced at this frequency simul-
taneously excited the separated shear layer on both the suction and pressure

5Pröbsting, S, Scarano, F, and Morris, S C, ‘Regimes of tonal noise on an airfoil at
moderate Reynolds number’, Journal of Fluid Mechanics, vol. 780, pp. 407 – 438, reproduced
with permission.

6Reprinted from Journal of Sound and Vibration, Vol. 460, E. Arcondoulis, C. J. Doolan,
L. A. Brooks, Y. Liu,‘An investigation of airfoil dual acoustic feedback mechanisms at low-
to-moderate Reynolds number’, Pages No. 114887-1–114887-19, Copyright (2019), with per-
mission from Elsevier.
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surfaces. This did not occur for all flow cases, but where it did occur it resulted
in the production of a strong flow tone.

Furthermore, for non-zero angle of attack a greater number of secondary
tones were found compared to the zero angle of attack case. These were ex-
plained as tones produced by either suction-side disturbances or pressure-side
disturbances (owing to the different separation location on each surface at non-
zero angle of attack and hence different feedback length and mode nubers on
each surface), but which did not match the frequency of disturbances on the
opposite surface (Arcondoulis et al., 2019).

Similar to the results of Arcondoulis et al. (2019), the results of Pröbsting
and Yarusevych (2015, p. 174) suggested ‘that vortices originating from the
suction and pressure side lock on the same frequency’. This was attributed
to ‘a likely upstream influence of the tonal noise on the separated shear layer
development’. The ‘pressure side dominated trailing-edge tone, with contribu-
tion from the suction-side feedback loop’, was considered responsible for this
dual feedback mechanism.

Moreau et al. (2018) investigated the effect of airfoil camber on NACA
XX12 series tonal noise production, with zero camber, 2%, 4%, and 8% camber
at 40% chord. Chord-based Reynolds number was 46,000 – 230,000, with
angles of attack from 0◦ to 8◦. The authors found that increasing camber
resulted in a shift of airfoil tonal noise production to higher Reynolds number.
Changing camber resulted in changes in the location of separation bubbles on
the pressure and suction surfaces of the airfoil, thereby changing tonal noise
generation.

For ReC = 230,000, at 0% and 2% camber, the separation bubble on the
pressure side was located near the airfoil trailing edge (Moreau et al., 2018),
most likely resulting in shedding of coherent vortices responsible for tonal noise
production. At 4% and 8% camber (ReC = 230,000), the separation bubble on
the pressure side was instead located near the airfoil leading edge, promoting
a transition to turbulence on the pressure side of the airfoil, and hence a lack
of tonal noise production from the pressure surface. At these levels of camber,
a separation bubble is present near the mid-chord of the suction surface which
results in the production of a mutlitude of weaker tones, compared to the
strong pressure-side-dominated tones at low levels of camber.

Recent studies have also looked at the effect of external acoustic forcing on
separation bubbles on airfoil surfaces. Pröbsting & Yarusevych (2015, p. 188)
found that the effect of external acoustic excitation was to reduce the size of
the separation bubble, cause the separation bubble to move upstream, and
promote transition. Kurelek, Kotsonis, and Yarusevych (2018) also examined
the effect of external acoustic excitation and similarly found ‘earlier shear layer
roll-up and reduction in separation bubble size’.
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Appendix B

PIV methodology

Particle image velocimetry (PIV) is a technique whereby the velocity field is
determined based on the displacement of randomly-distributed particles within
a, most commonly, two-dimensional imaging plane for a known time delay,
δt. In principle, the imaging region is divided into numerous ‘interrogation
windows’ within each of which the displacement is calculated statistically via
a cross-correlation, thereby obtaining a velocity vector. This is shown in figure
A.1. In practice, to improve subpixel precision the raw data is first replaced
by three-point Gaussian estimators which represent the particles.

Figure B.1: A diagram of the basic principle of PIV.

In this experiment, a double-oscillator Nd:YAG laser (model ‘Quantel Bril-
liant B Twins’) at 10 Hz was used. This laser produces light at a wavelength
of approximately λ = 532 nm (green). A timing box allows control of the time
delay (δt) between the two laser pulses. All the imaging has been conducted
with the imaging plane approximately parallel to the surface of the flat plate.

The laser beam is formed into a diverging sheet by using a simple optics
train, as shown in the schematic drawing of the experimental set-up in figure
3.17. Two 532nm 45◦mirrors were used to direct the laser beam to below the
water tunnel, where the other optics were located. A pair of irises were used
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Table B.1: Parameters used in PIV experiments

Property Value

Laser type Nd:YAG
Light frequency 532 nm
Time delay, δt 1.4 ms

Flow velocity, U 90, 144 mm/s
ReD 6,700, 10,700

Image size 2048 × 2048 px
Dimension of imaging plane ∼ 250 mm × 250 mm

Acquisition rate of pairs 5 Hz
Interrogation window 128 × 128 px

Particle type Polyamid particles
Average particle diameter 50 µm

Number of pairs 212

to align the beam axially. To form a laser sheet, a convex lens with a focal
length of +100 mm was used in series ahead of a concave lens with a focal
length of -50 mm which is followed by a cylindrical lens. Finally, a specially-
coated mirror placed at 45◦is used to direct the diverging laser sheet towards
the region of interest.

B.1 Tracer particles

The tracer particles used in PIV are required to effectively scatter the laser
light, while also following the flow faithfully. The seeding particles in the
present experiment were of the ‘Polyamid’ type. These particles have a mean
diameter of 50 µm and a relative density of 1.03 compared to water at 20◦C.

To quantify the ability of the tracer particles to faithfully follow the flow, a
Stokes number, Stk, is used. The Stokes number represents a ratio of the set-
tling timescale of the particle, to the timescale of the fluid motions. The Stokes
number is given by equation A.1, where ρp is the particle density, dp is the par-
ticle diameter, Uchar. is the characteristic velocity, µ is the dynamic viscosity
(∼ 10−3), and Lchar. is the characteristic length (Hansen, 2012, p. 115).

Stk =
ρpd

2
pUchar.

18µLchar.

(B.1)

It is required that Stk << 1. In the present instance, the characteristic
length is Lchar. =0.075 m (the depth of the cavity) and the characteristic
velocity is Uc = 0.147 m/s. Therefore, the Stokes number is 2.8 ×10−1, which
is less than 1 as required.
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B.2 Out-of-plane motion

To account for the laser sheet thickness, the following relation should be met
with regards to the out-of-plane displacement (−→v ). In the present experiments,
the sheet thickness (∆y0) was observed to be approximately 2 mm, therefore
0.25∆y0 ≈ 0.5 mm. For 90 mm/s, |−→v |+3v′ was estimated to be approximately
0.28 mm, while for 147 mm/s, |−→v | + 3v′ was estimated to be approximately
0.45 mm, thus the relation was met.

−→v + 3v′ ≤ 0.25∆y0 (B.2)

B.3 PIV Processing

The PIV processing is divided into two sections: the preprocessing section and
the postprocessing section. The displacement in mm effectively represents the
velocity provided the known time-step, δt.

B.3.1 Initial outlier tests

Initial outlier removal consisted of two steps: a maximum displacement test,
and a maximum difference test. These were adjusted as appropriate for the
specific time-step, δt. Outlier replacement is discussed below.

B.3.2 PIV error correction

A process proposed by Hart (2000) was used to improve the calculated vector
fields. Hart (2000) summarises that ‘out-of-boundary particle motion, correla-
tions occuring between unmatched particle pairs, particle overlap, non-uniform
particle distribution, and variations in image intensity’ can contribute to er-
rors. In Hart’s (2000) method the correlation table for one interrogation region
is multiplied by that of an adjacent region that overlaps by 50%. This is said
to reduce correlation anomalies and possibly produce a clear correlation peak
even when neither individual window possesses one.

B.3.3 Temporal averaging and outlier replacement

Subsequent to the pre-processing, a temporal averaging process was employed
to work out the time-average flow properties. The process involved:

1. Omitting outliers.

2. Replacing these outliers with a weighted average of surrounding values.
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Outlier replacement involves replacing ‘outlier’ vectors with a weighted av-
erage of surrounding vectors (Hansen, 2012). The vector −→v (u0, v0) is replaced
by −→v ′(u′0, v′0), where each of:

u′0 =

3∑
i=1

3∑
j=1

wi,ju(yi, zj)

3∑
i=1

3∑
j=1

wi,j

(B.3)

v′0 =

3∑
i=1

3∑
j=1

wi,jv(yi, zj)

3∑
i=1

3∑
j=1

wi,j

(B.4)

The weighting coefficient, wi,j is determined as follows:

wi,j = ∆


1√
2

1 1√
2

1 0 1

1√
2

1 1√
2

 (B.5)

B.4 PIV error analysis

There are many sources of error in particle image velocimetry experiments.
According to Hansen (2012, p. 131), a typical PIV system is ‘complicated
... with a large number of inter-dependent variables’. The typical sources of
uncertainties are summarised as follows:

• Ruler error,

• Timing error,

• Particle image diameter,

• Particle image displacement,

• Particle image density,

• Particle image quantisation,

• Background noise,

• Velocity gradient, and

• Perspective error.
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To determine the contribution of different types of errors to PIV, Raffel,
Willert and Kompenhaus (1998) performed Monte Carlo simulations. The
authors categorise the error into two components: εUbias

& εUrms , with the
former due to the calculation technique of PIV and the latter due to the flow
itself. The total error is given by the sum of these errors, as in equation A.6.

εtot = εUbias
+ εUrms (B.6)

Wernet and Edwards (1990) state that the uncertainty is the square root
of the sum of the squares of the constituent uncertainties. In the case of
PIV conducted here, the error is dominated by the uncertainty in the particle
displacement (Crook 2011). Here, N is the number of pairs used to compute
the mean. The relevant uncertainties in the mean velocity are given by:

εUbias
=

√√√√ 1

N

[(
σr
r0

)2

+
(σt
δt

)2

+
∑(σs

δs

)2
]
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where the errors in the mean particle displacement are,
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also,

εUrms =

√√√√ 1

N

[
| < u >′ |

| < ~U > |

]2

(B.9)

In the following calculations, representative time-step is δt = 1.4 ms, rep-
resentative displacement is δs = 1.44 px, and representative particle image
diameter is 4 px.

Ruler error, σr
r0

The system was calibrated by imaging a ruler (two-dimensional
grid), which was then used to determine the pitch of the pixel array in the im-
aged plane. The purpose being to convert the scale in pixels to a scale in
millimetres, with the typical resolution being approximately 1 mm to 7 pixels.

The length calibration was conducted using a ruler of at least ∆L = 160mm
length. The length, ∆L, was measured over at least 1120 pixels. This gave a
conversion factor r0 = 160± 0.25mm/1120± 0.5px = 0.1429± 0.0003 mm/px,
when considering an uncertainty of 0.25 mm on the ruler and an uncertainty
of 0.5 pixels in determining the scale’s length in pixels. I.e., the uncertainty
σr = 0.0003 mm/px, giving a ruler error of σrr0 = 0.0003/0.1429 = 2.1×10−4.
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Timing error, σt
δt

Although the timing is controlled by a timing box, there
is a certain, very small ‘jitter’ associated with each laser pulse. Standard
r.m.s. jitter is considered to be σt = 250 ns (Crook, 2011). This is then com-
pared to the smallest time-step used between the frames (δt) to give the worst
case timing error. Consulting table A.1, the time step is 1.4 ms. Therefore,
this error equates to σt/(δt) = 1.79× 10−4.

Particle image diameter, σd
δs

This relates to the uncertainty in calculated
displacement due to the particle image diameter. A trend given by Raffel et
al. (1998, p. 139, Fig. 5.23a) shows that the uncertainty, due to particle image
diameter, decreases with increasing window size. Therefore the value for a
window size of 64 × 64 pixels can be used as a conservative estimate here,
although 128 × 128 pixels was the window size used. The RMS-uncertainty
given by Raffel et al.(1998, p. 139, figure 5.23a) is 0.013 px, based on a particle
image diameter of approximately 4 px obtained in the current experiments,
with a typical displacement of ∼ 1.5 px between frames.

Particle image displacement, σD
δs

Regarding the uncertainty caused by
the chosen particle image displacement, in the present case the typical dis-
placement was approximately 1.5 pixels. Raffel et al. (1998, p. 139, figure
5.26) gives an estimated RMS-uncertainty of 0.013 pixels, based on a win-
dow size of 64 × 64 px and a particle image size of approximately 4 pixels.
Note that, since the figure shows a trend of decreasing uncertainty for increas-
ing window size, this is a conservative estimate (a window size of 128 × 128
px was used in the present experiment). This equates to an uncertainty of
σD
δs

= 0.013/1.44 = 9.0× 10−3.

Particle image density, σρ
δρ

The quantity NIFiFo represents the particle

image density (the number of particles in an interrogation window), NI , mul-
tiplied by the proportion of pairs lost in-plane, Fi, multiplied by the proportion
of pairs lost out-of-plane, Fo (Raffel et al., 1998, p. 141). Effectively, it is the
number of matching particle pairs found in an interrogation window between
two corresponding frames. By conservatively extrapolating from the data of
Raffel et al. (1998, p. 142, figure 5.29) for a particle image shift of ≈ 1.4 px and
a particle image density of NI ≈ 20, then the RMS uncertainty due to particle
image density is σρ ≈ 0.03 px. Based on a typical displacement, δs = 1.44 px,
this gives an uncertainty σρ/δρ = 2.1× 10−2.

Particle image quantisation, σq
δs

The uncertainty of particle image quanti-
zation relates to the uncertainty due to digitization of the image. The fewer the
number of bits, the higher the relevant uncertainty. Raffel et al. (1998, p. 143)
state that provided 4 bits per pixel or more are used, then there is ‘practi-
cally no influence [of image quantisation] on the measurement uncertainty or
displacement bias error’.
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In the present experiment, images were stored at 16 bits per pixel, but
reduced to 8 bits per pixel for processing (i.e., a less refined scale of grayscale
intensities). Extrapolating from Raffel et al. (1998, p. 143, Fig. 5.30), for a
particle image shift of approximately 1.44 pixels, this gives an RMS-uncertainty
of 0.025 px. Thus for a typical displacement δs = 1.44 px, the uncertainty is
σq/δs = 0.025/1.44 = 1.7× 10−2.

Background noise, σn
δs

In the present experiments, background noise was
quite significant in many instances. Assuming a worst-case 50% background
noise level, extrapolating from Raffel et al. (1998, p. 145, Fig. 5.33) gives
a worst-case RMS-uncertainty of approximately ∼ 0.1 pixels. Thus with a
typical displacement δs = 1.44 px, the uncertainty is approximately σn

δs
=

0.10/1.44 = 6.9× 10−2.

Velocity gradient, σ∆V

δs
The velocity gradient is the rate of change of dis-

placement (i.e., velocity) with position. It is assumed that the maximum
gradient occurs with a complete 180◦ reversal of the flow between adjacent
interrogation windows which, given the typical displacement of 1.44 px, means
a change in displacement of 2.88 px.

For the 128 × 128 px windows there is a 50% overlap, which means the
change in displacement occurs over a distance of 64 pixels between each vector
position. Thus, the representative velocity gradient is 2.88 px / 64 px = 0.045
px/px.

Extrapolating from Raffel et al. (1995, p. 145, figure 5.33) gives an es-
timated RMS-uncertainty of 0.6 px, for interrogation windows of 128 × 128
px with average seeding density of NI ≈ 20. This gives a displacement un-
certainty of σn

δs
= 0.6/1.44 = 4.2 × 10−1, using a representative displacement

δs = 1.44 px.

Perspective error, Pe The perspective error, Pe, occurs due to the physical
depth, ∆y0, of the laser sheet. Figure A.2 shows how the maximum perspective
error occurs for an actual displacement of δsrear at the rear of the laser sheet,
which appears as an apparent displacement of δsapparent at the front of the
laser sheet. This error is less significant in the case where the principal flow
direction is in-plane, rather than the case where the principal flow direction is
out-of-plane (i.e., imaging cross-sections perpendicular to the main flow). The
former is the case here. Following the notation in figure A.2, simple geometry
gives:
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Figure B.2: PIV perspective error sketch, showing the apparent displacement,
δsapparent, that is measured for an actual displacement of δsrear at the rear of
the laser sheet.

d0 + ∆y0
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d0

∆xscaled
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d0 + ∆y0
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d0
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= 1− d0

d0 + ∆y0

= Pe (B.10)

Here, the laser sheet thickness was ∆y0 ≈ 2mm and the distance to the
camera was d0 = 600 mm. Therefore equation A.10 gives the maximum per-
spective error as Pe = 3.3× 10−3.
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Table B.2: Summary of uncertainties in PIV

(a) Error per image pair

Uncertainty Value

Ruler error, σr
r0

2.1× 10−4

Timing error, σt
δt

1.79 ×10−4

Particle image diameter, σd
δs

9.0× 10−3

Particle image displacement, σD
δs

9.0× 10−3

Particle image density, σρ
δρ

2.1× 10−2

Particle image quantization, σq
δs

1.7× 10−2

Background noise, σq
δs

6.9× 10−2

Velocity gradient, σn
δs

4.2× 10−1

Perspective error, Pe 3.3× 10−3

(b) Combined error per set of 212 pairs

Error Value

Combined bias error, εbias 2.9 %
Combined R.M.S. error, εr.m.s. 6.9 %

Total error, εtotal 9.8%
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Total bias error Using equation A.7 (and the prior discussed constituent
uncertainties in table A.2a), the total bias error was computed. To compute
the mean properties, a total of N = 212 samples were used. The total bias
error was found to be εUbias

= 0.029, i.e., 2.9 %.

Measurement (RMS) error Using equation A.9, the measurement (RMS)
error was found. The mean fluctuation velocity magnitude was conserva-
tively estimated as being comparable to the mean freestream velocity, i.e.,
| < u >′ | = 144 mm/s. Also, N = 212 and the typical freestream velocity was

| < ~U > | = 144 mm/s. Therefore, equation A.9 gave that εr.m.s = 0.069, i.e.,
6.9 %.

Total error Following equation A.6, the total error is given as εtotal = εUbias
+

εr.m.s = 0.029 + 0.069 = 0.098, or 9.8 %.

B.5 Background subtraction

It was found that preliminary PIV results were effectively ‘contaminated’
around the edges of the cavity, due to a reflection of the nearby laser sheet
by the edges of the cavity (as the laser sheet was parallel to and close to the
surface of the plate). It was thought this could be corrected by subtracting
a background image from each of the PIV images. Unfortunately illuminated
‘background’ images, with unseeded flow, were not captured for all geometries.

It was considered that by taking an average of the raw PIV images, the
particles would approximately behave as random noise (and ‘cancel’) so that
the signal from the background reflections would remain. This was repeated
for each of the lasers, i.e., odd images and even images respectively. This
mean image would then be considered an approximation of an illuminated but
unseeded flow. These means were subtracted from the odd and even frames
respectively, before the PIV images were processed in the manner as previously
discussed.

Figure A.3 shows a comparison of a section of an arbitrary raw PIV image
before and after the subtraction of the mean respectively. In the upper image
there is a diagonal band visible, where reflected luminosity from the laser sheet
was scattered from the cavity wall (perpendicular to the flow). In this instance
there is a double-swept rear wall, with the upper (positive Z) swept half visible
due to perspective effects. In the lower image, after subtraction, the visibility
of this cavity wall is reduced whilst the relative signal-to-noise ratio of the
particles is enhanced. Note that the scale, from black to white, is adapted to
fit the range of grayscale values present in the image.

Furthermore, figure A.4 shows the mean velocity magnitude calculated from
the set of PIV images, before and after the mean images (for each laser) were
subtracted. Figure A.4(b) shows reduced ‘contamination’ around the edge
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after subtraction

Figure B.3: Comparison of an identical section of an arbitrary PIV frame,
both before and after subtraction of the mean image for that laser (i.e., either
odd or even) from the set.

of the cavity compared to figure A.4(a). On the other hand, the values of
velocity magnitude in the rest of the imaging area do not appear to be effected
appreciably. This suggests that subtracting the mean (for each laser) is a
reasonable approximation for subtracting the true background reflections of
unseeded flow. Therefore, this technique was applied for all processed PIV
data.
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(a) Before subtraction of background reflections
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(b) After subtraction of background reflections

Figure B.4: Mean velocity magnitude calculated from the PIV vectors, before
and after the mean of the raw PIV images (for each laser, i.e., odd or even
frames) were subtracted. ReD = 10, 900 (U=147 mm/s), y/D = −0.35 (i.e.,
above the flat plate), for an effective L/D of 2.




