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Abstract

This thesis discusses the flow over rectangular and modified cavity geometries
at low Reynolds number, as well as the role of a cavity in an airfoil surface
in the production of airfoil tonal noise. Cavity flows can be found on many
land, air and water vehicles where they can be a significant source of tonal or
broadband noise. Modifying the cavity geometry is established as an effective
passive control technique for cavity flow noise.

The flow about, and noise produced by, two-dimensional rectangular and
modified cavity cutouts in an airfoil surface (‘airfoil with cavity’) were studied
using an anechoic wind tunnel. As L/, increased, the coherence of shear
layer vortices decreased, with an increase in the number of cavity oscillation
modes found, each with lower intensity. Mean convection velocity ratio data
were reported for an extended range compared to the literature, with cavity
oscillation mode numbers also reported. The effect of sloping the front and
rear cavity walls was investigated, with a significant change in shear layer
roll-up modes found and cavity oscillation modes detected, compared to the
rectangular cavity.

The production of airfoil tonal noise was unexpectedly found from the
‘airfoil with cavity’ profile. As the cavity position was varied on the airfoil
surface, the airfoil tonal frequencies were found to vary. The noise was at-
tributed to an aeroacoustic feedback loop, of a similar form to that responsible
for cavity tones — the existence of this feedback loop as it pertains to airfoil
tonal noise had been debated in the literature. A region of receptivity was
identified near the cavity trailing edge where inflectional velocity profiles were
measured. Boundary layer disturbances at the frequencies of the airfoil tones
were detected downstream of this region. These disturbances were found to be
amplified over a separation bubble upstream of the airfoil trailing edge. When
external acoustic forcing was applied, the airfoil tonal noise frequencies were
selectively reinforced — rather than the boundary layer’s entire unstable fre-
quency range responding to the external forcing in a smooth curve peaking at
the most unstable Tollmien-Schlichting wave frequency. This suggested that
a constructive feedback loop existed between the airfoil trailing edge and the
region of receptivity near the cavity.

The flow about three-dimensional cavity cutouts in a flat plate were inves-
tigated using a recirculating water tunnel. The shear layer structure about a
shallow, narrow rectangular cavity flow was characterised. At low Reynolds



1

number, ‘spanwise’ shear layer vortices were found to have significant curva-
ture. The lateral growth of the cavity shear layer beyond the sides of the cavity
was found to be significant, with a periodic flow pattern identified adjacent to
the sides of the cavity. The pattern is explained in terms of an interaction
of the streamwise-orientated portions of preceding and following shear layer
vortices. This finally causes the formation of a tornado-like feature on the flat
plate adjacent to the sides of the cavity. An asymmetric flow structure was
found about a modified chevron-like cavity geometry, which was attributed to
a shear layer twisting mode.
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Coefficients in King’s law for hot-wire calibration.
Number of discrete segments, in spectral processing.
Effective number of discrete segments, for a Hann window.
with a certain proportion of segment overlap.

Speed of sound

Airfoil chord

Particle diameter

Cavity depth

Frequency

Cavity oscillation frequency with Rossiter mode, n

Airfoil tonal noise frequency with mode, n

Airfoil tonal noise frequency with mode, n

Central frequency of broadband hump of airfoil tonal noise,
also central frequency of Tollmien-Schlichting instability
of laminar boundary layer.

Frequency spacing of airfoil tones

Proportion of Particle Image Velocimetry (PIV) pairs lost
in the PIV imaging plane

Array indicies

Ratio of specific heats

total number of segments in window for spectral processing
Cavity length

Feedback length

Characteristic length

Mach number, M = U/c

Mode/stage number of oscillations in cavity noise

Mode number in airfoil tonal noise

Exponent (where indicated as such)

Sample size

Number of particles in a PIV interrogation window
Pressure

Perspective error in PIV

Reynolds number
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T, Y, z

Reynolds number based on airfoil chord length, Rec = UC/v
Reynolds number based on cavity depth, Rep = UD /v
Reynolds number based on cavity length, Rey, = UL /v
Reynolds number based on boundary layer development
length, Re, = Uz /v

Displacement in PIV

Strouhal number, non-dimensional frequency

Strouhal number based on cavity depth, St = fD/U
Stokes number, ratio of the settling timescale of a particle to
the timescale of a fluid.

Airfoil thickness, where indicated as such.

Time

Time step

Period

Local velocity

Fluctuation velocity (4'=iysantancous — Umean)

Freestream velocity

Convection velocity

Characteristic velocity of a particle in PIV.

Cavity span or width.

Weighting coefficient in PIV outlier replacement
Boundary layer development length from flat plate
leading edge.

Cartesian co-ordinates
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Greek Characters

Q@ Phase lag, in the cavity oscillation loop.

Ogeom.  Geometric angle of attack of airfoil,
with regards to airfoil tonal noise.

o Boundary layer thickness

0o Boundary layer thickness at the cavity leading edge.

099 99% boundary layer thickness

0* Boundary layer displacement thickness

Etot Total error

€v,,.. DBilas error

€U,.. Root-mean-squared error

0 Boundary layer momentum thickness

Oy Boundary layer momentum thickness
at the cavity leading edge.

K Mean convection velocity ratio, k = U, /U,
of the shear layer in the cavity.

A Wavelength

! Dynamic viscosity

v Kinematic viscosity

p Density

Pp Particle density

o; Uncertainty due to item ¢

(0 Cavity yaw angle

w Vorticity

Acronyms

2D Two-Dimensional

3D Three-Dimensional

AWT Anechoic Wind Tunnel

dB Decibel

LE Leading edge

OASPL  Overall Sound Pressure Level

PSD Power Spectral Density

RMS Root-Mean-Squared

SPL Sound Pressure Level, dB reference 20 pPa

TE Trailing edge

TI Turbulence Intensity, T1 = u/__/U,.con

T-S Tollmien-Schlichting

PIV Particle Image Velocimetry

HWA Hot-wire-anemometry
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Chapter 1

Introduction

1.1 Opening statements

In the context of this study, ‘cavity flow’ refers to flow over a rectangular cavity
in a flat plate and ‘cavity noise’ refers to the noise from such cavity flows. A
rectangular cavity flow is defined as a backward facing step flow followed by a
forward facing step flow and is shown in figure 1.1. Three-dimensional cavities
are defined as cavities where the cavity span is less than the cavity length,
while shallow cavities are defined as those where the cavity depth is less than
the cavity length (refer section 2.3.1).

Cavities are found on aircraft, motor vehicles and in other applications
where flows over the cavities are often associated with high noise levels. This
introduction establishes the context of the study by covering the background,
some applications and the significance of the project. The aims and objectives
of the project are then stated. Following chapters document a literature review,
methodology, experimental results and discussion of two-dimensional cavity
flows, the role of a cavity in airfoil noise production, and a study of the flow
structures unique to three-dimensional cavities of finite span.

1.2 Context

1.2.1 Cavity flow noise

This study takes place in the context of the field of Aeroacoustics — the study
of noise generated by fluid flow. One aim of research within this field is to
understand, and therefore reduce, the noise generated by the motion of air,
land, and marine vehicles. This includes: understanding the behaviour of
flow structures (typically vortical eddies) that contribute to the generation
of the noise, surface features that strongly radiate the noise such as sharp
trailing edges, and the effect of contributory acoustic phenomena such as the
aeroacoustic feedback that may further enhance and excite the vortical eddies
giving rise to a ‘locked-on’ flow-tone.
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Figure 1.1: Schematic drawing of a two-dimensional rectangular cavity flow.

Cavities are found on aircraft, around automobiles and in various other
applications, where they can result in significant radiated noise. On aircraft,
cavities can be formed by weapons bays when the weapons bay doors are
open, and wheel wells when the retractable landing gear is extended (Tam
and Block, 1978). Around automobiles, cavities can be found around side
mirrors (Milbank, 2004), surface joins (Crook, Hassan and Kelso, 2007), roof-
racks (Harper, 2006) and open automobile sun-roofs (Zhuang, 2007, p. 1). In
the former cases, the cavity can be subject to a laminar upstream boundary
layer where the boundary layer development length is short. Cavities can also
be found elsewhere such as the spaces between train carriages (El Hassan,
Keirsbulck and Labraga, 2009a).

One focus relates to the use of weapons bay cavities as locations for stores
on aircraft. Modern fighter aircraft carry stores internally in closed weapons
bays to improve stealth by reducing radar signature and these weapons bays
form cavities open to the flow whilst the bay doors are open during store release
(Dolling, Perng and Leu, 1997). Carrying stores in closed internal cavities also
provides other benefits such as reduced drag, less aerodynamic heating on the
store, and improved manoeuvrability (Dolling, Perng and Leu, 1997).

When aircraft weapons bay doors are opened, high sound pressure levels
and significant vibrations are produced due to flow over the cavity. MacManus
and Doran (2008) found levels of over 160 dB (sound pressure level, SPL,
reference 20 pPa) at 2 kHz recorded at the front wall of a cavity at M=0.9.
Similarly, Shaw et al. (1988) recorded levels approaching 163 dB (overall sound
pressure level, OASPL, reference 20 pPa) at the cavity walls in experimental
tests on a 4.9% scale model of an F-111 aircraft. It is desirable to reduce these
levels as large vibrations can be transmitted to structures, stores and other
components causing structural fatigue (Shaw et al., 1988 and Heller & Delfs,
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1996) and malfunction of equipment (Smith & Shaw, 1975).

Modifications to the rectangular cavity geometry have been shown to be an
effective and inexpensive method of reducing these noise levels from cavities in
the literature (Lawson & Barakos, 2008, Doran, 2006, Dolling, Perng & Leu,
1997, Maull & East, 1963, and others) however the influence of modifications
on three-dimensional flow structure is not well understood. For un-modified
two-dimensional cavities the internal flow structures and flow physics are well
understood, however limitations on the database exist for some parameter
spaces. While, for three-dimensional cavities the mean internal flow struc-
tures are well understood. Existing literature has not, however, addressed the
unsteady flow structures found internally and externally to three-dimensional
cavity flows. Therefore a knowledge gap exists regarding the unsteady flow
structures found about three-dimensional cavities, particularly at low subsonic
speeds.

The expected research outcomes of this study will fill a knowledge gap
regarding the unsteady flow structures found about shallow, narrow cavities
at low subsonic Mach number with particular attention to the end effects
created due to three-dimensional cavities having a finite span. This study will
also provide further information on the effectiveness of two-dimensional and
three-dimensional modified wall shapes in mitigating cavity flow noise and the
mechanisms involved therein.

1.2.2 Airframe noise

Regarding practical applications, the noise and vibrations associated with cav-
ities are an issue on aircraft weapons bays (amongst other applications) and
there are several benefits of addressing these issues such as reducing fatigue
or malfunction of equipment and also being able to reduce time over target
by being able to have weapons bay cavity doors open at a higher flight speed
(Dolling, Perng and Leu, 1997). Outcomes could include a reasonable docu-
mentation of and some understanding of certain geometric modifications that
could be compatible with aircraft structural layouts. Subsequently these mod-
ifications, if they were to be practically applied, could be useful for reducing
the ‘important and potentially dangerous’ issues associated with cavity noise
and associated vibrations (Bastrzyk and Raman, 2009).

Above urban areas, a large proportion of the noise received on the ground
from transport aircraft is attributed to airframe noise, that is, noise caused
by fluid flow over the surfaces of the aircraft (Lilley, 2001). Transport aircraft
may fly at relatively low-altitude over urban areas while they ascend or de-
scend from airports located nearby to centres of population. It is therefore
desirable to reduce airframe noise to improve amenity and comfort for the ur-
ban population. Amongst other sources (such as the landing gear itself), this
airframe noise includes noise caused by the aforementioned cavity flow over
the cavities formed by the landing gear wheel wells (when the landing gear is
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extended), as well as airfoil self-noise caused by flow over the aircraft wings.

1.2.3 Airfoil noise

When airfoils encounter smooth flow, unsteady fluctuations are produced thereby
creating airfoil noise. Airfoil noise is produced by helicopter rotors, wind tur-
bines and airframes (Brooks, Pope and Marcolini, 1989) as well as computer
cooling fans (Arcondoulis et al., 2010) amongst other devices. Although there
are other noise sources (such as leading edge noise and tip vortex noise), one
major source of airfoil noise is the trailing edge of the airfoil, from which ‘airfoil
tonal noise’ may be produced when there is predominantly laminar flow over
at least one surface of the airfoil.

There has been a debate in the literature regarding the necessity of an
aeroacoustic feedback loop in the production of airfoil tonal noise, with papers
either questioning or supporting the role of an aeroacoustic feedback loop in
various instances of airfoil tonal noise. To this end, further experimental or
numerical avenues to investigate airfoil tonal noise would be helpful towards
clarifying the mechanisms. This includes whether any acoustic feedback loop is
involved, whether that applies broadly or only in certain particular instances.
Subsequently, a variation in trailing edge noise tonal frequency when a circular
cavity was present in a NACA 0018, compared to the same airfoil without a
cavity, was identified by van Osch (2008), however no explanation for the
behavior was provided by the author.

In the present work, the production of airfoil tonal noise was discovered
from an ‘airfoil with cavity’ profile which was originally designed for the in-
vestigation of cavity noise. Thus, an investigation was conduced to determine
a plausible mechanism for the production of this airfoil tonal noise, a phe-
nomenon which had not been reported in detail previously.

1.2.4 Necessity of the study

The present study is thus necessary on a variety of grounds. Firstly, the litera-
ture (or database) on two-dimensional cavity flow physics warrants extension.
Secondly, whether or not an aeroacoustic feedback loop is involved in the pro-
duction of airfoil tonal noise warrants clarification. Finally, the unsteady flow
structures found about cavities of finite span warrant description.

1.3 Aim and Objectives

1.3.1 Aim

The aim of this study is to investigate the flow structures caused by, and
noise produced by, low Reynolds number flow over two- and three-dimensional
cavities for both rectangular and modified cavity geometries. In this instance,
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low Reynolds number refers to a range of Reynolds numbers of the order of
103 to 10°, based on either the cavity depth or the cavity length. As an
aeroacoustic feedback loop is involved in the production of cavity tonal noise,
an additional aspect of this thesis is to determine the mechanism by which a
two-dimensional cavity cutout on an airfoil surface results in the production of
airfoil tonal noise, for chord-based Reynolds number of the airfoil within the
range of 6.7 x10* to 3.3 x10°.

1.3.2 Objectives

The broader objectives of this study are to:

1.

2.

Extend the literature on two-dimensional cavity flow physics.

Determine the role of an aeroacoustic feedback loop in the production of
airfoil tonal noise, based on an ‘airfoil with cavity’ profile.

. Determine the unsteady flow structures created by lateral mixing layer

growth about cavities with finite span.

The specific objectives of this thesis within the framework of two-dimensional
cavity flows are to:

4. Investigate the cavity tonal noise produced by rectangular or modified

two-dimensional cavities with a laminar boundary layer in the range of
length-to-depth ratio L/D of 1.17 to 4.67, for a depth-based Reynolds
number in the range of 3.2 x103 to 1.6 x10° (sections 4.4 & 4.6).

Determine the noise attenuation produced by modified cavity geometries
and plausible mechanisms for that attenuation (sections 4.6.3 & 4.6.4).

Characterise the mean convective velocity ratio for the respective non-
dimensional cavity length ratios of L/dy = 5 — 48 (section 4.7), and the
cavity oscillation mode numbers for L/dy\/Res, = 350 — 1800 (section
4.8).

Within the framework of three-dimensional cavity flows, the specific objectives
are to:

7. Investigate the structure of the mixing layer both within and immediately

adjacent to predominantly shallow and narrow rectangular cavities for
length-to-depth ratios, L/D = 0.84 — 6 and length-to-span ratios, L/W ~
2 (section 6.1).

Study the flow-field about chevron-shaped three-dimensional cavities in
the range of L/D = 1 — 5, with a span of W/D = 2, for depth-based
Reynolds numbers of approximately 10° (section 6.5).
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Within the framework of determining the role of a two-dimensional cavity
cutout on an airfoil surface in the production of airfoil noise the specific ob-
jectives are:

9.

10.

11.

12.

13.

14.

To confirm that the airfoil noise is indeed produced by an airfoil tonal
noise mechanism by examining the effect of angle of attack and velocity
on the noise (section 5.3).

To investigate the effect of cavity position on the individual tones and
‘broadband hump’ of the airfoil noise (section 5.5).

To investigate the existence of boundary layer disturbances at the fre-
quencies of the airfoil tonal noise, and whether these disturbances occur
upstream, over or downstream of the cavity (section 5.6.2).

To investigate the effect of external acoustic forcing on the boundary
layer, and therefore the airfoil tonal noise mechanism, on an airfoil with
cavity (section 5.7).

To investigate the role of a separation bubble, if any, in the production
of the noise and amplification of the tones, by conducting surface flow
visualisation (section 5.9) and a stability analysis of the boundary layer
over a smooth version of the airfoil profile (section 5.11).

To propose an overall mechanism for the role of a two-dimensional cavity
cutout located on the pressure surface, in the airfoil tonal noise produced
by an airfoil with cavity, including how this relates to existing mecha-
nisms proposed for smooth airfoils in the literature (section 5.12).



Chapter 2

Literature Review

2.1 Introduction

In this literature review, there is firstly a discussion of cavity flow generally,
including cavity flow as an aeroacoustic problem. Existing literature regarding
two- and three-dimensional cavity flow at both low and high Reynolds numbers
is reviewed. In the context of flow over an airfoil with a cavity cutout, literature
is reviewed regarding the related aeroacoustic problem of airfoil tonal noise.
A discussion is then made on the use of modifications of the cavity geometry
as a passive control measure for cavity flow noise. Finally, multiple knowledge
gaps are defined.

2.2 Background

The phenomenon of noise generated by a moving cavity was first studied by
Strouhal in 1878, according to Covert (1970). A study by Wieghardt (1942)
described the flow structure found about two-dimensional rectangular cavities.
Amongst measurements of various bodies, Tillman (1944) published drag co-
efficient data for slot-shaped cavities. In 1955, Krishnamurty published find-
ings on the strong acoustic fields radiated from cavities at transonic speeds
while Roshko (1955a) published findings on velocity and pressure distribu-
tions. Maull and East (1963) produced the first study of three-dimensional
features in cavity flows, while Rossiter (1964) described the fundamental aero-
acoustic loop mechanism responsible for oscillations. Early numerical studies
began in the late 1960s and these focused mainly on the lid-driven cavity prob-
lem, where only the flow inside a cavity, driven by a moving lid, is modelled
(Yao, Cooper and Ragunathan, 2004). Research interest has been consistent
and hence the overall literature on cavity flow is extensive. Cavity flow is a
popular topic for Computational Fluid Dynamics (CFD) studies and control
studies.

A number of reviews have been published in the literature. These include
a review on experimental and theoretical analysis of cavity flow by Rockwell &

7
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Side Plate

Trailing Edge

Floor

Side Edge

Front Wall Side Wall

Figure 2.1: Definition of three-dimensional cavity geometry in a flat plate (the
flat plate is not drawn).

Naudascher (1978), a review on control techniques for cavity flow by Rowley
& Williams (2006), and a review of aspects of cavity flow research by Watmuff
(2009).

2.3 Definitions

2.3.1 Cavity Geometry

The main geometrical parameters of a three-dimensional cavity are the width
or span, W, length, L and depth, D. As indicated on Figure 2.1, ‘leading
edge’ and ‘trailing edge’ refer to the top of the front and rear walls respec-
tively, while ‘side edge’ refers to the top of the side wall. Other parameters are
the free-stream flow speed, U, local velocity, u, fluctuation velocity, v’ = u; —u,

root-mean-square’ (RMS) fluctuation velocity, u' = /3 (u/*)/n, turbulence
intensity, u,;¢/U and boundary layer characteristics just upstream: bound-
ary layer thickness, dp and momentum thickness, ¢,. Cavities are commonly
characterised by their length-to-depth ratio, L/D, their length-to-momentum
thickness ratio, L /6y, and their length-to-boundary layer thickness ratio L/dy
(the normalised, or non-dimensional, cavity length).

Deep and Shallow Cavities Deep cavities are considered to be those with
L/D < 1, while shallow cavities are considered those with L/D > 1 (Sarohia,
1977).

'Root-mean-square (RMS) refers to a value consisting of the square root of the mean of
the square of the sample values, where n is the sample size and wu; is, in this instance, the
sampled velocity.
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Figure 2.2: Sketch of open and closed cavity flow.

Two and Three Dimensional Cavities Ahuja and Mendoza (1995, p. 42)
classified cavities with L/ < 1 as two-dimensional and those with L/W > 1
as three-dimensional based on their experimental flow visualisation observa-
tions and acoustic measurements. Using fluorescent mini-tufts, Ahuja and
Mendoza (1995) found that for L/W < 1 the flow was two-dimensional across
most of the span, whilst for L/W > 1 end-effects were observed to become in-
creasingly significant. There were also significant differences in far-field acous-
tic spectra across the L/W = 1 boundary. This convention will be used here.

Open and Closed Cavity Flow In a cavity flow, a shear layer is formed
by the flow over the leading edge. When this shear layer reattaches on the
cavity rear wall or downstream of the cavity it is termed open flow, and when
the shear layer reattaches on the cavity floor it is termed closed flow (figure
2.2). Sarohia (1977) states that the boundary between open and closed flow
is L/D =~ 7 — 8 for low-subsonic flows. This compares to a boundary of
L/D =~ 10 — 11 for transonic and supersonic flows (Tracy and Plentovich,
1993). This parametrical boundary between open and closed flows is also
likely to be Reynolds number dependent (Milbank, 2004, p. 23).

Although both cavity types are associated with high noise levels, open flow
is associated with higher noise levels than closed flow. Closed flow is more
commonly associated with increased drag (Tracy and Plentovich, 1993). This
project focuses on the noisier, open flow type.

Figure 2.2(a) shows the first of the two open flow cases — the case where
the cavity is sufficiently short such that the shear layer skips over the cavity
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Figure 2.3: Acoustic frequency spectra with and without tones.

and reattaches downstream of the cavity. For this case, there is no association
with tonal noise generation.

The second of the two open flow cases is shown in figure 2.2(b) — when the
cavity is sufficiently long that the shear layer impinges on the rear wall of the
cavity. This case is associated with tonal noise generation. The association
is primarily with fluid-dynamic shear layer oscillations, however there are also
a number of other possible tonal noise mechanisms. For example, these fluid-
dynamic oscillations can be coupled with vibrations of the structure to form
fluid-elastic oscillations, or coupled with standing acoustic waves to form fluid-
resonant oscillations. Cavities with a large internal volume and small opening
may be subject to Helmholtz resonance.

In the closed flow case, the cavity is longer still and the shear layer reat-
taches to the floor of the cavity (Figure 2.2(c)). In this case, broadband noise
is generated due to general turbulence of a variety of scales.

2.4 Cavity Flow Noise

2.4.1 Tonal and broadband cavity noise mechanisms

Flows over rectangular cavities have been studied extensively. Such flows can
produce high levels of tonal and broadband noise and researchers have sought
to understand the mechanisms of these phenomena. The frequency spectra
taken from recordings of cavity noise can include tonal peaks (figure 2.3(a))
while other cavities may produce broadband noise (figure 2.3(b)). In the case
of tonal, or oscillatory, noise, there are many possible oscillation mechanisms.
It is usually possible to determine the relevant mechanism from measurements
and observations and by considering the L/D ratio and flow conditions.

The tonal noise component is primarily due to coherent feedback-driven
oscillations of the shear layer over the cavity, although in some instances other
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mechanisms are possible, such as acoustic depth modes or Helmholtz reso-
nance. The noise is primarily generated as these oscillations of the shear layer
interact with the cavity trailing edge. Feedback is generated by the interaction
of the oscillating shear layer with the cavity trailing edge, whereby acoustic
waves are generated that travel upstream to the receptive initial region of the
shear layer. On the other hand, the broadband noise component is due to tur-
bulence within the boundary layer interacting with the leading edge and also,
especially, with the trailing edge. Cavities with laminar upstream boundary
layers are known to produce stronger oscillations than those with turbulent
upstream boundary layers, for similar free-stream conditions, due to greater
receptivity to feedback and greater instability of the shear layer (Rowley, 2002).

2.4.2 Aeroacoustics

The tonal and broadband noise produced by cavity flows means that such flows
are studied as an Aeroacoustic problem, where Aeroacoustics is the study of
aerodynamically generated noise. The noise generated by flows is known to
be produced from unsteady fluid motions (Morris, 2011), as distinct from the
sound produced by flow-induced vibrations of solids (Lighthill, 1952).

Examples of canonical aeroacoustic problems include rectangular cavity
flows, flows over circular or square cylinders, flows over flat plates and airfoils,
junction flows (such as the junction of a cylinder and flat plate) and jet flows.
These each relate to real world flows of interest, often with applications on air,
land or marine vehicles, or relating to fan or turbine noise.

Lighthill (1952) developed the acoustic analogy, whereby the sound field
can be directly related to a fluctuating flow field. In Lighthill’s (1952) acoustic
analogy, fluctuations in flows are considered to act as quadrupole noise sources
with a strength given by the Lighthill stress tensor. The largest components
of the Lighthill stress tensor are often the Reynolds stresses (Morris, 2011),
associated with turbulent fluctuations in the flow. Hence, turbulent motions

within the flow are considered to act as quadrupole noise sources. The analogy
of Lighthill (1952) is below:

0?p
oz OV P =

0*(puiuy)

S (2.1)

The acoustic analogy is derived by rearranging the momentum equation
for a continuous medium (a form of the governing equations of fluid motion).
Equation 2.1 gives Lighthill’s rewritten momentum equation when Lighthill’s
stress tensor (the subject of the spatial derivative on the right hand side) has
been simplified to contain only the Reynolds stress term, which is often the
largest term (Morris, 2011). Here, u and x are the velocity and position vec-
tors respectively with components wu;, u; and u; and x;, x; and xj, while ¢
is the speed of sound in the uniform medium. The left hand side represents
propagation of sound in a uniform medium while the right hand side repre-
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sents fluctuating stresses which are the sources of sound. When the Reynolds
stresses, w;u;, are zero then equation 2.1 becomes the linear wave equation
(Morris, 2011).

Considering solid boundaries, Curle (1955) provided a derivation which
takes into account the effects of surface pressure:

) 1% 0q OF  O*(pusuy)

The right hand side contains two extra terms, so that there are now three

terms - idealised monopole, dipole and quadrupole acoustic sources (Morris,
2011):

(2.2)

1. % Monopole — associated with mass injection where ¢ is mass-flow rate.
For example, unsteady injection of mass at the orifice of a Helmholtz
resonator. This term is also associated with unsteady heat addition.

2. gi ¢ Dipole — associated with fluctuating force as ‘a dipole is equivalent
to a concentrated fluctuating force’ (Lighthill, 1952). F; represent forces
acting on the fluid in the direction of the " unit vector. For example,
fluctuating lift forces on a circular cylinder in a crossflow.

3 02 (pu;u;)
: Ox;x;
as discussed earlier.

Quadrupole - associated with fluctuations within the flow itself

A monopole source is stronger than a dipole, and a dipole is stronger than
a quadrupole (Lighthill, 1952). So, for the same Mach number and fluid den-
sity, when unsteady fluid motion occurs near a solid boundary more noise is
produced, such as flow over a flat plate or cavity, compared to unsteady fluid
motion away from a boundary, such as a jet.

For cavity flows, “sound is produced by flow instability in the neighbour-
hood of the cavity” (Howe, 2004, p. 107). Specifically, Howe (2004) states
that the noise produced by shallow cavities at low Mach number is due to
a combination of two sources. Firstly, a dipole radiation source due to force
fluctuations in the streamwise direction with no radiation normal to the cavity
[such drag fluctuations have been shown to be associated with both Rossiter
oscillations (section 2.5.1) and the ‘wake’ mode (section 2.6.3)]. Secondly, a
monopole source due to a cavity acoustic resonance — a ‘Helmholtz” mode —
that radiates omni-directionally.

In addition to cavity flows, oscillating shear layers are found in many other
aeroacoustic problems . Rockwell (1983) provides a detailed review on the gen-
eral properties of oscillating impinging shear layers and states that there are
similarities between the oscillations of externally excited non-impinging shear
layers (excited by some external forcing) and self-excited impinging shear lay-
ers. Cavity flow oscillations are a type of self-excited oscillation and according
to Kuo and Huang (2001) oscillations of shear layers in cavities ‘tend to be
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more coherent’ than oscillations of free shear layers, due to the additional
feedback.

For cavity flows, Howe (2004) took the total enthalpy B = [ dp/p + 0.50
to be the acoustic variable and rewrote Lighthill’s acoustic analogy as equation
2.3.

(% (0_12D2t) - %v - (pV)) B - %div(pw Av) (2.3)

Howe (2004) modelled the oscillating cavity shear layer as a convective
vortex source which radiates noise upon interaction with the trailing edge, i.e.,
a dipole source, while the cavity acoustic resonance (the resonance due to the
geometry and dimensions of the cavity) was modelled as a monopole source.
Howe (2004, p. 109) therefore gave the acoustic Green’s function as follows,
with Go representing “the uniform pressure produced by the incident wave in
the neighbourhood of the cavity” and Gy and Gp representing the monopole
and dipole fields near the cavity respectively.

Howe (2004, p. 112) subsequently derived the following expression for the
Green’s function, where A = WL is the cavity planform area and [ ~ /71 A/4
is the acoustic resonance end correction for the cavity geometry. In the irro-
tational far-field, B = —d¢/dt where p(x,t) is the velocity potential (Howe,
2004, p. 107). The source point y is within or near the cavity, while the obser-
vation point x is in the far-field. X(x) = (X;(x),0, X5(x)) and Y = (¥1,0,Y3)
are Kirchoff vectors (Howe, 2004, p. 108, 109).

G(X,y,t— ) ——/ G0+GM+GD)(X y,w ) —iw(t—T+M-(X— Y/codw

a1 (=50

(w/co)sin((w/co)D) _ i(w/co)x - Y}e—iw(t—T—X/co-‘rM'(X—Y/CO)dw
cos{(w/co)(D + 1+ i(w/co)A/(2m)} x|

(2.5)

Upon subsitution of equation 2.5 into the rearranged Lighthill’s equation
(equation 2.6), Howe (2004, p. 112) derived equation 2.7.

__"ho oG .
1 + Mcos&/(w AV T)- Sy —(xy,t =7)d’ydr, [x[ =00 (26)
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pN<27T)2(1+M0059)|x|/< AV)(y,T)

i * @*(Y)(W/CO)Si”((w/CO)D) ilw/e
5 | Aot ey i (27)
(% — M) -Y}e_’w{t_T_(‘x|_M'x)/°°}dwd3ydT, |x| — oo

In further analysis, Howe (2004) finds that the ‘strengths of both the
monopole and dipole sources’ are determined by an integral of the cavity drag
force. With respect to the dipole noise source, Howe( 2004, p. 115) notes that
‘only the unsteady component of the drag actually contributes to the radia-
tion’ of noise from the cavity and that the mean component of drag can be
excluded.

Figure 2.4 shows the directivity of overall radiated sound from a shal-
low wall cavity calculated from Howe’s model for a cavity with L/D = 2 at
M =0.05 & M = 0.1 (Howe, 2004, p. 120), the analysis is based on an observer
fixed relative to the cavity and therefore moving with velocity —U compared
to the freestream. The dipole source is due to the interaction of the oscillating
cavity shear layer with the trailing edge of the cavity, and it is ‘primarily the
trailing edge of the cavity that is responsible for the radiated sound’ (Howe,
2004, p. 113). The figure shows that at M = 0.05, the dipole source dominates
the noise produced by the cavity. However, at M = 0.1, the monopole source
(due to excitation of acoustic resonance of the cavity) contributes significantly
and modifies the dipole.

2.5 Cavity Oscillations

2.5.1 Feedback-driven shear layer oscillations

A shear layer is formed by flow over the backwards facing step that comprises
the leading edge of a cavity. The shear layer formed is both unstable and
receptive to excitation. The shear layer is subject to the Kelvin-Helmholtz (K-
H) instability at low subsonic Mach numbers (Unalmis, Clemens and Dolling,
2004) that causes the characteristic roll-up of the shear layer. Oscillations of
shear layers in cavities ‘tend to be more coherent’ than oscillations of free shear
layers due to this feedback (Kuo and Huang, 2001).

2Reprinted from Journal of Sound and Vibration, Vol. 273, M. S. Howe, ‘Mechanism of
sound generation by low Mach number flow over a wall cavity’, Pages No. 103—123, Copyright
(2004), with permission from Elsevier.
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Figure 2.4: Theoretical directivity of sound from a shallow wall cavity at
M = 0.05 & M = 0.1 (Howe, 2004, p. 120)%2. [OASPL (dB) for the range
0.1<St=fL/U < 10.]

In a cavity flow, pressure or acoustic waves generated at the trailing edge
of the cavity travel upstream and provide excitation, forming a feedback loop.
Either or both can be observed depending on the flow conditions. Ashcroft
and Zhang (2005) state that selective amplification causes the instability waves
of the shear layer to grow, and in some cases the oscillating shear layer rolls
up into discrete vortices. Although the discrete vortices are not essential to
the occurrence of oscillations (Heller and Bliss, 1975), the impingement of
these vortices often provides the ‘discrete excitation’ to maintain oscillations
(Ashcroft and Zhang, 2005). Morris (2011) addresses the conjecture of whether
the shear layer consists of an oscillating vortex sheet or a series of discrete vor-
tices, citing PIV results from Ma et al. (2009) that suggest the shear layer
oscillation may exist as a combination of the two. For a cavity with a laminar
upstream boundary layer, Koschatzky et al. (2009) found that vorticity was
concentrated into discrete vortices but with distinct braids of vorticity con-
necting the vortices. With a turbulent upstream boundary layer, El Hassan et
al. (2009) identified vortical structures within the turbulent shear layer over
the cavity.
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Figure 2.5: Sketch of feedback cycle involved in cavity shear layer oscillations.
Adapted from Ahuja & Mendoza (1995), Czech et al. (2000) and Bastrzyk &
Raman (2009).

In the feedback loop shown in figure 2.5 the following is accepted as hap-
pening (Ahuja & Mendoza, 1995, Bastrzyk & Raman, 2009 and Czech et al.,
2000):

1. Instability waves are amplified in the shear layer and impinge on the trail-
ing edge of the cavity. This can be accompanied by large-scale vorticity
growth.

2. When these waves reach and interact with the trailing edge of the cavity,
pressure or acoustic waves are generated that travel upstream.

3. These waves reach the leading edge of the cavity and feed back to the re-
ceptive initial region of the shear layer (possibly with some phase delay),
thus reinforcing certain instabilities and completing the feedback loop.

Rossiter’s Equation and Rossiter Modes

Rossiter (1964) was the first to describe the aeroacoustic feedback loop mech-
anism in detail and to develop a formula (equations 2.8 and 2.9) to predict the
discrete frequencies of oscillation. One time period of the instability is given
by a downstream and upstream travelling component:

Pressure Waves @ Interaction with TE
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1. A vortex or crest of the oscillatory wave of the shear layer traverses
the cavity downstream in the time period Ty = L/U, where U, is the
convection velocity of the vortex.

2. A generated pressure or acoustic wave then traverses the cavity upstream
in a time 77 = L/c, where c is the speed of sound.

The parameter n is the ‘Rossiter mode’ number, or the ‘stage’ number,
and equals the number of instability wavelengths or vortical structures in the
cavity (El Hassan et al., 2009a). Between event 2 and the next event 1 « is
the phase delay or phase ‘lag’, which is the ‘lag’ between the upstream wave
reaching the leading edge and the generation of a new downstream travelling
disturbance. The unit of « is fraction of a wavelength, corresponding to the
‘lag’ in time (Delprat, 2006).

Equation 2.8 gives Rossiter’s (1964) equation for the frequencies of tonal
noise that may be produced by flow over a cavity. The equation gives possible
frequencies of oscillation and does not specify which modes will necessarily
occur.

1 B n—o
T1+T2 N L/C+L/Uc

Equation 2.9 gives the non-dimensional Strouhal number (St) form of
Rossiter’s (1964) equation. The mean velocity of the vortex is non-dimensionalised
as a fraction of the free-stream velocity called the mean convection velocity
ratio, kK = U./U, while M is the Mach number, M = U/c. Typical values of «
and k are given below. It is possible to determine both x and a experimentally,
and for frequency prediction either typical or measured values can be used.

fo=(n—a) n=123. (2.8)

L n-a

t - =
5 U M+1/k

n=1,23.. (2.9)

Typical phase lag values A phase lag, «, of zero is applicable for low
subsonic flows (Milbank, 2004 and El Hassan et al., 2009a), while a=0.25
produces the best fit for flows with moderate® Mach number (0.4 < M < 1)
(Block, 1976).

Typical convection velocity ratio values The most commonly used value
of k is 0.57. There are some limited x data available including those published
by Sarohia (1977) and El Hassan et al. (2009a). With suitable values of x and
a, good experimental agreement with Rossiter’s equation has been achieved
from low subsonic (El Hassan et al., 2009a and Milbank, 2004) to hypersonic

3In this thesis, ‘moderate’ Mach number is used to refer to Mach numbers between
approximately M ~ 0.4 —1, which includes part of the transonic range. ‘Transonic’ refers to
the region of operation of aircraft where the airflow around an aerodynamic body is partly
subsonic and partly supersonic (approximately M > 0.7 to M < 1.2).



18 CHAPTER 2. LITERATURE REVIEW

free-stream velocities (Unalmis, Clemens and Dolling, 2004). According to
Milbank (2004), for laminar cavity flows in the range of L/dy ~ 5 - 10, esti-
mating x from the data of Sarohia (1977) considerably increases the accuracy
of frequency predictions using Rossiter’s equation. The following curve fit to
Sarohia’s (1977) data can be used:

K = 0.223Ln(L/8;) — 0.0171 5.25 < L/§y < 10.5 (2.10)

Cavities at yaw To correct for cavities at yaw, cavity length L in Rossiter’s
equation can be replaced by an effective cavity length L', equation 2.11, where
1 is yaw angle (Milbank, 2004).

L

L= os@)

(2.11)

Modified Rossiter’s Equation

A modified Rossiter’s equation is often used for higher Mach number flows.
Equation 2.12 was developed by Heller, Holmes and Covert (1971) and is often
called the ‘modified Rossiter’s equation’. It corrects for high sound speed
in the cavity in higher Mach number flows (Heller and Bliss, 1975). The
modified Rossiter’s equation is applicable for transonic to supersonic Mach
number flows, with k& being the ratio of specific heats.

n—uo

St = fL/U = 5
L M1+ (k=112 4 1

(2.12)

For very high Mach number flows (M = 5), Unalmis, Clemens and Dolling
(2004) showed a decoupling of the shear layer instability and acoustic feedback
mode. They suggested that the correlation of Rossiter’s formula at M = 5 was
‘coincidental” due to the empirical coefficients used and that acoustic standing
wave modes were able to predict the discrete tones at very high Mach number.

Fluid-dynamic and acoustic resonance

The resonance loop mechanism can take one of two forms, depending on the
Mach number. Fluid-dynamic resonance occurs at low Mach number (for ex-
ample, Milbank, 2004), while acoustic resonance occurs at moderate-to-high
Mach numbers (for example, Rowley, 2002). In acoustic resonance, the acous-
tic travel time plays an important role in setting up the feedback loop, while
in fluid-dynamic (or hydrodynamic) resonance the acoustic travel time does
not play a significant role in setting up the feedback loop.

Fluid-dynamic resonance applies to fully-incompressible flows where the
feedback is ‘effectively instantaneous’ (Morris, 2011). In these flows, the pres-
sure fluctuations travel at ¢ >> U.. Thus in Rossiter’s equation, the Mach
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number is not a significant factor in the oscillation loop as M << 1/k, for ex-
ample, 0.1 << 2, assuming x ~ 0.5. Therefore, feedback from an interaction
of a disturbance with the rear wall is effectively supplied back to the leading
edge instantaneously.

In acoustic resonance, the feedback is provided in the form of an acoustic
disturbance (Morris, 2011). In this case, M ~ O(1/k), and the time taken for
feedback to reach the leading edge of the cavity plays an important role in the
resonance loop.

Distribution of energy between modes

In a theoretical study, Rowley (2002) found that the mode number of the
Rossiter mode with the greatest shear layer amplification increased with in-
creasing non-dimensional cavity length (L/6y). The calculations were per-
formed from inviscid linear stability theory using a tanh velocity profile based
on the velocity profile from DNS computations at M = 0.6. The amplifica-
tion increased to a maximum and then started to decrease with increasing
L/6y. There were regions of overlap where two mode numbers had approxi-
mately equivalent amplification rate. Cavities with thinner boundary layers
relative to the cavity depth (higher values of D/6) were found to have signifi-
cantly higher levels of amplification, in other words, cavities with thick relative
boundary layers (lower values of D/6y) do not oscillate as easily. Shear layer
amplification rates were found to decrease with increasing Mach number (from
M = 0.6 to M = 0.2), however this was noted to be balanced by a decrease in
radiation efficiency at the trailing edge.

2.5.2 Criteria for the Occurrence of Oscillations

Lower Threshold for Oscillations The most widely used lower threshold
criterion for fluid-dynamic cavity oscillation is that of Sarohia (1977) and is
given by equation 2.13. The criterion is empirical and based on extensive hot-
wire measurements of an axi-symmetric cavity model with a laminar boundary
layer at low subsonic speeds, which were plotted in Sarohia (1975, p. 84).
The occurrence of oscillations depends on the non-dimensional cavity length
L/&y, where dy is the boundary layer thickness just upstream of the cavity,
and Reynolds number based on &y, Res,. The criterion can also be used for
turbulent upstream boundary layers according to El Hassan et al. (2009a).

L
5—\/R€50 > 290 (for oscillations) (2.13)
0

Regarding the influence of cavity depth on fluid-dynamic oscillations, Saro-
hia (1977) made two notes:

e the minimum cavity length criterion is applicable for cavities with D/ >
2, with the value 290 increasing significantly for shallower cavities, so that
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occurrence of fluid-dynamic oscillation is more unlikely in very shallow
cavities, and

e for cavities with D/dy > 6, cavity depth does not affect fluid-dynamic
oscillation frequency.

Regarding the underlying physics, the Sarohia (1977) criterion is the prod-
uct of two factors. Firstly, the non-dimensional cavity length L/dy — whereby
when the cavity length is insufficient relative to upstream boundary layer thick-
ness, the shear layer reattaches downstream of the trailing edge of the cavity
rather than impinging on the cavity rear wall and therefore no cavity oscilla-
tions are produced. Secondly, the square root of the Reynolds number based
on upstream boundary layer thickness, /Res, — i.e., the cavity shear layer
will not oscillate when the Reynolds number is insufficient. Assuming a fixed
ratio of Blasis solutions (fy ~ 0.664/5 x dy), the lower threshold for oscillations
therefore takes the form L/ o 1/4/Res, which is plotted in figure 2.6.

Approximate Upper Limit for Oscillations There is an approximate
upper limit (equation 2.14) for cavity oscillations identified by Sarohia (1977),
where 6, is the momentum thickness just upstream of the cavity:

L <1006, (for oscillations) (2.14)

As the cavity length is increased, cavities have been found to stop oscillating
between L = 1000y and L = 2006, (Sarohia, 1977, Rockwell, 1983, and Gharib
& Roshko, 1987). Therefore, unless this criterion is met oscillations cannot
be expected with certainty, however longer cavities may still oscillate. Also,
oscillations would not generally be expected for cavities much exceeding a
length of L = 2006,.

Combined Criteria for Oscillations Figure 2.6 shows the region where
cavity flow oscillations may be expected to be found, based on the aforemen-
tioned findings.

2.5.3 Development of flow with Reynolds number

Figure 2.7 shows an illustration of the development of the shear layer in a two-
dimensional, open cavity flow. This development involves parameters including
the Reynolds number (Res, and Rep), cavity length, relative boundary layer
thickness, and relative momentum thickness?. Thus one main descriptor is

4The cavity length can be non-dimensionalised in terms of length-to-momentum thickness
ratio, L/fg, in addition to length-to-boundary layer thickness ratio, L/6y. Accounting for
this, partially accounts for the boundary layer type. The direct effect of boundary layer
displacement thickness, §*, and thus boundary layer shape factor, H = ¢*/6y, remains
underreported in the literature and thus is not included in this discussion or illustration.
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Figure 2.6: Range where oscillations are expected based on non-dimensional
cavity length, L/6, and momentum-thickness-based Reynolds number, Rey,.
Assumes laminar boundary layer, with ratio of Blasius solutions (6y =~
0.664/5 % dp) used to convert boundary layer thickness to momentum thickness.
Line given by L/0, ~ 200, an approximate upper value of non-dimensional
cavity length. Curve given by the criterion of Sarohia (1977) and holds for

the aforementioned Sarohia (1977) criterion parameter, (L/dy)+/Res,, which
includes many of these properties.

Although the development of cavity flows in terms of a combination of all
of the relevant parameters has not been fully reported in the literature, trends
for the changes in the cavity flow with the variation of individual parameters
have been reported. Table 2.1 summarises trends in cavity flows based on
individual parametrical descriptors. However a complete description of the
parameter space corresponding to each shear layer structure has not been
clearly reported in the literature.
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Figure 2.8: Rossiter mode number, or ‘staging’, hysteresis effect.

2.5.4 Staging and Intermittency
Staging

Figure 2.8 shows a sketch of a Rossiter mode hysteresis effect found by Milbank
(2004) which was termed ‘staging’. Staging refers to a switch of dominant
oscillatory Rossiter mode, also called a ‘stage’. The following behaviour was
found: when the Mach number was increased the oscillation would tend to
hold-on to a lower Strouhal (St) number before making the ‘stage jump’ up to
the higher frequency (or St number). However when the Mach number was
decreased, the oscillation would tend to hold-on to the higher Strouhal number
for longer, with the ‘stage jump’ occurring at a lower Mach number. This gave,
in the vicinity of ‘stage jumps’, a dependence of the oscillatory behaviour on
whether the Mach number was being increased or decreased.

Intermittency

Intermittency refers to situations when oscillations fail to ‘lock-on’ properly,
with oscillations of certain frequencies intermittently occurring and ceasing.
Intermittent oscillations can occur when the oscillations are fairly weak, i.e.,
when the parameters of the cavity are near the boundaries indicated in figure
2.6 (the oscillations are starting to occur, or ceasing). Intermittent oscillations
can also occur when a stage jump is imminent, and fluctuations in the external
flow or internal flow of the cavity can cause intermittent switching between the
different stages (Milbank, 2004, p. 40).

2.5.5 Coupled Cavity Oscillations

Fluid-dynamic oscillations can be coupled with other mechanisms to form fluid-
resonant oscillations, fluid-elastic oscillations or Helmholtz resonance. These
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can occur if the frequencies of fluid-dynamic oscillations are close to the fre-
quencies of other oscillation mechanisms.

Helmholtz Resonance Coupling

Helmholtz resonance can occur when a cavity has a small opening and a large
volume, forming a Helmholtz resonator. In Helmholtz resonance the air at the
cavity mouth, or orifice, undergoes large oscillations with the air inside the
volume of the cavity acting as a spring (Panton, 1988). Fluid-dynamic shear
layer oscillations at the cavity mouth can excite the resonator (Loh, 2004)
so that coupling can occur if shear layer instability frequencies are sufficiently
close to the natural frequency of the resonator (Ma, Slaboch and Morris, 2009).
The natural frequency of a Helmholtz-resonator is given by Equation 2.15 (Ma,
Slaboch and Morris, 2009):

c Orifice Area
= — 2.15
fHelmholtz Resonance 27T \/C&V]ty Volume > L ( )

Fluid-Resonant Coupling

Fluid-resonant oscillations involve ‘shear flow oscillations coupled with stand-
ing [acoustic] waves’ (Doran, 2006, p. 22) with either two-closed ends (length-
wise or span-wise) or one closed and one open end (depth-wise). Coupling
can occur when the shear layer oscillations are sufficiently high in frequency,
such that the acoustic wavelength is the same size or smaller than dimensions
of the cavity (Rockwell and Naudascher, 1978). Standing acoustic waves are
reinforced by constructive or destructive inference and are formed by acoustic
waves reflected back and forth between two solid surfaces or one solid surface
and one open end. The frequencies of standing waves are related to the dimen-
sions of the space in which the standing wave forms (and the speed of sound
in the particular medium).

Depth modes are the most common fluid-resonant mode in low speed cavity
flows over deep cavities and are described by East’s (1966, p. 284) formula in
equation 2.16. The formula is based on equating the Strouhal number for the
cavity oscillation mode from Rossiter’s equation to best fit of the Strouhal
number for the cavity depth mode. The former data were obtained from
East’s (1966) experiment, while the latter were calculated by computer using
a semi-empirical model from Plumbee, Gibson and Lassiter (1962). The latter
data showed good agreement with the former. The single frequency given by
equation 2.16 effectively represents a mean of the major depth-mode-coupled
Rossiter mode cavity oscillation frequencies present in the cavity.

St = fFL - (%) (%) <1 n 0.62.(2§/D)0-75> (2.16)
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El Hassan, Keirsbulck and Labraga (2009a) described how coupling be-
tween resonant and fluid-dynamic modes is often found at low subsonic ve-
locity in deep cavities (L/D < 1) and can occur when the criteria for neither
type of oscillation are met individually. They found that coupled oscillations
occurred in a deep cavity at a cavity length that was much smaller than the
values required for uncoupled oscillations.

Milbank (2004) derived equations 2.17, 2.18 and 2.19 for the most likely
acoustic resonance modes that would apply to a cavity at low Mach number
with oblique modes being considered unlikely:

cn

fn Length Mode — Ez n = 17273 (217)
cn
P span vioae = 577 n=123.. (2.18)
2n —1
[ Depth Mode = % n=1,23. (2.19)
eff

In equation 2.19, D4 is the effective depth with D.s ~ 1.2D.

Fluid-Elastic Coupling

Fluid-elastic oscillations are those that involve vibration modes of the struc-
ture, and can occur for flexible structures (Lin and Rockwell, 2000). Coupled
fluid-elastic oscillations can occur when the walls have a displacement that is
large enough to exert ‘feedback control’ on the shear layer and the combination
of the inertia and other properties of the wall in conjunction with the flow is
a complex one (Rockwell and Naudascher, 1978).
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2.6 Two-dimensional cavities

The flow structures around two-dimensional rectangular cavities at low depth-
based Reynolds number are relatively well understood. Open two-dimensional
cavity flows with moderate L/D ratios (L/D = 0.5 - 6) have been studied
extensively at low subsonic velocities. This section reviews these studies and
describes the steady and unsteady flow structures have been found in these
cavity flows.

Table 2.2 gives a list of low-Reynolds-number cavity flow investigations be-
tween depth-based Reynolds of Re;, = 90 - 82,000, most of which are discussed
in the following text. Furthermore, reviews are given by Watmuff (2009), Row-
ley & Williams (2006), and Rockwell & Naudascher (1978) which pertain to
two- and three-dimensional cavity flows at a range of Reynolds numbers.

2.6.1 Structure of recirculation zones

The two-dimensional sketches of Faure et al. (2007) shown in figure 2.9 iden-
tify common features in cavities with L/D up to 2 with a laminar upstream
boundary layer. Faure et al. (2007) used laser illuminated smoke visualisation
in a wind tunnel, with U = 0.69 — 1.6 m/s and a cavity depth of D = 0.30 m,
giving cavity-depth-based Reynolds numbers of Rep = 2300 — 5330. The span
and depth were fixed and the length of the cavity was varied. At Rep = 2300,
for L/D = 0.5 there are upper and lower vortices in the cavity, for L/D =1
the cavity is dominated by one large vortex, and for L/D = 2 the cavity is
dominated by two vortices, a larger one in the rear of the cavity and another
in the forward part of the cavity. The flow structure sketches are similar to
those by ESDU (2005), with (a) and (c) similar to those of Wieghardt, as
cited and reproduced in Tillman (1944), Yamamoto et al. (1979) and Sinha
et al. (1982) also produced similar sketches. As L/D is further increased, the
secondary (upstream) recirculation at L/D=4 is associated with much lower
levels of velocity than the primary recirculation (Ozsoy et al., 2005).

Neary and Stephanoff (1987) studied the flow over a ‘shallow rectangular
cavity’ at low subsonic speeds. The range of cavity-length-based Reynolds
numbers investigated was Rey = 31,900-39,600. Until the parameters reached
the cavity oscillation threshold, the authors found that the cavity was filled by
a large single primary vortex centred slightly downstream. As the Reynolds
number increased, a secondary vortex was found to form on the floor by sep-
aration of the back-flow along the cavity floor and a tertiary vortex forms in
the cavity slightly upstream from the primary vortex (figure 2.10).

5 Experiments in Fluids, vol. 42, 2007, pages 180, 179, & 175, Faure, T M, Adrianos,
P, Lusseyran, F, and Pastur, L, (© Springer-Verlag 2006. With permission of Springer.
Original captions: a) ‘Sketch of the cavity flow dynamics for R = 0.5... for U, = 1.21 m/s
(Re = 2,020) and U, = 1.60 m/s (Re = 2,670)’, b) ‘Sketch of the cavity flow dynamics for
R = 17, and c) ‘Sketch of the cavity flow dynamics for R = 2’.
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Figure 2.9: Sketches of flow structure in cavites with L/D < 2 for Rep = 2300.
a) L/D=0.5,b) L/D=1,c) L/D =2 (Faure et al., 2007)°.

2.6.2 Oscillatory Cavities

The shear layer oscillation and the main vortex within the cavity are coupled.
For instance, the flow visualisation images of Manovski et al. (2005) show
the main recirculation vortex fluctuating as the shear layer oscillates. On the
down-stroke of the shear layer, the energised impinging fluid is ‘drawn into’
(Neary and Stephanoff, 1987) and drives the main recirculation vortex (Ozsoy
et al., 2005, Manovski et al., 2005 and Manovski et al., 2007). Typically, shear
layer vortices are clipped at the trailing edge with part shed downstream and
part entering the main recirculation vortex (Manovski et al., 2007 and Neary
& Stephanoff, 1987). Clockwise vorticity (assuming left to right flow over
the cavity) from the shear layer is thus dispersed throughout the rear of the
cavity and downstream of the cavity (Ozsoy et al., 2005). On the other hand,
anti-clockwise vorticity within the cavity (again assuming left to right flow) is
generated by the flow adjacent to and down the cavity rear wall, and also the
flow adjacent to and upstream along the cavity floor (Ozsoy et al., 2005 and
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Lin & Rockwell, 2001). Neary and Stephanoff (1987) observed that large shear
layer fluctuations near the trailing edge are caused by both the growth of shear
layer disturbances and the deflection of the shear layer by the fluctuating main
recirculation vortex.

[SECONDARY VORTEX

Figure 2.10: Flow structure in shallow, open cavity with L/D = 3.5, at a
condition where oscillations just begin, Re;, = 39,600 and Rep = 11,300
(Neary and Stephanoff, 1987)5.

Manovski, Giacobello and Soria (2007) performed an investigation on a
two-dimensional open cavity flow in a water tunnel. The cavity had a length-
to-depth ratio of L/D = 5 with a laminar upstream boundary layer having
a displacement-thickness-based Reynolds number of Rep, = 81 — 194. The
cavity had a length of 100 mm and a depth of 20 mm, and was tested at U =
50.1, 97.2, 190.8 and 288.2 mm/s, giving cavity-depth-based Reynolds numbers
of Rep = 1000 — 5740. They used laser illuminated dye visualisation and
particle image velocimetry (PIV), and identified three main oscillatory regimes.
The first regime (at Rep = 1000) was characterised by very small amplitude
disturbance waves along the shear layer and the streamline pattern for this
regime was quite similar to that of Neary and Stephanoff (1987) in figure 2.10.
The second regime (at Rep = 1930 and Rep = 3800) was characterised by
disturbance waves that periodically rolled up and were usually partially clipped
at the trailing edge. The third regime (at Rep = 5740) was characterised
by irregular oscillations — a mixture of the ‘flapping’ shear layer and vortex

SReprinted from Physics of Fluids, Vol. 30 No. 10, M. D. Neary and K. D. Stephanoff,
‘Shear-layer driven transition in a rectangular cavity’, Pages No. 2936-2946, Copyright
(1987), with the permission of ATP Publishing.
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shedding with varying amplitude resulting in a mixture of complete escape and
complete clipping events when vortices reached the cavity trailing edge.

Ashcroft and Zhang (2005) carried out an investigation of two-dimensional
open cavities with a turbulent upstream boundary layer, finding large-scale
vortical structures. The cavity aspect ratio was L/D =2 —4 (L = 100 — 200
mm, D = 50 mm and W = 900 mm) with PIV and other methods used in a
wind tunnel at U = 32, 37 and 42 m/s, giving cavity-length-based Reynolds
numbers of Re;, = 220,000 — 577,000. The plate was positioned at a small
nose-down pitch angle of -2.5° in order to negate a small adverse pressure gra-
dient that was found over the model. Oil-flow visualisation confirmed that
the cavity was essentially two-dimensional. The time-averaged internal flow
structures were characterised by recirculating vortices whose sizes and posi-
tions varied with geometry and flow conditions. Regarding the shear layer,
they found an essentially linear growth of vorticity thickness along the cavities
(with vorticity thickness being a measure of shear layer thickness) and the rate
of growth was found to be independent of geometry. The unsteady large-scale
vortical structures found in the shear layer were also found to grow linearly
with distance, although these stopped growing as they neared the trailing edge.

Ozsoy et al. (2005) investigated low Reynolds number, laminar, two
-dimensional cavity flow in a low speed wind tunnel using PIV)at three ve-
locities. The Reynolds numbers were Rep =4000, 9000 & 13000, Re; =
16000, 36000 & 52000 and Reg, = 160 — 366. The cavity had fixed dimensions
giving L/D = 4 (and L/W = 0.27 - two-dimensional). The non-dimensional
cavity lengths and depths were: L/6y = 114 — 160, D/0, = 28.5 — 40 and
D/éy = 3.5 — 4.8 - all moderate values in the ‘zone’ for oscillations, nei-
ther especially small nor large. In this study, the rear recirculation vortex
initially formed in the rear half of the cavity (Rep = 4000) and then was
found to become larger and move upstream with increasing Reynolds number
(Rep = 13000). In a complementary way, the forward recirculation vortex (as-
sociated with much lower velocity magnitude) became smaller with increasing
Rep. The authors” attributed the growth in the downstream recirculation to
the increasingly energising effect of the shear layer with increasing Reynolds
number, as the shear layer impinged further down the cavity rear wall with
increasing Rep, supplying higher momentum fluid into the cavity.

With increasing Reynolds number, Ozsoy et al. (2005) observed a decrease
in vertical fluctuation velocity and an increase in horizontal fluctuation ve-
locity. This was attributed to the ‘K-H [Kelvin-Helmholtz] instability having
stronger periodic oscillations when the flow outside the cavity is laminar at
low Reynolds number’ (Ozsoy et al., 2005).

The location of maximum Reynolds stress (u/v’) in the shear layer was
found by the authors to move upstream with increasing Rep. Considering
this study, and the study of Manovski, Honnery and Soria (2005), it appears
that the flapping shear layer, location of recirculation vortex and location of
maximum fluctuation are interrelated.
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Figure 2.11: Schematic drawing of the flow paths and zones of vortex genera-
tion in an open cavity flow. L/D = 4 and Rep = 13000, Ozsoy et al. (2005,
p. 141)7.

Figure 2.11 shows a schematic drawing of the flow field showing the flow
paths and zones of vortex generation. As noted, the vertical fluctuation (or
flapping) of the shear layer was greatest at the lowest Reynolds number. Clock-
wise vortices are created in the separated shear layer while anti-clockwise vor-
ticity is created by flow that impinges and travels down the rear wall with
anti-clockwise vortices identified by the authors as created in this region. Since
the shear layer flaps, fluid either exits over the rear of the cavity or is swept
down into the cavity. Inside the cavity there are the two recirculation zones,
or ‘bubbles’. (As an aside, in a three-dimensionsal sense there must be some
balancing method to balance the fluid that is swept into the cavity.)

Milbank (2004) investigated cavities on car wing mirrors, including the im-
pact of yaw angle. The overall study focused on characterising these cavities
and their behaviour in detail, including how the noise would be perceived by
the vehicle occupant. Milbank’s experimental investigations included investi-
gations on a cavity in a flat plate at L/D = 1, Rep = 27,500, §o = 0.06 —0.11,
and Reg, = 191 — 315. In this context there was a laminar boundary layer
since the impingement point of the flow on the car mirror was close to the
cavity. It was determined that any relevant atmospheric turbulence could be
approximated by yaw and pitch. Milbank (2004) found a cellular flow structure
(section 2.8.1), as well as staging and intermittency effects in the oscillatory
behaviour (section 2.5.4).

" Ezperiments in Fluids, vol. 38, 2005, page 141, ”Ozsoy, E, Rambaud, P, Stitou, A, and
Riethmuller, M L, © Springer-Verlag 2005. With permission of Springer. Original caption:
‘Schematic drawing of the cavity flow’.
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Figure 2.12: Example of wake mode behaviour showing vorticity contours
(Rowley, 2002 p. 38)%, (a) to (d) show increasing time. Dashed lines indicate
counter-clockwise vorticity.

2.6.3 Wake Mode

Regarding shear layer behaviour, Gharib and Roshko (1987) described (in
addition to the non-oscillating and shear layer oscillation modes) another mode
of cavity flow which they called the ‘wake’ mode. The ‘wake’ mode involves the
periodic downstream ejection of a vortex from the cavity, thereby resembling
the shedding of vortices in the wake of a bluff body in a crossflow (Gharib and
Roshko, 1987). The frequency of the cycle is considered to be independent
of the flow velocity, suggesting that acoustic feedback is not involved in the
mode (Rowley, 2002). Rowley (2002, p. 23) numerically found that the wake
mode occurs upwards of Rey = 6,000 for a cavity with L/D =4 at M = 0.6.
Figure 2.12 depicts vorticity contours showing the wake mode for L/D = 4
from one of Rowley’s simulations. Gharib and Roshko (1987) experimentally
found the ‘wake’ mode to occur from upwards of Re;, = 14,000 in a cavity with
L/D = 1.4 in a water tunnel. The wake mode is associated with a dramatic
increase in drag, compared to shear layer oscillations (Gharib and Roshko,
1987). Cavities transition from the shear layer mode to the wake mode as the

8Rowley, C, Colonius, T and Basu, A, ‘On self-sustained oscillations in two-dimensional
rectangular flow over cavities’, Journal of Fluid Mechanics, vol. 455 pp. 315-346, Cambridge
University Press, 2002, reproduced with permission.
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length of the cavity or Mach number is increased (Rowley, 2002).

2.7 Aeroacoustic feedback loops: airfoil tonal
noise

2.7.1 Introduction

Analogous to the tonal noise that may be produced by some cavity flows
(section 2.5.1), tonal noise may also produced by flows over airfoils. This
airfoil tonal noise has been attributed to an aeroacoustic feedback loop (Arbey
and Bataille, 1983), similar to that present in cavity flows (Rossiter, 1964).
Therefore, the related aeroacoustic problem of airfoil tonal noise is considered
in this section of the literature review with a view to the subsequent study
on the effect of a cavity in the surface of an airfoil, on the airfoil tonal noise
produced by that airfoil (Chapter 5).

Airfoil noise is produced by helicopter rotors, wind turbines and airframes
(Brooks, Pope and Marcolini, 1989) as well as computer cooling fans (Arcon-
doulis et al., 2010) amongst other sources. When airfoils encounter smooth
flow, unsteady fluctuations can be created thereby resulting in the production
of airfoil noise. Although there are other sources of airfoil noise, such as lead-
ing edge noise and tip vortex noise, one major source of airfoil noise is the
trailing edge of the airfoil. In trailing edge noise, an efficient source is created
due to the diffraction of hydrodynamic instabilities at the sharp airfoil trailing
edge (McAlpine, Nash and Lowson, 1999), leading to a source that is dipolar
in nature (Desquesnes, Terracol, and Sagaut, 2007). A review of airfoil trailing
edge noise is given by Arcondoulis et al. (2010).

In this section of the literature review, an overview of airfoil laminar bound-
ary layer instability noise is first given. This is followed by a discussion of the
airfoil tonal noise aeroacoustic feedback loop mechanism detailed in the liter-
ature. A debate in the literature regarding the necessity of an aeroacoustic
feedback loop of that form in the production of airfoil tonal noise is then dis-
cussed, with some authors questioning the role aeroacoustic feedback loop in
the production of various instances of airfoil tonal noise, while other authors
support the role of the feedback loop in the production of the tones. Next, a
brief discussion of passive control of airfoil tonal noise is given, as this gives an
insight into the relative two-dimensionality of the mechanism, and the parallels
can be drawn to the passive control of cavity noise. Finally, an observation in
the literature about an underexplored phenomenon of airfoil tonal noise pro-
duced by an airfoil with a cavity is noted before a knowledge gap, an aim and
objectives are stated.
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2.7.2 Visualisation of laminar boundary layer instabili-
ties

The 1958 study of Bergh and Berg described the flow visualisation of Tollmien-
Schlichting (T-S) waves on a NACA0012 airfoil (Bergh and Berg, 1958). The
waves were excited acoustically using a loudspeaker. The chord-based Reynolds
numbers were in the range of Res = 80,000 — 120,000. Smoke was released
from a finite-width slit in the airfoil, illuminated stroboscopically and pho-
tographed. Compared to the natural case, instability waves were apparent
much further upstream in the boundary layer when the acoustic excitation
was applied. When the airfoil was positioned at an angle of attack with the
visualised side subject to an unfavourable pressure gradient, the wave pattern
was found to transform into three-dimensional horseshoe-like loops (hairpin
vortices). The authors noted that these loops were possibly related to the
finite width disturbance introduced by the smoke slit. All experimental points
studied (in terms of frequency and Reynolds number) were found to lie within
the TS wave instability region, confirming that they were laminar boundary
layer instabilities.

2.7.3 Laminar boundary layer instability noise

‘Airfoil tonal noise’ is a subset of trailing edge noise and refers to the discrete
tones produced by some airfoils and streamlined flat plates (Brooks, Pope and
Marcolini, 1989). It is associated with laminar flow over most or almost all of
the airfoil — on at least one side, usually the pressure side — and is thus referred
to as ‘laminar boundary layer instability noise’ (Paterson et al., 1973).

Airfoil tonal noise is a form of airfoil self-noise and may dominate for low
to moderate chord-based Reynolds numbers of up to approximately 600,000
(Arbey and Bataille, 1983, Arcondoulis et al., 2010). Airfoil tonal noise has
been attributed to a periodic vortex structure in the boundary layer over the
pressure side of the airfoil (Nakano, Fujisawa and Lee, 2006). The instabilities
in the transitional boundary layer over the airfoil are diffracted by the sharp
trailing edge whereby they form a strong noise source (Arbey and Bataille,
1983). The spectral characteristics of the noise consist, firstly, of a broadband
hump, having a central frequency, f,. This frequency has been associated with
the most amplified boundary layer Tollmien-Schlichting (T-S) wave over the
airfoil (Kingan and Pearse, 2009). Secondly, around this broadband hump
many individual discrete tones, f,,, may be found, each having approximately
equal frequency spacing, Af (Arbey and Bataille, 1983; Kingan and Pearse,
2009). Figure 2.13 shows a typical noise spectrum of airfoil tonal noise from
Arcondoulis et al. (2009).

A number of different mechanisms have been proposed to explain various
instances of the noise, for different geometries, Reynolds numbers, angles of
attack, and even different flow facilities. In the first comprehensive study on
the topic, Paterson et al. (1973) attributed the noise produced by NACA 0012
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Figure 2.13: Typical structure of airfoil tonal noise from Arcondoulis et
al. (2009). Shows far-field sound pressure spectrum from NACA0012 at zero
angle of attack and Rec = 75,000. Measurement taken in the same anechoic
wind tunnnel (AWT) facility as the present study.

and NACA 0018 airfoils to vortex shedding.

Paterson et al. (1973) provided empirical U® scaling relations for the mean
behaviour of the airfoil tones produced by a NACA 0012. The behaviour and
ladder structure of the airfoil tones are shown in figure 2.14. The equation for
the scaling relation is given by equation 2.20 where f is the frequency, U is the
freestream velocity, C'is the chord of the airfoil, and v is the kinematic viscosity.
For the central frequency, f, of the tones produced by flow over a NACA 0012,
the value of the constant K was found to be K = 0.011 while the exponent
a took the value @ = 1.5. Arbey and Bataille (1983) later showed this to be
equivalent to a scaling relation for the central frequency, fs, of a NACA 0012
based on an approximately constant boundary layer displacement-thickness-
based Strouhal number of 0.048. For the individual tones, f,, Paterson et
al. (1973) found that an exponent value of a = 0.8 applied.

KU
f= W (2.20)

For a NACA 0018 airfoil with chord-based Reynolds numbers of Rec =
6.9—27x 10* at 8° angle of attack, Kingan and Pearse (2009) calculated that f;
varied with U35 while f,, were found to scale with exponents between a = 0.79
and a = 0.84. For a sharp trailing edge flat plate with thickness/chord=0.025
(approximately one-fifth of a NACA 0012) and chord-based Reynolds numbers
of Rec = 7.0 — 20 x 10* at zero angle of attack, Moreau et al. (2011) found
that the individual tones, f,, scaled with U2,

Nakano, Fujisawa and Lee (2006) performed an experimental study on the
unsteady flow structure around a NACAO0018 airfoil, which showed that tonal
noise was produced by periodic vortex structure near the trailing edge, predom-
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LIBRARY NOTE:

This figure has been removed due to copyright.

Figure 2.14: Ladder structure of airfoil tonal noise (p. 34, Arbey and Bataille,
1983, from Paterson et al., 1973).
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Figure 2.15: Cross-correlation of velocity fluctuation and microphone noise
signal from Nakano et al. (2006)? for a NACA0018 airfoil at various angles of
attack. The chord-based Reynolds number was 160,000. (a) Cross-correlation
with horizontal velocity fluctuation. (b) Cross-correlation with vertical velocity
fluctuation.

inantly on the high-pressure side of the airfoil. The chord Reynolds number
was 1.6 x 10°. Particle image velocimetry was utilized with smoke particles
in air. The ceiling and floor of the wind tunnel duct were lined with acoustic-
absorbing material (glass-wool). The goal of the study was to investigate the
relation between the velocity and vorticity field near the trailing edge and the
noise radiated by the airfoil. Figure 2.15 shows the cross-correlation found
between the vertical and horizontal velocity fluctuations and a propagation-
distance-corrected microphone pressure signal. The figure shows that at zero
angle of attack, weakly correlated structures were found adjacent to both sur-
faces of the NACAOQ018 airfoil, consistent with the weak tones found in the
noise spectrum. However, at non-zero angles of attack, an asymmetric distri-
bution was found with highly correlated periodic structure found adjacent to
the high-pressure surface of the NACAO0018 airfoil at nose-up angles of attack
of 3° and 6°, consistent with strong tones found in the noise spectrum. Also, a
region of flow separation on the high-pressure surface was found using surface
flow visualisation, and this region was found to move rearwards with increasing
angle of attack.
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2.7.4 The role of an aeroacoustic feedback loop

It has been considered in the literature that an aeroacoustic feedback loop is
involved in the production of airfoil tonal noise, similar to the feedback loop
involved in the production of cavity tonal noise. Although the phenomenon
has been studied extensively, differing views have been put forth on the role
(or absence) of a feedback loop in the production of the discrete tones.

Paterson et al. (1973) were the first to identify the discrete tones and at-
tributed them to vortex shedding in the wake of NACA 0012 and 0018 airfoils.
Paterson et al. (1973) found that, ‘this phenomenon only occured when the
boundary layer developing on the airfoil were laminar, at least on the (high-
)pressure side, and the trailing edge played a crucial role in the sound genera-
tion process’ (Arbey and Bataille, 1983, p. 33). The involvement of a feedback
loop, however, was first proposed by Tam (1974), with feedback loop models
later developed and refined by other authors such as Longhouse (1977) and
Arbey & Bataille (1983).

In vortex shedding from bluff bodies, the vortex shedding instability is un-
related to instabilities found in the boundary layer over the object (Roshko,
1955b). Subsequently, Tam (1974) disagreed with the suggestion of the air-
foil tones being due to vortex shedding and was the first to identify that the
previously-observed tonal frequencies were within the region of unstable fre-
quencies of the laminar boundary layer, proposing the existence of an aeroa-
coustic feedback loop which would better describe the ‘ladder structure’ that
had been observed. Tam (1974) proposed a feedback loop between the airfoil
trailing edge and a point in the wake, and this better described the ladder
structure found by Paterson et al. (1973). For instance, the presence of more
than one tone indicated that more than one mode was excited (1974). Note
that the receptivity of laminar-transitional boundary layers around airfoils to
acoustic waves was well known (Bergh and Berg, 1958).

The feedback loop model, which was furthered by numerous authors in-
cluding Archibald (1975), Longhouse (1977), and Arbey & Bataille (1983),
described the series of discrete tones found at a given set of flow conditions.
The model contains three components (Arbey & Bataille, 1983, Longhouse,
1977):

(1) the initiation of laminar boundary layer instability waves (T-S waves) at
a neutral-stability point on the airfoil surface;

(2) the convection of these waves past the trailing edge where strong acoustic
waves are radiated due to diffraction of the sources in the boundary layer
by the sharp trailing edge; and,

9 Experiments in Fluids, vol. 40, 2006, page 487, Nakano, T, Fujisawa, N, and Lee, S,
(© Springer-Verlag 2006. With permission of Springer. Original caption: ¢ Cross-correlation
contour of velocity fluctuation and noise signal: a) Cross- correlation R, b) Cross- corre-
lation R}’ .
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Figure 2.16: Aeroacoustic feedback loop for airfoil tonal noise proposed by
Arbey and Bataille (1983, p. 44)!°, for airfoil at zero angle of attack.

(3) propagation of these acoustic waves upstream to the neutral-stability
point where they cause the initiation of further instability waves in the
boundary layer such that reinforcement occurs at certain frequencies.

Arbey and Bataille (1983) stated that the feedback loop occurred between
the trailing edge of the airfoil and the point where hydrodynamic boundary
layer instabilities (Tollmien-Schlichting waves) are created upstream on the
surface of the airfoil, the ‘receptivity point’ or neutral-stability point, which
for an airfoil at zero angle of attack they considered to be at the maximum
velocity point of the airfoil . This is illustrated in figure 2.16. Arbey and
Bataille (1983) found excellent agreement with experiment using this location
to predict the tones produced by NACA 0012 airfoils at zero angle of attack.

Underlying Tam’s (1974) feedback loop was a phase condition; this condi-
tion was modified by Arbey and Bataille (1983) for their updated version of
the feedback loop model. From the phase condition, the possible frequencies
of the discrete tones (f,) were derived by Arbey and Bataille (1983). The
tones needed to have a fixed total phase around the loop of 27n. Here, L is
the characteristic length of the feedback loop, U, is the convection velocity of
disturbances, c is the speed of sound, U is the free-stream velocity and n is the
mode number. For reinforcement ‘nothing should change by going around the
loop once’ (Tam, 1974) and thus the condition was derived by requiring a total
phase change around the feedback loop of 27 (n + 1/2), where the addition of
1/2 accounted for a 180° phase shift at the trailing edge (Arbey and Bataille,
1983). The loop consists of a downstream component L/U,. and an upstream
component L/(¢c — U), such that the total phase change must be equal to

10 Arbey H, and Bataille J, ‘Noise generated by airfoil profiles placed in a uniform laminar
flow’, Journal of Fluid Mechanics, vol. 134 pp. 33-47, Cambridge University Press, 1983,
reproduced with permission.
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wn(L/U.+ L/(c — U)) (Arbey and Bataille, 1983, Tam, 1974). Substituting
fn = wn/(2m) gives equation 2.21 (Arbey and Bataille, 1983):

JnL
Ue

U. 1
—n+ - 2.21
—) ="T3 (2.21)

(1+

2.7.5 Questioning the role of an acoustic feedback loop

In more recent works, additional mechanisms have been identified for the pro-
duction of the airfoil tonal noise. The importance of a feedback loop, where
boundary layer disturbances are excited by acoustic waves, is being debated.
Indeed, some recent studies have questioned the necessity or form of this feed-
back loop in the production of the airfoil tonal noise in some instances.

McAlpine, Nash and Lowson (1999) identified the importance of a region
of separated flow (laminar separation bubble) close to the trailing edge. A
NACA 0012 and a FX79 W151 airfoil were tested at chord-based Reynolds
numbers of 450,000 - 870,000. The authors used a closed-section wind tunnel
rather than the open-jet facilities used by previous researchers. Using Laser
Doppler Anemometry measurements, together with stability analysis, they
identified that amplification of the airfoil tonal frequency was controlled by a
laminar separation bubble found near the trailing edge due to the presence of
inflectional velocity profiles. It was found that most of the amplification oc-
curs near the trailing edge. They considered that instability frequencies (T-S
waves) were determined by the dynamics close to the point of flow separation
where linear stability theory is valid. High levels of amplification then oc-
curred over the separation bubble (McAlpine et al., 1999, Kingan and Pearse,
2009). Subsequently in the wake, the vortex-shedding frequency (which is
not usually related to boundary layer disturbances for bluff bodies) was de-
termined by the ‘amplification of a “selected” boundary-layer instability wave’
(McAlpine, Nash and Lowson, 1999). More recently, Kingan and Pearse (2009)
have demonstrated that the central frequency, fs, can be predicted by the fre-
quency of maximum T-S wave amplification.

McAlpine, Nash and Lowson (1999) also found that for higher Reynods
numbers, no separation bubble was detected, however the inflectional profile
of the boundary layer was found to be sufficient to produce the tone. On the
other hand, for lower Reynolds numbers there was found to be no tone even
though the separation bubble was detected — it was considered that the growth
rate of instabilities was insufficient (to cause the tone). It was also found that if
transition to fully-developed turbulence occurred before the trailing edge then
there was no tone, even if an upstream boundary layer instability frequency
was present.

Furthermore, McAlpine et al. (1999) did not find a ‘ladder structure’, and
they stated that a feedback loop about a separation bubble (rather than further
upstream on the boundary layer) was sufficient for the production of airfoil
self-noise. They stated that there would be a feedback mechanism about the
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separation bubble to create the narrowband characteristic of the tone, i.e., the
reinforcement occurred near the point of flow separation rather than at an
initial instability point and the single frequencies observed were not selected
due to fitting the phase requirements of a feedback loop. Nash, Lowson and
McAlpine (1999) eliminated the ladder structure of the tones by fitting acoustic
lining to the ceiling and floor of the working section of the same wind tunnel
and claimed that previous researchers may have been ‘misled’ by spurious
feedback loops peculiar to the experimental rigs used.

Moreau, Brooks and Doolan (2011) showed that tones produced were re-
lated to vortex shedding frequencies and T-S waves were unlikely to be present
at these frequencies for a flat plate with a thickness-to-chord ratio of 0.025 and
a 12° wedge-shaped sharp trailing edge (flat on the pressure surface). The air-
foil was a slender flat plate profile with an asymmetric wedge-shaped trailing
edge. The measurement was conducted in an open-jet anechoic wind tunnel
at a chord-based Reynolds number of 200,000. The tonal noise produced by
this airfoil was found to be due to vortex shedding over a separation bub-
ble detected near the trailing edge, with no boundary layer instability waves
involved. Although tones with approximately equal frequency spacing were
found, boundary layer instability waves at these frequencies were not detected
and the frequencies were outside the instability envelope of the boundary layer
according to linear stability theory. The tones were attributed to vortex shed-
ding frequencies being sufficiently amplified by the unstable boundary layer
(as evidenced by inflectional velocity profiles). In subsequent work, Doolan
et al. (2012) performed an incompressible numerical simulation of the same
plate at the same Reynolds number and found that the tonal noise could be
explained by vortex shedding processes only.

Although some authors (Bergh and Berg, 1958, Archibald, 1975) have iden-
tified a single boundary layer instability determining the wake frequency of
airfoils, little evidence has been previously found to describe the variety of dis-
crete tones. Hence, the idea of vortex shedding processes determining the fre-
quencies of airfoil tonal noise, in some instances, is being put forward (Moreau
et al., 2010). The essential feature of vortex shedding mechanisms determin-
ing the frequencies is that they are not related to instabilities present in the
boundary layer over the object (Moreau, et al.2010). Roshko (1955b) states
that the main feature of flow past a bluff body is ‘separation from the body
surface ... and the formation of a large wake’ with a Karman vortex street
forming downstream of the bluff body. Roshko (1955b) cites Fage and Jo-
hansen (1928) who state that the shedding frequency is inversely proportional
to the width of the wake. The interaction of the two sides of the wake is im-
portant, and Roshko (1955b) demonstrates that the addition of a splitter plate
downstream of a circular cylinder can suppress or modify the vortex shedding
behaviour, depending on plate length and position. This phenomenon has also
been investigated by Ali et al. (2010, 2011) for the case of a square cylinder.

For airfoil tonal noise from NACA0012 and NACAO0018 airfoils, Paterson
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et al. (1973) found that the broad trend of the tones followed the relation
St = f(20)/U =~ 0.11. The wake width 20 was based on twice the boundary
layer thickness from the laminar, flat plate, zero pressure gradient boundary
layer equation — however the plates were positioned at angles of attack up to
10°. Paterson et al. (1973) noted that this is slightly lower than the St number
of approximately 0.2 associated with bluff body vortex shedding.

Tam and Ju (2012) attributed the basic tone generation mechanism to the
near-wake Kelvin-Helmholtz (K-H) instability at zero angle of attack. The
authors elaborated, however, that other mechanisms could become possible or
even dominant at non-zero angles of attack. They numerically investigated
a NACA 0012 airfoil with varying trailing edge radius (from 0.5 % to 10 %
truncation) in the moderate chord-based Reynolds number range of 200,000 to
500,000. The airfoil was simulated at zero angle of attack so as to deliberately
avoid the presence of separation bubbles or large-scale open separations that
could be possible feedback sites. They found a single tone for a given flow
configuration. These tones agreed with equation 2.20 for the nearly sharp edge,
whilst for more blunt edges lower frequencies forming a series of parallel curves
to this equation were found. The authors performed a instability analysis
which showed that the tone frequency corresponded to the most amplified K-
H instability wave at the thinnest, and therefore most unstable, point of the
wake. They believed that the instability initiated at this part of the wake ‘is
ultimately responsible for the generation of the aerofoil tones’ (Tam and Ju,
2012, p. 559). For airfoils with some bluntness the wake forms smoothly at
the trailing edge (with vortices appearing some distance downstream) and the
authors claim that this finding ‘eliminates vortex shedding as a tone generation
mechanism’ for such airfoils (Tam and Ju, 2012, p. 543), in the sense of discrete
vortices forming over the airfoil or at the trailing edge. Like Nash et al. (1999),
the authors believe that feedback tones are facility related and that they ‘are
not genuine tones’ of a truly isolated airfoil (Tam and Ju, 2012, p. 567).

2.7.6 Supporting the role of an acoustic feedback loop

In contrast to the above discussion, some other recent studies have suggested
that an acoustic feedback mechanism plays a role in the production of the noise.
Takagi and Konishi (2010) investigated the role of artificial feedback on the
noise produced by a NACA 0012 at a chord-based Reynolds number of 450,000.
The addition of a splitter plate disturbed the formation of a discrete frequency
vortex street, so that only a broadband T-S contribution remained, supposedly
due to lack of feedback to select a discrete frequency. Artificial feedback from
external acoustic forcing was found to excite a discrete frequency, from amongst
the T-S broadband frequencies, and this frequency demonstrated a ladder-
like structure. The authors claimed that this demonstrated the role of an
acoustic feedback loop in the frequency selection of trailing edge noise. At
a chord-based Reynolds number of 10,000, Tkeda, Atobe, and Takagi (2012)
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numerically found that a NACA 0012 at zero angle of attack was governed
by the wake instability only, yet for non-zero angle of attack instability waves
were present in the suction side boundary layer which were attributed to an
acoustic feedback mechanism.

Jones, Sandberg and Sandham (2010) performed a numerical simulation
of the flow around a NACA 0012 at the chord-based Reynolds number of
50,000 and showed the existence of an acoustic feedback loop. The airfoil
was set at a geometric angle of attack of 5° and a Mach number of 0.4 was
specified. Specifically, a single, initial and finite perturbation (‘wavepacket’)
was applied to the flowfield, and this was found to be sufficient to setup a self-
sustaining oscillation. Virtual pressure probes located both within and outside
the boundary layer, showed the propagation of a hydrodynamic disturbance
downstream followed by the propagation of acoustic waves upstream, then
followed by the creation of a new hydrodynamic wavepacket and so forth. The
behavior was attributed to an acoustic feedback loop with reception said to
occur near the leading edge. The authors stated that,

‘...it appears that the downstream-travelling wavepacket induced by
the initial perturbation generates upstream-travelling acoustic waves
when it convects over the trailing edge. These upstream-travelling
acoustic waves then reach some location of receptivity, probably the
aerofoil leading edge, and generate another downstream-travelling
wavepacket. The process repeats with all x-locations and hence rep-
resents an instability of the flow, via a combination of convective
instability of hydrodynamic disturbances and an acoustic-feedback
loop.’

(Jones et al., 2010, p. 276-277)"

2.7.7 Summary for airfoil tonal noise produced by smooth
airfoils

In summary, a number of different findings have been made as to, firstly, the
flow structure around airfoils that generate tonal noise, and secondly, the mech-
anisms involved in the generation of the noise. Some authors have questioned
the role of an acoustic feedback loop in the production of the tonal noise,
while other authors have supported the involvement of an acoustic feedback
loop in the production of the tonal noise. Subsequently, further experimen-
tal or numerical avenues to investigate airfoil tonal noise would be helpful
towards clarifying the mechanisms, including whether any acoustic feedback

1 Jones, L E, Sandberg, R D and Sandham, N D, ‘Stability and receptivity characteristics
of a laminar separation bubble on an aerofoil’, Journal of Fluid Mechanics, vol. 648, pp. 257—
296, reproduced with permission.
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loop is involved, whether that be broadly or in certain particular instances.'?

2.7.8 Airfoil tonal noise produced by airfoils with cavi-
ties

To the aforementioned end of further experimental avenues to investigate airfoil
tonal noise, a variation in trailing edge noise tonal frequency when a circular
cavity was present in a NACA 0018 was compared to the noise from the same
airfoil without a cavity by van Osch (2008). However no explanation for the
observed behaviour was provided by the author. Other existing studies on
airfoils with cavities primarily pertain to the aerodynamic performance of the
airfoils, or to the cavity oscillation modes generated over them (for example,
Lasagna et al., 2011, Olsman and Colonius, 2011, and Olsman et al., 2011).
Note that a laminar boundary layer will re-form downstream of a cavity in
the surface of an airfoil given a sufficiently low Reynolds number. For these
profiles, it should be expected that the tone generation mechanisms will be
similar to closed profile airfoils provided that the profile is streamlined overall,
is operating in the relevant Reynolds range, and that it has a laminar boundary
layer over it.

2.7.9 Knowledge gap

To best of the author’s knowledge the occurence of airfoil tonal noise from a
plate with an nominally non-oscillating cavity has not been described previ-
ously, and the mechanism of such noise is a valid knowledge gap.

2.8 Three-dimensional cavities

The flow fields about narrow cavities, L/W > 1, are known to have significant
three-dimensional effects. Crook (2005, p. 65) notes from experimental obser-
vations that the flow about narrow cavities can be highly three-dimensional
and two-dimensional descriptions are insufficient to fully describe the flow field.
For example, in-flow and out-flow processes have been identified at the front
and rear corners of cavities respectively (Ahuja & Mendoza, 1995 and Crook,
Kelso & Drobik, 2007). Rossiter (1964) notes that although similar patterns
to 2-D cases may found at the centre-line of even quite narrow cavities, near

12Since the present investigation of airfoil tonal noise was principally completed in January
2013 (with results submitted for publication and described in Chapter 5: Airfoil Tonal Noise
Results and Discussion), a number of relevant studies regarding airfoil tonal noise production
from NACA series airfoils have been published in the literature. These studies and their
relation to the present findings are described in Appendix A. They are not discussed here,
as their inclusion a posterori would not accurately represent the literature at the time the
research was conducted.
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the side walls and down-stream (due to the out-flow processes) the flow field
may be quite different.

The 3D flow-field around rectangular cavities has been extensively studied
at a variety of speeds. At low subsonic speeds the flow structure has been
studied by authors including Crook et al. (Crook, Hassan & Kelso, 2008, and
Crook, Kelso & Drobik, 2007), Crook (2005, 2011), Faure et al. (2007), Rock-
well & Knisely (1980) and Maull & East (1963). At transonic speeds it has
been studied by authors including Doran (2007) and Kaufman & Clark (1980).
At high supersonic speeds it has been studied by authors including Dolling,
Perng and Leu (1997) and it was also reported in ESDU (2005).
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Figure 2.17: Flow visualisation of spanwise cells by Maull and East (1963)3.
Overhead view of oil visualisation on the cavity floor. Top to bottom: L/W =
0.21, 0.27 and 0.4.

2.8.1 Spanwise flow structures

Maull and East (1963) were the first to identify time-averaged spanwise flow
structures in nominally two-dimensional cavity flows (L/W < 1). In recent
works, these time-averaged cellular flow structures have been associated with
an unsteady centrifugal instability of the recirculating flow within the cavity
(Bres and Colonius, 2008). Furthermore, where such instabilities exist, they
will also impact on the unsteady flow structures of the cavity (for example,
Crook, 2011).

Maull and East (1963) reported three-dimensional effects inside a nominally
two-dimensional cavity for low speed wind tunnel flows. Their study consisted
of two components. First, oil visualisation was carried out at Rep = 95,300
and L/D = 2. The aspect ratios of the cavities were L/W = 0.21, 0.27 and
0.40. This visualisation was conducted to ensure the two-dimensionality of
the flow, however it was ‘immediately apparent’ that the flow actually had a
three-dimensional nature. The cross-sectional flow pattern for this cavity was
considered by Maull and East (1963) to consist of a large main recirculation
vortex and a much smaller front corner vortex. Thus the light areas of figure
2.17 show pooled oil on the floor of the cavity corresponding to the separation

BMaull, D and East, L, ‘Three-dimensional flow in cavities’, Journal of Fluid Mechanics,
vol. 16 pp. 620-632, Cambridge University Press, 1963, reproduced with permission.
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line between the two recirculation vortices. The change in the shape of the
separation line is shown with increasing L/W ratio. The pooled oil was found
by the authors to be subject to significant spanwise modulation with an integer
number of ‘cells’ forming that varied with the width of the cavity. These
spanwise cells were found to be steady when they occurred, however they did
not occur under all conditions. The cells could also be identified from spanwise
pressure distributions on the cavity floor (Maull and East, 1963). Some of the
visualisations suggested that the pattern corresponds to:

‘the presence of a row of vortices, ... having their axes normal to
the bottom of the cavity and terminating on it.’

(Maull and FEast, 1963, p. 623)

Milbank (2004) also identified spanwise cells. Milbank conducted three-
dimensional smoke visualisation on a relatively deep and wide cavity with
open flow, which was subjected to yaw at low subsonic speeds. Span-wise cells
were noted which ‘appeared to break up and become less clear’ as the yaw
angle was increased (Milbank, 2004, p. 130). Flow visualisations by Faure et
al. (2007) showed similar patterns to those found by Milbank (2004). Where
Milbank (2004) focused on the effects of yaw at a limited range of geometries,
Faure et al. (2007) investigated a large range of cavity aspect ratios.

Bres and Colonius (2008) investigated three-dimensionalities in cavity flows
using linear stability analysis and direct numerical simulations. The authors
argued ‘that the [three-dimensional] instability mechanism is a generic cen-
trifugal instability in the recirculating vortical flow near the downstream cavity
wall” (Bres and Colonius, 2008, p. 318).

2.8.2 Shallow, narrow cavities

Crook and colleagues (Crook, 2005, Crook, Kelso & Drobik, 2007, Crook,
Hassan & Kelso, 2008, and Crook, 2011) comprehensively studied the flow
structure around relatively narrow, shallow cavities at low subsonic velocities,
at the University of Adelaide finding a ‘highly three-dimensional” flow field.
Crook (2005) suggested that two-dimensional descriptions found in the litera-
ture were insufficient to describe three-dimensional cavities, where for example,
an out-flow process was suggested at the two rear corners of the cavity (Crook
et al., 2008).

A cavity with L/D = 6 and L/W = 3 was the main three-dimensional
geometry considered. This geometry classified the cavity flow as nominally
an open, three-dimensional cavity flow. The cavity was tested at freestream
velocities of 20-25 m/s in air and 108 mm/s in water, giving length-based
Reynolds numbers of Rey, = 740,000 in air and Re;, = 80,000 in water. The
cavity had dimensions of L = 450mm, D = 75mm and W = 150mm.
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Figure 2.18: Time-averaged normalised wall pressure data obtained from pres-
sure tappings (Crook et al., 2007, p. 434). L/D =6, W/D = 2, Rep = 100,000,
Res = 13,000 and D/d§y = 7.7 (turbulent boundary layer type).

The time-averaged surface pressure data obtained by Crook, Kelso & Dro-
bik (2007) from pressure tappings in the wind tunnel testing are shown in
figure 2.18. Notable features are:

e The ‘sharp’ rise in pressure near the rear of the cavity, indicative of an
open-type cavity.

e The two lower pressure regions on the rear wall suggesting two impinge-
ment points.

e The lower pressure region on the flat plate beyond the trailing edge,
suggesting the region of separation.

e The low pressure in the middle of the cavity floor, associated with the
main recirculation.

e Comparatively much lower normalised pressure on the front wall than
the rear wall, associated with the back-flow and general recirculation
inside the cavity.

Crook (2005) conducted surface flow visualisation in air using a paste con-
sisting of a mixture of corn flour and water. Figure 2.19 shows Crook’s (2005)
interpretation of this surface pattern.
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Figure 2.19: Sketch of surface flow visualization (Crook, 2005, p. 66).

Crook (2005, p. 65) ‘hypothesised that the recirculation in the lower rear
of the cavity may be the origin of vortices which are swept out of the cavity
and continue downstream’;, and that these vortices may be ‘responsible for
transporting fluid outward from the walls’ at the rear of the cavity. Atvars
et al. (2009) experimentally found a co-recirculation in the rear of the cav-
ity. Also, the experiments of Atvars et al. (2009) were supplemented with
validated simulation results which appeared to show trailing vortices emerging
from this co-recirculation region and exiting the cavity downstream. This may
be consistent with Crook’s (2005, p. 65) hypothesis.

Crook et al. (2008) recorded PIV data at Rep = 6,700 (Rey, = 40,000),
with a laminar boundary layer upstream (dy/D = 0.15 and 6y/D = 1.6 x 1072),
for L/D = 6 and L/W = 3. Velocity vectors and streamlines obtained for three
longitudinal measurements planes are shown in figure 2.20, these were located
at z/D = 0, z/D = 0.5 and z/D = 0.98 (note that (1) W = 2D and (2)
the origin of the z-axis is located at the centreline). Crook has annotated
the main features consisting of a front and rear vortex, recirculation zone and
bifurcation point indicating the position of impingement of the shear layer on
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the rear wall. In this instance, the rear vortex was found to be a region of
co-recirculation with the same direction as the main recirculation.

Figure 2.21 shows time-averaged PIV velocity data and streamlines mea-
sured in a lateral plane near the rear wall. Crook (2011) identified a pattern
with a ‘number of source and sink points and bifurcation lines’ and noted that
the distribution was ‘generally symmetric’.

Near the top of the wall, Crook (2011) identified three saddles separating
two source star nodes. The bifurcation line between these features represents
the time-average impingement line of the shear layer on the rear wall, above
which flow exits over the top of the rear of the cavity and below which flow
is swept into the recirculation within the cavity. Flow swept down into the
recirculation appears to be swept towards either the centreline or side walls of
the cavity.

At the lower part of the wall Crook (2011) has identified stable foci at
the two lower side corners next to saddles with a sink node at the centre.
Below the bifurcation line formed by these features there may be a region of
separation associated with a lower rear corner vortex. The overall distribution
of features on the rear wall may not be altogether that different from that
found in transonic cases. For example, Knowles, Lawson and Ritchie (2007)
were also able to identify vortical features in the lower rear corners on the rear
wall of a 3D cavity in surface streamlines obtained from simulations, although
these features were not clear in experimental surface flow visualisation.

To produce the overall flow pattern shown in figure 2.22, Knowles, Law-
son & Ritchie (2007) combined the experimental findings and their numerical
findings. The three marked planes are each consistent with the PIV findings.
Other features, such as the tornado-like vortices, were determined from their
simulation. The following list describes the features shown in figure 2.22:

e The main recirculation in the cavity.

e The tornado-like vortices near the front of the cavity.

e The corner vortex at the front of the cavity.

e The co-recirculation vortex at the rear of the cavity.

e The region of separation above the trailing edge.

e The trailing vortices emerging from the rear of the cavity.

e ‘End’ vortices, associated with end effects and in/out flow.

2.8.3 Impact of cavity span on flow-field & asymmetries
Secondary flow patterns

Three-dimensional effects are caused by the presence of the cavity side wall,
causing the formation of secondary flow patterns (Zhang and Naguib, 2008).
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Figure 2.20: Annotated PIV time-average velocity vector field and streamlines
along three longitudinal planes. For a three-dimensional cavity at Rep =
6,700, with a laminar boundary layer (D/dy = 6.7), for L/D = 6 and L/W = 3
(Crook et al., 2008).
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Figure 2.21: PIV velocity vector field and streamlines near the rear wall of a
three-dimensional cavity at Rey, = 40,000 (Crook et al., 2008).

LIBRARY NOTE:

This figure has been removed due to copyright.

Figure 2.22: Interpretation of the time-averaged three-dimensional flow-field
within a cavity with L/D = 5 and L/WW = 2 at M = 0.85 from Knowles,
Lawson & Ritchie (2007).
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The recirculation vortex observed by the researchers had a distorted shape
near the cavity side walls, such that shear layer vortices near the centre-line
impinged more ‘strongly’ on the cavity rear wall. Subsequently, in more recent
work Crook (2011) established the presence of a cavity asymmetry due to a
shear layer twisting mode in a shallow, narrow cavity, which will be discussed
shortly.

The studies were conducted on low Mach number and low Reynolds num-
ber three-dimensional cavity flows (Zhang and Naguib, 2008, 2011). An ax-
isymmetric cavity model was used to establish, as best as possible, a two-
dimensional reference condition without influence of finite span (in this in-
stance, finite azimuthal angle). Sleeves were then used to create cavities of fi-
nite span. Measurement techniques included wall-pressure measurements, hot
wire velocity measurements and Laser Doppler Anemometry. The boundary
layer at the leading edge of the cavity was fully turbulent. The cavity aspect
ratios were L/D=2.6 — 4.1 and W/D=2.4 — 7.1. The depth-based Reynolds
numbers were 4,070 — 16,300.

Zhang and Naguib (2008) initially identified a surprising low-Mach-number
cavity phenomenon: the pressure oscillation intensity at the centre-line of the
cavity floor was found to decrease for increasing cavity span. Later, the au-
thors identified that, in fact, peak pressure intensity was found off the cavity
centreline as the cavity span was increased (Zhang and Naguib, 2011). The
oscillations were quite low in frequency and did not correspond to Rossiter
modes; instead they were more consistent with Strouhal numbers for wake
mode behaviour (Zhang and Naguib, 2011).

Zhang and Naguib (2011) found at least two pressure intensity peaks, with
the first peak away from each side wall located approximately one cavity depth
laterally into the cavity. For the narrowest cavity the separate peaks had
‘merged’ into the one peak located at the centre-line. The authors found that
the behaviour was because of a secondary flow pattern caused by the presence
of the side wall. There was a distortion of the main recirculation zone near
the side wall such that the circulation zone did not stretch as far upstream as
it did near the centreline. Also a large streamwise recirculation was identified
in the lateral plane near the middle of the cavity length. This circulation had
a clockwise orientation (with respect to the side wall being located on the
left, whilst looking downstream). This pattern was found to cause ‘deeper
penetration of the shear-layer vortices into the cavity’ (Zhang and Naguib,
2011, p. 1228) corresponding to the peak in pressure intensity.

Shear layer twisting mode

A shear layer twisting mode has been discovered in certain shallow, narrow
cavity flows. Crook (2011, p. 147) identified extreme left- and right-orientation
flow patterns in the low-Reynolds-number flow over a shallow, narrow cavity
by using conditional averaging. Here, the span of the cavity was twice the
cavity depth, while the cavity length was six times the cavity depth. The phase
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Figure 2.23: Comparison of streamwise velocity at the left-hand and right-
hand sides of a shallow, narrow cavity (Crook, 2011, p. 167). The depth-based
Reynolds number is 7000 with a laminar boundary layer (do/D = 0.15 and
6o/D = 1.6 x 1072).

averaging revealed clockwise and counter-clockwise orientations of the tornado-
like vortex on the cavity floor associated with preferential impingement of the
shear layer on the left- or right-hand-side of the cavity rear wall. These flow
features were eliminated (or ‘smeared’) in conventional time-averaging. The
period of the asymmetry (in terms of switching from one ‘bulk’ flow structure
to the other, i.e., from one sign [or direction] of rotation of the tornado-like floor
vortex to the other) could not be determined, but was much larger than the
sampling times of the experiment which were of the order of minutes (Crook,
Lau and Kelso, 2013).

Figure 2.23 gave a comparison of streamwise velocity at the left-hand and
right-hand sides of the cavity. The signals in figure 2.23(b) are a time-series,
averaged spatially over each of the boxes in figure 2.23(a) respectively. A
correlation coefficient of -0.37 was found between the two signals, i.e., the
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signals are inversely correlated, thereby supporting the notion of a shear layer
twisting mode. Also notable is the lack of regular periodicity of the signals —
the time period and amplitude of the signals appear to vary noticeably.

The individual streamline patterns for the positive and negative asymme-
tries clearly show the opposing orientation of the tornado-like vortex on the
cavity floor (figure 2.24). Parts (c) and (e) show contours of the velocity mag-
nitude. It is notable that the velocity distribution for the negative asymmetry
resembles a mirrorred version of the velocity distribution for the positive asym-
metry, demonstrating the truly ‘inverse’ nature of the two flow configurations.

2.8.4 Relationship of three-dimensional flow field to noise

Faure et al. (2007) state that although 3D features do not cause the frequency
modes of interest in cavity flow oscillations, 3D flow features could condition
the amount of in-flow and out-flow between the cavity and free-stream, subse-
quently impacting on the generation of noise. This suggests that by changing
the three-dimensional flow structure, there could be impacts on the noise gen-
erated by the cavity. Further, Doran (2004), Bastrzyk and Raman (2009),
and Kuo and Huang (2001) relate differences in flow structure to differences
in cavity noise.

2.8.5 Shear Layer Three-Dimensionalities

In planar free shear layers, organised streamwise vortices have ‘long been ob-
served’ (Lasheras and Choi, 1988) in addition to the spanwise rollers due to the
K-H instability. Streamwise vortices create significant three-dimensionalities
and cause distortion of the spanwise rollers.

Rockwell and Knisely (1980) investigated three-dimensionalities in planar
free shear layers using hydrogen bubble visualization, opting to consider the
case of a cavity flow due to the ‘clearly defined vortex rollup’ and well-defined
spectral peaks. They conducted the investigation by placing a spanwise hydro-
gen bubble wire at different non-dimensional heights, thereby forming bubble
sheets in different parts of the shear layer. There was a fixed Reynolds number
(Res = 106) and cavity length (L/0 = 142), and the upstream boundary layer
was laminar.

The cavity was ‘two-dimensional” in both configurations as it had straight
up-and-down side walls, rather than ‘steps’ at its sides, and also in terms of it’s
L/W ratio. The cavity had L = 8.9 cm, D = 7.6 cm and W = 25 cm, giving
L/D =117 and L/W = 0.36. Even though the cavity width was greater than
the cavity length (classing it as a ‘two-dimensional’ cavity), end wall effects
were found to be significant and are discussed shortly.

1Reprinted from Physics of Fluids, Vol. 23 No. 3, D. Rockwell and C. Knisely, ‘Obser-
vations of the three-dimensional nature of unstable flow past a cavity’, Pages No. 425-431,
Copyright (1980), with the permission of ATP Publishing.
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Figure 2.24: Conditionally-averaged asymmetric flow fields found by Crook
(2011, p. 162). Imaging plane is shown in part (a). The depth-based Reynolds
number is 7000 with a laminar boundary layer (d/D = 0.15 and 6y/D =

1.6 x 1072).
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Figure 2.25: Sketch of primary, and streamwise, vorticity in the shear layer

over a cavity, visualised by a hydrogen-bubble sheet (Rockwell and Knisely,
1980, p. 427)'.
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TOP 'VIEW

Figure 2.26: Additional sketch of primary and streamwise vorticity in the
shear layer over a cavity, visualised by a hydrogen-bubble sheet (Rockwell and
Knisely, 1980, p. 429)%.

In addition to the primary spanwise vortices from the shear layer rollup,
vortices whose circulation vectors were orientated in the streamwise direction
were found, which they referred to as ‘streamwise vortices’. Depicted in figure
2.25 is the mechanism of action between this streamwise vorticity and the
bubble sheet. The result of the streamwise vortices was ultimately to distort
the primary vortices. In the figure, the streamwise vortices are nominally
depicted as having an idealised circular cross-section. The lower part of figure
2.25 depicts the action of these vortices depending on whether the hydrogen
bubble sheet is located above or below the centres of these vortices. In either
case an observable series of crests and valleys was formed in the plan view of
the hydrogen bubble pattern. Longer wavelength streamwise vortices appeared
both further upstream and at a lower hydrogen-bubble wire location than those
with shorter wavelengths.

Rockwell and Knisely (1980) found warping, or curvature, of the primary
vortex due to end wall effects, with stretching of the primary vortex by end
wall effects producing the curvature in the axis of the primary vortex. This was
found to be an issue even with wide spanwise aspect ratios. The region near
the side walls (or end walls) of the cavity was not depicted as the authors noted
that near the end walls the ‘bubble pattern was not sufficiently organised to
provide any insight into flow behaviour’. This overall warping of the primary
vortices was thought to be evident in every photograph taken in this study,
and the extent of the end wall effects was considered to be ‘far greater’ than
the end wall boundary layer region alone.

At the lowest position of the hydrogen bubble wire (shown in figure 2.26),
the appearance of three-dimensionality in the bubble sheet occurred furthest

5Reprinted from Physics of Fluids, Vol. 23 No. 3, D. Rockwell and C. Knisely, ‘Obser-
vations of the three-dimensional nature of unstable flow past a cavity’, Pages No. 425-431,
Copyright (1980), with the permission of ATP Publishing.
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Figure 2.27: Development of three-dimensional instability in planar shear layer
(Lasheras and Choi, 1988, p. 69)'°. Flow in ‘X direction.

upstream. Observed to form initially were ‘shallow pockets’, followed by what
were called ‘discrete cells’. The authors noted that there was ‘an ordered
relation between the location of the maxima and minima of the primary vortex
distortion and the location of each longitudinal bubble patch’ (Rockwell and
Knisely, 1980). This is clarified in the work of Lasheras and Choi (1988).

Lasheras and Choi (1988) experimentally investigated deliberately per-
turbed streamwise instabilities in a plane shear layer formed between two water
streams of differing velocity. They subjected the shear layer to both horizon-
tal and/or vertical sinusoidal perturbations to create streamwise vortices that
were more strongly ordered than in the ‘natural’ case. In the perturbed cases,
care was taken to minimise other upstream disturbances. Strongly ordered
streamwise vorticity was found, and a mechanism was described for the for-
mation of these vortices by Lasheras & Choi (1988). In the ‘natural’ case
with ‘uncontrolled small random disturbances’, a similar, although less regu-
lar, flow structure was observed and the formation of the streamwise vortices
was attributed to a similar mechanism.
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The authors state that first spanwise rollers develop due to the primary
Kelvin-Helmholtz instability. These spanwise rollers act to concentrate the
vorticity sheet into strong and weak regions. In the case of the horizontal per-
turbation, the authors stated that the streamwise (or secondary) instabilities
were found to grow from the weak vorticity in the ‘braid’ region in-between
the spanwise rollers, where there is a strong strain field. This strong strain
field causes the perturbation component of vorticity to be stretched axially. A
schematic is shown in figure 2.27. These instabilities were found to grow in
the direction of principle strain and later wrap around the spanwise rollers,
furthermore causing the cores of the spanwise rollers to become wavy. The
phase of the horizontal waviness of the spanwise roller cores was opposite to
that of the streamwise instability, as seen in figure 2.27(c).

The case with only vertical perturbations was found to produce a similar
structure to the case of horizontal perturbations, with the vertical peaks (on
the fast stream side) being aligned with the same phase as the instabilities
in the ‘braid’ region. In the case with a vertical and horizontal perturbation,
when the two perturbations were out of phase, it was found that the vertical
perturbation could cancel or reverse the effect of the horizontal perturbation.
The horizontal perturbation (magnitude 8mm) was almost cancelled at a verti-
cal perturbation magnitude of 3mm (creating an almost two-dimensional flow)
and the phase was reversed at vertical perturbation magnitude of 4mm, sug-
gesting that a smaller vertical perturbation gives the same effect as a larger
horizontal perturbation. Note that these amplitudes compare to the initial
boundary layer thicknesses, which were 6mm in the upper stream and 9mm
in the lower stream (0; = 6 mm and 6, = 9mm). Furthermore, Reg, = 45 at
the origin of the shear layer, with momentum thicknesses, #; = 0.8 mm and
0 = 1.2mm respectively for the faster and slower streams.]

Lasheras and Choi (1988) also studied a case with a non-uniform spanwise
velocity profile in each stream, in order to generate a ‘bend’ in the spanwise
rollers. Therefore the direction of maximum strain between the rollers was not
in the streamwise direction. The ‘streamwise’ vortices were found to form in
the direction of maximum strain which was now at an angle to the stream-
wise direction, the authors therefore noted that ‘strain-orientated vortex tubes’
would be more exact terminology to describe these flow structures.

16Lasheras, J C and Choi, H, ‘Three-dimensional instability of a plane free shear layer:
an experimental study of the formation and evolution of steamwise vortices’, Journal of
Fluid Mechanics, vol. 189, pp. 53-86, Cambridge University Press, 1988, reproduced with
permission.
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2.9 Control of Cavity Flow Noise

2.9.1 General principles

There are a number of passive means to reduce cavity flow noise. One way is
to reduce shear layer amplification by, for example, thickening the shear layer.
Another is to eliminate the oscillations completely, for example by reducing
the length of the cavity sufficiently (equivalently, thickening the boundary layer
sufficiently) or increasing the cavity length sufficiently, such that the cavity is
outside the range of occurrence of oscillations (Crook, 2011). This section
focuses on geometric modifications to the cavity geometry as a passive means
to reduce cavity flow noise.

2.9.2 Geometric Modifications

Various geometric modifications to otherwise rectangular cavity geometries
have been shown to be valid means of reducing cavity flow noise, having been
found to be simple and often effective. First, several types of geometric modifi-
cations are described. Secondly, the general literature on this topic is reviewed.
Finally, the most similar studies are reviewed.

Types of Geometric Modifications:

Bulk Geometric Modifications These ‘bulk’ geometric modifications re-
fer to bulk modifications to the front or rear walls of a cavity, for example,
slanted or chevron-shaped front or rear cavity walls. Ways that ‘bulk’ geomet-
ric modifications can reduce cavity noise include:

e By moving the impingement point of the shear layer further downstream
by sloping the cavity rear wall, thereby reducing high levels of pressure
and amplitude fluctuations that may otherwise be found at the cavity
rear wall (Stallings & Wilcox, 1987; Zhang & Edwards, 1992).

e Similarly, by deflecting the shear layer by other means so it impinges less
on the cavity rear wall (Milbank, 2004; Doran, 2006).

e By changing the shear layer instability characteristics, for example, sta-
bilising the shear layer by thickening it (Milbank, 2004; Franke and Carr,
1975) or stabilising the shear layer by changing the trajectory /impingement
angle (Heller and Bliss, 1975).

e By altering the rate of in-flow or out-flow that occurs near the trailing
edge of a cavity (Heller and Bliss, 1975).

e By affecting the shear layer deflection, and hence oscillation, by modify-
ing the position and shape of the recirculating vortex within the cavity
by utilising different cavity shapes ( Ozalp, Pinarbasi and Sahin, 2010).
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Minor Geometric Modifications ‘Minor’ geometric modifications refer to
modifications such as rods across the flow ahead of the cavity or spoilers (for
example, Heller and Bliss, 1975). Ways that ‘minor’ geometric modifications
can reduce cavity noise include:

e By reducing spanwise coherence (Heller and Bliss, 1975), for example by
using vortex generators ahead of the cavity leading edge.

e By periodic forcing at the receptive initial region of shear layer (Gharib,
1983, p. 48), for example high frequency forcing (Gharib, 1983) using
a shedding rod in order to break up large scale structures, known as a
large-eddy break-up (LEBU) device.

2.9.3 Non-geometric control methods

This section briefly summarises the various non-geometric control methods
that have been attempted and some of the intended functions of these meth-
ods. These methods include non-geometric passive techniques and active flow
control techniques.

Non-geometric passive techniques

Non-geometric passive techniques that have been trialled include porous cavity
walls (Lai and Luo, 2008) and upstream surface waviness which was intended
to thicken the shear layer and disrupt the feedback mechanism at the leading
edge (Hughes, Mamo and Dala, 2009).

Active flow control

Active flow control techniques are categorised under open-loop and closed-
loop methods. A review of active flow control of cavity flow was published
by Cattafesta et al. (2008). These methods have often been shown to be very
effective. Active flow control techniques trialled include zero-net-mass forcing
(Debiasi et al., 2004), pulsed mass injection (Stanek et al., 2007), supersonic
microjets (Zhuang et al., 2003) and blowing/suction devices (Heller and Delfs,
1996).

Closed-loop approaches generally require significantly less actuator energy
than open-loop approaches (Rowley and Williams, 2006). For example, Catta—
festa et al. (1997) found that when using a closed-loop method the energy
requirement was 5-20% of that of an open-loop method, with both methods
providing an effective and significant reduction in sound pressure levels. Due to
the lower energy requirements, closed-loop approaches could be more suitable
for aircraft than open-loop approaches (Rowley and Williams, 2006).

While most authors have used adaptive controllers where a precise model
of the system is not required (Rowley & Williams, 2006), some authors have
attempted to create model-based closed loop control systems (including models
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of the flow and other components of the system) based on techniques such as
neural networks (Efe et al., 2005), delay-based models and Proper Orthogonal
Decomposition (POD) (Samimy et al., 2007). Generally the level of difficulty
is high, and practical implementation is only partially achieved.

Compared to geometric modifications, active methods have an advantage
in that they can be tuned to operate across a wider range of conditions than
geometric modifications, however disadvantages include that they require aux-
iliary power (Bastrzyk and Raman, 2009) and are substantially more complex
to design and implement.

2.10 Modified Cavity Flow

Modified cavity flows have been experimentally studied in low subsonic flows
as well as in moderate and high Mach number flows. It will be shown in this
section that:

e Geometric modifications have been found to be effective in reducing cav-
ity noise and oscillations for open cavities across a wide range of veloci-
ties.

e There is evidence that changing the geometry around cavities can lead
to significant changes in the flow structure.

To the author’s knowledge, the majority of studies on modified cavity flows
have not considered the flow structure implications of the geometric modifica-
tions or they have only looked at the flow structure in two-dimensions. The
few studies that have considered the impact of geometric modifications on the
three-dimensional flow structure are discussed in the later part of the section,
and these studies largely relate to moderate and high Mach number flows.

Use of Three-Dimensional Wall Shapes The role of modifications in
terms of varying the three-dimensional flow structure has not been extensively
discussed to the author’s knowledge. While most geometry changes trialled
have been two-dimensional (i.e., with a uniform cross-section in the spanwise
direction), three-dimensional-shaped walls could be effective for changing the
three-dimensional flow structure. An example of a two-dimensional geometric
modification to a cavity is a ramped rear wall, while an example of a three-
dimensional modification is a chevron-shaped or tapered cavity — in the latter,
the cross-section of the cavity is not uniform in the spanwise direction.
Dolling, Perng and Leu (1997) suggest that it is ‘logical’ to use a three-
dimensional wall shape in response to the three-dimensional flow pattern. This
was supported by their findings: their most effective modification was a three-
dimensional rear cavity wall, which they found to be slightly more effective
than a similar but simpler two-dimensional rear wall. Only a handful of three-
dimensional wall shapes have been trialled and other possibilities for this po-
tentially effective geometric modification have not yet been investigated.



2.10. MODIFIED CAVITY FLOW 65

R o

(a) Sharp (b) Rounded

(M r=D/4

(c) Nose

(not to scale)

Figure 2.28: Sketch of cavity trailing edge geometries trialled by Pereira and
Sousa (1994).

Limitations of geometric modifications There are limitations to the ge-
ometric modifications that can be achieved in practical cavities. For aircraft
applications, Dix & Butler (1990) note that modifications such as a slanted
rear wall are not structurally favourable as they increase the length of the cav-
ity, with subsequent undesirable implications for the arrangement of aircraft
structural members. However certain geometric modifications, such as swept
cavities that could fit with the leading edge angle of a swept wing, could be
reasonably practical.

2.10.1 Low Speed Studies

Pereira and Sousa (1994) investigated ‘sharp’, ‘rounded’ and ‘nose-shaped’
trailing edges, shown in figure 2.28, on a cavity with L/D = 2 and L/W = 0.24
at a cavity-depth-based Reynolds number, Rep, of 3,360 and length-based
Reynolds number of Re; = 6,720. Figure 2.29 depicts smoke visualisation
which shows the different events to which large shear layer vortices are sub-
jected: (a) & (b) partial escape, (c) complete escape and (d) complete clip-
ping. Complete clipping is rare for the rectangular cavity but common for the
rounded trailing edge (shown in (e) & (f)) while complete escape was found to
be common for the nose-shaped trailing edge (shown in (g) & (h)) where there
was a subsequent reduction in oscillation amplitude. Pereira and Sousa (1994)
cite Ethembabaoglu who in 1973 found a reduction in oscillation amplitude
using a 1:5 ellipse-shaped edge, while Maull and East (1963) demonstrated a
75% reduction of oscillation amplitude using a semi-circular rounded edge.
Kuo and Huang (2001) investigated the impact of sloped cavity floors on a
cavity with L/D = 2 in a water tunnel at Rep = 620 with Rey, = 194. They
used two-dimensional laser sheet visualisation, shown in figure 2.30. Significant
changes in internal cavity flow structure were found that contributed to the
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Figure 2.29: Different events that can happen to a vortex in the cavity shear
layer (Pereira and Sousa, 1994).



2.10. MODIFIED CAVITY FLOW 67

Increasing slope, reduced shear layer oscillation evident
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Figure 2.30: Laser sheet visualisation of sloped cavity floors (Kuo and Huang,
2001). Rep = 620 and Regy, = 194. Note: laminar boundary layer with shape
factor H = 2.52.

oscillations being completely suppressed at the most extreme slope ratio. In
the most extreme cases, the volume of the cavity was reduced by as much as

50 %.

Ozalp et al. (2010) investigated rectangular and modified triangular and
semi-circular two-dimensional cavities with L/D = 2 using PIV in a water-
tunnel. The cavities had L = 100 mm and were tested at U = 120, 170
and 220 m/s giving Rey, = 10,700 — 19,600 and Rep = 5,350 — 9,800. There
was a turbulent boundary layer upstream of the cavities with Reg, = 1230 —
1700, and the cavities were non-oscillatory. The time-average streamlines they
found at Rep = 9,800 are shown in figure 2.31. Compared to the rectangular
cavity, the main vortex was found higher up in the triangular cavity and very
rearward in the semi-circular cavity. They measured velocity spectra in the
shear layer near the leading and trailing edges of the cavities. Although the
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Figure 2.31: Time-average streamlines from PIV for rectangular, triangular
and semi-circular cavities at Rep = 9800 and Rey, = 1700, with turbulent
boundary layer type (Ozalp et al., 2010)'7.

cavities were non-oscillatory, they found lower levels of broadband noise in the
velocity spectra for the modified cavities.

2.10.2 Moderate to high Mach number studies

Heller and Bliss (1975) studied the impact of ramped walls, including in com-
bination with spoilers, and airfoils positioned at the trailing edge, which they
called a ‘cowl’. The stated purpose of Heller and Bliss’ (1975) sloped rear wall
was to stabilise the shear layer. The reasoning given was that a curved shear
layer is unstable, and that without the proper impingement angle, the im-
pingement point would be unsteady. Thus the ramped rear wall provides the
stabilising effect as it enables the shear layer to have the proper impingement
angle while also being un-curved.

Heller and Bliss (1975) took one-third octave bands of the pressure recorded
at the leading-edge of a cavity with L/D = 2.3 at M = 0.8. Considering
figure 2.32(a), the slanted wall was effective in reducing frequency peaks with
a reduction of the main tone by 20 dB and a reduction of broadband levels by
approximately 9 dB from 30 to 600 Hz.

Figure 2.32(b) shows Heller and Bliss’ (1975) trailing edge cowl which had
the stated purpose to ‘prevent’ the mass inflow and outflow at the trailing edge.
The authors described the cowl as achieving this by creating lower pressure
between the cowl and slanted wall (so that fluid was sucked out of the cavity)
when the shear layer deflects downwards, thereby cancelling the mass addition
that usually happens at that part of the cycle. Considering figure 2.32(b),
the cowl/slant combination was effective in reducing fluctuations, with the
configuration with the cowl trailing edge raised 2” vertically into the free-
stream having similar effectiveness to the slant and spoiler combination, while
the un-raised cowl was not as effective in reducing the main frequency peak.
The slant-only modification was a little more effective at reducing broadband

1"Reprinted from Ezperimental Thermal and Fluid Science, Vol. 34, C. Ozalp, A. Pinarbasi
& B. Sahin, ‘Experimental measurement of flow past cavities of different shapes’, Pages
No. 505-515, Copyright (2010), with permission from Elsevier.
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Figure 2.32: Third-octave bands of pressure recorded at leading edge, for trail-
ing edge modifications trialled by Heller and Bliss (1975).

levels at low frequencies.

Franke and Carr (1975) conducted a study on the ‘effects of geometry on
open cavity flow’ trialling a number of configurations of slanted walls, tandem
cavities, airfoils positioned at the leading and/or trailing edges and baffles.
Some of their shapes were based on those of Heller and Bliss (1975).

In Franke and Carr’s (1975) study, the configurations were first trialled in
a water tunnel. The cavities typically had L/D=2. Several configurations and
those with ramps at the front and rear (which they called ‘double ramps’) were
found to ‘significantly’ reduce oscillations. For double ramps, the shear layer
was found to follow the ramps and there was ‘almost no’ shear layer oscillation
evident. Aircraft store (weapons) models which touched the cavity shear layer
were found to reduce shear layer oscillations. The airfoil, or ‘cowl’, was found
to generally be effective, and when it was placed with negative angle of attack
at the trailing edge it managed to prevent the shear layer from entering the
cavity and thus the shear layer did not impinge on the rear wall. The cowl
was not effective however when used in combination with double ramps.

Franke and Carr (1975) then trialled selected configurations in a wind tun-
nel at M = 1.6. Their wind tunnel apparatus consisted of a jet that discharged
through a nozzle into a chamber that was quite narrow in the spanwise direc-
tion. Franke and Carr (1975) found some interesting results regarding the
ramps and airfoils, or ‘cowls’. The double ramp cavity was effective in sub-
stantially reducing the main oscillation - reducing the main peak by 25 dB at
M = 1.6 (figure 2.33). The reasoning given for this behaviour was that the
thickening of the shear layer — the rectangular cavity had a thin shear layer
which was observed to become ‘wavy’ whilst the cavity with double ramps had
a shear layer which appeared ‘thicker and less disturbed’. In isolation, the
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Figure 2.33: Cavity with double ramps (Franke and Carr, 1975).

trailing edge ramp was more effective than the leading edge ramp. Regard-
ing their wind tunnel results, Franke and Carr (1975) caution however that
since the boundary layer was just on the verge of transition to turbulence at
the leading edge in the rectangular cavity case, then there may have been a
transition to turbulence on the leading edge ramp which the authors suggest
would increase suppression levels.

Marquardt (1975) studied the influence of various sloped walls, in a study
where tandem cavities and aircraft store positions were also considered. At
M = 0.5 — 1.5, cavities with L/D = 2 and L/D = 4.25 (with varying length
for the same depth) were studied. A leading edge ramp of 15° was effective for
the shorter cavity but worsened oscillations in the longer one. Sloping of the
rear wall (away from the up-right position) was also found to be increasingly
effective.

Vikramaditya and Kurian (2009) investigated the impact of ramped and
sloped rear walls on a cavity at M = 1.86. ‘Ramped’ refers to the angled
part of the rear wall stopping at half of the cavity depth, while ‘sloped’ refers
to the angled part continuing to the cavity floor. The cavity geometry was
L/D =3 (L =60 mm, D =10 mm, & W = 574 mm, i.e., the cavity was
effectively two-dimensional), with a turbulent boundary layer upstream with
thickness 0y = 6 mm, such that d,/D = 0.6 (i.e., the boundary layer was thick
relative to the cavity depth). The ‘ramped’ rear walls were the focus of the
paper, and consist of a rear wall that is angled to half the cavity depth. For
the progressively smaller angles the ‘effective cavity length’ (or cavity mouth
length) was increased.
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First, the cavities were visualised with the shadowgraph technique. The
authors identified a flapping shear layer with the presence of large vortices,
and noted a reduction in flapping motion with increased ramp angle. For
ramp angles of 90°, 75° and 60°, four waves were identified:

1. Compression or expansion wave associated with upwards or downwards
flapping of shear layer respectively.

2. Waves associated with convection of vortices in the shear layer.
3. Bow shock at the cavity trailing wall.

4. The ‘imprint’ in the freestream flow of the upstream acoustic wave within
the cavity.

However for the smaller ramp angles of 45°, 30° and 15°only the first type
of wave was found to be present. Hence, the phenomena associated with the
motion of vortices and thus Rossiter (shear layer oscillation) modes, were much
weaker. The authors also observed that the shear layer in these cavities was
‘less wavy’ — suggesting a ‘more stable’ shear layer.

Unsteady pressure measurements were taken using pressure transducers
located on the front wall, floor and rear wall of the cavity. The authors noted
that the highest amplitude of the tonal and broadband noise levels occurred
at the rear of the cavity. In comparison, at the front wall of the cavity, the
tonal noise levels were noticeably above the broadband levels. The authors
attributed the higher broadband noise level at the rear of the cavity to ‘the
turbulent structures that grow in size towards the rear of the cavity’, and
therefore are absent at the front of the cavity. Considering the transducers
on the cavity floor, the broadband noise levels were higher towards the rear
of the cavity, which the authors attributed to the turbulent structures swept
down into the rear of the cavity, at the downward stroke of the shear layer
(Vikramaditya and Kurian, 2009).

The dominant Rossiter mode was found to change with the different ramp
angles, suggesting that ‘the ramp angle influences mode switching among the
different modes’ (Vikramaditya & Kurian, 2009). For the rectangular baseline
cavity, the first Rossiter mode is dominant. Yet, for a ramp angle of 75° the
second and third Rossiter modes have a stronger relative amplitude, and the
authors note that ‘the acoustic energy is rather more distributed over the
three modes’, showing that in general ‘the ramp angle has a profound effect
on acoustic energy distribution’.

In coherence measurements between pressure transducers located on the
rear wall and front wall, the shear layer oscillation frequencies were found to
be highly coherent between these walls (Vikramaditya & Kurian, 2009). On
the other hand, the range of other frequencies comprising the broadband noise
was found to have very low levels of coherence between the front and rear
walls. The authors state that this supports the view that the distinct Rossiter
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modes are due to ‘global instability’ of the flow field — i.e., instability found
at both the front and rear of the cavity — while the broadband noise is due to
turbulent nature of the flow.

Considering the overall sound pressure level (OASPL) for the various ramp
angles and locations, Vikramaditya & Kurian (2009) found lower levels with
ramp angles closer to horizontal. For these ramp angles, the levels were higher
at the rear of the cavity than at the front, which the authors attributed to the
‘direct impingement of the shear layer’, while the lower levels at the front of
the cavity with ramp angles closer to horizontal were attributed by the authors
to weaker upstream traveling acoustic waves being generated at the rear of the
cavity.

A quite different behavior was found when comparing the aforementioned
‘ramped’ rear walls (the angled part of the rear wall stopping at half of the
cavity depth) to ‘sloped’ rear walls (the angled part continuing to the cavity
floor) of the same angle and forming the same effective cavity length. Exper-
iments on the latter are only briefly described in the paper with only sound
pressure spectra results given. Vikramaditya & Kurian (2009) found a much
greater reduction in tonal noise levels with the ‘sloped’ rear walls than with
‘ramped’ rear walls of the same angle. This would suggest that the internal
cavity flow field plays a very significant role in the oscillations.

2.10.3 Studies which considered the 3D flow-field

A number of studies have considered the effect of modified geometry on the
three-dimensional flow field about shallow cavities. Typically, significant ef-
fects from the modified geometry have been found.

Doran (2006) performed a study on passive transonic cavity flow con-
trol which focused on leading edge geometry modifications. The cavity, with
L/D =5 and L/W = 4, was tested in a wind tunnel at M = 0.7 — 0.9. The
cavity dimensions were L = 100 mm, D = 20 mm and W = 25 mm. A number
of chevron-shaped, swept and sloped walls were trialled as well as various ‘step-
down’ configurations. The most effective step, which stepped down 30% of the
cavity depth, produced an overall sound pressure level (OASPL) attenuation
of 7.5 dB at the cavity walls. The leading-edge sloped wall and chevron shapes
were found to be relatively ineffective, with OASPL attenuation of less than 3
dB. There was also a small attenuation of oscillation amplitude with a swept
front wall. Doran (2006) observed the changes to the three-dimensional flow
structure for the case of the most effective step. Surface oil flow visualisation
was used, revealing backflow on the step face and on the adjacent side walls. In
relating the reduction in the noise to the flow structure, Doran (2006, p. 107)
theorised that the back flow acts to ‘blow’ the shear layer outwards, thereby
moving the impingement point downstream beyond the cavity trailing edge.
Conceptual sketches are shown in figure 2.34 and figure 2.35.

18Reproduced with the permission of the Cranfield University Library.
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Figure 2.34: Surface oil visualisation and conceptual sketch for back-flow on
the step face (plan view). (Doran, 2006, p. 101)*®
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Figure 2.35: Possible conceptual sketch for cross-section stream lines based on
flow visualisation (side view). (Doran, 2006, p. 108)*°
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2.10.4 Summary

In this section it has been established that modified cavity flows may produce
lower noise levels than ‘equivalent’ rectangular cavity flows. Modified cavity
flows can produce significant differences in 2D and 3D flow structure compared
to rectangular cavity flows, although little information is available regarding
the latter. In regards to the modifications themselves, Dolling, Perng and Leu
(1997) suggest that it is ‘logical’ to use 3D wall shapes in response to the 3D
flow and thus a 3D modification could be effective.

YReproduced with the permission of the Cranfield University Library.
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2.11 Knowledge Gap

2.11.1 Two-Dimensional Low Speed Cavities

Many studies have considered two-dimensional, shallow (L/D > 1), open cav-
ities at low speed. Milbank (2004) investigated spectra and flow around two-
dimensional cavities at low speed, however mainly rectangular cavities, in-
cluding the impact of yaw, were considered. Planar PIV investigations of the
flow structure about open, shallow cavity flows have focused on rectangular
cavities, for example Ashcroft & Zhang (2005) and several other studies.

Other investigations have looked at the flow structure of deep (L/D < 1)
cavities at low subsonic speed (for example, Faure et al., 2007) and have also
only considered rectangular cavities. Although studies have been carried out
in industry (Milbank, 2004, p. 64) and consulting to alleviate cavity noise
from these sorts of small low speed 2D cavities (for example, in an automotive
context) using geometric modifications of some sort, to best of the author’s
knowledge, there is little in the published literature directly regarding bulk
geometric modifications on 2D low speed cavities at very low Mach number.

Kuo & Huang (2001) and Periera & Sousa (1994) appear to provide the only
studies on the flow structure of modified 2D cavities at low speeds. However,
they did not consider the impact of cavity length, and have only considered
a few selected modifications. Acoustic and velocity spectra were not used for
comparison in the Periera and Sousa (1994) study. Other studies that have
looked at many different geometric modifications on two-dimensional cavities,
including spectra, such as Heller & Bliss (1975) and Franke & Carr (1975),
have only considered moderate subsonic to supersonic Mach numbers. Al-
though Harper (2006) looked at geom etric modifications and sp ectra on two-
dimensional cavities at low speed, the base shape of the cavity was very differ-
ent. Therefore, it appears that there is little information on two-dimensional
cavities at low subsonic speed with ‘bulk’ modifications, and in particular,
there have been very few studies that consider the acoustic and velocity spec-
tra.

2.11.2 Three-Dimensional Low Speed Cavities

The impact of geometric modifications on three-dimensional flow structure
appears to have only been considered for a few cases at moderate subsonic
to supersonic speeds, while at low subsonic speeds the impact of geometric
changes on shallow, narrow, open cavities has not been investigated. Subse-
quently, the impacts of geometric changes on noise and three-dimensional flow
structure around shallow and relatively narrow cavities at low subsonic veloc-
ities are unaddressed. Also, only a handful of three-dimensional wall shapes
appear to have been investigated at any speed.



2.11. KNOWLEDGE GAP 75

2.11.3 Knowledge Gap Statement

The flow structure around rectangular open cavities is well understood, how-
ever:

1. A complete description of the parameter space corresponding to each
cavity shear layer structure in two- and three-dimensional cavities has
not been clearly reported in the literature, thus partial characterisation
of this development forms a knowledge gap in this study.

2. The flow structure and noise generated by two- and three-dimensional
cavities with modified geometries compared with rectangular geometries
remains under-explored at low Reynolds numbers (of the order of 10? to
10°). This includes the noise attenuation achieved by the modified ge-
ometries, and the flow mechanisms responsible for this noise attenuation.

3. The unsteady flow structures caused by the finite span of narrow (L/W >
1) three-dimensional cavities are unexplored, especially in the region ad-
jacent to the sides of the cavity, where the mixing layer grows in the
spanwise direction beyond the span of the cavity.

Furthermore, as stated in section 2.7.9:

4. To best of the author’s knowledge the occurence of airfoil tonal noise from
a plate with an nominally non-oscillating cavity has not been described
previously, and the mechanism of such noise is a valid knowledge gap.
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Chapter 3

Experimental Methodology &
Design

3.1 Introduction

An experimental approach was used in this study. Figure 3.1 shows an outline
of the experimental methodology of the study. Two experimental facilities were
used in the present study: an anechoic wind tunnel and a recirculating water
tunnel. Cavity flow noise is primarily investigated using a two-dimensional
cavity in the former facility, while cavity flow structures are primarily investi-
gated using a thee-dimensional cavity in the latter water tunnel.

The two main experimental models are discussed in this methodology chap-
ter: the airfoil with a two-dimensional cavity (‘airfoil with cavity’), for the
anechoic wind tunnel, and the flat plate with a three-dimensional cavity, for
the recirculating water tunnel. Under each section, the experimental facility,
experimental model and experimental techniques are discussed. Additionally
a ~ 40 % scale version of the flat plate with three-dimensional cavity, for the
anechoic wind tunnel, is also used.

Firstly, the ‘airfoil with cavity’ is discussed. Microphone measurements
and hot-wire anemometry were used. This model was primarily tested in
an anechoic wind tunnel facility. This facility allows the noise produced by
aeroacoustic sources to be measured in an environment that approximates a

free-field.

Secondly, the flat plate with a three-dimensional cavity is discussed. This
model was primarily tested in a water tunnel facility. Water tunnels are par-
ticularly suited for flow visualisation using ordinary video cameras as, relative
to air, higher Reynolds numbers can be produced with slower-moving flows.
Additionally, it is possible to conduct Particle Image Velocimetry (PIV) with
a higher relative temporal resolution compared to air, for PIV systems with
equivalent repetition rates.

77
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Figure 3.1: Flow-chart of experimental methodology. Experimental facilities
are listed at the top. Black- or grey-filled boxes represent the topic, or a
sub-topic. The white boxes indicate an experimental technique. The dashed
border indicates the experimental model used for that section of the study.

3.2 Airfoil with two-dimensional cavity

3.2.1 Anechoic Wind Tunnel

Anechoic wind tunnel facilities enable the measurement of noise from aeroa-
coustic sources in an environment that approximates free-field conditions (Re-
ichl, 2007). The University of Adelaide Anechoic Wind Tunnel (AWT) was
used in the present study.

In the AWT facility, the flow leaves the contraction in an open jet with
outlet dimensions of 275 mm x 75 mm. The maximum velocity of the wind
tunnel is approximately 40 m/s. The anechoic chamber enclosure measures
2 X 2 X 2 m in internal dimensions and is positioned above the building floor
on vibration isolators. The enclosure is anechoic at frequencies above 200 Hz.
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Reichl (2007) verified that the tunnel had background sound pressure levels
below 50 dB(A) across the entire range of velocities, and that the AWT had
turbulence intensity in the potential core of the outlet jet less than the design
criterion of 1%. The AWT has low background noise levels, apart from below
200 Hz. Below 200 Hz, large, slow-moving circulations create low-frequency
noise within the chamber, which is poorly attenuated by the acoustic enclosure
(Reichl, 2007, p. 36).

Figure 3.2 shows photographs of the ‘airfoil with cavity’ model (section
3.2.2) positioned in the Anechoic Wind Tunnel jet outlet. The acoustic foam
wedges used to line the chamber are visible, as are the side plates used to hold
the airfoil. The techniques used within the AWT included far-field acoustic mi-
crophone measurements (section 3.2.3), hot-wire anemometry (section 3.2.5),
and surface flow visualisation.

3.2.2 Experimental model

The purpose of the ‘airfoil with cavity’ was to investigate oscillatory cavity
noise in the depth-based Reynolds number range of approximately 6,000—
16,000 and the length-based Reynolds number range of 10,000-74,000. Specif-
ically, the features of cavity flow and noise to be investigated were:

e the noise spectra produced by cavities between L/D = 1.17 to 4.67 across
the available range of velocities of the facility,

e the mean convection velocity ratio, k = U, /U, for cavity flows between
L/(So =10 to L/(So = 48,

e the Rossiter mode numbers of cavity oscillations produced between L/dy+/Res, =
350 and L/dp+/Res, = 1800,

e the effect of sloping the front and rear cavity walls on the cavity shear
layer and on the noise produced by the cavity, and

e cavity noise spectra & shear layer velocity spectra at Rep = 11,900 which
could be compared to shear layer flow visualisation in water, for rectan-
gular cavities between L/D = 1.17 to 4.67 and a cavity with sloped front
and rear walls at L/D = 2.33.

The ‘airfoil with cavity’ was designed to meet the following criteria:
e provide a thin laminar boundary layer at the leading edge of the cavity,

e allow for a range of rectangular cavity L/D ratios — in the range where
oscillatory cavity noise should be produced,

e allow the investigation of modified two-dimensional cavity geometries,
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e be sufficiently compact to fit within the existing airfoil-holder attachment
for the AWT, and

e produce a sufficient level of oscillatory cavity noise.

For the cavity itself, a two-dimensional configuration was chosen. For a
small flat-plate boundary layer development length, the cavity length would
need to be quite small so as to be in the range for oscillations. A three-
dimensional ‘narrow’ cavity would be quite small in span, and would have
limited radiating power. Conversely, for a larger three-dimensional cavity,
the boundary length development length required (to place the cavity in the
range of oscillations) would be impractically large. Therefore it was decided
to use a two-dimensional cavity positioned within an airfoil-like flat plate, and
such a model would fit entirely within the potential core of the AWT open
jet. For this ‘airfoil with cavity’, a super-elliptic leading edge (Narashima and
Prasad, 1994) and tapered trailing edge were used to encourage attached flow
over the plate and laminar flow at the cavity leading edge. Only the middle
section of the airfoil, containing the cavity, was indeed flat. To attempt to
ensure oscillations, the estimated boundary layer characteristics and cavity
length were selected so that they satisfied the criteria for oscillatory cavity
flow, while the large span of the 2D cavity should allow for sufficient radiating
power so that the oscillations are readily detectable.

The 2D cavity model follows many ideas of Milbank (2004) who used a
flat plate with a cavity placed near the outlet of a jet 283 mm x 71 mm
in size, with far-field microphone measurements taken inside a semi-anechoic
enclosure. The flat plate had a super-elliptic leading edge. The ‘airfoil with
cavity’ used in the present work is broadly similar but much shorter in chord
length. The airfoil has a super-elliptic leading edge which ensures laminar flow
at the cavity, while the tail is linearly tapered (with a spline curve to smooth
the transition from parallel section to tail).

Leading edge A super-elliptic leading edge is selected in order to attempt
to avoid flow separation at the nose of the model. Such leading edges are
regularly used in studies involving flat plates. Equation 3.1 gives the shape of
the super-elliptic profile, with nose length, a, and half-thickness, b (Narasimha
and Prasad, 1994):

((a—x)) +<g)n:1, 0<z<a n>2 (3.1)
a b

The recommendations of Narasimha and Prasad (1994) regarding leading
edge geometry were followed. Narasimha and Prasad (1994) computationally
investigated different nose-to-thickness configurations, finding that the ratio of
a/(2b) = 3, with an exponent n = 3.15, gave the shortest nose length where
separation was not likely. The selected profile, following these recommenda-
tions, is shown in figure 3.3.
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Boundary layer development length The distance, z, from the airfoil
leading edge to the cavity determines the estimated laminar boundary layer
thickness, 0, at the leading edge of the cavity. This parameter relates to the
required cavity length and required cavity depth for oscillations to occur.

5
5= 22 (Blasius solution — Laminar) (3.2)

Reiﬂ/ 2
A critical Reynolds number of Re, . = 300,000 was used for estimating
whether the flow at the cavity leading edge would be laminar, based on equa-
tion 3.2 above, which gave a maximum value of x. Subsequently, the selected
leading edge length (x = 0.033 m) should allow for a laminar boundary layer
as Re, = 21000 — 84000 for the entire range of expected velocities, 10-40 m/s.

Cavity length Cavity lengths of 7 — 28 mm were selected. From the lit-
erature (section 2.6, table 2.2) there are numerous studies with Rey, = 1,000
to 100,000, and the cavity-length-based Reynolds number of this model range
from 2,410 to 77,000.

It is desirable that the expected oscillation frequencies be well above 200
Hz, as the AWT facility has good anechoic performance only above 200 Hz.
Oscillations should be well above this 200 Hz criterion for a cavity 7 mm in
length (figure 3.4(a)).

The minimum and maximum cavity length curves (from section 2.5.2, on
cavity oscillation criteria), indicated by the dashed lines in figure figure 3.4(b),
are based on estimated characteristics of a laminar boundary layer for the
given lead-in length. From upwards of 20 m/s, a cavity length of 7 mm meets
the minimum cavity length criterion of Sarohia (1977). A longer cavity length
of 28 mm does not meet the more conservative L < 1006, (for oscillations)
upper criterion, however it does meet a more liberal L < 2006, upper bound
for oscillations (section 2.5.2), and with a positive pressure gradient applied
across the model, the longer cavities from 14 mm to 28 mm in length may also
oscillate.

Tail section Trailing edges of flat plates, or airfoils, can be significant sources
of aeroacoustic noise (Marsden et al.2007). Thus the flat plate should be
reasonably long to place the trailing edge position reasonably far downstream
from the cavity. The plate was therefore made as long as possible within the
constraint of fitting within the existing airfoil-holder attachment for the AWT.
A taper angle of 6° was selected, and, together with the nose and flat plate
sections, this specifies the geometry of the ‘airfoil with cavity’.

Overall specifications

Figure 3.5 shows the ‘airfoil with cavity’ model, which consists of three main
components: the super-elliptic nose, a flat-plate section containing the cavity
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Table 3.1: Specifications of two-dimensional cavity

Cavity length extremes, L, mm 7 28

L/D 1.17 4.67
Velocity extremes, U, m/s 10 40 10 40
Rey, 2410 19240 | 19240 77000
Predicted first Rossiter mode, f;, Hz 800 3054 | 200 763

Cavity width, W, mm 275
Cavity depth, D, mm 6

Table 3.2: Specifications of overall airfoil

Boundary layer development length, x, mm 33

Re, 21,000 - 84,000
Estimated dg, mm 1.1-0.57
Estimated 6y, mm 0.15 - 0.076
Overall chord, C';, mm 130
Chord-based Reynolds numbers, Re¢x 6.7 x10* to 3.3 x10°
Overall thickness, ¢, mm 11

cut-outs, and a tail section. The nose section is 33 mm in chordwise length.
The flat plate section of the model contains the 28 mm long section for the
cavity cut-outs. The tail section is linearly tapered at 6° and is approximately
69 mm in length, including a section which smoothly transitions from parallel
surfaces to tapered via an arbitrary spline curve.

Tables 3.1 and 3.2 give the specifications of the cavity and of the overall
airfoil profile respectively. The ‘airfoil with cavity’ model was machined from
aluminium alloy using a computer-numerical-controlled machine. Table 3.3
tabulates the coordinates of the profile in normalised units for reference pur-
poses, note that the origin is fixed to the plate’s trailing edge and the plate is
at zero angle of attack.

Positioning The model is positioned within the potential core region of the
AWT jet, within the existing airfoil-holder attachment and near the centre-
line of the jet. Figure 3.7 shows a schematic diagram of the placement of the
airfoil in the open jet. Upon conducting experiments with a similar apparatus,
Milbank (2004) found a modulation of the oscillatory cavity noise, due to the
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Table 3.3: Coordinates of the flat plate profile for zero angle of attack. Italics
indicate the location of the 28 mm long slot. Note that the origin of the
coordinate system is at the airfoil trailing edge, with positive x being in the
downstream direction and positive y being in the stream-normal direction.

x/C -1 -0.974  -0949 -0.923 -0.885
y/C 0 0.0284 0.0341 0.0374 0.0402

x/C -0.846 -0.788  -0.746 -0.531 -0.473
y/C 0.0416 0.0423  0.0423 0.0423 0.0423

x/C -0423 -0.354 -0.277 -0.154 O
y/C 0.0407 0.0364 0.0291 0.0162 0

proximity of the cavity to the free shear layer of the jet. This was fixed by
moving the cavity further away from the free shear layer. In an attempt to
avoid this issue, the present model was offset 12 mm below the centreline of the
jet — so that the adjacent free shear layer is further away from the cavity-side
of the profile.

To install the airfoil in the Anechoic Wind Tunnel, the airfoil was mounted
using pins into two rigid PVC side plates which fitted within the existing sup-
port frame, as depicted in figure 3.6. The baseline position was at a nose-down
geometric angle of —1°. This was done in order to attempt to impart a small
positive pressure gradient, which helped ensure the occurrence of attached flow
and therefore oscillatory cavity flow.

There were 5 holes in the PVC sides for securing the trailing edge of the
‘airfoil with cavity’ in order to produce different angles of attack. These are
shown in figure 3.6, and produced ageom. = 11°,5°, —=1°, =7° & —13°, where a
negative angle of attack refers to nose-down. Additionally, there was sufficient
friction from an ‘interference fit’ that the airfoil could also be held in place at

Qgeom. = 0° (without the use of the trailing edge retaining pins), as in section
5.2.

Other considerations

Acoustic compactness According to Milbank (2004), a cavity is acousti-
cally compact if the acoustic wavelength, A, is ‘much greater’ than the cavity
length, L, following equation 3.3 below. ‘Much greater’ represents a factor
of at least 5. Acoustic compactness means that feedback takes the form of
hydro-dynamic pressure waves, and also that the leading edge is in the acous-
tic near-field of the trailing edge. Subsequently the phase lag (or delay), a, is
taken to be zero. Considering the extremes of the cavity length, the acoustic
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wavelength of the first mode is approximately 110 mm for the 7 mm cavity
and approximately 450 mm for the 28 mm cavity. Therefore, all cavity config-
urations are acoustically compact.

A= % >> L (3.3)

Mean convection velocity ratio for L/0=5-10 Although the convection
velocity ratio, k, is often taken to be an empirical constant, it can also be
measured. Data published by Sarohia (1977) are shown in figure 3.8, where
K is plotted against non-dimensional cavity length, L/§. The data are limited
to cavity lengths from approximately five to ten times the boundary layer
thickness.

From these data, Milbank (2004) determined an empirical relation for &
based on L/§. Milbank (2004) found when using values of x based on this
empirical relation, that the predicted non-dimensional frequencies agreed well
with experimental results.

Modified geometries — sloped inserts Two 45° sloped wall insert blocks
were manufactured, which can also be installed upside down to form reverse-
sloped walls. These geometric modifications are applied such that the cavity
volume remains constant.

Corrected angle of attack The true angle of attack is less than the geo-
metric angle of attack due to the deflection of the open jet. This is especially
significant when the airfoil chord is large compared to the height of the jet
(Brooks, Pope and Marcolini, 1989, p. 5), which is the case here. The geomet-
ric angle of attack, ageom. , is defined in figure 3.7.

A correction factor has been provided in the literature by Brooks, Marcolini
& Pope (1986) and Brooks et al. (1989). It is assumed that the jet height does
not expand significantly between the contraction outlet and the airfoil. The
correction factor for this airfoil is 0.13 . The corrected angles of attack are
thus —0.13°, —0.90°, and —1.7° respectively for geometric angles of attack of
—1.0°, —=7.0°, and —13° respectively. The geometric angle of attack will be
quoted in the rest of this paper. Unless stated otherwise, measurements were
taken at the baseline angle of attack (ageom. = —1.0°).

3.2.3 Microphone measurements

In order to experimentally characterise the noise produced by aeroacoustic
sources, far-field noise measurements were taken using a Briiel & Kjaer half-inch
condenser microphone, model number 4190. Table 3.4 shows the microphone
measurement and spectral processing specifications.
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In Chapter 4 (2D Cavity Flow: Results & Discussion), the microphone was
located 600 mm from the ‘airfoil with cavity’, positioned directly perpendicu-
lar to the mean flow direction and adjacent to the centre of the cut-out for the
cavities (i.e., 600 mm from z/C = —0.638 where x/C' = 0 is located at the air-
foil trailing edge and negative x is upstream). Data were sampled at 50 kHz for
a duration of 10 seconds and they were processed using MATLAB® numerical
analysis software. To improve the clarity of the plots, the frequency resolution
of the spectra plotted in Chapter 4 is typically 10Hz. Due to the nature of the
experiment, the spectrograms were calculated differently. Within the spectro-
grams, each constituent spectrum is based on a sample of 0.1 seconds duration
at 50 kHz sampling frequency, giving a bandwidth of 20 Hz. The A-weighted
Overall Sound Pressure Level (OASPL) was calculated by integrating the noise
spectrum after applying A-weighting.

In Chapter 5 (Airfoil Noise: Results & Discussion) the microphone was
located directly perpendicular to the trailing edge of the airfoil at a distance
of 600 mm for section 5.3 to 5.5 and a distance of 585 mm for sections 5.6
onwards. Data were sampled at 50 kHz for a duration of 20 seconds, and
processed using MATLAB® software. The frequency resolution of the spectra
was generally 1 Hz, although for plotting purposes the frequency resolution
was reduced to 10 Hz for clarity.

3.2.4 Error analysis of microphone measurements

According to Milbank (2004, p. C-9) the spectral precision (random) error of a
spectral estimate is given by equation 3.4. In this equation, BT} represents the
number of discrete segments, however it can be replaced by BT, = K(BT.g)
where K is the total number of segments, and a Hann window with a 50%
overlap has a coefficient BT.x = 0.947.

1
= — 3.4
‘T 2T, (3-4)
From equation 3.4, with 95% confidence the margin of error due to the
spectral estimate calculation can be found to be +0.60 dB for a sample length
of 10 seconds, and 4+0.43 dB for a sample length of 20 seconds, in both instances
with a segment length of 0.1 seconds.

3.2.5 Hot-Wire Anemometry (HWA)

Hot-wire anemometry (HWA) is a method for measuring velocity using a highly
sensitive heated wire whose rate of cooling depends on flow speed. The tech-
nique allows for velocity measurements with a very high frequency response.
Two methods of HWA are possible: constant-temperature anemometry and
constant-current anemometry. In this thesis, constant-temperature anemom-
etry was used. A Wheatstone bridge circuit is used to maintain the probe at
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Table 3.4: Microphone measurement & spectral processing specifications

Microphone Briiel & Kjeer half-inch condenser, model 4190
Sampling frequency, Hz 50,000

Sample duration, seconds 10 or 20

Spectral bandwidth, Hz 1or 10

Window function von Hann

Overlap 50%

a constant temperature and the fluctuating bridge voltage is measured to find
the velocity.

In the present study the frequency response was more than sufficient to
resolve the oscillations of interest. Single-wire probes with a tungsten wire of
diameter of ~5 pum were used. Such probes give the magnitude of velocity per-
pendicular to the wire. A hot-wire probe consists of a very thin wire soldered
between two inert prongs, in turn connected to a cylindrical support.

A single-wire TSI 1260A-T1.5 probe (for sections up to 5.5) or a single-
wire TSI 1210-T1.5 probe (section 5.6 onwards) were used together with a
TSI TFA300 anemometer. The hot-wire probes were calibrated using a TSI
plenum-type calibrator (model number 1127) connected to a MKS Baratron
differential pressure transducer. The probe was positioned using a DANTEC
three-dimensional automatic traversing system which is fixed to the anechoic
chamber floor. The positional accuracy of the traverse was £.003 mm in
the X and Y directions. Data were sampled at 50 kHz for a duration of
10 seconds (Chapter 4) or 20 seconds (Chapter 5) and they were processed
using MATLAB® numerical analysis software. The frequency resolution of the
spectra was generally 1 Hz, although for plotting purposes, in most instances,
the frequency resolution was reduced to 10 Hz for clarity.

Hot-wire calibration

Perry (1982) states that it is best to directly calibrate velocity to bridge voltage,
rather than using more fundamental models that consider heat transfer.

U?=A+ BU" (3.5)

After acquiring the data, various methods can be used to find the relation-
ship. These include King’s Law (or the Cooling Law) which involves finding a
linear relationship between the square of voltage and the square root of veloc-
ity, to give a fourth order polynomial. Equation 3.5 becomes King’s Law if the
exponent, n, is equal to 0.5. The exponent may be varied between 0.45 and
0.55, depending on the value which gives the optimal fit. Rather than using
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the above equation, a computer is often used to generate a higher order poly-
nomial curve fit. In this study, a fifth-order polynomial curve fit was generated
by computer.

Error analysis of HWA measurements

According to Bruun (1999), typical velocity measurement accuracy of hot-
wire anemometry is approximately 1%. The error of a hot-wire anemometry
measurement consists (apart from drift) of two main components: a random
error (which can be estimated statistically) and a bias error (arising from errors
in calibration).

The uncertainty of the calculated velocity from the hot-wire measurement
is equal to the uncertainty of the flow velocity used to construct the cali-
bration. (While the hot-wire calibration is constructed from the relationship
between voltage and flow velocity, the voltages used to construct the calibra-
tion curve however consist of the mean of a large number of samples and is a
negligible source of error.) This flow velocity at the calibrator is determined
from equation 3.6 by measuring the dynamic pressure. Dynamic pressure was
found using differential pressure across the exit nozzle, measured by an MKS
Baratron.

Ap

U =
0.5p

(3.6)

The ambient pressure and ambient temperature are used to determine the
air density in equation 3.6, by the ideal gas law. These are estimated from a
thermometer and high-precision barometer in the laboratory. These quantities
are negligible sources of uncertainty in the flow velocity. Also, the uncertainty
in the dynamic pressure — from the precision uncertainty of the MKS Baratron
of £0.07 Pa — is another negligible source of error contributing uncertainty in
the computed velocity of less than approximately +0.06 m/s at slower experi-
mental velocities tested, and less uncertainty at higher velocities. Furthermore,
the statistical margin of error of the mean velocities used to construct the cal-
ibration, with 95% confidence, was also found to be negligible! — indeed, the
calibrator apparatus produced a highly stable and consistent flow.

The margin of error of the spectral estimate used to find velocity spectra
from HWA measurement was found (in the same manner as section 3.2.4) to
be +16% for Af =1 Hz and £5.1% for Af = 10 Hz. As the velocity spectra
typically span orders of magnitude difference, this margin of error therefore
does not have a significant impact on the discussions and findings following
from the spectra.

'With 95% confidence, the statistical margin of error is given by + 1.96xs/vN with
s being an estimate of the standard deviation given by the sample standard deviation of
s =+/1/(N —1)Y_(z; — 7)2, where z; are the sample values, 7 is the sample mean and N
is the sample size.
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AWT airfoil-holder
attachment

Jet outlet

Flat plate
(‘Airfoil with cavity')

| Sidewall

Figure 3.2: Photographs of ‘airfoil with cavity’ model positioned in Anechoic
Wind Tunnel.
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Figure 3.3: The super-elliptic leading edge profile of the ‘airfoil with cavity’
model.
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1, (First Rossiter mode)
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Figure 3.4: Two-dimensional cavity specification compared to frequency and
oscillation requirements. (a) Estimated frequency of first mode of Rossiter
oscillations (solid line) for the shortest cavity, L = 7 mm, compared to the
minimum threshold for the anechoic wind tunnel of 200 Hz. Higher modes
would have a higher oscillation frequency. (b) Minimum and nominal max-
imum cavity lengths for occurrence of cavity oscillations based on boundary
layer development length of =33 mm, across the range of velocities achiev-
able by the Anechoic Wind Tunnel. The solid horizontal line indicates the
L = 7 mm cavity. The lower dashed line gives the minimum cavity length
for oscillations, from Sarohia’s (1977) criterion: L = 290d,/+/Res, (section
2.5.2). The upper dashed line is an approximate upper limit on cavity length
for oscillations, given by L = 1006, (Sarohia, 1977, Rockwell, 1983 and Gharib
& Roshko, 1987; section 2.5.2).
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Super-Elliptic Mounting Symmetrical Tapered
Leading Edge Points Trailing Edge

Figure 3.5: Sketch of the airfoil with cavity, which contains a cavity cut-out
where various inserts can be fitted to form a range of cavity geometries.

Figure 3.6: Rendering of the airfoil with cavity model. Shown here attached to
the existing airfoil-holder attachment, which attaches to a flange on the outlet
of the open jet.
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Jet shear layer

Super-Elliptic Symmetrical Tapered
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Figure 3.7: Schematic diagram of the placement of the ‘airfoil with cavity’
model within the jet of the Anechoic Wind Tunnel. Note that ageom. is de-
fined as being positive in the clockwise direction (when the airfoil is nose-up),

therefore the baseline angle of attack of 1° nose-down equates to @geom. = —1°.
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Figure 3.8: Convection velocity ratio versus non-dimensional cavity length for
a laminar boundary layer. Transposed from Sarohia (1977).
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3.3 Three-dimensional cavity

3.3.1 Water Tunnel

Water tunnels have been used extensively in cavity flow research for the ob-
servation of flow features (e.g., Maull and East 1963, Kuo and Huang 2001
and others). The recirculating water tunnel used in this study had a working
section cross-sectional area of 0.5 x 0.5 m? and a maximum velocity of approx-
imately 400 mm/s. Figure 3.9 shows a photograph of the facility, while figure
3.10 shows a schematic diagram.

Figure 3.9: Photograph of water tunnel facility. Flow from top to bottom. The
three-dimensional cavity in a flat plate can be seen in the working section.



CHAPTER 3. EXPERIMENTAL METHODOLOGY

94

“A)[10€] [oUUN} I9JRM JO WRISRIP JIJRWOYDS ()] ¢ 9INST

s3urdnos roqqny

uor}09g
wnoy

>

-~

dung

\

—

uonddg SurjIop

—

uonoas
@ wumes

I

!

UOoI}oBIUOD
[EUOISUWIP-3IY |,




3.3. THREE-DIMENSIONAL CAVITY 95

There were a number of advantages to investigating the flow at low Reynolds
number in a water tunnel. In a low-Reynolds-number cavity flow, unsteady
flow features can be easily observed. Observation of these unsteady flow struc-
tures helps to fill knowledge gaps, as much of the existing literature concerns
time-averaged flows. Finally, available conventional video cameras and low-
frequency PIV systems can be used to both observe and measure the flow
respectively, whereas high-frequency measuring systems would be required to
resolve the unsteady flow at high-Reynolds-number, especially in a wind tun-
nel flow. On the other hand, flow physics dealing with acoustic effects could
differ.

3.3.2 Experimental model

A three-dimensional cavity experimental model was used in water to investi-
gate the unsteady flow structures associated with the cavity tonal noise and
velocity spectra obtained in Chapter 4 ( Two-Dimensional Cavities: Results
and Discussion). Where the ‘airfoil with cavity’ in air allowed the investigation
of two-dimensional cavity shear layer phenomena, the three-dimensional cavity
model will allow the investigation of three-dimensional shear layer effects such
as end effects due to finite span.

The three-dimensional cavity experimental model used in this study was
designed and built previously by Crook (2011). It consists of a free-standing
flat plate with a rectangular cavity cut-out which is placed within the working
section of the recirculating water tunnel. The depth-based Reynolds numbers
were in the range of approximately 3,000 to 14,000. The length-to-depth ratio
(L/D) of the cavity varied from 0.84 to 6, while the span-to-depth ratio (WW/D)
was fixed at 2, with length-to-span ratio (L/W) varying in the range 0.42 to
3.

Figures 3.11 and 3.13 shows a sketch and photograph of the model respec-
tively. It is constructed with an acrylic semi-elliptic leading edge, painted steel
sheet forming the flat plate and the cavity itself formed by clear rigid PVC
sides, with one side unpainted for optical access. The plate has a downstream
circulation control flap fitted, the angle of which can be set to ensure develop-
ment of a zero-pressure gradient laminar boundary layer on the flat plate. The
model was repainted before each set of experiments, however deterioration of
the paint with use is visible in some flow visualisation photographs.

Table 3.5 lists the physical dimensions and geometric non-dimensional pa-
rameters of the model. The relatively large physical dimensions enabled good
access for flow visualisation. A number of perspex cavity inserts were designed
and manufactured for use in the water tunnel model, to allow the cavity’s
rectangular geometry to be modified in various ways. This reduced the vol-
ume of the cavity slightly. The modifications chosen had provided some noise
attenuation when trialled in an anechoic wind tunnel on a separate model.

Figure 3.12 shows a sketch of the co-ordinate system used in the three-
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Adjustable flap

Flat plate

Dye slot

Water tunnel floor

Figure 3.11: Sketch of water tunnel three-dimensional cavity model.

dimensional cavity section. Note that the Y axis has been orientated down-
wards in order to give the desired orientation of the Z axis.

Scale version of 3D cavity (air)

A scale version of the three-dimensional cavity model was constructed for use
in air. This consisted of a flat plate with a three-dimensional shallow, narrow,
cavity cutout at 43% scale of the water tunnel model. There were upright sides
to control the expansion of the open jet, however there was no ceiling above
the cavity in order to enable far-field acoustic measurement. The specifications
of the three-dimensional cavity is given in table 3.6.

The flat-plate was fitted with a semi-circular nose profile, thus giving a
boundary layer with D/dy =~ 4.0, having a shape factor H = 2.0. Note that
flat-plate was raised slightly relative to the contraction surface, such that the
developed contraction boundary layer was directed under the nose and beneath
the flat plate.

3.3.3 Flow visualisation

Flow visualisation involves techniques to mark, and therefore visualise, other-
wise transparent fluid flow. The intention is for the flow visualisation medium,
such as a tracer, to accurately mark the flow for some distance, whilst not
interfering with the flow. In water flows, these tracers can take the form of
dye or ink to mark the flow or small particles such as bubbles of hydrogen gas
or small solid particles.
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Table 3.5: Specifications of water tunnel cavity model

Cavity length, L, m 0.063 — 0.45
Cavity depth, D, m 0.075
Cavity width, W, m 0.15
L/D 0.84 -6
W/D 2

Rep (dye visualisation) 2,700
Rep (hydrogen-bubble visualisation) 8,000 — 14,000
Rep (PIV) 6,000 — 10,700
B. L. development length, x, m 0.336

B. L. type laminar

U, mm/s 40 144
Re, 13,400 48,000
B. L. thickness' §;, mm 14.5 7.7
B. L. momentum thickness! 6, mm 1.9 1.0
D/éo 5.2 9.8
D/, 39 74
L/, 33 443
Reg, 7 146

1 Values estimated from Blasius boundary layer theory.

Table 3.6: Specifications of anechoic wind tunnel three-dimensional cavity
model

Boundary layer thickness at cavity leading edge, 8.0

dp, Mmm

Normalised boundary layer thickness, o/ D 0.25
Boundary layer shape factor, H 2.0
Boundary layer momentum thickness, 6 1.0 mm
Normalised momentum thickness, 6y/D 3.1 x 1072
Cavity length, L, mm 194
Cavity span, W, mm 68
Cavity depth, D, mm 32
Velocity, U, m/s 3

Depth-based Reynolds number, Rep 6,400
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Figure 3.12: A sketch of the coordinate system used for three-dimensional
cavities, including for the PIV experiments.

The objective of the water tunnel flow visualisation experiment was to use
this technique to investigate the flow structure around a three-dimensional,
open cavity, with either rectangular or modified geometry. Two flow visualisa-
tion methods were used: dye visualisation and hydrogen bubble visualisation.
In the former, dye was injected from a dye slot, ports or probes upstream of
the cavity, or near the region of interest. In the latter, a hydrogen bubble wire
was positioned upstream of, or within, the cavity.

The streaklines visualised by the aforementioned flow visualisation tech-
niques are not equivalent to streamlines in unsteady flows. Tracers used in
flow visualisation produce streaklines which show an integration of all the pro-
ceeding parts of the flow that the tracer has travelled through. Thus this
difference between streaklines and streamlines can, potentially, be mislead-
ing when interpreting the flow visualisation (Gursul, Lusseyran and Rockwell
1990).

Gursul, Lusseyran and Rockwell (1990) state that this difference between
streaklines and streamlines is most significant in cases where the tracer is
released in an ‘arbitrary’ location. For example, if the tracer is injected down-
stream from the generation of instabilities then a misleading interpretation
could be drawn because streaklines do not immediately reveal features such as
vortices (Gursul, Lusseyran and Rockwell 1990). Not until further downstream
would the roll-up of the tracer be evident. Gursul, Lusseyran and Rockwell
(1990) state that in shear layer flows this effect could be minimised by releasing
the dye at the ‘origin of the unsteady shear layer’, for example, the stagnation
point on a bluff body.
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Figure 3.13: Photograph of the water tunnel three-dimensional cavity model.

Downstream, the streaklines show the integrated result of the upstream
flow. For example, the fluid, and streaklines, may ‘roll-up’ in the presence
of a vortical feature. Although the vortical feature itself may decay as the
fluid flows downstream, the ‘rolled-up’ tracer on the other hand may convect
downstream and could give the mistaken impression that an active vortical
feature remains. An example is provided by Cimbala, Nagib and Roshko (1988,
p. 271). In the example, a different flow pattern is produced depending on
where a smoke wire is positioned relative to a cylinder in a crossflow.

3.3.4 Dye visualisation

In the dye visualisation, a dye solution was introduced to the flow in order to
visualise the region of interest. The dye solution was fed under gravity through
either: a small dye probe (small diameter tubing orientated downstream), a
small dye port on the experimental rig, or a small dye slot on the experimental
rig. Thereby, a dye filament or dye sheet was formed. Figure 3.14 gives an
example of dye visualisation, in this instance the dye is being used to mark
vorticity in the shear layer over a cavity.

The density of the dye must be close to that of the working fluid, as oth-
erwise buoyancy effects will be significant. Therefore ordinary food colouring
dye was mixed with tunnel working fluid shortly before use, to ensure the dye
solution was at a similar temperature to the tunnel water; while the density
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Figure 3.14: Dye visualisation example, with the dye enabling visualisation of
shear layer roll-up over a cavity. Flow from left to right.

of the dye solution was adjusted by adding ethanol if required. An advantage
of food colouring dyes is that they can be illuminated with ordinary lighting
sources, unlike fluorescent dyes.

Another consideration is the diffusivity of the tracer. This is characterised
by the Schmidt number — the ratio of momentum diffusivity to the molecular
diffusivity. Compared to smoke in air (Schmidt number, ~ 100-1,000), dye
in water has a higher Schmidt number (~ 2,000). Therefore the dye in water
diffuses more slowly compared to smoke in air, thereby showing the vorticity
distribution less accurately compared to smoke in air.

3.3.5 Hydrogen bubble visualisation

The hydrogen bubble flow visualisation technique was used to visualise flow
structures about the three-dimensional cavities of various geometries. In this
method, fine hydrogen bubbles are created by electrolysis in order to visualise
the flow. Tungsten wires were used as the negative electrode, while an arbitrary
(ferrous) metal object was used as the positive electrode.

Disadvantages of the hydrogen bubble technique include the buoyancy of
the bubbles, and the need to achieve suitable lighting so that the bubbles can
be observed clearly. Unfortunately, this has necessitated the use of an oblique
camera angle in most cases, which can make it hard to distinguish between
different planes of motion, particularly with regards to three-dimensional struc-
tures.

Both horizontal and vertical orientations of the wire were used. The ver-
tical wire was fixed to a movable support with the vertical wire held between
two short horizontal prongs fixed to rigid vertical tube. The horizontal wire,
on the other hand, was fixed just above the surface of the plate as shown in
figure 3.15. The horizontal wire was located at a height of 4mm above the flat
plate surface (y/D=0.125), and positioned 31mm upstream of the cavity lead-
ing edge (x/D=-0.42). The wire height of 4 mm compares to an estimated dgge
boundary layer thickness of 8.1 mm and boundary layer momentum thickness
of 1.1 mm, from Blasius theory, for the primary free-stream testing velocity of
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144 mm/s, corresponding to depth-based Reynolds number of 10,700. Thus at
this depth-based Reynolds number, the non-dimensional boundary layer thick-
ness based on the cavity depth was dggy/D = 0.11, while the non-dimensional
momentum thickness based on the cavity depth was 6y/D = 1.5 x 1072

Figure 3.15: Photograph of plate showing the horizontal hydrogen bubble wire.

Figure 3.16: Coordinate system for hydrogen bubble visualisation of three-
dimensional cavity.

Rectangular and modified cavity configurations with varying L/D ratio
were tested. The testing schedule is outlined in table 3.7 while the coordinate
system used in these tests is defined in figure 3.16.

3.3.6 Particle Image Velocimetry (PIV)

Particle Image Velocimetry (PIV) was used to measure the flowfield about
rectangular and modified cavities. In the PIV technique, the flow is seeded by
tracer particles which are illuminated by a laser sheet. A camera is then used
to record the flow, whose images are then analysed using interrogation win-
dows. The average displacement of particles in each window between frames is
determined mathematically to give the velocity field. This method can provide
extremely detailed information about the flow. Figure 3.17 shows a sketch of
the experimental setup for PIV experiments. The methodology used for PIV
is discussed in detail in Appendix A).
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Table 3.7: Hydrogen bubble test schedule

(a) Velocities and Reynolds numbers

Flow velocities, mm/s Depth-based Reynolds number

111 8,250
144 10,7004
186 13,800

¢ Note: primary testing Reynods number.

(b) Cavity configurations

Cavity configuration L/D U (mm/s)
Rectangular 0.84, 2, 3, 3.84, 4.84, 6 144
Chevron-shaped cavity 1,2,3.84,5 111, 144
Other modified cavities® 3 144
Airfoil with cavity test (rectangular) 0.87 103

b Note: other modified cavities include sloped rear wall, sloped front wall & sloped
rear wall, beak rear wall, chevron rear wall, chevron front wall, chevron front wall
& double-swept rear wall, double-swept front wall, double-swept rear wall,
double-swept front & double-swept rear wall, swept front & rear walls, swept front
wall, and swept rear wall.
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Figure 3.17: A sketch of the experimental set-up for PIV experiments.

3.4 Summary of experimental methodology

In summary, the experimental methodology consists of three main sections.
Firstly, two-dimensional cavities (both rectangular and modified) are studied
using an ‘airfoil with cavity’ model. As airfoil tonal noise was also found from
this model (particularly when there was a cavity cutout present in the surface,
but the flow was outside the paramater space for cavity oscillations), this was
investigated to determine the aeroacoustic mechanism involved. Finally, the
flow structures about and noise produced by narrow, three-dimensional cavi-
ties (both rectangular and modified) were investigated using flat-plate models
containing cavity cut-outs.
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Chapter 4

Two-Dimensional Cavities:
Results and Discussion

4.1 Introduction

In this chapter, acoustic and velocity measurements of the two-dimensional
cavity model (‘airfoil with cavity’) placed in the Anechoic Wind Tunnel are
discussed. This model was described in section 3.2.2 of Chapter 3: Experi-
mental Methodology & Design.

Rectangular cavities are initially investigated. The cavity depth, D, is
fixed while the cavity length, L, is varied giving length-to-depth ratios of
L/D = 1.17, 2.33, 3.5 and 4.67. The Reynolds numbers based on cavity
depth are in the range Rep = 3,800-15,300 while the Reynolds numbers based
on the estimated momentum thicknesses are in the range Rey, = 100 — 190.

The co-ordinate systems used in this chapter of the thesis are given in
figure 4.1. The ‘cavity mouth length’ or ‘the mouth of the cavity’ refers to the
open portion of the cavity located along y/D = 1 in figure 4.1b, i.e., directly
between the cavity LE and the cavity TE.

4.2 Boundary layer characteristics

Regarding the boundary layer characteristics at the leading edge of the cavity,
for design purposes estimated values of dy and 6y were used. These were based
on the assumptions of a plate length equal to the horizontal distance from the
nose of the model to the cavity, and a laminar boundary layer. The freestream
velocity ranges from U = 10 — 40 m/s. All results listed in this chapter are
recorded with the plate at a nose-down angle of attack of @geom. = —1°, to
ensure a slightly favourable pressure gradient over the flat plate, and thus
attached flow.

To find the actual boundary layer characteristics, cavity leading edge ve-
locity profiles were measured at nominal free-stream velocities of U = 20, 30
and 40 m/s. The velocity profile just behind the leading edge of the cavity was

105
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(a) Co-ordinate system for boundary layer (b) Co-ordinate system for rectangular and
characterisation. modified cavity geometries at L/D=2.33.

Figure 4.1: Co-ordinate systems used in this chapter of the thesis.

recorded using a single-wire hot wire velocity probe, which was attached to a
traverse. The probe was positioned within the cavity, as close as practicable
to the leading edge of the cavity. Despite the -1° angle of attack of the plate,
the profile is similar in shape to the Blasius solution for flow on a flat plate
at zero pressure gradient — figure 4.2 shows the case for U = 30m/s. This
confirms that the cavity is subject to a laminar upstream boundary layer. The
experimental results diverge from the Blasius solution close to the wall since
the profile is taken just inside the cavity.
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Figure 4.2: Velocity profile at cavity leading edge at U = 30 m/s.

Compared with the nominal free-stream velocity, the flow is accelerated
slightly around the plate and over the cavity, with the highest velocity just
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Table 4.1: Velocity over cavity, and boundary layer properties, estimated from
measurement.

Nominal U, Velqc ity over Estimate for dp, mm Estimate for 6y, mm
m/s cavity, m/s
20 23.3 0.77 0.092
30 32.5 0.68 0.083
40 43.2 0.63 0.070

Table 4.2: Blasius boundary layer estimate.

Nominal U, Velo.c1ty OV Blasius d, mm  Blasius 6y, mm
m/s cavity, m/s
20 933 0.73 0.097
30 32.5 0.64 0.082
40 43.2 0.54 0.071

at the top of the boundary layer. The measured velocities over the top of
the cavity and boundary layer thicknesses, dy, estimated from these measured
velocity profiles are listed in table 4.1. The values listed in the table are
intended only as a guide, as the flow was already moving into the cavity, to
a small extent, at the location of measurement. The velocity profiles were
also extrapolated to zero and integrated to give an estimate of the momentum
thickness, 6y. The boundary layer and momentum thicknesses estimated from
the measured velocity profiles were within 5-10 % of predictions from Blasius
laminar flat-plate theory (table 4.2).
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Figure 4.3: Turbulence Intensity at and above the leading edge of the cavity
for U = 30 m/s.

Figure 4.3 shows turbulence intensity plotted against vertical position, lo-
cated just downstream of the leading edge of the cavity. The turbulence in-
tensity is based on Uean(y) at that height, with T = ul . /Upean(y). With
increasing vertical position there are firstly high values of turbulence intensity
in the shear layer. The next region is the core flow of the jet with a turbu-
lence intensity of approximately 0.4%, and then there is increasing turbulence
intensity through the outside jet shear layer of the AWT facility.

As the velocity was slightly higher at the top of the cavity compared to
the nominal free-stream velocity, please note that in sections 4.3 and 4.4 the
nominal velocity values are listed on the plots of acoustic spectra. Furthermore,
estimated values of 8, were considered to be sufficiently accurate for comparing
the maximum cavity length criterion to the experiment.

4.3 No cavity

Figure 4.4 shows the far-field noise spectra recorded for flow over the ‘No
Cavity’ airfoil, i.e., the airfoil with the cavity filled-in. As expected, no cavity
tones are found. However, a broad ‘hump’ is found with a central frequency of
the order of 10° Hz. The frequency of this hump changes with velocity. It is
proposed that this ‘hump’ can be attributed to self-noise of the airfoil profile,
specifically airfoil tonal trailing edge noise.



4.3. NO CAVITY 109

\
\L‘ .7 m/} s\\\\
\ 6 mis \\\\ \'ﬁ\ﬁ\“*"\-’\.—ﬁw-ﬁ‘ D m O i, Y =
3.3 m/ \\\ \"_\“—\r'\/\-——V\, T
30m/s T~—__| — \"-‘\"“v ....... e |
ﬁc: \26'6 L - \—/‘\',‘ —v*-"'“"‘\,m g
o H e
;‘ {m\ s S < JW\ '.; SR ] “"'\.__
N o "\ \’\w\ -"/-W\ S P—
“5- ~ — | /__,.JJ\J\ \/-/M'\-w._.r“\,, I
= 5 :
==} qem T < T M \vw\"""\'v-/“\.. ——
= 133mh | T——— N = —
= 10 misT——— =7 -y =
A ms ~L : A ]
wn ) o -
ey E R Airfoil Self-Noise
~~—— " el
\\ \, ............
——33 s \\\——\-\,
No Flow |~
~—t—
i 20dB |, |, Spectra offset by 20 dB
2 3 4
10 10 10
f [Hz]

Figure 4.4: Far-field noise spectra from the smooth ‘No Cavity’ airfoil, i.e., the
airfoil with the cavity filled-in.

Figure 4.5 compares the noise spectrum of three cases at Rec = 10.4 x 105.
Firstly, the thick grey line gives the noise spectrum for the ‘No Cavity’ case
of the smooth airfoil, where a broad ‘hump’ centred at approximately 800 Hz
is present. Secondly, the thin black line shows the spectrum, when there is
a cavity present, for L = 21 mm (L/D = 3.5). For L = 21 mm, the broad
‘hump’ is not present however discrete cavity tones are present.

Finally, the thick black line gives the noise spectrum when a cavity with
L =7mm (L/D = 1.17) is present. Interestingly, for this case not only is
the broad ‘hump’ at 800 Hz present, but a series of discrete peaks are present
about the ‘hump’.

Note that for this L = 7 mm cavity, the cavity length is below the minimum
required for the onset of cavity oscillations at this velocity. Potentially, the
presence of the cavity appears to have enhanced the intensity of the airfoil
self-noise. The involvement of the cavity in an airfoil tonal noise mechanism
is a new finding, and is investigated separately in detail in Chapter 5.
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Figure 4.5: Airfoil self-noise produced by the airfoil profile, with and without
cavity cutouts in the airfoil’s surface. The cavity lengths were L = 7 mm
(L/D = 1.13) and L = 21 mm (L/D = 3.5). The nominal velocity was
U = 16.6 m/s, giving a chord-based Reynolds number of 1.4 x 10°.
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4.4 Rectangular cavities

In this section, the acoustic spectra for each of the different flow velocities for
the rectangular two-dimensional cavities are presented.

4.41 L/D =117

39.7 m/s

36.6 m/s

33.3 m/s

30 m/s

26.6 m/s

SPL [dB ref. 20 pPa]
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16.6 m/s
13.3 m/s
20 dB 10 m/s
| | Spectra offset by 20 dB | |
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St =DIU

Figure 4.6: Far-field acoustic spectra for L/D =1.17. The spectra are offset
by 20 dB for clarity.

Figure 4.6 shows spectra of the far-field noise recorded from the airfoil with
the L/D = 1.17 cavity (L = 7 mm), across the range of flow speeds. There is
a series of closely-spaced tones about a broadband hump from U =10 - 20 m/s
(in the Stp range of 0.3), which is related to airfoil self-noise as stated earlier.
Clear and prominent cavity tones are found for velocities upwards of U = 23.3
m/s, and above this velocity the airfoil self-noise is no longer evident.

In this instance, Sarohia’s (1977) criterion provides an accurate indication
for the occurence of cavity tones. The criterion predicts oscillations to begin
from 21 m/s, and indeed cavity oscillations begin between U = 20 m/s and U
= 23.3 m/s.
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Figure 4.7: Spectrogram of far-field acoustic spectra versus velocity, for L/D =
1.17.

Figure 4.7 shows a velocity spectrogram of the cavity noise produced by the
L/D = 1.17 cavity. Below approximately U = 23m/s, no cavity oscillations
are found (only the region of airfoil self-noise near 1 kHz). Above U = 23m/s,
a series of cavity tones are found. When comparing these tones to Rossiter’s
equation (equation 2.8), and using the mean convection velocity ratio calcu-
lated by equation 2.10 [from the data of Sarohia (1977)], it was determined
that these tones are the 2nd, 4th, 6th and 8th Rossiter modes. Furthermore,
the 3rd Rossiter mode is apparent above 33 m/s.

4.4.2 L/D =233

Figure 4.8 shows noise spectra for L/D = 2.33 (L = 14 mm) across the range
of velocities. It is notable that the nominal, conservative, upper cavity length
criterion (above which oscillations are not necessarily expected) of L., &~ 1000
is exceeded after 10 m/s, however the oscillations continue until the highest
flow speed of U = 40 m/s, which corresponds to L = 2000.

Figure 4.9 shows a velocity spectrogram for L/D = 2.33. A stage jump is
present near U=17 m/s where the tones switch from one set of modes (and/or
harmonics) to another. This corresponds to L/0 a 17, while for comparison
Sarohia (1977) found stage jumps at L/0 = 8 and L/ = 13.
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Figure 4.8: Far-field acoustic spectra for L/D = 2.33. The spectra are offset
by 20 dB for clarity.

443 L/D=35

Figure 4.10 shows noise spectra for the cavity with L = 14 mm (L/D =2.33)
across the range of velocities. Upwards of U = 30 m/s, the tones appear
to decay somewhat and they may be losing spanwise coherence. The upper
criterion for cavity oscillations of Lyax(uppery = 2008 is exceeded from upwards
of 20 m/s, however the oscillations continue well in excess of this conservative
criterion.

Figure 4.11 shows a velocity spectrogram for the L/ D = 3.5 cavity. Due to
the increase in cavity length dimension, the tones occur at lower frequencies
compared to the shorter cavities. Also there are more modes present which
can be attributed to a sharing of energy between a greater number of modes.

4.44 L/D =467

For L/D = 4.67, the upper nominal maximum cavity length for oscillations of
Linax = 2000 is exceeded from upwards of 13 m/s. Figure 4.12 shows oscilla-
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Figure 4.9: Spectrogram of far-field acoustic spectra versus velocity, for L/D =
2.33.

tions continue well beyond that, with cavity tones present at U = 39.7 m/s
corresponding to L = 3700, however the tones appear to decay in amplitude
as the highest velocity is approached. This would suggest that increasing flow
velocity, or the cavity length, much further may result in no tonal noise.

Figure 4.13 shows a velocity spectrogram for the L/D = 4.67 cavity. Again,
the tones occur at lower frequencies compared to the shorter-length cavities
due to the additional cavity length. Furthermore, the energy in the shear layer
appears to be distributed between a greater number of modes compared to the
shorter cavities.
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Figure 4.10: Far-field acoustic spectra for L/D =3.5. The spectra are offset

by 20 dB for clarity.
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Figure 4.11: Spectrogram of far-field acoustic spectra versus velocity, for
L/D = 3.5.
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Figure 4.12: Far-field acoustic spectra for L/D =4.67.
by 20 dB for clarity.

2.5 3

The spectra are offset



118 CHAPTER 4. TWO-DIMENSIONAL CAVITIES

SPL, dB
%10 ref. 20 pPa
20
160

170

- 160

50

Frequency, Hz

40

30

20

10

0 5 10 15 20 25 30 35
U, m/s

Figure 4.13: Spectrogram of far-field acoustic spectra versus velocity, for
L/D = 4.67.
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4.4.5 Overall sound pressure level produced by the rect-
angular cavities
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Figure 4.14: Overall sound pressure level (OASPL) in dB(A) for the rectan-
gular cavities.

Figure 4.14 shows the overall sound pressure level (OASPL) for the rect-
angular cavities plotted against the freestream velocity. Upon reviewing the
individual curves, a number of observations can be made.

Compared to the two higher L/D cavities, the smooth plate (with no cav-
ity) is louder below 20 m/s due to the presence of an airfoil self-noise mecha-
nism. This is indicated by the initial hump (between 10 and 26 m/s) before
the noise levels taper off once the airfoil self-noise mechanism ceases at higher
velocities. Similarly, there is a hump below 23 m/s for L/ D = 1.17, apparently
due to this cavity enhancing the airfoil self-noise mechanism (see Chapter 5).

The highest A-weighted sound pressure levels are produced by the two
shortest cavities (L/D = 1.17 and L/D = 2.33). When the cavity noise
mechanism is active, these higher noise levels can be attributed to high energy
tones.

For L/D = 2.33, there is a dip in the OASPL either side of U = 25 m/s.
This dip can be attributed to the presence of a stage jump. Either side of the
stage jump a greater number of modes exist near the transition — hence the



120 CHAPTER 4. TWO-DIMENSIONAL CAVITIES

OASPL is less due to the peak SPL of the tones being lower, since energy is
distributed across a greater number of modes.

The longest cavity, L/D = 4.67, is quieter than the next longest one,
L/D = 3.5. This can be attributed to weaker shear layer oscillations, spread
between more modes.

4.5 Cavity noise mechanism

Figure 4.15(a) shows the velocity spectrum at /L = 0.5 and y/D = 1 for
L/D = 2.33 for a jet velocity of U = 30 m/s, recorded using a single-wire
hot wire probe. This spectrum shows that the cavity shear layer is fluctuating
at distinct cavity oscillation frequencies. The coherence between the far-field
microphone signal perpendicular to the cavity and the hot-wire signal, shown
in figure 4.15(b), was estimated and demonstrates that there is good coherence
at the cavity oscillation frequencies of 3700 and 7400 Hz. On the other hand,
the broadband noise at other frequencies is essentially uncorrelated with the
velocity signal.
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Figure 4.15: Velocity measurement at y/D = 1, /L = 0.5, with Rep = 11,900
(U=30m/s),and L/D = 2.33. (a) Velocity spectrum. (b) Coherence between
hot-wire signal and far-field microphone signal perpendicular to the cavity.

To estimate the coherence of shear layer structures along the cavity (i.e.,
from the cavity LE to the cavity TE), the coherence was found between hot-
wire probes located near the leading and trailing edges of the cavity (figure
4.16). The length of the spacing between the probes was at least 75% of the
length of the cavity. The probes were offset laterally slightly, to avoid the wake
of the first probe interfering with the measurement of the second probe.

The coherence (at the cavity tonal frequencies) was found to be greatest at
L/D = 1.17 (figure 4.16a) and decrease significantly with increasing L/D, with
much lower coherence found at L/D = 4.67 (figure 4.16d). This is consistent
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with a greater ‘break down’ of shear layer structures, along the length of the
cavity, as L/D increases. lL.e., the large, organised, periodic shear layer vortical
structures break down into smaller, and less regularly timed, vortical structures
as cavity length is increased (with other parameters held constant).
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Figure 4.16: Coherence between two hot-wire probes located within the shear
layer near to the leading and trailing edges of the cavity respectively, at a
depth-based Reynolds number of Rep = 18,500 (U = 40 m/s).

4.6 Modified 2D cavities

In this section, far-field noise and velocity spectra are presented to illustrate
the effect of sloped wall geometric modifications on two-dimensional cavities.
In each instance, the cavity volume was held constant. Results are primarily
presented at the depth-based Reynolds number of 11,900, corresponding to
U = 30m/s. The far-field microphone was located perpendicular to the airfoil
at a distance of 0.6 m.

4.6.1 L/D =117

The sloped rear wall at L/D = 1.17 gave a 5 dB ref. 20uPa reduction in sound
pressure level of the main tone and more significant reductions of over 10 dB
ref. 20 Pa for the next two tones (figure 4.17). There was a reduction of about
6 dB ref. 20uPa of the amplitude of the fourth tone. Interestingly, the tones
appear to be shifted to a slightly higher frequency in the modified cavity,
which is unexplained since owing to the cavity mouth length being longer,
lower frequency tones would be expected. One explanation could be that the
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Figure 4.17: Comparison of far-field acoustic spectra produced by rectangular
cavity and cavity with sloped rear wall at L/D = 1.17, for Rep = 11,900
(U =30m/s).

sloped rear wall cavity presents a lower resistance to the flow, therefore the flow
velocity over the cavity is higher, and thus oscillation frequencies are higher.

For L/D = 1.17, the reverse sloped rear wall eliminated the tones com-
pletely (figure 4.18). As the cavity volume was maintained constant, therefore
the ‘mouth’ of the cavity was reduced in length. The large reduction is due
to the cavity being too short for oscillations to occur. When this cavity does
indeed start to oscillate, at higher flow velocity, it is louder than the rectangu-
lar cavity. This might be expected due to the presence of the sharper trailing
edge on which the shear layer impinges.

Figure 4.19 shows the overall sound pressure level (OASPL) for the rectan-
gular and modified cavities at L/D = 1.17. The figure shows that the sloped
rear wall cavity typically produces a lower OASPL than the rectangular cavity.

Note that below 23 m/s, none of the cavities produce cavity tones. Below
23 m/s, the cavity with the reverse sloped rear wall exceeds the OASPL of the
other two.

Between 23 m/s and 36 m/s, the rectangular and sloped rear wall cavities
are producing tonal noise with the sloped rear wall cavity contributing to an
attenuation of the OASPL. In this range, the reverse sloped rear wall cavity is
yet to produce cavity tones, due to its effectively shorter, and thus insufficient,
cavity mouth length.

Above 36 m/s, the reverse sloped real wall produces the highest OASPL.
This can be attributed to shear layer vortices (turbulence) striking a sharp
edge, thus enhancing feedback resulting in strong radiation. The sloped rear
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Figure 4.18: Comparison of far-field acoustic spectra produced by rectangular

cavity and cavity with reverse sloped rear wall at L/D = 1.17, for Rep

=30 m/s).
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11,900 (U
gular cavity.
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Figure 4.19: Overall sound pressure level recorded for the rectangular and
modified cavities at L/D = 1.17.
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4.6.2 L/D=35
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Figure 4.20: Comparison of far-field noise spectra from rectangular and sloped
rear wall cavities for L/D = 3.5 at Rep = 11,900 (U = 30 m/s).

Figure 4.20 shows the far-field noise spectra for the L/D = 3.5 cavity with
the sloped rear wall. There is a reduction in broadband noise levels across the
majority of the frequency range, especially between 6 and 10 kHz. Although
there is no reduction in the peak tonal amplitude, there is a reduction in the
number of major tones present in the far-field noise spectra from five to two.
There is also a shift in tonal frequencies

Figure 4.21 shows the far-field noise spectra for the L/D = 3.5 cavity, with
the reverse sloped rear wall. The figure shows that with the reverse sloped
rear wall tonal amplitudes are up to 20 dB higher compared to the rectangular
cavity and there are multiple major tones present. There is also a significant
increase in broadband noise across a wide range of frequencies. The broadband
noise level is increased by approximately 10 dB ref. 20 uPa between 4 and 10
kHz. This can be attributed to a stronger radiation of broadband noise as
turbulence impinges on the sharp trailing edge of the cavity.

The OASPL produced by the rectangular and modified cavities with L/D =
3.5 are plotted in figure 4.22. The reverse sloped rear wall produces an in-
crease in OASPL compared to the rectangular cavity, while the sloped rear
wall produces an attenuation of OASPL compared to the rectangular cavity.
Respectively, this can be attributed to the sharper impingement edge of the
reverse sloped rear wall, and possibly the partial deflection of the shear layer
and acoustic feedback out of the cavity by the sloped rear wall.
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Figure 4.21: Comparison of far-field noise spectra from rectangular and reverse
sloped rear wall cavities for L/D = 3.5 at Rep = 11,900 (U = 30 m/s).
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Figure 4.22: Overall sound pressure level recorded for the rectangular and
modified cavities at L/D = 3.5.
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Table 4.3: Attenuation of overall sound pressure level (OASPL) of modified
cavities, compared to rectangular cavity, at L/D = 2.33.

Attenuation compared to rectangular cavity (dB)

. Sloped Sloped Sloped FW
Jet velocity (m/s) Front Wall Rear Wall & Sloped RW
20 0.4 7.3 7.6
25 3.0 3.4 12.1
30 8.7 10.8 17.5
35 5.9 11.1 18.0

4.6.3 L/D =233

The most extensive investigation of modified cavities was conducted for L/D =
2.33. The rectangular cavity was compared to cavities with a sloped rear wall,
sloped front wall and a combination of sloped front and rear walls. The volume
of the cavity was kept constant in each case, with the front and rear cavity walls
being sloped at 45° about a midpoint at the rectangular cavity wall position
(figure 4.1b). The cavity mouth length was 6 mm longer with the sloped front
and rear wall combination, and 3 mm longer with sloped front or rear wall
individually. Thus the ‘geometric’ L/D ratios, if L was taken to be the cavity
mouth length, were 3.33 and 2.83 respectively — however this was not reflected
in the volume of the cavities which remained constant. Note that velocity
measurements were only recorded for the rectangular and combination-sloped
front and rear wall cases at L/D = 2.33.

The attenuation of unweighted overall sound pressure level (which was
taken from 200 Hz to 20 kHz, as below 200 Hz the noise spectrum was dom-
inated by extraneous facility noise) is given in table 4.3. The greatest atten-
uation was found for the combination of sloped front and rear walls. It was
found that the combination of sloped front and rear walls was more effective
as a passive control measure than either modification individually.

A notable observation from table 4.3 is the very large reduction in OASPL
for the cavity with the combination of sloped front and real walls. This ge-
ometry combines multiple methods that disrupt the cavity noise and feedback
loop mechanisms. Although the cavity feedback loop is not completely absent,
it is substantially decreased in intensity.
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Figure 4.23 shows a comparison of far-field acoustic and velocity spectra
for the rectangular and modified (combination of sloped front and rear wall)
cavities with L/D = 2.33 at Rep = 11,900. Noise and velocity spectra are
presented for one velocity, as this was representative of the behaviour at other
velocities. Regarding the peak tonal sound pressure levels, both the sloped
front wall cavity and the sloped rear wall cavity produced an attenuation of
the peak far-field SPL of 13 dB. A significantly larger attenuation was produced
by the combination of sloped front and rear walls, where the peak tonal SPL
was reduced by 21 dB.

The sloped rear wall modification is assoicated with reduced broadband
noise compared to the rectangular cavity [figure 4.23(b)]. As cavity broadband
noise is primarily generated by the interaction of shear layer turbulence with
the sharp trailing edge, the sloped rear wall appears to alleviate some of this
interaction, thus reducing the production of broadband noise across a range of
frequencies. With the sloped front wall only, where the sharp trailing edge is
still present, there is no reduction in broadband noise level [figure 4.23(a)].

A comparison of velocity spectra between the rectangular and combination-
sloped front and rear wall cavity is shown in figure 4.23(d). The location of the
velocity measurement is towards the rear of the cavity just above the cavity
mouth line. As there are many tones in the spectrum of the modified cavity, the
tones have been labelled for reference. Frequencies (a), (c) and (d) correspond
to those found in the far-field noise spectrum [figure 4.23(c)].

Frequency (b), despite having a strong magnitude in the velocity spectrum,
does not appear to be involved in far-field noise production or is involved at
a much lower level. Indeed, considering the evolution of the velocity spectra
at four locations along the cavity [x/L = 0.14-0.74, figure 4.24(b)] shows
that frequency (b) is present all along the cavity. This suggests frequency (b)
may be due to an extraneous source, which is suspected to be an electrical
signal from the wind tunnel’s fan controller. By comparison, the other tonal
frequencies increase in intensity towards the rear of the cavity.

Frequencies (e)-(i) are either not involved in far-field noise production, or
are involved below background levels. Additionally, there is a possible peak in
the acoustic spectrum at approximately 4.5 kHz [figure 4.23(c)], which may be
just below the broadband levels in the velocity spectrum [figure 4.23(d)].

There are a number of possible explanations for the differences in tone lo-
cations between the rectangular cavity and the cavities with either sloped front
or rear walls. These could perhaps be attributed to the 3 mm longer cavity
mouth length, such that differences in impingement location or a stage shift
might be causing the differences in frequency between these cases. To clarify,
for the sloped front and rear walls together (at a cavity volume equivalent to
L/D = 2.33, figure 4.23(c)), some of the tones align quite closely with those
for L/D = 3.5 cavity (figure 4.10) which has a 1lmm longer effective cavity
mouth length. The tones are found at 1690, 3470, 4060 Hz for the sloped
front and rear walls together compared to 1700, 2520, 3350 and 4180 Hz for
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Figure 4.23: Spectra comparison for rectangular and modified cavities at
L/D = 233, where Rep = 11,900 (U = 30 m/s). (a) Far-field acoustic
spectra of sloped front wall cavity. (b) Far-field acoustic spectra of sloped rear
wall cavity. (c) Far-field acoustic spectra of combination sloped front and rear
wall cavity. (d) Velocity spectra at /L = 0.79 and y/D = 1.16 for sloped
front and sloped rear wall cavity.

the L/D = 3.5 cavity. It appears that fewer modes are being amplified in the
modified cavity which could be related to the reduced feedback. It could also
be related to the different internal flow structure of the modified cavity and
the role this may play a role in contributing to the deflection of the shear layer.

Figure 4.24 shows further velocity measurements of the rectangular and
modified cavities. The development of the shear layer along the cavity is shown
in figure 4.24(a) & (b). The development of tonal oscillations with increasing
x/L can be seen (putting aside frequency ‘b’; mentioned in figure 4.23 earlier,
which is probably an extraneous disturbance).

Figure 4.24(a) shows velocity spectra for the rectangular cavity case at
y/D = 1.04, while figure 4.24(b) shows similar spectra at equivalent positions
for the modified cavity. In the upstream part of the cavity, in both cases, a
broad hump at approximately 4050 Hz is initially excited close to the leading
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Figure 4.24: Velocity spectra along the shear layer of rectangular and com-
bination sloped front & rear wall cavities. L/D = 2.33, Rep = 11,900, and
nominal jet velocity, U = 30 m/s. Velocity spectra are offset by an order of
magnitude for clarity. (a) Velocity spectra at various streamwise positions for
rectangular cavity case at the height y/D=1.04. (b) Velocity spectra at various
streawise positions for sloped front wall and sloped rear wall cavity case at the
height y/D=1.04.

edge of the cavity. For the modified cavity, there is initially a second broad
hump at approximately 7600 Hz. Further along the cavity, a number of tones
are selectively amplified. Two tonal oscillation frequencies are excited in the
case of the rectangular cavity, while more than four are excited in the case of
combined sloped front and rear walls. However, in the modified cavity, the
energy appears to be spread between a larger number of modes, each having
a lower intensity of oscillation.

Figures 4.25(a) and 4.25(b) show velocity profiles along the cavity, for both
cases. Figure 4.25(a) supports the expectation that the shear layer has de-
flected into the cavity more for the modified case, owing to the sloped front
wall configuration and a more upstream separation point compared to the
sharp leading edge. On the other hand, figure 4.25(b) shows that the fluctu-
ation velocity magnitude is slightly less for the modified cavity compared to
the rectangular one.

4.6.4 Discussion regarding 2D modified cavities

The effect of two-dimensional sloped front and/or rear walls at various L/D
ratios has been investigated. The lower noise levels of the modified cavities are
attributable to a variety of actions, as discussed in t