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Abstract

Suspensions of particles in a carrier flow of gas are utilised in, or being
developed for, several high-temperature industrial processes. These include
for material transformations in calciners and kilns, as fuel in particulate
burners and as the medium for radiation absorption in concentrated solar
thermal receivers. The efficiency, stability, and emissions from such systems
is strongly dependent on the temperature distribution of both the particle
and fluid phases, each of which can be highly variable both spatially and
temporally. While these systems are widely utilised, there is still a lack of
fundamental understanding of the heat transfer processes due to the com-
plexity of turbulent particle-laden flows with a high particle volume fraction.
Therefore, this work aims to provide insight into these processes for future
optimisation of non-isothermal particle-based systems. This is performed by
adapting and applying the technique of laser induced fluorescence (LIF) to
measure the gas-phase temperature in a particle-laden flow that is heated
using high-flux radiation.

This thesis presents the first demonstration of LIF in the densely loaded
conditions present in particle-laden flows relevant to industrial application,
with the potential for strong optical interference from elastic scattering of
radiation from the excitation laser by particles. The two-colour method for
thermometry, with toluene as the fluorescent tracer, was used to provide
spatially resolved measurements from a < 1 mm thick planar cross-section
of the flow. The particle distribution was measured simultaneously with
the temperature by imaging the laser light scattered by particles (particle
nephelometry). The accuracy and precision of the two-colour LIF method
was assessed for a series of particle materials and diameters, including
materials that luminesce following absorption of the excitation laser light. The
results show that optical filters effectively suppress the detection of elastically
scattered light, with other sources of measurement uncertainty including
particle luminescence, laser attenuation, and signal trapping identified and
assessed. The systematic error in the measurement from these combined
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sources was shown to increase with local particle loading, but be independent
of particle diameter.

The two-colour LIF and particle nephelometry methods were applied to
simultaneously measure the gas-phase temperature and particle distributions
in a particle-laden flow heated using high-flux radiation, evaluated for sys-
tematically varied series of particle diameter, particle volumetric loading, and
heating power. The measurements were recorded in a particle-laden jet flow
issuing from a long, straight pipe with well-defined inlet and co-flow con-
ditions, with the particles heated using an axisymmetric, well-characterised
infra-red radiative source generating a beam with a peak flux of up to 42.8
MW/m2 on the axis. The resulting gas-phase temperature profile increased
monotonically with distance down-stream from the start of the heating re-
gion, at up to 2,200 ◦C/m on the jet centreline. Additionally, attenuation of
the heating beam was shown to lead to an asymmetric temperature profile in
the jet flow.

The rate of increase of the gas temperature was shown to be directly
proportional to both the heating flux and the time-averaged particle volu-
metric loading, within the range of conditions investigated. The temperature
decreased significantly with an increase in particle diameter, due to the
dependence of radiative and convective heat transfer processes to different
exponents of the diameter. The experimental results for the temperature rise
on the jet centreline were shown to match the trends from a simplified analyt-
ical model. Importantly, the model also predicts that the particle temperature
is significantly greater than the gas, from the heating region to the edge of the
measurement region investigated. The asymmetry of the flow temperature
due to attenuation of the heating beam is also shown to increase with an
increase in the particle loading and a decrease in the particle diameter (i.e.,
an increase in the total cross-sectional area of particles in the flow).

The instantaneous distributions of both the gas-phase temperature and
particle locations were demonstrated to be highly non-uniform in the radi-
atively heated particle-laden flow. The particle distributions were analysed
using Voronoi diagrams to determine the locations of particle clusters. Void
regions (i.e., with no nearby particles) were also identified. The gas-phase
temperature around particles was shown to be dependent on the local particle
loading, with the measured temperature inside of clusters also greater than
that outside of clusters. Localised regions of relatively high or low temper-
ature compared to their surroundings were also identified from the instant-
aneous images, with these regions shown to remain coherent to the down-
stream edge of the measurement region. The high temperature regions are
shown to be typically associated with regions of high local particle-loading,
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while regions with low temperature are shown to be in the void regions or
with a low particle loading. These results suggest that the structures in the
flow are long-lived with a sufficient particle-gas temperature difference, both
within the heating region and in the near-field downstream, for convection
between the particles and gas to influence the gas-phase temperature field
more significantly than entrainment, mixing, and convection within the gas
flows.
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Chapter 1

Introduction

1.1 Background

Industrial processes operating at high temperature (> 400 ◦C) are currently
responsible for more than 10% of the global energy demand [1], with the
majority of these processes used for material transformations such as the
refinement of iron in steel making and the production of cement. The pre-
dominant source of energy used to provide heat to existing systems is the
combustion of fossil fuels, which contribute significantly to global green-
house gas emissions [2]. With the global demand for these materials expected
to increase continually in the near future, the development and implement-
ation of low carbon energy sources is critical to reduce the environmental
impact of high-temperature industrial processes [3]. Previously identified
low carbon energy sources for industrial heating, to replace or be used in con-
junction with fossil-fuel combustion, include hydrogen, electricity, and solar
thermal [4]. To facilitate the transition to these sources through re-design of
existing equipment in an efficient and cost-effective manner, more detailed
understanding of the fundamental heat transfer processes present in such
systems is required.

Solid particles are utilised in many high-temperature processes in indus-
trial systems [5]. The particles in these systems can be used as a granular
flow, such as in packed/moving bed reactors and rotary kilns in which the
flow is predominantly of the bulk solid material [5, 6]. Alternatively, the
particles can be a fine powder that is suspended in a carrier fluid (also known
as particle-laden flows), such as for fluidised bed and flash reactors [7, 8].
The advantage of processing the material as a suspended powder flow is the
increased material surface area available for reaction, which significantly de-
creases the conversion time of individual particles, and improved volumetric
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throughput of material in the reactor, resulting in increased efficiency of the
system [9]. Some examples of industrial processes utilising particle-laden
flows include:

– suspension pre-heaters and calciners for cement and lime processing [10],

– fluid-flash calciners and fluidised beds for the production of alumina [8],
and

– burners utilising solid fuels such as pulverised coal or biomass [11].

Particle-laden flows are also being developed:

– for the reduction of iron ore in fluidised beds [12], instead of the
typical carbon-intensive blast furnace and direct reduction processes
that account for 7% of all energy-related CO2 emissions [1], and

– as the medium for solar energy absorption either directly, for material
transformation processes [13], or indirectly, for sensible heat storage or
electricity generation [14].

These industrial particle-laden flows typically have strong thermal gradi-
ents generated by the combustion of fuels and/or the absorption of high-flux
radiation. The resultant heat transfer in the flow is highly complex, with the
potential for gas-particle convection, radiation absorption, radiation emis-
sion by particles, inter-particle conduction, and thermodynamic chemical
reactions to be simultaneously significant. These processes are further com-
plicated by mutually-interacting non-linear particle-laden flow phenomena
such as turbulence, preferential concentration of particles, and particle-fluid
momentum transport [7, 15]. The significance of the particle-fluid interactions
is characterised by the particle volumetric loading (ϕ = V̇p/V̇f , where V̇p and
V̇f are the respective volumetric flow rates of the particles and fluid), with
three primary flow regimes identified [16]:

– the one-way coupling regime, in which the particles interact with the
fluid structures but are sufficiently disperse (ϕ < 10−6) that the average
structure of the flow is effectively identical to a single-phase flow;

– the two-way coupling regime, for 10−6 < ϕ < 10−3, in which the
momentum exchange between particles and fluid becomes sufficient to
alter the flow structure, and;

– the four-way coupling regime, for 10−3 < ϕ < 100, where in addition
to the interactions in the one-and two-way regimes particle-particle
interactions, such as collisions, also become significant.
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Typical industrial flows are sufficiently densely loaded to be in the two-
or four-way coupling regimes [17–19]. However, such flows are currently
poorly understood in comparison to single-phase and one-way coupled flows
because of the additional non-linear interactions [7], particularly in heated
flows [20].

The efficiency, stability and emissions of processes utilising non-isothermal
particle-laden flows are strongly dependent on the heat transfer in the
flow [18, 21]. Reliable predictable models, evaluated for the range of con-
ditions relevant to industry, are required to cost-effectively optimise these
processes. While previous investigations have provided qualitative under-
standing and insight into specific flows, the accuracy of predictive models
are limited by the lack of quantitative understanding of the fundamental
mutually-interacting, non-linear interactions present within non-isothermal
particle-laden flows [7, 15]. The computational cost of fully resolved models
is also prohibitive for large-scale datasets, with simplifying assumptions
required to resolve existing models of the industrial-scale systems [22, 23].
As such, there is a need for experimental measurements of these flows to
provide further insights into these processes and detailed data for model
validation. Additionally, because such models are highly sensitive to the
inflow and boundary conditions, it is necessary that such measurements are
performed in flows with well-defined and characterised conditions

Direct measurements of heat transfer in non-isothermal particle-laden
flows are currently not available due to challenges in acquiring well-resolved
measurements of individual parameters (i.e., temperature, velocity, number
density), let alone combinations [24, 25]. Laser based methods are commonly
preferred for measurements of these parameters in these challenging envir-
onments because they can provide non-intrusive, in-situ measurements with
high spatial and temporal resolutions [26, 27]. However, the application of
these methods to obtain well-resolved data of radiatively heated particle-
laden flows have been limited to measurements of the particle temperature
for a single set of flow conditions with particles heated up to 400 ◦C [25,
28]. Previous investigations of radiatively heated particle-laden flows, both
experimental and numerical, have demonstrated the importance of the flow
conditions of heating flux, particle diameter, and particle volumetric frac-
tion on both the heat transfer efficiency and temperature distribution [15,
20, 23, 29–31]. However, the effect of varying these flow conditions on the
gas-phase temperature distribution and thermal gradients in the flow is yet
to be investigated systematically for low temperature systems (< 200 ◦ C), let
alone for the high temperature systems of interest. Additionally, no method
has been previously demonstrated that is able provide such measurements
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in the flow conditions relevant to industry, which typically utilise particles
of diameter 1-1,000 µm with particle volumetric loadings greater than 10−4.
The application and analysis of high-quality measurements of the gas-phase
temperature in these non-isothermal particle-laden flows is a critical step
towards the continued development and optimisation of industrial systems.

1.2 Thesis aims

The overall objective of the work presented in the present thesis is to provide
new insights into the heat transfer processes within non-isothermal, non-
reacting particle-laden flows with sufficiently dense particle loading to be
in the two- and four-way coupling regimes. This is completed using sim-
ultaneous, spatially resolved measurements of the gas-phase temperature
and particle volumetric loading in a flow with simplified, well-characterised
inflow and boundary conditions relevant to practical applications, albeit with
a relatively low peak temperature (< 200 ◦C). In particular, the aims of the
present thesis are as follows:

1. To assess the accuracy and identify the potential error sources of spa-
tially resolved measurements of the gas-phase temperature using two-
colour laser induced fluorescence in a densely loaded (ϕ > 10−4) non-
isothermal particle-laden flow, for a series of particle diameters and
volumetric loadings;

2. to investigate the effect of particle diameter and particle volume fraction
on the temperature distributions in a particle-laden flow heated using
high-flux radiation, for a systematically varied series of heating fluxes;

3. to evaluate the correlation between gas-phase temperature and local, in-
stantaneous particle volumetric loading in a radiatively heated particle-
laden flow.

1.3 Thesis outline and paper synopses

The format of the present thesis is a thesis-by-publication with the main body
of work (Chapter 4) consisting of a summary of the key results from the four
manuscripts produced for the present thesis, each of which are published
in international peer-reviewed scientific journals. These papers are included
in full in the appendices C - F of this document. The details of the work
presented in each chapter and paper are provided below.
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– Chapter 2 provides the background information on the particle-fluid
interactions and heat transfer processes that occur in non-isothermal
particle-laden flows, together with a review of the techniques available
for temperature measurements in such flows.

– Chapter 3 presents an overview of the methods and systems used
to develop the present thesis research for simultaneous, non-intrusive,
planar measurements of the gas-phase temperature and particle loading
in a non-isothermal particle-laden flow.

– Chapter 4 presents the key results from the experiments performed to
meet the aims of the present investigation.

– Chapter 5 presents the main conclusions from the results presented in
the present thesis, together with recommendations for future study.

– Appendix A presents the results from the flow characterisation of the
wind tunnel arrangement used for the experiments performed.

– Appendix B presents the results from the calibration of the screw
feeder, together with an investigation into the influence of select design
parameters on the steadiness of mass flow output with time.

– Appendix C presents the first paper published as part of the present
thesis, entitled: Luminescence interference to two-colour toluene laser-induced
fluorescence thermometry in a particle-laden flow [32].
In particle-laden flows, laser-based methods are susceptible to interfer-
ence and increased uncertainty from a range of sources including elastic
scattering of the laser light, signal trapping, attenuation of the light
sheet, and luminescence of particles. The influence of these sources on
the temperature measurement technique of two-colour LIF was assessed
in a particle-laden flow for the first time, using particles with a series
of diameters and different luminescence interactions with the 266 nm
beam used for LIF. Importantly, this work demonstrates the accuracy,
precision and limitations of the method for a range of conditions with
the given optical arrangement.

– Appendix D presents the second paper, entitled: Insights from a new
method providing single-shot, planar measurement of gas-phase temperature
in particle-laden flows under high-flux radiation [33].
A particle-laden flow heated at a series of powers from a high-flux
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radiative heating source was investigated using simultaneous, spatially-
resolved measurements of the gas-temperature and particle distribu-
tions. The system used is a simplified arrangement from the conditions
present in a falling-particle receiver, with a well-defined flow and heat-
ing profile utilised to improve understanding of the heat transfer in
the system. The gas temperature distribution was investigated both
within and downstream from the region with strong particle heating
due to the absorption of high-flux radiation. From these measurements,
the relative significance of convective heat transfer, gas-phase mixing
and buoyancy in the near field was evaluated qualitatively. Addition-
ally, spatial variations in the gas-phase temperature distribution, for
both the instantaneous and mean flow, due to the non-uniform particle
distribution and attenuation of the heating beam were identified. The
relative intensity distribution of the radiative heating flux within the
measurement region was also characterised.

– Appendix E presents the third paper entitled: The effect of particle size
and volumetric loading on the gas temperature distributions in a particle-laden
flow heated with high-flux radiation [34].
This paper extends the method presented in Paper II to a systematically
varied series of particle diameters and particle volumetric loadings.
Each of these is known to affect both the radiation absorption and
convective heat transfer in the flow, although the relative influence has
not previously been evaluated with spatially resolved measurements
in well-defined conditions. A simplified one-dimensional analytical
model of the temperature rise with distance was also developed, with
the results in good agreement with the trends seen in the experiments.
Additionally, the transmission of the heating beam through the flow
was modelled numerically using a random particle distribution, which
also gave good agreement with the measured results.

– Appendix F presents the fourth paper entitled: The effect of instantaneous
particle distributions on the gas-phase temperature in an unsteady particle-
laden jet heated with high-flux radiation [35].
This paper analyses the instantaneous correlation between the spa-
tial distributions of particle loading and temperature for the same
conditions as in Paper III, to gain further insights into the signific-
ance of convective heat transfer, gas-phase mixing, and buoyancy. A
new method was developed to identify and separate highly localised,
coherent regions of high or low temperature in the instantaneous distri-
bution, with the particle loading within these regions simultaneously
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measured. Additionally, the instantaneous gas-phase temperature dis-
tribution was analysed separately into a series of local flow conditions:
near to particles within clusters, near to those outside of clusters, and
in void regions without particles.
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Chapter 2

Literature Review

2.1 Particle-laden flows

The term ‘particle’ can be used to describe a multitude of different objects - of
scale varying from sub-atomic to molecular to macroscopic. For the purposes
of the present thesis, we define a ‘particle’ as a solid object with a diameter
on the order of 0.1-1,000 µm. The interaction between particles and their
surroundings is dependent not only on the particle properties but also those
of the surrounding fluid. In the present thesis, the fluid of greatest interest
is air at temperatures in the range 0-1000 ◦C and atmospheric pressure.
Resultantly, the flows investigated in this thesis are in the continuum flow
regime.

A particle-laden flow is the term used to describe a system in which solid
particles are suspended and/or carried in a fluid. These flows are prevalent
both in the natural world, such as the sediment in rivers and dust in the
atmosphere, and for industrial applications, such as in fluid-flash calciners for
the production of alumina [8], suspension preheating of material [36], flames
with soot production [17], and particulate fuel burners [11]. Particles are also
currently being investigated as the absorbing medium for use in concentrated
solar thermal (CST) receivers, with the potential to sustain higher operating
temperatures than typical molten salt based receivers leading to improved
efficiency of the receiver [14]. Despite their widespread utilisation in practical
systems, the highly complex nature of interactions within particle-laden flows
means that, fundamentally, they are still relatively poorly understood [7].

Axisymmetric jets have been used extensively in past investigations of
fundamental flow processes, for both particle-laden and single-phase flows,
for two main reasons: firstly, because of their relevance to industrial systems,
and, secondly, because the generated flow is relatively simple with well-
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defined initial and boundary conditions. The simplest nozzle to provide a jet
flow is the round pipe, with previous measurements of the velocity and/or
number density fields of either phase in a particle-laden flow performed for
a wide range of flow conditions [37–45]. Additionally, pipe jet flows have
been utilised for measurements of the temperature, velocity, and species
concentration of flames with droplets or soot particle formation [46]. From
these measurements, flow conditions such as the jet spreading, mixing, and
entrainment for certain jet configurations are well characterised. However,
there is currently a paucity of data in such well-defined flows with high-flux
radiation from an external source (i.e., to approximate the conditions in
systems such as particle-based CST receivers), with measurements reported
only for the particle temperature distribution [25, 28]. Pipe jets generate a
relatively simple flow field and, as such, are the ideal configuration for meas-
urements to provide fundamental insight into the particle-fluid interactions
and heat transfer processes that occur in radiatively heated particle-laden
flows.

Turbulence, particle-fluid coupling, and preferential concentration of
particles are mutually-interacting, complex, non-linear phenomena that are
commonly present in particle-laden flows, each of which can significantly
influence the instantaneous and time-averaged flow fields of both phases and
the particle distribution [7]. Turbulence, which is characterised by unsteady,
irregular, chaotic flow motions, has been the subject of extensive investigation
in single-phase flows and is among the most challenging topics in fluid
mechanics due to the complexity of motions generated [47]. The extent of
turbulence in the flow can often be characterised using the Reynolds number,
which is defined as the ratio of the inertial to viscous forces in the flow,
calculated from the equation:

ReL =
ρ f UL

µ
(2.1)

where

– ρ f is the fluid density,

– U is a characteristic flow velocity,

– L is a characteristic length scale, and

– µ is the dynamic viscosity of the fluid.

In particle-laden flows, the interaction of turbulent structures with the
particles leads to even greater complexity than for single-phase flows. Previ-
ous measurements and simulations have demonstrated that the turbulence
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intensity of the particle-laden flow can be either greater or lesser than that
of the single-phase flow, depending on the flow conditions [7, 48, 49]. The
primary mechanisms that affect the turbulence in particle-laden flows are:

1. momentum exchange between the fluid and particles as the particles
partially respond to the flow motions, which in turn attenuates the
turbulence [50, 51],

2. the generation of turbulent structures from vortex shedding off particles,
and

3. resonant oscillations in the wake of particles, both of which result in an
increase in the turbulence intensity [49, 52].

The relative significance of these mechanisms is dependent on various flow
parameters, including the time and length scales of both the particle and
the turbulent structures in the flow, the particle-fluid density ratio, and the
particle Reynolds number [49].

Particle-fluid coupling describes the level of interaction between the
particles and fluid and is primarily dependent on the particle volumetric
loading, defined as the fractional volume of particles in the flow:

ϕ =
V̇p

V̇f
, (2.2)

where V̇p and V̇f are the volumetric flow rates of the particles and fluid,
respectively. The interactions within particle-laden flows can typically be
separated into three regimes, namely the one-way, two-way, and four-way
coupling regimes [7, 16].

– In the one-way coupling regime, the turbulent motions in the flow influ-
ence the particle distribution but the particles are sufficiently disperse
(ϕ < 10−6) that the mean fluid flow field and turbulence of the flow
closely approximate that of a single-phase flow.

– At higher volumetric loadings, for 10−6 < ϕ < 10−3, in addition to the
interactions in the one-way coupling regime the momentum exchange
between the particles and the fluid is sufficient to alter the fluid flow
field and turbulence structures. Flows in this regime are considered to
be two-way coupled.

– More densely loaded flows, with 10−3 < ϕ < 100, are considered to be
in the four-way coupling regime because particle-particle interactions,
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such as collisions, agglomeration, and breakage, are significant in addi-
tion to the particle-fluid interactions present in the two-way coupling
regime.

Typical particle-laden flows used in industrial processes or CST receivers
operate in the four-way coupling regime, or the higher-loading end of the
two-way coupling regime [17–19]. However, measurements of the particle-
laden flows at the loadings relevant to these systems are currently limited,
particularly for spatially resolved data, primarily due to the significant inter-
ferences and uncertainties associated with the particles in the flow that are
introduced to common measurement techniques.

The distribution of particles in particle-laden flows is often highly non-
uniform, with the potential for particles to preferentially concentrate in
localised regions of the flow from aerodynamic interaction with the turbulent
motions [42, 45, 53]. This can result in regions with a volumetric loading
much higher than the mean (clusters) and regions without, or a sparse
population of, particles (voids). The term ‘cluster’ used in the context of the
variable particle distribution indicates a region of closely-spaced individual
particles, and hence should not be confused with aggregates of particles that
are physically connected. The level of clustering in the flow is characterised
by the Stokes number (Sk) of the particles, defined as the ratio of particle
response time, τp, to a characteristic fluid time scale, τf [54]. For bounded
flows, such as a pipe jet, it is convenient to use the large-eddy time scale, so
that the Stokes number is given by the equation:

SkD =
τp

τf
=

ρpd2
pUb

18µD
(2.3)

where

– ρp is the particle density,

– dp is the particle diameter,

– Ub is the bulk-mean flow velocity, and

– D is the pipe diameter.

The Stokes number characterises the particle response to flow motions
of a given scale, such that for Sk ≪ 1 the particles closely follow the flow
motions of that scale, for Sk ≫ 1 the particle motions are mostly independent
of the flow, and for Sk ∼ 1 the particles partially respond to flow motions [7,
55]. Previous experiments have shown that clustering is most significant for
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particles with Sk on the order of unity [54, 56]. Additionally, the particle
distribution in a pipe flow has been shown to be dependent on Stokes
number, with the particles of SkD ≤ 1.4 preferentially concentrated toward
the pipe edge while the particles of SkD ≥ 5.6 were concentrated toward the
pipe axis [44]. These differences in particle distribution were attributed to
the relative significance of particle-size dependent aerodynamic forces flow,
namely turbophoresis and Saffman lift [57]. As such, the combined effect of
each of these mechanisms for preferential concentration of particles must be
considered when analysing particle-laden flows.

The combination of the turbulent structures, particle-fluid interactions,
and preferential concentration lead to challenges in predicting the flow
fields and particle distributions in particle-laden flows, using either existing
experimental data or numerical modelling. These challenges are further
complicated in non-isothermal flows, with temperature gradients in the fluid
generating additional buoyant and thermophoretic forces on the particles.
The buoyant forces are driven by pressure gradients in the flow, such as from
the gradients of temperature around radiatively heated particles, that lead
to the formation of plumes [20]. The phenomenon of thermophoresis causes
particles migrate towards regions of lower temperature. This occurs because
the kinetic energy of molecules on the hot side of the particle is greater than
that of molecules on the cold side, resulting in a net force on the particle from
collisions [58]. Each of these phenomena that affect the particle motions, flow
motions, or particle distributions in turn affect the heat transfer processes in
non-isothermal flows.

2.2 Heat transfer equations

The primary heat transfer processes for a single particle in particle-laden
flow without chemical reactions or phase changes are radiation absorption,
thermal radiation emission, convection with the surrounding fluid (or con-
duction, if the particle is stationary relative to the fluid), and internal particle
conduction [21, 29, 59]. The internal particle conduction is often neglected
in models, because the internal thermal response (i.e., the time it takes for
the particle temperature to reach a uniform state) is typically much faster
than the convective/radiative processes. This is true when the particle Biot
number:

Bi =
hdp

kp
≪ 1, (2.4)

where h is the convective heat transfer coefficient and kp is the thermal
conductivity of the particle. As such, the heat transfer for a single, spherical
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Figure 2.1: A diagram illustrating the typical dominant heat transfer processes
and flow conditions for a particle-laden flow subjected to radiation, such as
occurs in a particle-based CST receiver. The background shading represents
the local heating flux, and the arrow length of the heat transfer processes
indicates their typical relative magnitudes. The subscripts 1 and 2 represent
each particle displayed.

particle in a non-isothermal particle-laden flow can be modelled using a
simplified heat transfer balance equation [25]:

Q̇p = Q̇abs − Q̇conv − Q̇emit (2.5)

where

– Q̇p is the rate of heat transfer to the particle (a positive value indicates
particle heating),

– Q̇abs is the radiative heat absorbed by the particle,

– Q̇conv is the convection between the particles and surrounding gas, and

– Q̇emit is the radiative heat emitted from the particle.

A diagram illustrating these heat transfer processes is presented in Figure 2.1
for the flow with high-flux incident radiation, such as for particle-based CST
receivers.

Each of these heat transfer processes can be expressed as a function of
the system parameters and time (t), using the following equations applied to
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2.2 Heat transfer equations

a single, independent particle (i.e., these equations neglect particle-particle
interactions, including shadowing).
The change in particle temperature is given by:

Q̇p = mpcp,p(Tp)
∂Tp(t)

∂t
(2.6)

where

– Tp is the particle temperature,

– mp = ρpπd3
p/6 is the mass of a single particle, and

– cp,p(Tp) is the specific heat capacity of the particle as a function of
particle temperature.

The radiation absorbed by the particle is given by:

Q̇abs =
απd2

pQ̇
′′
rad(t)

4
(2.7)

where

– α is the absorptivity of the particle, and

– Q̇
′′
rad is the radiative heating flux.

The particle-fluid convection is given by:

Q̇conv = hπd2
p
[
Tp(t)− Tf (t)

]
(2.8)

where

– Tf is the fluid temperature,

– h = Nuk f (Tf ilm)/dp is the convective heat transfer coefficient,

– Tf ilm = (Tf − Ta)/2 is the film temperature at which the fluid properties
are evaluated,

– Ta is the ambient temperature,

– k f (Tf ilm) is the fluid thermal conductivity evaluated at the film temper-
ature.
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The Nusselt number of a spherical particle in forced convection is given by:

Nu = 2 + (0.4Re1/2
p + 0.06Re2/3

p )Pr0.4, (2.9)

where the particle Reynolds and Prandtl numbers are given by:

Rep =
ρ f (Tf ilm)|Uslip|dp

µ(Tf ilm)
, (2.10)

and

Pr =
cp, f (Tf ilm)µ(Tf ilm)

k f (Tf ilm)
, (2.11)

respectively. Here,

– |Uslip| is the absolute value of the particle-fluid velocity difference, and

– cp, f is the specific heat capacity of the fluid.

The radiation emitted from the particle is given by:

Q̇emit = ϵσπd2
p

[
T4

p(t)− T4
a

]
(2.12)

where

– ϵ is the emissivity of the particle and

– σ = 5.67 × 10−4 W/m2K4 is the Stefan-Boltzmann constant.

The rate of change of particle temperature with time can therefore be evalu-
ated by substituting equations 2.6 - 2.12 into equation 2.5, with the resultant
equation derived to be:

∂Tp(t)
∂t

=
6

dpcp,p(Tp)ρp

[α

4
Q̇

′′
rad(t)− h

(
Tp(t)− Tf (t)

)
− ϵσ

(
T4

p(t)− T4
a

)]
.

(2.13)
The rate of change of gas temperature can also be derived, using the assump-
tions that all convective heat transfer is to the surrounding fluid, the particles
are evenly distributed within the fluid and heat the gas uniformly, and other
heat transfer processes for the gas-phase are negligible. This is given by the
equation:

Q̇conv = ρ f Vf cp, f (Tf ilm)
∂Tf (t)

∂t
(2.14)

where

– Vf = Vp/ϕ = πd3
p/6ϕ is the volume of fluid per particle and
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2.3 Heat transfer in particle-laden flows

– Vp is the particle volume.

Substituting this relationship into equation 2.8 and rearranging gives the rate
of change of gas temperature as:

∂Tf (t)
∂t

=
6hϕ

(
Tp(t)− Tf (t)

)

dpcp, f (Tf ilm)ρ f (Tf ilm)
. (2.15)

To solve the equations derived for the change of temperature of both the
particles and gas (equations 2.13 and 2.15, respectively) the initial temperat-
ures were assumed to be equal at the ambient temperature of 20 ◦C. While
these equations require significant assumptions and neglect the complex
interactions discussed in Section 2.1, they are useful to determine the relative
significance of the key parameters in the system and are used within the
present thesis to estimate the temperature under experimental conditions.

2.3 Heat transfer in particle-laden flows

In real systems the complex phenomena in particle-laden flows (e.g., turbu-
lence, preferential concentration, particle-fluid momentum transport) mutu-
ally interact with the convective heat transfer processes [15]. In particle-laden
flows with radiative heat input this coupling also forms a feedback loop [20],
the primary interactions of which are the particle-fluid momentum transport,
convective heat transfer, and buoyancy.

– The particle-fluid momentum transport is proportional to the slip velo-
city (i.e., the difference in velocity between the particles and gas), which
is dependent on the particle Stokes number and turbulent structures in
the flow.

– The radiative energy absorbed by the particles is transferred to the gas
through convection, the magnitude of which is also proportional to the
slip velocity.

– The resultant gradients in the gas-phase temperature can then generate
buoyant plumes in the flow. The buoyancy-induced motions alter both
the velocity distribution and turbulent structures in the gas-phase,
which in turn affects both the particle-fluid momentum transport and
convective heat transfer.

This feedback loop can lead to the generation of self-sustaining turbulence in
particle suspensions with constant radiative heating [20], which affects the
velocity and temperature distributions of each phase.
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Preferential concentration in radiatively heated particle-laden flows also
significantly affects the spatial distribution of gas-phase temperature, with
the instantaneous gas-phase temperature increasing with an increase in the
local particle loading [31]. However, the effective convective heat transfer
in the flow with significant particle clustering has been demonstrated to
be lower than that of a random particle distribution, because the particles
within clusters retain heat for longer than those outside [23]. Additionally, the
variation of particle settling velocities, which can be influenced by buoyant
plumes in radiatively heated flows, has been shown to be greater for flows
with significant clustering than for a random distribution of particles [15].

The absorption of radiation by individual particles in systems such as
particle-based CST receivers can be highly non-uniform, both spatially and
temporally, because the particles attenuate the incident radiation and cast
shadows in the down-beam direction [60]. This attenuation results in the
average radiative heating flux, and therefore also particle temperature, de-
creasing with path length through the flow [61]. This is also illustrated in
Figure 2.1, with one particle down-beam from the other receiving a lower
radiative heating input.

The combination of these non-linear, mutually interacting processes can
lead to significant spatial and temporal variations in the distributions of
temperature and velocity for both phases, as well as the particle number
density. Therefore, for full characterisation of a non-isothermal particle-
laden flow, the spatial distributions of each of these flow parameters are
required to be simultaneously known. Experimentally, such measurements
are yet to be demonstrated because of the complex arrangements required
to implement well-resolved measurement techniques for each individual
parameter. Similarly, for fully resolved numerical models to incorporate all
of the particle-fluid interactions and heat transfer processes direct numerical
simulations are required [7], which become prohibitively expensive in terms
of computational time for flows with more than ∼ 1000 particles. Additionally,
there is currently a lack of high-quality experimental data of individual flow
parameters for validation of these models. As such, simultaneous, well-
resolved measurements of several key flow parameters, conducted in systems
with a well-defined flow and heating source, are critical to improve the current
understanding of heat transfer in non-isothermal particle-laden flows.

The thermometry techniques used and parameters measured in previous
investigations with radiative heating are summarised in Table 2.1. These
previous measurements and numerical models of particle-laden flows with
radiative heating have shown that the incident heating flux, particle diameter,
and particle loading each significantly affect the particle-fluid interactions
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2.3 Heat transfer in particle-laden flows

and heat transfer.

– The rate of particle temperature increase through the heating region is
proportional to the radiative heating flux [28, 30], with this temperature
rise leading to convective heat transfer with the surrounding fluid.
The subsequent thermal gradients in the fluid phase, which generate
buoyant and thermophoresis motions that can influence both phases, is
therefore also dependent on the radiative heating flux [15].

– For a constant particle volumetric loading, an increase in the particle
diameter leads to a decrease on average of both the radiation absorption,
which is proportional to the total cross-sectional area of particles in the
flow, and convective heat transfer, which is proportional to the total
particle surface area [21, 22, 29]. Additionally, the temperature increase
of individual particles due to radiative heating is inversely proportional
to the particle diameter (see also equation 2.15), because the radiation
absorption is proportional to the particle cross-sectional area while the
temperature change is proportional to the particle volume [62].

– For a constant particle diameter, the total radiation absorption in-
creases with particle volumetric loading, although the average particle
temperature decreases at sufficiently high loadings because attenu-
ation/shadowing of the incident radiation becomes significant [21,
22, 30]. The influence of attenuation of the heating beam on non-
uniformities in the spatial distribution of particle temperature is particu-
larly significant in flows with preferential concentration of particles [23].
Additionally, the instantaneous fluid temperature in radiatively heated
particle-laden flows has been found to be dependent on the local particle
loading [31].

These results show that the distribution of gas-phase temperature has
the potential to be highly variable both spatially and temporally, due to both
system-dependent parameters, such as particle diameter, particle loading,
and heating flux, and interactions within the particle-laden flow, such as
particle clustering and buoyancy. However, previous measurements of the
fluid temperature in radiatively heated flows have been limited to a single
spatial location, with the instantaneous thermal gradients in the flow yet
to be resolved experimentally. Furthermore, quantitative, systematic data
evaluating the effect of the heating flux, particle diameter, and volumetric
loading on the spatial distribution of the fluid-phase temperature, for both
the time-averaged and instantaneous flow, are currently unavailable. Hence,
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to improve understanding of the heat transfer and particle-fluid interactions
in non-isothermal particle-laden flows, there is a need for systematic, well-
resolved measurements of the fluid-phase temperature for series of particle
diameters, volumetric loadings, and heat fluxes.
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2.4 Scattering of radiation by particles

2.4 Scattering of radiation by particles

The interaction of electromagnetic radiation by particles is dependent on both
the particle radius (rp) and wavelength of incident light (λ). The resultant
scattering can be roughly separated into three main regimes, dependent
on the size parameter αsp =

2πrp
λ : 1) Rayleigh scattering, for αsp ≪ 1; Mie

scattering, for αsp ≈ 1; and geometric optics, for αsp ≫ 1 [70, 71].
Scattering from molecules or atoms in a gas using typical laser wavelengths

for diagnostic measurements is in the Rayleigh regime. Rayleigh scattering
describes the interaction of light with particles that are much smaller than
the wavelength of incident light. It occurs when radiation is emitted from the
atom/molecule due to oscillations induced by the electromagnetic field of
incident light [72]. This process is effectively instantaneous and is termed
elastic because the energy of the emitted photons is the same as that of
the incident photons. The proportion of light that will be scattered from a
single molecule, for a given wavelength and angle to the incident light, is
described by the Rayleigh cross section of the molecular species [73]. This
cross-section can also be determined for a mixture if the mole fraction and
cross section of each species is known. Rayleigh scattering has previously
been used extensively to measure the concentration or temperature of a gas.

Mie scattering is typically used to image particles of diameter 0.1-150 µm,
such as are commonly used in industrial applications, and exhibits an angle-
dependent intensity due to the summation of oscillations induced within the
particle by electromagnetic radiation [70]. If the particle size distribution is
mono-disperse and the particles are spherical, the Mie scattering intensity
is proportional to the number density of particles. Measurements of Mie
scattering can therefore be used to determine the local concentration/number
density of particles in a flow, although corrections may be required for
accurate measurement [60]. Particles with a greater diameter are in the
geometric optics regime, with the interaction of light with the particle surface
typically measured in terms of absorption, reflectance, and refraction.

2.5 Gas-phase temperature measurement of
particle-laden flows

Temperature is one of the key parameters required for understanding of heat
transfer processes in common fluid-based systems. For industrial particle-
laden flows the carrier fluid is typically a gas (e.g. mineral processing [8],
solid fuels [11]), with several techniques having been previously developed
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for gas-phase temperature measurements in a wide range of flow conditions
and configurations.

Among the simplest, most robust measurement devices are thermo-
couples, which are commonly used in particle-laden flows because they
provide reliable, time-resolved measurements while being resistant to colli-
sions with particles [18, 31, 74]. However, these probes are limited to single-
point measurements and arrays are required to resolve spatial gradients
in the flow with limited resolution. Additionally, the measurement using a
thermocouple is intrusive, such that the physical probe can influence the flow
field around the measurement volume. Furthermore, the measurement is of
the probe temperature instead of directly from the gas-phase, with the output
required to be corrected to estimate the actual gas temperature in systems
with strong heat transfer. Alternative non-intrusive single point measurement
methods suitable for particle-laden flows include pyrometry, which measures
the thermal emission from the flow [75], and absorption/extinction, which
measures the decrease in intensity of a beam of specific wavelength through
the flow due to absorption by a species [76]. However, the signal from each
of these methods is integrated over the path length through the flow, which
results in a poor spatial resolution of the measurement.

Laser based methods are potentially well suited to provide non-intrusive
planar measurements and have been applied to a wide range of flows, with
much of the development for temperature measurements motivated by the
need for improved understanding of harsh combustion environments [26,
27]. Methods using pulsed lasers are capable of providing accurate, spatially
resolved measurements of the instantaneous flow, with temporally resolved
measurements also possible using instruments with sufficiently high repeti-
tion rates. The thermometry signal from these planar laser-based techniques
can be grouped into three typical processes:

1. the spontaneous scattering of radiation, the intensity of which is pro-
portional to the species number density following the ideal gas law,
such as Rayleigh scattering;

2. from coherent methods where the signal is generated as a laser-like
beam, such as coherent anti-Stokes Raman spectroscopy (CARS), de-
generate four-wave mixing (DFWM), and laser-induced thermal grating
spectroscopy (LITGS);

3. emissions from molecular or atomic energy level transitions relevant
to the Boltzmann distribution, such as spontaneous Raman scattering,
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2.5 Gas-phase temperature measurement of particle-laden flows

laser induced fluorescence (LIF), two-line atomic fluorescence (TLAF),
and laser induced phosphorescence (LIP).

Additionally, laser-induced breakdown spectroscopy, which measures the
emissions from a plasma sample generated by the absorption of the beam
from a laser, can be used for thermometry, although this method is practically
limited to point-measurements and thus not considered for the present
investigation.

The intensity of radiation Rayleigh scattering from a probe volume, for
a constant incident light intensity, is proportional to the number density of
molecules within the volume. If the pressure and composition of the gas is
known, the temperature can then be calculated. A simplified example of the
energy transitions of Rayleigh scattering is presented graphically in Figure
2.2. While the Rayleigh scattering method is relatively simple, requiring
only a single laser and detector, it is highly susceptible to interference from
other sources of elastically scattered light from the laser. This is particularly
significant in particle-laden flows, with the intensity of Mie scattering from
the (comparatively large) particles several orders of magnitude greater than
the Rayleigh signal [77].

Filtered-Rayleigh scattering (FRS) utilises the fact that the Rayleigh signal
is typically Doppler-broadened due to the molecular kinetic motions, while
the interfering elastic scattering is from effectively static sources (e.g., particles
and surfaces). The thermometry signal is isolated using a spectral line based
filter centred at the laser wavelength, typically an iodine cell, that has high
absorption at the laser wavelength but transmits the edge wavelengths of
the broadened Rayleigh signal [72]. However, the transmitted FRS signal is
greatly reduced from that of the unfiltered Rayleigh signal, and the method
is practically limited to measurements in flows with < 1 µm particles with
negligible luminescence after filtering. Additionally, the Doppler-broadening,
and therefore also the transmitted Rayleigh signal, is relatively weak in
low-temperature (e.g., ambient) conditions.

The process of Raman scattering is similar to Rayleigh scattering, al-
though the emitted photon is at a different wavelength to that absorbed
(see Figure 2.2). If the wavelength of the emitted photon is longer than that
of the absorbed photon (i.e., the molecular energy level increases from its
initial state) the process is known as Stokes Raman scattering, while if the
emitted photon is at a shorter wavelength (i.e., the molecular energy level
decreases from its initial state) the process is known as anti-Stokes Raman
scattering. The Raman signal intensity is proportional to the population
distribution of the initial energy level, which is temperature dependent.
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Figure 2.2: Typical molecular energy excitation levels for Rayleigh and Raman
scattering. The arrows indicate photons absorbed/emitted. The excited energy
levels do not necessarily represent stable molecular energy levels.

Therefore, the temperature can be derived from the intensity ratio of Stokes
and anti-Stokes signals. However, the most broadly used Raman technique
is anti-Stokes Raman spectroscopy, in which the signal from multiple anti-
Stokes transitions are recorded simultaneously to increase the measurement
accuracy. This can be utilised for temperature measurements with coherent
anti-Stokes Raman spectroscopy (CARS), which uses three photons of spe-
cific molecule-dependent wavelengths and phase-matching to generate an
anti-Stokes Raman transition [26]. The CARS technique has a high accuracy
and relatively strong signal because the measured signal is coherent (i.e., the
emission is a laser-like beam with low divergence) and can be separated optic-
ally from elastic scattering by particles. This method has been demonstrated
for planar temperature measurements [78, 79] and in sooting flames [80],
although it is typically applied for point measurements.

Similarly, the methods of DFWM and LITGS both require the interaction
of three phase-matched beams to generate a coherent signal, from which the
temperature can be measured [27, 81]. However, the generated signal beam
is of the same wavelength as one (or all three) of the incident beams and
therefore susceptible to interference from elastic scattering in particle-laden
flows, although this interference can be reduced significantly using polarisa-
tion optics and by placing the detector sufficiently far from the measurement
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volume for the scattering to become negligible [82]. Additionally, attenuation
of the incident beams and signal trapping become increasingly significant in
densely-loaded flows, and, while these methods have been demonstrated for
planar measurement [83], the complex experimental arrangement leads to
practical limitations.

For laser induced fluorescence (LIF) the wavelength of the probe beam
is tuned to match an absorption line of a molecule or atom in the flow. The
species is excited to a stable electronic energy level, with the fluorescence
photon emitted to return the molecule to a lower state [84]. The emitted
photons are of lower energy (i.e., longer wavelength) than the absorbed
photon due to Stokes shift, which means that the fluorescence emissions
can be separated from elastically scattered light using optical filtering. An
example of fluorescence is shown by the S0 → S1 transitions (the green
dashed arrow) in the Jablonski diagram presented in Figure 2.3. This diagram
also illustrates that non-radiative transitions (i.e., vibrational relaxation) or
phosphorescence following internal conversion can return the molecule to
the ground state, with the number of photons that are emitted through
fluorescence per excited molecule characterised by the fluorescence quantum
yield of the species [27].

The simplest method to measure the temperature using LIF requires only
a single laser wavelength and detector, with the temperature determined
from the intensity of the fluorescence emission [85]. However, the emission in-
tensity is also proportional to the local tracer concentration and radiation flux,
both of which must be kept constant or measured separately to accurately
derive the temperature. This is particularly difficult in a particle-laden flow,
because attenuation of the laser beam leads to significant spatial variations in
the local radiation flux [60]. To overcome these issues the two-line, multi-line,
and two-colour ratio methods were developed.

The two-line method utilises the temperature-dependent absorption spec-
trum of a molecule, with the ratio of the fluorescence intensity following
excitation at two wavelengths measured to determine the temperature. This
has been applied for conditions with strong interference, such as sooting
flames, using the method of two-line atomic fluorescence (TLAF), which util-
ises the strong fluorescence from an atomic tracer seeded in the flow [46]. This
tracer is excited separately from the ground and first electronic energy levels
to a common second electronic energy level using two wavelengths tuned to
the respective transitions. Because both transitions are to the common excited
level, the influence of quenching on the measured fluorescence emissions
is reduced. The resultant emissions corresponding to the complementary
relaxation transitions are measured (e.g., following excitation from state 0-2
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the emissions from the relaxation transition 2-1 are measured), from which
the temperature can be derived. A brief time delay between the excitation
pulses (∼ 100 ns) is used to prevent interference between the excitation and
relaxation transitions. Similar to LIF, the fluorescence emissions are optically
separable from elastic scattering and the results are independent of both
tracer concentration and laser power because the two emission lines are
measured, making this technique suitable for flows with strong elastic scatter-
ing [86]. However, the tracer species must be chosen such that the Boltzmann
distribution at the flow temperature has two stable energy levels with suffi-
cient population densities, which typically requires the measurements to be
performed at high temperatures such as in a flame.

The multi-line method measures the emission intensity of a tracer mo-
lecule with a well-characterised absorption spectrum for a series of excitation
wavelengths. The excitation spectra can then be compared to reference spectra
to determine the temperature. This method has been applied for a wide range
of temperatures (300-1900 K) using nitric oxide as the tracer [87], under
conditions with strong background interference. However, because the scan-
ning is not instantaneous the method is primarily suitable for time-resolved
measurements with steady conditions.

The two-colour ratio method utilises the change in emission spectrum
with temperature of certain species [88]. The ratio of fluorescence emission
intensities measured in two optically separated wavelength bands is calcu-
lated, from which the temperature can be derived [89]. Because the emissions
are recorded from the same location the local laser power and tracer con-
centration are identical, so that their respective influences on the individual
signal intensities cancel when the ratio is calculated. This method is easily
extended to planar imaging by expanding the laser beam into a thin sheet
and using two cameras with optical filters for detection.

Thermometry using laser induced phosphorescence utilises solid thermo-
graphic phosphor particles, which have a temperature dependent emission
spectrum and/or phosphorescence lifetime [90, 91]. This method has been
widely used for surface temperature measurements, but has also previously
been demonstrated using the particles as flow tracers. To infer the gas tem-
perature from the phosphorescence, the particles are required to have a
sufficiently fast thermal response (i.e., be sufficiently small) to closely ap-
proximate the gas phase temperature [24]. However, in flows with strong
radiation the particles are being continually heated, meaning that the particle
temperature is not a true representation of the gas temperature [25].

Of the available methods, two-colour LIF with a vapour tracer has good
potential to provide accurate measurements of the gas-phase temperature in
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Figure 2.3: Simplified Jablonski diagram for an organic molecule, showing
example relaxation mechanisms following electronic excitation. S0 and S1
denote the ground and first excited singlet states, respectively while T1
denotes the first excited triplet state. Note that not all energy levels available
for transitions are shown.

radiatively heated particle-laden flows relevant to industrial processes. To
summarise, the advantages of this method are [92]:

– the capability to provide instantaneous planar measurements of the
flow with good spatial resolution using a single pulse from a laser,

– the light sheet and detectors are both non-intrusive on the flow,

– the thermometry signal is optically separable from elastic scattering of
the light sheet,

– the two-colour ratio that is used to determine the temperature is inde-
pendent of variations in laser power and tracer concentration, and
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– the tracer used is a vapour, so that it accurately reflects the gas temper-
ature and exactly follows the fluid.

There are also limitations to this method, the most relevant being that:

– the use of the ratio from two detectors decreases the signal to noise
ratio of the two-colour method compared to single detector methods,

– the accuracy of this method is yet to be assessed in a densely loaded
particle-laden flow, and

– measurements using organic tracers are typically limited to temper-
atures < 600 ◦C due to the decrease in signal with temperature and
pyrolysis of the molecules at elevated temperature [93, 94].

A further advantage of the two-colour LIF method is that it has the potential
to be used in conjunction with previously demonstrated methods to non-
intrusively measure other parameters within particle-laden flows, using
optical filters to separate the required signal. These methods include the use
of LIP for measurements of the particle temperature, number density, and
velocity [24, 25].

Several fluorescent species have been utilised as the tracer for planar two-
colour LIF thermometry, including toluene [89], anisole [95], 3-pentanone [96],
and p-xylene [97]. Of these, toluene is a well-characterised tracer with good
signal strength and sensitivity to temperature within the range of 20-400
◦C [88, 94]. While other tracers such as anisole have a stronger signal than
toluene and/or are less sensitive to detrimental oxygen- and self-quenching
effects, toluene was chosen for the present experiments because it has been
extensively investigated and demonstrated to be accurate in conditions with
the potential for strong interference from scattering. Such measurements
utilising two-colour toluene LIF thermometry include in optical engines [92,
98], near to reflective surfaces [93, 99], and in flows with oil droplets [100].
Two-colour toluene LIF has also been demonstrated to be have a single
shot precision of ±8 ◦C at 100 ◦C, although the precision decreases with
temperature because of the corresponding decrease in fluorescence signal
strength with increasing temperature [93]. For these reasons, two-colour
LIF with toluene as the tracer species was chosen to perform the gas-phase
temperature measurements for the investigations included in the present
thesis.
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2.6 Summary and Research Gaps

Heat transfer in particle-laden flows is currently poorly understood, par-
ticularly for flows with strong thermal gradients, despite their widespread
utilisation in industrial systems. This is primarily because of the complex,
non-linear and mutually-interacting flow phenomena and heat transfer pro-
cesses. The key research gaps identified in the present literature are:

1. there is a lack of available techniques that have been demonstrated
for measurements of the gas-phase temperature with good spatial
and temporal resolution in particle-laden flows within the two- and
four-way coupling regimes;

2. neither the mean nor instantaneous temperature distribution within
turbulent particle-laden flows subjected to high-flux radiation has been
experimentally determined; and

3. the effect of flow parameters such as heating flux, particle diameter,
and particle loading on these distributions are yet to be evaluated
experimentally.
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Methods

Two main types of experiment were completed as part of the present thesis,
both of which were designed to provide simultaneous measurements of the
gas-phase temperature and particle number density.

1. Experiment type I consisted of a pre-heated particle-laden jet, with
measurements performed for three different particle materials (Alu-
mina, polymethyl methacrylate (PMMA), and zinc-activated zinc oxide)
with median particle diameters spanning 1 < d̄p < 40 µm.

2. Experiment type II consisted of a particle-laden jet heated using high-
flux radiation, with measurements performed using a single particle
material for series of peak heating fluxes (0 ≤ Q̇

′′
peak ≤ 42.8 MW/m2),

time-averaged particle volumetric loadings (0.625 × 10−3 ≤ ϕ̄ ≤ 1.4 ×
10−3), and median particle diameters (173 ≤ d̄p ≤ 423 µm).

A separate experimental arrangement was used for each experiment, although
both arrangements utilised common sub-systems that were required to be
designed and tested to meet the needs of the present investigation. These
sub-systems were:

– the flow facility, consisting of a co-annular pipe jet within a well-
characterised wind tunnel;

– the particle feeding system, which consisted of a screw feeder to provide
a steady particle flow rate;

– a toluene seeding system; and

– the optical arrangement for laser diagnostics (i.e., the lasers, cameras,
lenses, and filters used).
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This chapter presents the details of each sub-system, measurement technique,
experimental arrangement, and analytical method utilised in the present
thesis.

3.1 Wind tunnel and jet

The wind tunnel presented in Figure 3.1 was designed to provide an optically
accessible, well-defined particle-laden flow. The walls of the wind tunnel were
made from acrylic with a 300×300 mm internal cross-section and test section
length of 650 mm, which was designed to be oriented in either a vertically-
upward or downwards configuration. Ambient air was driven through the
wind tunnel using a variable-speed fan located downstream from the test
section, with the spatially averaged flow velocity controllable in the range
0.5-4 m/s. Wire mesh screens and a honeycomb section upstream from the
test section were used to reduce the influence of coherent fluid structures
in the wind tunnel. Adjustable window sections positioned on each wall
of the wind tunnel allowed optical access for each camera and laser used.
Circular fused silica windows with a diameter of 50 mm were used in these
sections, to efficiently transmit high-flux radiation in the wavelength range
of 200-1000 nm with high optical quality.

The particle-laden flows investigated were of a jet issuing from a long,
straight pipe that was centrally located within the wind tunnel. The central
pipe was interchangeable, with pipes of diameter D = 6.2 and 12.6 mm of
length up to 2080 mm utilised in the presented experiments. This pipe length
is sufficiently long for the particle-laden flow to approach a fully developed
condition [57]. An annular pipe co-axially located with the jet of diameter
69 mm and length 1100 mm was used to condition the flow and to allow
toluene seeding throughout the entire measurement region. Both the central
and annular pipes employed symmetrical inlets to reduce flow bias. The
velocity profile throughout the wind tunnel and jet flow (without particles)
was characterised using a hot-wire anemometer for a series of flow conditions,
with these results presented in Appendix A.
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3.1 Wind tunnel and jet

Figure 3.1: The wind tunnel that was designed to provide optically accessible
measurements of a particle-laden jet flow.
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3.2 Screw feeder

Several screw feeders were designed to introduce particles into the central
jet flow for the range of volumetric loadings required for experiments (ϕ̄ =

0.1 − 1.5 × 10−3), for the variety of particle materials used in Experiments I
and II with bulk densities in the range 800 < ρb < 3, 280 g/cm3. Two hoppers
were built to house the particles and screws: one of acrylic that was used
with screws of outer diameter Do = 38 mm, for particle volumetric flow rates
of 4 < V̇p < 28 cm3/s; the other 3D printed using polylactic acid that was
used with screws of Do = 17.5 mm, for 1.5 < V̇p < 10 cm3/s. The screws were
3D printed to allow for a variety of complex designs to be manufactured
efficiently. The screws were printed in two halves that were glued together
and mounted to a stainless-steel shaft, to improve the screw rigidity and
allow the shaft to be coupled to the motor.

For fundamental, well-characterised measurements of a particle-laden
flow, the instantaneous particle loading is required to be temporally steady.
This is not typically the case for standard screw designs, for which the output
pulses at a frequency equal to the rotational speed of the screw. As such, the
key design parameters of the manufactured screws were varied to determine
which configurations reduce the influence of this pulsing. The volumetric
flow rate and steadiness of material output from the designed screws is
dependent on a series of parameters, most importantly the [101]:

– inner (Di) and outer (Do) screw diameters,

– screw pitch (P),

– number of screw flights (F),

– rotational speed (ω),

– screw flight thickness,

– clearance between screw and casing, and

– the internal friction angle (or the angle of repose) of the particles, with
an increase in the internal friction angle typically corresponding to a
decrease in the volumetric flow rate.

The key screw design parameters that were varied for the present measure-
ments are illustrated for an example screw in Figure 3.2. The rotational speed
of the screw was controlled in the range 0 ≤ ω ≤ 200 rpm using a stepper
motor. The output mass flow rate for each screw was calibrated as a function
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P = Screw pitch (Distance for one full revolution of flight)
F = Number of flights on screw
Di = Screw inner diameter
Do = Screw outer diameter

P F = 2

Di Do

Figure 3.2: Diagram of design parameters for the screws used to analyse the
particle volumetric flow rate and the steadiness of output from the screw
feeder.

Table 3.1: Design parameters of the series of screws manufactured

Screw Do Di P F cp ci cpe

A 17.5 6.5 15.8 1 0.9 0.37 0.9
B 17.5 6.5 23.7 1 1.35 0.37 1.35
C 17.5 6.5 10.5 1 0.6 0.37 0.6
D 17.5 6.5 15.8 1 0.9 0.54 0.9
E 17.5 6.5 15.8 1 0.9 0.71 0.9
F 17.5 6.5 31.6 2 1.8 0.37 0.9
G 17.5 6.5 63.2 4 3.6 0.37 0.9

of ω for each particle used, by measuring the cumulative mass of particles
expelled from the screw as a function of time using a collection container
attached to a strain gauge recording data at 10 Hz. From this data the mass
flow rate (ṁ), and hence also the volumetric flow rate, were calculated.

Seven separate screws were designed and manufactured to evaluate the
relationship between the pitch, the core diameter, and the number of flights
on the output volumetric flow rate and steadiness of the output. The outer
diameter of the screws was kept constant at Do = 17.5 mm, for use with
the 3D printed hopper. The typical screw design guideline used in industry
is for the pitch to diameter ratio cp = P/Do ≈ 1 [101], so that screws
were designed for a series of cp around this value. The other dimensionless
parameters varied in the screw design were the core to outside diameter ratio,
ci = Di/Do, and the effective pitch to diameter ratio, defined as cpe = cp/F.
The design parameters of the resultant series of screws that were designed
and manufactured are summarised in Table 3.1, with a diagram of each screw
presented in Figure 3.3.
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P

cp = 0.90
ci = 0.37
cpe = 0.90

Do = 17.5 mm for all, F = number of flights

Di Do

cp = P/Do

ci = Di/Do

cpe = cp/F

cp = 1.35
ci = 0.37
cpe = 1.35

cp = 0.60
ci = 0.37
cpe = 0.60

cp = 0.90
ci = 0.54
cpe = 0.90

cp = 0.90
ci = 0.71
cpe = 0.90

cp = 1.80
ci = 0.37
cpe = 0.90

cp = 3.60
ci = 0.37
cpe = 0.90
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B
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D
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F

G

Figure 3.3: Screws that were manufactured to investigate the effect of pitch,
core diameter and number of flights on the magnitude and steadiness of the
particle mass flow rate.

3.2.1 Output flow rate

The output mass flow rate of 40 µm PMMA particles from the screws as a
function of ω, together with ṁ as a function of cp, ci and F, are presented in
detail in Appendix B. As such, these results are only briefly summarised here.
The mass flow rate ṁ was found to increase linearly with an increase in ω

for each screw, consistent with expectation. For the three parameters varied:

– ṁ increased with cp for the three pitches investigated. The data points
from the three screws used are insufficient to determine the optimal
pitch, however it can be inferred that it is closer to cp = 1.35 than
cp = 0.9 for the present arrangement;

– ṁ decreased with an increase in ci, consistent with the decrease in
volume of material within each screw pitch with an increase in ci;

– ṁ was similar for F = 1 and 2 (cp = 0.9 and 1.8, respectively), with a
strong decrease for F = 4 (cp = 3.6). This decrease for F = 4 is attributed
to the relatively long pitch of each individual flight, for which the
material is likely to be predominantly transferred axially around the
screw axis rather than radially towards the outlet [101].
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3.2 Screw feeder

Figure 3.4: The acrylic screw feeder assembly and aluminium enclosure used
to seed particles into the gas flow.

A sealed aluminium enclosure was also built to house the screw feeder
during experiments, in which the particles were combined with a gas flow
of known volumetric flow rate to allow control of the volumetric loading of
particles. A diagram of this arrangement is presented in Figure 3.2. The lid
of the enclosure is removable to allow access to the particle hopper, with a
rubber gasket and regular evenly spaced bolts used to ensure an airtight seal
is maintained while in operation. On the lid of the enclosure are three tapped
holes for connection to the flow inlet, a pressure gauge, and a pressure relief
valve, with the particle-laden flow exiting the enclosure through a funnel
leading to tapped hole on the base.

3.2.2 Output steadiness

The steadiness of the particle flow rate was also evaluated for each screw
at a series of rotational speeds by seeding the 40 µm PMMA particles into
the wind tunnel arrangement for Experiment II, as described in Section
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3.4.2 and presented in Figure 3.10, although without heating. The jet flow
was of particles seeded in air only, while the annular flow also consisted of
air. Images of the scattering from the 532 nm light sheet by particles were
recorded at 10 Hz for approximately 50 seconds, to ensure all time scales
from the screw were covered. It is possible that the instantaneous particle
volumetric changed from the screw outlet to the jet within the conveying
pipes, although any such effects are expected to be minor and to affect the
flow rate distribution measured for each screw equally. The instantaneous
particle number density near to the jet outlet was derived from the mean
value of the scattering intensity measured within the region bounded by
1 < x/D < 3, |r/D| < 0.35 for each image. The steadiness of the particle
flow rate was then analysed for each screw using the time series of the
instantaneous scattering intensity. The fast Fourier transform (FFT) of each
time series was also calculated to identify the frequency of the variations in
particle loading.

The results from these experiments are also presented in detail in Ap-
pendix B. Figure 3.5 presents the key results of the measured time series of
scattering intensity, normalised by the mean value (Iim/ Ī), for the screws
with 1, 2, and 4 flights with cpe = 0.9 and ω = 14 rpm (a), together with the
corresponding FFT of the time series (b). The results show that there is a
periodic dependence of Iim/ Ī with time, most significantly for the screw with
F = 1. This is clearly illustrated in the FFT for the screw with F = 1, with a
clear first peak at a frequency of f ≈ 0.2 Hz and subsuquent peaks of lower
magnitude at integer multiples of this frequency. This frequency corresponds
closely to the 14 rpm rotational speed of the screw, which is equivalent to
0.23 Hz. The temporal variation in the measured intensity can be seen to
decrease with an increase in F. Additionally, the frequency at which the
peaks of greatest magnitude in the FFT occur also increases proportional to
F, with the peak location well described by f = Fω/60. The magnitude of
the peaks of the FFT also decrease significantly with an increase in F, which
implies that the output from the screw with F = 4 is much steadier than for
the typical design with F = 1.

The effect of the other varied parameters (cp, ci, and ω) on the steadiness
of the particle flow rate output from the screw was relatively minor to that
of changing the number of flights. To summarise the results presented in
Appendix B, the steadiness of the flow was found to:

– increase slightly with an increase in cp,

– be independent of ci, and
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(a)

(b)

Figure 3.5: Time series of Mie scattering intensity from particles in the flow
for screws with 1, 2, and 4 flights (a), together with the fast Fourier transform
for the same screws (b), normalised by the time-averaged mean.
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– increase slightly with ω.

3.2.3 Particle properties

Several particle materials with various sizes, luminescence properties, and
radiation absorptivities were selected to be used in the experiments. For
Experiment I, which aims to quantify the effect of particle luminescence and
size on the interference to two-colour LIF, alumina, zinc activated zinc oxide
(ZnO:Zn), and PMMA particles were used. The properties of each of these
are presented in Table 3.2, with the results from a spectral analysis of the
luminescence properties of each material discussed in detail in Paper I [32]
and Chapter 4.1.

The primary reason for selecting three different particle materials was the
different emissions from each following illumination with 266 nm light:

– alumina does not emit luminescence,

– ZnO:Zn emits strong phosphorescence [90, 102], and

– PMMMA emits broadband fluorescence.

The PMMA particles are spherical with a standard deviation in the diameter
of less than 5% [57]. Because of this, four different median diameters of these
particles were selected to be used, to isolate the effects of particle diameter on
the interference as well as for accurate discrimination of the particle Stokes
number.

For Experiment II, it was desirable to use near-spherical particles with
good radiation absorbance (to maximise the temperature incresase of the
particles), a narrow size distribution (to isolate the influence particle dia-
meter), and a high melting point (for simplified heat transfer interactions).

Table 3.2: Particle properties. The value in the Emissions column are those
recorded following 266 nm illumination

Material d̄p
(µm)

dp,agg
(µm)

SkD ρp
(kg/m3)

Shape Emissions
(nm)

Alumina 0.5 < 40 0.01 3,950 Crystalline None
ZnO:Zn 1 < 200 0.03 5,600 Crystalline 350-600
PMMA 6 N/A 0.26 1,200 Spherical 270-400
PMMA 10 N/A 0.73 1,200 Spherical 270-400
PMMA 20 N/A 2.9 1,200 Spherical 270-400
PMMA 40 N/A 11.7 1,200 Spherical 270-400

42



3.3 Two-colour toluene LIF

The particles selected to meet these needs were Carbobead CP particles,
which are comprised of aluminosilicate ceramic material. These particles
are near-spherical and separated through sieving into a series of diameter
distributions with median diameters of d̄p = 173, 205, 238 and 423 µm. The
absorbance of the Carbobead CP material was estimated to be α = 0.93 based
on previous measurements utilising a similar particle material [103].

3.3 Two-colour toluene LIF

Two-colour LIF has been developed as a robust technique for thermometry
in challenging environments for optical measurements [88, 89]. This method
utilises the temperature-dependent fluorescence emission spectrum from
a tracer in the flow [85]. The intensity of fluorescence emissions from the
tracer at a wavelength of λ following excitation by a monochromatic laser is
proportional to the laser energy fluence (Q

′′
), tracer concentration (n), tracer

absorption cross-section (σabs), and tracer fluorescence quantum yield (Φ).
These parameters are typically a function of spatial location (x), temperature
(T), or pressure (p) [104]. The emission intensity Iλ is well described by the
equation:

Iλ ∝ Q
′′
(x)C(x)σabs (T(x))Φλ (T(x), p) . (3.1)

If the distributions of radiative flux, pressure, and tracer concentration
in the flow are uniform, of a known distribution, or measured separately,
the temperature of the flow can be determined directly from the intensity of
the fluorescence emission. However, this is typically not the case in particle-
laden flows because attenuation leads to significant variations in the local
radiative power. Additionally, particle-laden flows under conditions relevant
to practical and industrial systems are typically turbulent with significant
mixing, which in turn leads to significant variations in concentrations and
pressures. To overcome similar challenges for flows in harsh measurement
environments, the method of two-colour LIF was developed [88, 89].

Two-colour LIF measures the intensity of fluorescence emissions in two
spectral channels (λ1 and λ2) from the same probe volume, with the signal
for the two channels separated using optical filters. The ratio of emission
intensity in these channels is then calculated, for which the influences of
radiative flux, toluene concentration, and pressure cancel. The resultant ratio
is proportional to temperature only, given by [89]:

Iλ1

Iλ2
∝

σabs (T(x))Φλ1 (T(x))
σabs (T(x))Φλ2 (T(x))

. (3.2)

43



Chapter 3 Methods

The effect of the absorption cross section also cancels out, meaning that the
emission ratio remains a function of temperature only. The flow temperature
can therefore be calculated from the equation:

T(x) = F
(

Iλ1(T, x)
Iλ2(T, x)

)
, (3.3)

where F is a function determined through calibration.
Toluene was chosen as the fluorescent tracer to be used for temperature

measurements in the presented experiments because it has previously been
utilised in a range of challenging conditions, as discussed in Section 2.5. The
absorption transition typically utilised for toluene LIF is that from the ground
state to the first excited singlet state, S0 → S1(π, π∗) [88]. The absorption
spectrum corresponding to this transition is strong in the range 240-270 nm
at room temperature [105], with this range broadening with an increase in
temperature [88]. Common wavelengths used for laser diagnostics within
this range include at 248 nm, from a Krypton Fluoride (KrF) excimer laser,
and at 266 nm, from the fourth harmonic of a neodymium-doped yttrium
aluminium garnet (Nd:YAG) laser. The 266 nm beam from a pulsed Nd:YAG
laser (Quantel Q-smart) was used to excite the toluene for both experiments
performed for this thesis. The Nd:YAG laser was chosen because it is relatively
efficient and low cost to provide the excitation wavelength at a flux sufficient
to generate the required toluene fluorescence emissions, compared to dye
lasers, while also being low-maintenance, which assists with effective and
cost-efficient measurement.

The fluorescence emission spectrum of toluene following excitation at
266 nm for a series of flow temperatures, normalised by the peak value, is
presented in Figure 3.6. The fluorescence emissions can be seen to be in the
range 260-400 nm at 23 ◦C, with the peak intensity occurring at 280 nm.
This emission spectrum shifts to longer wavelengths with an increase in
the flow temperature, with the peak wavelength increasing at a rate of
∼0.02 nm/K. Additionally, the intensity of the red-side (i.e., greater λ) tail of
the emission increases relative to the peak with an increase in temperature.
The approximate ranges that were used for the two-colour LIF thermometry
channels (λ1 and λ2) in the present experiments are also marked on the
graph by the blue and red shaded regions, respectively. The full details of the
spectral channels used are described in Paper I and Paper II for Experiments
I and II, respectively, with a summary presented in Section 3.4.1. It can be
seen that the normalised emission in the band λ1 typically encompasses the
peak emission wavelength for all temperatures, while for the band λ2 the
total (integrated) emission intensity increases significantly relative to the
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Figure 3.6: The normalised fluorescence emission spectra of toluene follow-
ing 266 nm excitation for a series of temperatures together with example
wavelength bands λ1 and λ2 used for two-colour LIF thermometry, denoted
using the shaded regions (the emission spectra data are adapted from Faust
et al. [107]).

peak with an increase in temperature. The temperature of the toluene tracer
can therefore be inferred from this relative change in intensity recorded.

The magnitude of the fluorescence signal from toluene is strongly reduced
in the presence of molecular oxygen due to collisional quenching (i.e., non-
radiative de-excitation of the toluene molecule that occurs upon contact with
an oxygen molecule [106]). In an environment with 20% oxygen by volume,
such as for atmospheric air, the fluorescence quantum yield of toluene is
more than an order of magnitude weaker than for pure nitrogen. Therefore,
the present experiments utilised pure nitrogen as the carrier gas for both the
jet and co-flow.

3.3.1 Toluene seeding

Two toluene bubblers were also designed and manufactured to selectively
seed toluene vapour into the jet and annular flows. A dry flow of nitrogen was
bubbled through a bath of liquid toluene, as shown in Figure 3.7, resulting in
a toluene concentration of 2.75% by volume (corresponding the the saturation
concentration at room temperature [108]) at the bubbler outlet. The final
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High purity nitrogen
Nitrogen seeded with
~2.75% toluene vapour
 by volume

Liquid toluene

Figure 3.7: Schematic diagram of the bubbler manufactured to seed toluene
in flows. The view is sectioned to show internal detail.

concentration of toluene in the jet and annular flows was controlled by
combining the seeded flow with an unseeded bypass stream. The bubbler was
manufactured from aluminium with a PTFE gasket, because these materials
are resistant to reaction with toluene.

3.4 Experimental arrangements

In addition to the different wind tunnel arrangements, particles used, and
flow conditions, each experiment also utilised separate optical and heating
systems. The following sub-sections describe the complete arrangement used
for each experiment in detail.

3.4.1 Arrangement for Experiment I

The primary aim for Experiment I was to assess the suitability of the planar
two-colour LIF measurement for measurements of the gas-phase temperature
in densely loaded (ϕ > 10−4) particle-laden flows. A schematic diagram of
the arrangement used for these measurements is presented in Figure 3.8,
with the key experimental parameters summarised in Table 3.3. The wind
tunnel was oriented vertically upwards with the central jet pipe of diameter
D = 6.2 mm employing nitrogen as the carrier gas. The bulk mean velocity of
the flow at the jet exit was Ug,b = 12.3 m/s, with a resultant jet exit Reynolds
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Figure 3.8: Experimental arrangement of the particle-laden jet system used
for simultaneous measurements of gas temperature using two-colour LIF
and particle number density from Mie scattering.

number of:

ReD =
ρ f Ug,bD

µ
= 5, 000. (3.4)

Both toluene and particles were seeded into the jet flow, with an approximate
toluene concentration of C = 2.75% by volume and an average particle
volumetric loading of ϕ̄ = 4 × 10−4. The temperature of the jet flow was
controlled using a tape heater fitted to the outside of the jet pipe. The co-
annular flow of unseeded nitrogen issued from a pipe of diameter Da =
69 mm with an exit bulk mean velocity of Uga,b = 1 m/s. This jet-to-co-flow
velocity ratio of Ug,b/Uga,b ≈ 12 was chosen to match the previous pipe-jet
experiments of Lau and Nathan [44].

Toluene vapour was used as the tracer for two-colour LIF with the excit-
ation beam from the fourth harmonic of a Quantel Q-smart Nd:YAG laser.
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The 266 nm beam was formed into a sheet 40 mm high and approximately
0.3 mm thick in the measurement region. The fluence of the light sheet in
the measurement region was approximately 417 mJ/cm2. At this fluence the
fluorescence response is highly non-linear [109], although the intensity ratio
was verified to be independent of fluence within the range 14-654 mJ/cm2

using a spectrometer (see Section 4.1.1). The channels used for two-colour LIF
were recorded on separate PI-Max4 intensified CCD cameras, each focussed
using a spherical f = 100 mm UV lens with an iris aperture (Thorlabs LB4821).
Both cameras were positioned on the same side of the wind tunnel so that the
optical path through the flow is identical for each channel. This is important
to ensure that the effects of attenuation and signal trapping are the same for
each channel, meaning the calculated intensity ratio is independent of these
artifacts. Optical filters were used to suppress the detection of scattered light
at 266 nm and a plate beam-splitter was used to separate the fluorescence
emission into the two channels, centred at 280 and 315 nm. Additional filters
were also used to suppress the light at wavelengths from fluorescence, scat-
tering, and background noise that were outside of the chosen bands for each
channel. The full details of these filters are presented in Paper I [32], with
the resultant optical density of each channel, calculated from the manufactur-
ers data, presented in Figure 3.9. The particle volume fraction distribution
was measured simultaneously with the fluorescence images using the Mie
scattering of the 266 nm sheet from particles, imaged using a PCO HSFC pro
with a Nikon f = 50 mm F/1.4 lens. This camera was positioned diametrically
opposite to the LIF channel cameras and was not configured with any optical
filters. The imaging region was bounded by 0.5 < x/D < 6, |r/D| < 2.75,
where x is the axial co-ordinate parallel to the pipe axis and r is the radial
co-ordinate parallel to the direction of laser light with the origin of these
co-ordinates being the jet centreline at the exit plane.

The particles were introduced in the flow using the screw feeder system
described in Section 3.2, with the particles in this experiment deliberately
chosen to generate interference and introduce increased uncertainties to the
temperature measurement from a range of sources. These include Mie scat-
tering, signal trapping, attenuation of light from the laser, and luminescence
emissions. The particles used are listed below, with the full details presented
in Section 3.2.3:

– spherical PMMA particles of diameter dp = 6, 10, 20, 40 µm, with
resultant jet exit Stokes numbers of SkD = 0.26, 0.73, 2.9, 11.8;

– alumina particles predominantly of dp ≈ 1 µm but forming aggregates
up to 40 µm, with 0.02 < SkD < 38.5; and
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Figure 3.9: Combined optical density (OD) as a function of wavelength for
all filters used to form each channel for two-colour LIF.

– zinc activated zinc oxide (ZnO:Zn) particles also predominantly of dp ≈
1 µm but with aggregates up to 200 µm, with 0.03 < SkD < 1370.

Both the alumina and ZnO:Zn particles were baked in an oven before being
used in the experiments to remove moisture, which assisted to reduce the
size and number of aggregates formed.
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Table 3.3: Flow parameters used for Experiment I.

Parameter Symbol Value Units

Jet pipe diameter D 6.2 mm
Jet pipe length L 1,100 mm
Annular pipe diameter Da 69 mm
Jet flow rate V̇f 20.5 SLPM
Annular flow rate V̇f ,a 212 SLPM
Jet bulk mean velocity Ug,b 12.3 m/s
Annular bulk mean velocity Uga,b 1 m/s
Flow Reynolds number ReD 5,000 -
Average particle loading ϕ̄ 4×10−4 -
Particle Stokes number SkD 0.02-38.5 (Alumina) -

0.03-1,370 (ZnO:Zn) -
0.26, 0.73, 2.9, 11.8 (PMMA) -

Jet toluene concentration C 2.75 %v/v
Two-colour LIF channel S285 285±5 nm
wavelengths S315 315±10 nm
Imaging region x 0.5 < x/D <6 -

r -2.75 < r/D < 2.75 -

3.4.2 Arrangement for Experiment II

The primary objective of Experiment II was to assess the gas-phase temperat-
ure distributions in a radiatively heated particle-laden flow. The arrangement
that was used for these measurements is presented in Figure 3.10, with the
key flow parameters summarised in Table 3.4. The wind tunnel was oriented
vertically downwards (opposite to that used for Experiment I) with a jet pipe
of length L = 2,080 mm and diameter D = 12.6 mm, and with the co-annular
pipe of diameter Da = 69 mm. The jet flow was formed from the combination
of two streams of nitrogen, one of 7 SLPM that was seeded with toluene
and the other of 18 SLPM that conveyed the particles. The resultant toluene
concentration of the combined pipe jet flow was approximately 0.75% by
volume. The bulk mean velocity of the jet flow was Ug,b = 3.6 m/s, with a
Reynolds number of ReD = 3,000. Measurements of the temperature distribu-
tion were recorded for three time-averaged particle volumetric loadings of
ϕ̄ = 6.25 × 10−4, 1 × 10−3 and 1.4 × 10−3. The annular flow of nitrogen had a
bulk mean velocity of 0.3 m/s with a toluene concentration of approximately
0.25% at the outlet.

The toluene fluorescence was generated using a 266 nm beam from the
fourth harmonic of a Quantel Q-smart Nd:YAG laser, with the particle loading
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Figure 3.10: Experimental arrangement of the radiatively heated particle-
laden jet used for simultaneous measurements of gas temperature, using
two-colour LIF, and of particle number density, using Mie scattering.

imaged simultaneously using scattering from a beam of the second harmonic
of the same laser (532 nm). Each beam was formed into a co-planar sheet for
measurements in the region 0.3 < x/D < 3.7, |r/D| < 2. The average fluences
of the 266 nm and 532 nm sheets in the measurement region were 50 and
1.4 mJ/cm2, respectively. Three cameras, two to image the LIF and one for
Mie scattering, were used in this experiment. Each camera was positioned on
same side of wind tunnel so that each channel shared a common optical path
through the flow. In addition to the filters used for Experiment I, a second
beam-splitter and additional filters were used to separate the fluorescence
emissions and scattered light into the three channels required. The full details
of the filters used are presented in Paper II [33], with the two LIF channels
being centred at 285 and 315 while the channel to detect scattering used
a narrow-band filter at 532 nm (termed S285, S315, and S532, respectively).
Two PCO Di-Cam intensified s-CMOS cameras were used to image S285

and S315, focussed using a spherical f = 100 mm UV lens with iris aperture
(Thorlabs LB4821) for S285 and a Sodern UV 100 mm F/2.8 lens for S315. The
scattering channel S532 was imaged using a PCO.2000 CCD with a Tamron
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macro 80-210 mm lens.
The velocity of the particles was also measured separately from the LIF

measurements using the S532 camera in the same experimental arrangement
as described above, except for a 4W 450 nm semiconductor laser (CivilLaser)
with an adjustable, modulated power supply that was used in place of the
Q-smart laser. That is, the particle velocities were measured under the same
conditions as the temperature measurements, although not simultaneously.
The power supply provided two pulses to the laser, with pulse widths of 30
and 40 µs for the first and second pulses, respectively, and a delay of 270 µs
between pulses. The approximate pulse energies were 69 and 137 µJ for the
first and second pulse, respectively. The particle velocities were determined
from the two images of scattering from particles using an in-house particle
tracking velocimetry (PTV) Matlab code.

The particle-laden flow was heated using a solid-state solar thermal sim-
ulator (SSSTS), which is formed from the combination of 41 mono-chromatic,
infrared diode lasers emitted from a common fibre-optic head as described
by Alwahabi et al. [110]. The axisymmetric beam of diameter ∼12 mm on
the focal plane emitted from the SSSTS is controllable up to powers Q̇0 =
2,840 W. The profile of the beam is near-Gaussian with a uniform intensity
in the region near to the beam axis. The resultant peak flux of the beam,
measured on the beam axis, was Q̇

′′
peak = 42.8 MW/m2 for the peak power.

The profile of the heating beam intensity, I, normalised by the peak value
Ipeak is presented in Figure 3.11a. Here, X is the co-ordinate of the heating
beam parallel to the jet axial co-ordinate x, with the origin on the beam axis.
The beam was aligned such that the axis intersected with the jet centreline
17.6 mm from the exit plane, as shown in Figure 3.11b together with the
relative positions of the jet pipe and diagnostic laser sheets. The SSSTS beam
was absorbed using a water-cooled power meter (Gentec model HP100A-
4KW-HE) positioned down-beam from the wind tunnel, which also recorded
the beam power at a sampling rate of 10 Hz. The entire experimental setup,
including the fibre-optic head, wind tunnel, and power meter, was enclosed
in an interlocked aluminium box for safe operation.
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Figure 3.11: Schematic diagram of the measurement region with key co-
ordinates and dimensions shown (a) and the axial profile of the heating laser
intensity normalised by the peak intensity, I/Ipeak (b).

A series of distributions of near spherical aluminosilicate particles (Car-
bobead CP), with median diameters d̄p = 173, 208, 238, 423 µm, were used in
this experiment. The particle size distribution of each of these was measured
using a Malvern Mastersizer 2000, with the results presented in Figure 3.12.
These particles were selected because they are non-luminescent (i.e., generate
less interference to the two-colour LIF method) and have a high absorptivity.
Additionally, these particles are similar to those that have previously been
used for on-site testing of a particle-based CST receivers [30]. The resultant
Stokes numbers of each of these particle distributions, calculated using the
median diameter for the large eddy time scale, are SkD = 86, 121, 163 and
514, respectively.
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Figure 3.12: The measured volume-weighted particle diameter distribution of
the particles used for Experiment II.

Table 3.4: Flow parameters used for Experiment II.

Parameter Symbol Value Units

Jet pipe diameter D 12.6 mm
Jet pipe length L 2,080 mm
Annular pipe diameter Da 69 mm
Jet flow rate V̇f 25 SLPM
Annular flow rate V̇f ,a 55 SLPM
Jet bulk mean velocity Ug,b 3.6 m/s
Annular bulk mean velocity Uga,b 0.3 m/s
Flow Reynolds number ReD 3,000 -
Average particle loading ϕ̄ (×10−3) 0.625, 1, 1.4 -
Particle Stokes number SkD 86, 121, 163, 514 -
Jet toluene concentration C 0.75 %v/v
Annular toluene concentration Ca 0.25 %v/v
Two-colour LIF channel S285 285±5 nm
wavelengths S315 315±10 nm
Imaging region x 0.3 < x/D <3.7 -

r -1 < r/D < 1 -
Heating laser powers Q̇0 0, 910, 1,430, 1,950, 2,410,

2,840
W
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3.4.3 Spectroscopic measurements

The spectral response of the toluene and particles to the 266 nm light was
measured for two reasons: 1) to assess whether there is particle luminescence
that interferes with the wavelength bands used for two-colour LIF and 2) to
determine whether the toluene emission spectrum and particle luminescence
emissions are independent of the laser power within the range investigated.
Figure 3.13 presents the experimental arrangement used to assess particle
luminescence following exposure to the 266 nm laser light. Steel plates were
coated with each particle material used in Experiment I (PMMA, ZnO:Zn,
alumina). The laser beam was then focussed onto these plates using a spher-
ical lens, with a beam diameter of 2 mm at the surface. The resultant fluence
of the beam was calculated to be 31.8 mJ/cm2. Emissions from the plate were
collected using a spherical lens and fibre optic probe then transferred through
an optical fibre bundle to a spectrometer (Princeton Instruments Acton Series
Spectrograph) with a 150 groove/mm grating. The emission intensity was
recorded for wavelengths in the range of 280-500 nm in intervals of 0.17 nm.

Measurements of the emission spectra of toluene were also recorded for
a series of radiative fluences within the range 14-654 mJ/cm2, using the
same spectrometer and focussing lens. These measurements were conducted
under ambient conditions in the same arrangement as for Experiment II,
as presented in Section 3.4.2, with the fibre-optic probe positioned in place
of the first beam-splitter. The results from this assessment are presented in
Section 4.1.1.

Figure 3.13: Arrangement used to measure the spectral response of the
particle materials used (PMMA, ZnO:Zn, alumina) to the 266 nm light used
for two-colour LIF.
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3.5 Analytical heat transfer model

A simplified one-dimensional heat transfer model of the radiatively heated
particle-laden flow was developed to estimate the particle- and gas-phase
temperatures in Experiment II, adapted from the method presented by Kueh
et al. [25]. The change in temperature with time of both a single, spherical
particle and the surrounding volume of gas moving along the jet centreline
was calculated using Equations 2.13 and 2.15, which consider the radiative
heating of particles, the convection between particles and gas, and the radi-
ation emitted from the heated particles. The incident radiation absorption
was modelled to be a function of axial location to match the profile for the
SSSTS beam presented in Figure 3.11.

In the model, the particle volumetric loading of the flow is assumed to be
uniform and steady to match the jet exit values used in the experiments. A
constant slip velocity ratio of Uslip = 0.2U f is used, approximated from the
value measured by Gillandt et al. [43] for particles with dp = 110 µm and ρp ≈
2, 000 kg/m3 at a loading of ϕ ≈ 5 × 10−4. Attenuation of the radiation up-
beam from the particle is assumed to be negligible. The values for specific heat
capacity (as a function of particle temperature), absorptivity, and emissivity
are estimated from those measured for similar particles [22, 103, 111]. The
carrier fluid is modelled as pure nitrogen with the density, viscosity, and
specific heat calculated as a function of the fluid temperature [112]. The
model input parameters are summarised in Table 3.5. The results of the
model are compared to the experimental measurements of the temperature
distribution in Section 4.2.

An example of the results from the heat transfer model of the axial
evolution of the temperatures of both the particle- and gas-phases is presented
in figure 3.14 (a), together with the corresponding values of the absolute
power of each heat transfer process (b). The results presented are for the
case with d̄p = 173 µm, ϕ̄ = 1.4 × 10−3 and Q̇0 = 2840 W (note that data on
the y-axis for the heat transfer powers are presented on a logarithmic scale),
which are the conditions that the temperature increase is expected to be the
greatest. It can be seen that the average particle temperature is expected to
increase from the ambient by up to 315 ◦C within the heating region, while
the average gas phase temperature continually increases within the heating
region at a much lower rate than the particles. However, the temperature
difference between the particles and gas means that the gas continues to be
heated through convection with the particles to the downstream edge of the
imaging region (x/D < 4), up to 110 ◦C.
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Table 3.5: Input parameters used for the analytical heat transfer model. The
particle properties used were those previously measured for the Carbobead
CP particles or similar [22, 30, 103]. The properties used for the gas were
those of pure nitrogen. Temperature dependent parameters are indicated
within the brackets in the Symbol column.

Input parameter Symbol Value

Peak heating flux Q̇
′′
peak 13.7, 29.4, 36.3, 42.8 MW/m2

Particle diameter dp 173, 205, 238, 423 µm
Particle volumetric loading
(×10−3)

ϕ 0.625, 1, 1.4

Particle density ρp 3,270 kg/m3

Particle specific heat cp,p(Tp) 0.7-1.1 kJ/kgK
Particle absorptivity α 0.89
Particle emissivity ϵ 0.85
Particle velocity Up 2.9 m/s
Fluid velocity U f 3.6 m/s
Fluid density ρ f (Tf ) 1.1-0.8 kg/m3

Fluid viscosity µ f (Tf ) 1.8-2.2×10−5 Ns/m2

Fluid specific heat cp, f (Tf ) 1.04 kJ/kgK
Ambient temperature Ta 20 ◦C
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Figure 3.14: The simulated temperature from the one-dimensional model
of both the particle and gas (a) together with the absolute powers of the
modelled particle heat transfer components (b) as a function of axial distance,
for the parameters listed in Table ?? with d̄p = 173 µm, ϕ̄ = 1.4 × 10−3 and
Q̇0 = 2840 W.
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3.6 Random particle distribution simulation

A simple simulation of particles in the jet flow with a Poisson distribution
was generated using Matlab for two reasons:

1. to estimate the expected transmission of the radiative heating beam for
each flow condition investigated in Experiment II, and

2. to compare the measured particle distribution with that of a Poisson
distribution, which gives an indication of whether preferential concen-
tration of the particles occurs in the flow.

The model generates a random distribution of particles in a cylindrical
spatial domain with both a length and diameter of 1.5D positioned such
that the centre of the domain coincided with the intersection of the jet axis
and that of the SSSTS beam. The domain was discretised into pixels with
sides of length 0.001D, which was calculated to be sufficiently small for the
results to converge. The particle locations were modelled using a weighted
distribution such that the radial profiles of particle number density matched
those measured for the case with d̄p = 173 µm (see Section 4.2.1) with an
average volumetric loading matching that of the experimental cases. The
particles were modelled to be spherical with a diameter distribution equal
to the measured distribution (see Figure 3.12). If there was spatial overlap
between any of the generated particles in the 3-D space, they were removed
and iteratively replaced until there was no overlap.

To estimate the absorption of the SSSTS beam, a 2-D binary mask of
the particle locations projected in the direction of the laser was generated.
The spatial distribution of heating laser flux in each resulting pixel was
then calculated using the measured profile of the heating beam presented in
Figure 3.11. The simulated transmission and attenuation of the heating beam
through the flow was then calculated from the element-wise multiplication
of the heating flux and the binary mask of projected particles, using the
assumption of negligible particle transmissivity, forward scattering, and
multiple scattering.

To compare the measured particle distribution with that of the Poisson
distribution, only particles within the region corresponding to that of the
laser sheet were retained. The particles within this simulated laser sheet
were then analysed using the same Voronoi method as was used for the
experiments (see Section 3.8.4).
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3.7 Two-colour LIF calibration

The calibration to measure the two-colour LIF ratio as a function of temperat-
ure was completed separately for both Experiment I and II, because of the
different filters, cameras and lenses used. The calibration measurements were
performed in the same experimental arrangement as for the corresponding
experiment, except with the flow pre-heated using the voltage-controlled
tape heater fitted to the outside of the jet pipe. The method used was similar
for both experiments, so that only the exact method used for Experiment
II is described here. The LIF measurements were recorded for a series of
temperatures in the range expected for experiments (20 < Tg < 160 ◦C,
see Section 3.5), with the actual gas temperature measured using a thermo-
couple inserted into the flow near to the jet exit plane (x/D < 0.5). Once the
temperature of the flow reached a steady state for each tape heater voltage
setting, the thermocouple was removed to ensure that it does not interfere
with the flow or laser sheet in the measurements. More than 100 two-colour
LIF images were then recorded for each temperature, with the thermocouple
then re-inserted into the flow to verify that the flow temperature remained
constant throughout the measurements. The two-colour intensity ratio was
then calculated for each flow temperature using the average value measured
within the potential core region of the jet (i.e., region with uniform temperat-
ure equal to that at the outlet), bounded by 0.6 < x/D < 1 and |r/D| < 0.2.
The resultant calibration data, together with the intensity measured in each
channel, are presented in Figure 3.15. The relationship between the intensity
ratio and temperature was found to be well described by a linear relationship
for each experiment. The decrease in fluorescence intensity with temperat-
ure was also demonstrated, with a decrease from ∼45,000 counts to ∼8,000
recorded for an increase in the temperature from Tg = 20 to 160 ◦C.
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Figure 3.15: Calibration curve relating the two-colour LIF intensity ratio to
temperature, together with the fluorescence intensity in each channel.

3.8 Image processing

3.8.1 LIF

The temperature was determined from the two-colour LIF images S285 and
S315 using a series of stages, performed using in-house Matlab codes. The
main processing steps were completed using the same methodology for both
experiments, with only the detailed processing for Experiment II described
here. Typical images from each camera, together with the derived temperat-
ure, are presented in Figure 3.16. Firstly, a background image, calculated from
the average of ≥ 100 instantaneous images collected under experimental con-
ditions but with flow switched off, was subtracted from each instantaneous
image of the fluorescence emissions. The two channels were then aligned
by imaging a target plate of holes and notches, which was illuminated from
behind with a UV lamp. Matching points on each image were selected to
transform S285 to match S315 using a least-squares fit. This aligned the images
to within approximately 1 pixel.

A second image matching stage was performed by incrementing S285

in both the x and r directions over ±1 pixel in intervals of 0.1 pixels, then
calculating the intensity ratio S285/S315 for each pixel in the region 0.5 <

x/D < 0.8 and 0.4 < |r/D| < 0.6, where the temperature is uniform but
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the fluorescence intensity gradients are strong. As shown in equations 3.2
and 3.3, the intensity ratio should be uniform in these regions because the
temperature is uniform. Therefore, the alignment with the lowest variation
in the measured ratio was used to correct each individual image. The change
from the initial alignment following this second stage was typically < 0.3
pixels. It is particularly important for the alignment to be as exact as possible
for the particle-laden flow because of the strong variations in fluorescence
intensity from attenuation of the laser beam and signal trapping. Regions
with a low fluorescence intensity were then removed to reduce the influence
of measurement noise on the results, with the low intensity threshold defined
separately for Experiments I and II. The details of the threshold calculation
are provided in Paper I [32] and Paper II [33], respectively.

The fluorescence intensity ratio S285/S315 was then calculated on a pixel-
by-pixel basis for each instantaneous image pair. The images of S285/S315

were then corrected for spatial variations in the camera collection efficiency
and optical aberrations using images of the unheated flow, for which the
intensity ratio is theoretically uniform. That is,

(SR)corr = (SR) ◦
(SR)amb

(SR)amb
(3.5)

where SR = S285/S315, the bold notation indicates the image array, ◦ indicates
element-wise multiplication, and the subscripts corr and amb denote the
corrected and room temperature intensity ratios, respectively. The intensity
ratio in each corrected pixel was then converted to temperature using the
calibration relationship, (presented in Paper I [32] for Experiment I and
Figure 3.15 [33] for Experiment II). Each instantaneous temperature image
was then smoothed using a median filter (5 × 5 pixels for Experiment II) to
remove data from pixels that were outliers compared to their neighbours.
This smoothing leads to a loss of spatial resolution, although the linear spatial
dimension of the 5×5 kernel was still smaller than the laser sheet width in
each experiment, which was ≥ 300 µm. The resultant spatial resolutions of
each camera for the two experimental arrangements are presented in Paper I
and Paper II, respectively.
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S285 S315 S532 Tg−Ta

Figure 3.16: Simultaneous images from the three channels used in Experiment
II, S285, S315 and S532, together with the resultant temperature calculated using
the two-colour ratio method.

3.8.2 Hot and cold region determination

A new method was developed to determine the regions of the flow with
a local, instantaneous temperature significantly higher or lower than the
average (here named ‘hot regions’ and ‘cold regions’, respectively). This
method uses quantitative criteria that can be varied systematically to define
the hot and cold regions, which is similar to the method used previously to
identify and classify particle clusters [113]. This method is illustrated using
a typical instantaneous image from the case with SkD = 86, ϕ̄ = 1.4 × 10−3

and Q̇0 = 2840 W in Figure 3.17. The spatial variations in the instantaneous
image of gas-phase temperature above ambient, Tg(x, r)− Ta, within and
downstream from the heating region (0.9 < x/D < 1.9) can be seen in Figure
3.17a. The hot and cold regions were determined from a comparison of this
instantaneous temperature distribution with the time-averaged value using
the following steps:

1. For the time-averaged temperature image T̄g(x, r)− Ta (Figure 3.17b),
the radially averaged temperature across |r/D| < 0.3 was computed.
This results in a column vector with values corresponding to the jet
temperature as a function of distance down-stream from the jet exit.
This column vector was then replicated across the width of the original
image to form the image T̄g,CL(x)− Ta, as shown in Figure 3.17c.

2. The normalised temperature was then calculated for the array using
the equation:

Θ(x, r) =
Tg(x, r)− Ta

T̄g,CL(x)− Ta
, (3.6)
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which was evaluated on an element-wise (i.e., pixel-by-pixel) basis.
This normalisation was performed using T̄g,CL(x), rather than T̄g(x, r),
because large errors can occur in regions with T̄g(x, r) ≈ 0, such as
near to the jet edge. Regions with T̄g,CL(x) − Ta < 3 ◦C (i.e., where
the denominator term used to calculate Θ(x, r) is close to zero) were
considered unreliable and hence were removed from further analysis.

3. Each individual image of Θ(x, r) was then smoothed using a circular
Gaussian filter kernel f with a characteristic smoothing length scale
LS = 4σ, where σ is the standard deviation of the Gaussian function,
expressed as:

fm,n = exp
[
−8
(

m2 + n2

L2
s

)]
, (3.7)

where m and n are the array indices in the r and x directions with
respect to the origin, respectively. Using this, the value of each pixel
(i, j) of the smoothed temperature field ΘS(x, r) is given by:

[ΘS]i,j =

(
δ

∑
m=−δ

δ

∑
n=−δ

fm,n[Θ]i−m,j−n

)
×
(

δ

∑
m=−δ

δ

∑
n=−δ

fm,n

)−1

, (3.8)

where δ = Ls/2 is chosen for the bounds of the smoothing kernel size.
Figure 3.17d presents the instantaneous, normalised temperature after
smoothing with LS = 0.1D.

4. For each individual image, the reference temperature difference, Θre f ,
was calculated as the spatial average of Θ(x, r) in the region of 2.5 <

x/D < 3 and |r/D| < 0.25. The hot and cold regions were then
identified as regions with ΘS(x, r) that differed significantly from this
reference.

5. Threshold values were used to separate the hot and cold regions, with
the thresholds for the hot and cold regions, ϵH and ϵC, respectively,
calculated as a function of axial distance from the equations:

ϵH(x, Ls) = Θre f +
kσT(x, Ls)

T̄g,CL(x)− Ta
(3.9)

and

ϵC(x, Ls) = Θre f −
kσT(x, Ls)

T̄g,CL(x)− Ta
, (3.10)

where σT(x, LS) is the axial profile of the pixel-to-pixel standard devi-
ation of ΘS(x, r), calculated from all pixels with |r/D| < 0.3. The sym-
bol k represents a multiplier to the standard deviation. The threshold
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(a) (b) (c)

(d) (e) (f)

Figure 3.17: Images to illustrate the method used to determine local areas of
relative high and low temperature: (a) the instantaneous gas-phase temperat-
ure, Tg − Ta, (b) the time-averaged temperature, T̄g − Ta, (c) the axial profile
of the time- and radially-averaged temperature in the region |r/D| < 0.3 after
replication into an array across the width of the original image, T̄g,CL(x)− Ta,
(d) the smoothed normalised temperature increase from ambient, ΘS, (e)
the thresholds used to determine hot and cold regions, ϵH(x) and ϵC(x),
respectively, and (f) ΘS together with the boundaries of the determined hot
and cold regions.

profile calculated for the example image with LS = 0.1D and k = 1 is
presented in Figure 3.17e. The resultant hot and cold regions, overlaid
on the image of ΘS(x, r), are presented in Figure 3.17f.

6. The hot/cold regions with an area less than 0.008D2 (corresponding to
the area of a circle with diameter 0.1D) were considered to be too small
for reliable measurement and thus removed from further analysis.
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3.8.3 Particle loading

Similar to the LIF images, the background was first subtracted from the
images of scattering by particles before alignment with S315 using images of
the same target plate. Two separate methods were then used to calculate the
instantaneous particle loading distribution in each experiment:

– In Experiment I, the chosen particles were typically smaller than or
of a similar size to a pixel. In this case, the particle size parameter
αsp < 200, which results in particle-light interactions being in the Mie
scattering regime. For the PMMA particles, which are spherical with
a mono-disperse size distribution, the local particle volume fraction is
directly proportional to the measured intensity of the scattered light.
However, this method was also used for the calculations of local volume
fraction for the alumina and ZnO:Zn particles, because it was assumed
that the statistical distribution of particle size in each image is constant.
Volumetric loadings calculated using this assumption are denoted by
ϕ∗ in the results.

– In Experiment II, the chosen particles were typically much larger than
a pixel. The radius of these particles is sufficiently larger than the 532
nm light for the scattering to be in the geometric optics regime. Since
several pixels imaged each particle, individual particles were able to be
identified and counted to determine the local particle number density,
with the centre of each individual particle determined by calculating
the intensity centroid of the region corresponding to each particle that
was above the intensity threshold. Overlapping particles in each im-
age (i.e., particles at similar locations within the measurement plane
but at different depths within the laser sheet) were separated, where
possible, using an in-house Matlab code. This was performed by identi-
fying contiguous regions of intensity greater than the threshold that
had an area significantly larger than the expected particle area. If this
region contained two or more intensity peaks with the intensity distri-
bution surrounding each peak well approximated by a 2D Gaussian
distribution, the region was considered to contain multiple particles
(corresponding to the number of peaks). The location of the individual
particles was then calculated from the location where the Gaussian
distribution was at its peak.
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3.8.4 Particle cluster determination

For Experiment II, flow regions with a relatively high local particle loading
(clusters), and those with no nearby particles (voids), were determined from
the images of scattering using the well-established Voronoi method [114].
A typical instantaneous scattering image, following binarisation to identify
the individual particles, is presented in Figure 3.18a. The Voronoi method
involves partitioning the image into cells around each particle centroid, with
the region belonging to each cell comprised of the ensemble of locations that
are closer to the associated particle than any other [56]. The co-ordinates
of the vertices around each cell were used to calculate the cross-sectional
area of each individual Voronoi cell, Acell . Cells with vertices outside of
the measurement region, such as for particles near to the jet edge, were
removed from further analysis. The Voronoi diagram for the example image
is presented in Figure 3.18b.

In the present investigation, particles were defined to be within clusters if
two or more adjacent Voronoi cells met the condition:

Acell(x) < ep Ācell(x), (3.11)

where ep is a threshold value and Ācell is the median cross-sectional area of
the Voronoi cells, calculated as a function of axial location. A constant value
of ep = 0.706 was chosen for the threshold, because 1/3 of all Voronoi cells
within a random particle distribution (i.e., Poisson distribution) would be
expected to have an area below the threshold [115]. The constant threshold
value is similar to that used in the method presented by Lau et al. [45]. This
method was chosen for the present investigation instead of using an adaptive
threshold, such as that presented by Monchaux et al. [114], because the
adaptive threshold method requires the probability density function (PDF)
of the cell areas to be calculated. This PDF calculation was considered to be
unreliable for the cases in the present investigation due to the relatively low
particle number density. The Voronoi cells that were considered to be clusters
are also shown in Figure 3.18b with blue shading. While it is impossible
to determine the 3-dimensional structure of the clusters from these images
alone, the paper by Lau et al. [45] showed that these are typically rope-like
in shape.

Using these definitions, both the gas-phase temperature and local number
density were calculated within regions of the following size:

– the radius < 0.1D from the centre of particles within clusters (Tg,Hi);

– the radius < 0.1D from the centre of particles that are outside of clusters
(Tg,Lo), and;

66



3.8 Image processing

Binary S532 mask
Voronoi cells &
cluster regions Void Regions

(a) (b) (c)

Figure 3.18: The binary particle mask from S532 (a), the resultant particle
centroids together with the calculated Voronoi cells and determined clusters
(b), and the void locations (c) for a single image from the case with d̄p =
173 µm and ϕ = 1.4 × 10−3.

– void regions (Tg,Vd), with the definition of these void regions described
in detail below.

For the present investigation the voids were defined as regions that were
further than 0.1D from the nearest particle, to match the length scale chosen
to identify the hot and cold regions (Section 3.8.2). The void regions of the
example image are presented in Figure 3.18c, together with the locations of
particles both inside and outside of clusters. The calculation of the voids was
limited to regions with |r/D| < 0.4, to avoid bias towards the jet edge regions
with a low particle number density and low average local temperature rise. It
should be noted that regions where Tg,Hi and Tg,Lo were measured can overlap
for the case where two particle centroids, one of which was considered to be
inside of a cluster and the other not, were within 0.2D of each other.
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Chapter 4

Results

As outlined in Section 1.3, the main body of the present thesis consists of a
summary of the key results from the journal articles produced, together with
some previously un-published results. The published journal articles (Papers
I [32], II [33], and III [34]) are presented in full in Appendices C, D, and E,
respectively, while the journal article currently under review (Paper IV [35])
is presented in full in Appendix F.

The chapter is divided into three main sections, each summarising the
key results from the following investigations:

1. a study of the interference modes in the method two-colour laser
induced fluorescence (LIF) applied to particle-laden flows (Section 4.1),
with the results distilled from Papers I and II [32, 33];

2. a study of the time-averaged temperature distributions measured in a
particle-laden jet heated using high-flux radiation for a series of particle
diameters, particle volumetric loadings, and heating fluxes, with the
results distilled from Papers II and III [33, 34];

3. a study of the instantaneous temperature distributions for the same
conditions investigated as for (2), with the results distilled from Papers
II and IV [33, 35];.

4.1 Interference to two-colour LIF in a particle-laden
flow

This section summarises the results from the investigation assessing the
suitability of the two-colour LIF technique for gas-phase temperature meas-
urements in particle-laden flows. As described in Section 3.3, the technique
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relies upon measurement of the fluorescence emissions from toluene in two
separate spectral bands (285 ± 5 nm and 315 ± 10 nm for the present ex-
periments). However, the scattering, fluorescence, and/or phosphorescence
signal from particles may interfere with the toluene LIF signal, particularly if
the spectral responses from the former overlap with the latter. An evaluation
of the accuracy of the two-colour LIF thermometry method in a particle-laden
flow is presented. The full details of the results are presented in Papers I and
II, with the former presenting the results from Experiment I (described in
Section 3.4.1) using PMMA, ZnO:Zn, and alumina particles in a uniformly
pre-heated flow, and the latter from Experiment II (described in Section 3.4.2)
using highly absorptive aluminosilicate particles in a radiatively heated flow.

4.1.1 Spectral emission measurements

The spectral response of toluene for a series of fluences of 266 nm light (Q
′′
266)

is presented in Figure 4.1a, following subtraction of the average background
noise and normalisation by the total measured response. The spectra collapse
closely for all fluences investigated, which implies that the fluorescence emis-
sion spectrum of toluene following excitation at 266 nm is independent of
the fluence within the range used in the present investigation. As such, the
two-colour ratio will also be independent of laser power for the main experi-
ments, consistent with the theory presented and previous measurements [88].
Figure 4.1b presents the measured fluorescence emission intensity for each of
the two-colour LIF channels (I285 and I315), together with the intensity ratio
I315/I285, as a function of the toluene concentration in the jet for the range of
concentrations used in Experiment II (0.25-0.75% by volume). These measure-
ments were recorded within the potential core of the unheated jet with the
toluene concentration controlled by varying the fractions of nitrogen flowing
through the toluene bubbler and bypass streams, for a constant total flow rate
of 25 SLPM. It can be seen that the fluorescence intensity recorded for both
channels increases approximately linearly with the toluene concentration
within the span of concentrations utilised. The results also show that the
intensity ratio I315/I285 is insensitive to concentration, with an average value
of I315/I285 = 1.09 ± 0.01. This corresponds to a variation in the temperature
of Tg = 23.7 ± 2.3 ◦C for measurements of the unheated flow. Importantly,
the trend of the change in intensity ratio with temperature is non-monotonic,
which indicates that these variations are primarily a result of experimental
scatter rather than a systematic bias due to self-quenching by the toluene
molecules [109]. The standard deviation of the shot-to-shot intensity ratio
also increases with a decrease in toluene concentration, corresponding to
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Figure 4.1: Normalised spectral response measured from toluene following
illumination with 266 nm light for a series of fluences (a). The measured fluor-
escence intensity for each of the two-colour fluorescence channels together
with the intensity ratio I315/I285 as a function of toluene concentration (b).
The errorbars represent one standard deviation for the measured shot-to-shot
intensity and temperature.

an increase in the standard deviation of temperature from σT = 2.2 ◦C for a
toluene concentration of 0.88% to σT = 5.0 ◦C for a concentration of 0.22%.

Figure 4.2 presents the measured spectral response from the particle
materials (ZnO:Zn, alumina, and PMMA) that were used in Experiment I,
following illumination with 266 nm light. The results show that the PMMA
emits broadband fluorescence, with a peak intensity (Iλ) at λ = 315 nm. The
emitted fluorescence encompasses the spectral regions in which measure-
ments are recorded for two-colour toluene LIF thermometry in the present
investigation (285 ± 5 nm and 315 ± 10 nm). As such, luminescence interfer-
ence to the thermometry measurements is expected to be significant in flows
with these particles. The phosphorescence emission from ZnO:Zn is strong
(> 10× that of the PMMA at the peak) in the range 360-450 nm, with the
emission spectrum closely matching that following excitation at 355 nm [116].
These emissions are at longer wavelengths than those used for toluene LIF,
therefore it is expected that appropriate choice of optical filters will suppress
the detection of both scattered light and luminescence interference from the
ZnO:Zn particles. The results also show that any luminescence from alumina
following excitation is negligible in the spectral range relevant to toluene LIF,
with the measured intensity at least 3 orders of magnitude weaker than the
peak intensity measured for the ZnO:Zn particles.
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Figure 4.2: Spectral response measured from the three particle materials used
in Experiment I to illumination with 266 nm light. The wavelengths used
to detect the emissions for two-colour LIF thermometry in the presented
investigations were in the range 280-325 nm.

4.1.2 Measurements of the pre-heated flow without particles

Figure 4.3 presents the gas-phase temperature above ambient (∆T = Tg − Ta,
where Tg is the measured temperature and Ta is the ambient temperature)
of the single-phase flow (i.e., with no particles seeded) measured on the
jet centreline (∆Tc), after normalisation by the value at the jet exit (∆Te).
The value ∆Tc/∆Te is known as the scalar mean of the jet, and is consistent
for all scalar quantities (e.g., density, concentration, and temperature) [117,
118]. These measurements were performed in the arrangement used for
Experiment I (described in Section 3.4.1), with the initial temperature of the
flow controlled using the same pipe heater that was used for the calibration
measurements. The results in Figure 4.3 are presented together with the scalar
mean for a pipe jet measured by Papadopoulos and Pitts [118] (indicated
by P&P hereafter) for two fluid density ratios (ρe/ρ∞, where ρe and ρ∞ are
the densities of the jet and surrounding flows at the exit plane, respectively).
The axial distance presented is normalised by the effective diameter of the jet
(Dϵ), which accounts for the change in the fluid density and velocity with
temperature [117]. The effective diameter is defined as:

Dϵ =
2Me√
πρ∞ Je

(4.1)
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Figure 4.3: The axial profile of gas-phase temperatures above ambient (∆T =
(Tg − Ta) on the jet centreline measured using the two-colour LIF technique,
normalised by the jet exit value, for a series of initial temperatures. Also
presented are the scalar mixing values presented by Papadopoulos and Pitts
[118] (denoted by P&P) for two initial density ratios ρe/ρ∞, where ρe is the
density of the jet fluid and ρinf is the density of the surrounding flow. The
inset presents the temperature above ambient measured for the case without
heating, ∆Tdep.

where

Me =
∫ D/2

0
2πρeUg,br dr (4.2)

is the jet exit mass flux,

Je =
∫ D/2

0
2πρeU2

g,br dr (4.3)

is the jet exit momentum flux and Ug,b is the bulk mean velocity of the jet.
The results show that the scalar mean ∆Tc/∆Te is close to uniform for

x/Dϵ < 3, while ∆Tc/∆Te decays towards zero with axial distance for
x/Dϵ > 3. This is consistent with the length of the potential core identi-
fied from previous measurements of turbulent pipe jets [117, 119]. The data
for each initial density ratio collapse closely for x/Dϵ < 4, with good agree-
ment shown with the previous results of P&P [118]. The differences in values
between the present and previous measurements for x/Dϵ > 4 are attributed
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to the differing experimental conditions (e.g., the co-flow used in the present
investigation).

Also presented in the inset of Figure 4.3 is the measured temperature
difference from the ambient value (∆Tdep) for the special case with the flow
not heated. That is, for this case, any departure from 0 indicates a systematic
error in the measurement. The measured temperature for this case was
|∆Tdep| < 0.6 ◦C for 0.5 < x/D < 6, which is a modest error relative to the
range of temperatures investigated (0 ◦C < ∆Te < 120 ◦C). The combination
of these results gives good confidence that the two-colour LIF technique is
accurate for measurements in the pipe-jet conditions used in the present
experiments.

4.1.3 Measurements for Experiment I

Sets of instantaneous images of the unheated particle-laden flow from Exper-
iment I, for a series of instantaneous particle volumetric loadings (ϕ) of the
20 µm PMMA particles, are presented in Figure 4.4. Presented in columns (i)
and (ii) are the simultaneous images of the intensity recorded by the two LIF
channels S285 and S315, respectively. The intensity scale for these channels
is presented in terms of the signal-to-noise ratio (SNR), defined as the total
signal measured divided by the average background signal (i.e., with the flow
switched off and no toluene within the measurement region). Column (iv)
presents the instantaneous local particle volume fraction distribution, imaged
simultaneously with the LIF. The images in Column (iii) present the differ-
ence in temperature between that calculated from the two-colour LIF ratio
and the ambient value, ∆Tdep. Because the flow is unheated, this temperature
difference should theoretically be uniformly zero for each volumetric loading
investigated. Therefore, the measured variations of ∆Tdep are attributed to
errors in the measurement. Potential sources of systematic errors include:

– elastic scattering of the laser sheet by particles and

– luminescence of the particles,

while random error sources include:

– camera shot noise,

– background interference,

– signal trapping/attenuation, and

– spatial variations in particle loading.
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It can be seen from the instantaneous distributions that these errors in
the temperature measurement are present for each particle loading, with
the range of ∆Tdep measured increasing with an increase in ϕ. These errors
are particularly significant near to the jet edge, in regions with a relatively
low toluene concentration and a correspondingly low fluorescence SNR.
The greatest error in the measurement can be seen in image (d − iii) for
ϕ = 8 × 10−4 at x/D = 1.8 and r/D = 0.1, with a value of ∆Tdep = 189 ◦C
measured at this location. This can be seen to correspond to a region with a
locally high particle volume fraction, so that this error is primarily attributed
to direct interference from the particles (i.e., scattering or luminescence). The
interference due to the particles is also evident in the images without toluene
in the jet, as presented in row (c), although the signal measured in the LIF
channels from the flow with particles only is typically more than an order of
magnitude lower than that from the toluene fluorescence.

Figure 4.5 presents the probability density function (PDF) of ∆Tdep for a
series of particle volumetric loadings, measured from each pixel in the region
|r/D| < 0.4 and 0.55 < x/D < 3 for 5 images with the labelled instantaneous
particle loadings. The results show that the PDFs of temperature measured
for each loading are approximately Gaussian in shape, with an increase in
the modal value of ∆Tdep (i.e., the value at which the peak of the PDF occurs)
increasing with an increase in ϕ̄ from ∆Tdep = 0 ◦C for ϕ̄ < 0.5 × 10−4 to
∆Tdep = 15.8 ◦C for ϕ̄ = 8 × 10−4. This implies that there is a systematic
error introduced from the presence of particles in the measurement, which is
consistent with what can be seen in the instantaneous images presented in
Figure 4.4. However, this systematic error is close to zero for ϕ̄ = 5 × 10−5

and less than 5 ◦C for ϕ̄ ≤ 2 × 10−4.
The presence of particles in the flow also increases the influence of random

errors in the measurement, with the standard deviation of ∆Tdep increasing
from σT = 5.9 ◦C for ϕ̄ = 0 (i.e., the single phase flow) to σT = 8.1 ◦C for
ϕ̄ = 8× 10−4. The results show that both the systematic and random errors in
gas-phase temperature measurements using the two-colour LIF method are
greater in particle-laden flows than single phase flows. However, the results
presented here imply that the two-colour LIF method is suitable for use in
flows laden with PMMA particles at volumetric loadings of ϕ̄ < 2 × 10−4,
which includes flows within the two-way coupling regime commonly used
for practical applications.

Figure 4.6 presents ∆Tdep as a function of the local particle loading ϕ for
each of the ZnO:Zn, 20 µm PMMA and alumina particles. The error bars for
each measurement point represent one standard deviation of ∆Tdep (σT). The
only PMMA particle diameter presented is the d̄p = 20 µm case, because the
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ϕ = 5×10-5

ϕ = 4×10-4

ϕ = 8×10-4
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(a)
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applicable

Figure 4.4: Single-shot images of the particle-laden flow at a series of instant-
aneous particle loadings for the 20 µm PMMA particles in the unheated jet,
for the (i) intensity measured in LIF channel S285, (ii) intensity measured
in LIF channel S315, (iii) the temperature difference from the actual ambient
value calculated using the LIF ratio (∆Tdep) and (iv) the local particle volu-
metric loading. The images in row (c) were from the flow with particles but
without toluene seeded; note the different colourbar scale for the fluorescence
intensities for this case.
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Figure 4.5: Probability density functions of the measured temperature differ-
ence from ambient for the unheated flow with 20 µm PMMA particles for
a series of instantaneous particle volumetric loadings, calculated in the jet
region |r/D| < 0.4 and 0.55 < x/D < 3.

results were similar regardless of particle diameter. The results show that
the trends observed from Figure 4.5 are consistent for each particle material
used, with an increase in both ∆Tdep and σT measured for an increase in ϕ.
The temperature difference ∆Tdep is greater for the PMMA particles than for
the ZnO:Zn and alumina particles. This result, combined with the emission
spectra presented in Figure 4.2, indicates that the fluorescence emissions
from the PMMA particles lead to greater measurement errors than the elastic
scattering from particles, which is expected to be of a similar magnitude for
each material. The bias error of the measurement is ∆Tdep < 5 ◦C for the
PMMA particles for local loadings of ϕ < 2 × 10−4, while for the alumina
and ZnO:Zn particles the measurements are accurate to this value for ϕ <

7 × 10−4. This suggests that, while the fluorescence may be dominant, the
interference from elastic scattering also becomes significant at sufficiently
high ϕ. The effect of interference from scattering could be further suppressed
using additional optical filters, which demonstrates that the two-colour LIF
method shows good potential for accurate measurements of the gas-phase
temperature even for flows in the four-way coupling regime (ϕ > 10−3).
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Figure 4.6: The difference between the measured temperature and ambient
value (∆Tdep) as a function of local particle loading (ϕ) in the unheated jet
for the three particle materials investigated. The error bars represent one
standard deviation.

4.1.4 Measurements for Experiment II

Experiment II differs from the Experiment I in that non-luminescent alu-
minosilicate particles were used because of their suitability as the absorbing
medium for radiative heating, and additional filters to suppress interference
to the two fluorescence channels were used. The particles used were of a
different material and much larger (d̄p ≥ 173 µm) than those used for Exper-
iment I (d̄p ≤ 40 µm). Since the scattering signal scales with d2

p, while the
luminescence signals scale with d3

p, an additional assessment of the interfer-
ence was required. Figure 4.7 presents typical single-shot images from the
two fluorescence channels, S285 and S315, and the corresponding image from
scattering channel, S532, together with the temperature distribution derived
from the two-colour LIF ratio, Tg. The top row presents the jet flow without
particles seeded and with the heating laser switched on at an output power
of Q̇0 = 2840 W, to assess the significance of absorption of the heating beam
by the flow. The bottom row presents the flow laden with the d̄p = 173 µm
particles at a volumetric loading of ϕ = 1.4 × 10−3 and the heating laser
switched off, to determine the effect of elastic scattering, attenuation, and
signal trapping on the measurement accuracy. Images were also recorded

78



4.1 Interference to two-colour LIF in a particle-laden flow

of the particle-laden flow with the heating laser switched on but without
toluene, but these are not presented because the elastic scattering of the
heating laser to either fluorescence channel was indistinguishable from the
camera noise.

For the flow without particles and the heating laser switched on, it
can be seen that the measured temperature of the jet is close to uniform.
This implies that absorption of the heating beam by the unladen flow is
negligible. The variations in the temperature distribution for this case are
due to the random errors in the measurements, as described in Section 4.1.3.
Additionally, no clear change in the measured temperature distribution can
be seen for the unheated case with particles, despite significant variations
in the fluorescence intensity due to attenuation of the excitation laser and
signal trapping of the fluorescence emissions by the particles. The reduction
in LIF signal recorded due to the particles can be seen clearly in the zoomed
inset image (note the different colourbar scale to highlight the gradients in
the intensity). The median particle diameter for the presented images of
d̄p is approximately 25% of the laser sheet width. As such, the fluence of
the light sheet would be expected to decrease by approximately 25% in the
flow down-beam from the centre of a single particle that is fully within the
laser sheet. The local fluence could be further decreased if several particles
shadow nearby regions. However, because the two fluorescence channels
share an identical optical path through the flow, the effect of these variations
in intensity on the measured fluorescence signal are similar for each channel.
A slight misalignment between the two channels can cause significant errors,
particularly in regions with strong gradients in toluene concentration (e.g.,
the shear layer between the jet and co-flow) or local fluence (e.g., in the
streaks down-beam from particles). While the images were closely matched,
regions with an erroneous high- and low-temperature may still be present,
particularly near to the boundary between the jet and co-flow. The resultant
systematic error of the average measured temperature for the ambient flow
was ∆Tdep = 5.5 ◦C for the d̄p = 173 µm particles, which is estimated to
increase to ∆Tdep = 8 ◦C for a flow temperature of T̄g = 150 ◦C due to
the decrease in fluorescence intensity with temperature. Additionally, the
particles in the flow lead to a modest increase in the random errors for
the entire image, with σT = 21 ◦C for ϕ = 0 increasing to σT = 24 ◦C for
ϕ = 1.4 × 10−3. However, if only the regions with a relatively low intensity
due to attenuation and signal trapping are considered, the pixel-to-pixel
uncertainty in the measured temperature increases to 40 ◦C.
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Figure 4.7: Typical instantaneous images from each camera, S285, S315, and
S532, together with the temperature calculated from the two-colour LIF ratio,
Tg. The top row presents the case without particles and with the heating
laser switched on with an output power of Q̇0 = 2840 W. The dotted lines
and arrows represent the approximate boundary and direction of the heating
laser, respectively. The bottom row presents the case with ϕ̄ = 1.4 × 10−3 but
with the heating laser switched off, with the inset showing the important
features of attenuation of the light sheet and signal trapping by particles in
greater detail.

4.2 Time-averaged measurements of a radiatively
heated particle-laden flow

This section summarises the time-averaged gas-phase temperature and
particle distributions measured of the radiatively heated particle-laden jet for
Experiment II, evaluated for a series of heating powers (Q̇0), median particle
diameters (d̄p), and average particle volumetric loadings (ϕ̄). The full details
of the results from these measurements are presented in Papers II [33] and
III [34].
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4.2.1 Particle number density and velocity measurements

It should be noted that the particle number density was measured simultan-
eously with the temperature, while the velocity was measured separately for
identical flow conditions.

Figure 4.8 presents the radial profiles of particle number density (N)
normalised by the centreline value (Nc) for both r/D > 0 and r/D < 0
at x/D = 1.5 (a) and x/D = 3 (b), for the flow with Q̇0 = 0 and 2840 W,
d̄p = 173 µm and ϕ̄ = 1.4 × 10−3. The results presented are for the flow
with d̄p = 173 µm only, because this case has the lowest Stokes number
(SkD = 86) and hence is expected to be the most responsive to flow motions.
Additionally, the results for the flows with d̄p > 173 µm display the same
trends as reported for the presented case. It can be seen that the number
density at each location and heating flux is consistent, with a peak in N/Nc

on the centreline decreasing slightly to N/Nc ≈ 0.8 at |r/D| = 0.3 for each
axial location. These results are broadly consistent with those presented
by Lau and Nathan [44] and Tsuji et al. [39] for particles with SkD ≫ 1.
Nearer to the jet edge, for |r/D| > 0.3, the number density further decreases
with an increase in |r/D|, with N/Nc approaching zero at |r/D| ≈ 0.8 for
x/D = 1.5 and |r/D| ≈ 0.9 for x/D = 3. This implies that the jet spread is
relatively minor throughout the measurement region investigated, consistent
with the well-known trends for the near-field of a jet [117]. The results also
show that the number density profiles for r/D < 0 and r/D > 0 are similar
(i.e., the particle number density is radially symmetrical about the jet axis).
Importantly, the number density profiles do not change significantly between
the flows with and without the heating laser, which implies that heating-
induced flow motions such as buoyancy or turbulence do not affect the lateral
migration of particles.

Figure 4.9 presents the radial profiles of the particle velocity in the axial
direction (Up), normalised by the centreline velocity at the jet exit (Uc),
measured at the axial locations of x/D = 1, 2, and 3 for both the flows with
Q̇0 = 0 and 2840 W. For both cases, d̄p = 173 µm and ϕ̄ = 1.4 × 10−3. These
axial locations comprise the regions near to both edges of the heating region,
which is bounded by 0.9 < x/D < 1.9, and one location downstream that
is near to the edge of the measurement region. The results show that the
particle velocity is close to uniform across the width of the jet for each x/D,
with 0.9 < Up/Uc < 1 at x/D = 1. The results also show that the presence of
high flux radiation does not significantly change the velocity profile at any
axial location investigated, consistent with the results for the number density.
The combination of these results give good confidence that any flow motions
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(a)

(b)

Figure 4.8: Radial profiles of the particle number density normalised by
the centreline value measured at x/D = 1.5 (a) and x/D = 3 (b) for both
r/D > 0 and r/D < 0 for the flow with Q̇0 = 0 and 2840 W, d̄p = 173 µm
and ϕ̄ = 1.4 × 10−3.
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Figure 4.9: Radial profiles of the particle velocity normalised by the centreline
value measured at x/D = 1, 2, and 3 for the unheated flow and with Q̇0 =
2840 W. For each case, d̄p = 173 µm and ϕ̄ = 1.4 × 10−3.

generated by thermal gradients do not influence the particle phase for the
relatively large, dense particles investigated here.

4.2.2 Gas-phase temperature measurements

Figure 4.10 presents the measured temperature distributions of the jet for a
series of heating powers (Q̇0) with a median particle diameter of d̄p = 173 µm
and average particle volumetric loading of ϕ̄ = 1.4 × 10−3 (top), a series of d̄p

with Q̇0 = 2840 W and ϕ̄ = 1.4 × 10−3 (middle), and a series of ϕ̄ with Q̇0 =
2840 W and d̄p = 205 µm. For each case with heating, the temperature can be
seen to increase from the beginning of the heating region to the downstream
edge of the measurement region, which suggests the temperature will con-
tinue to rise beyond the measurement region investigated. This also indicates
that the particles are considerably hotter than the gas throughout this region,
with the convective heat transfer between the particles and gas significant.
The majority of the temperature increase is constrained within the main jet
for |r/D| < 0.5, consistent with the relatively minor spread of particles in
the near-field of the jet (see Figure 4.8). At axial locations downstream from
the heating region, the peak temperature measured can be seen to be near
to the jet centreline. The decrease in the measured gas-phase temperature
with radial distance from the jet centreline is attributed to the distribution
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of particle loading in the jet, which is concentrated towards the jet axis (see
Figure 4.8), together with the shear-driven mixing with the ambient co-flow
that occurs in jets [117].

The temperature of the flow can be seen to increase with an increase in
heating power, a decrease in particle diameter, and an increase in particle
loading. These trends are consistent with the rate of particle temperature
increase being proportional to both the radiative flux and total cross-sectional
area of particles (see also equation 2.13), and the gas temperature increase
being proportional to both the particle-gas temperature difference and the
total surface area of particles (see also equation 2.15). In the experimental
system, the radiative flux of the heating beam is proportional to the output
power, while the particle cross-section and surface area both increase with
either an increase in ϕ̄ (for a constant d̄p) or a decrease in d̄p (for a constant
ϕ̄).

Attenuation of the heating beam can also be seen from the time-averaged
temperature images, with the temperature measured on the up-beam side
(r/D > 0) of the jet typically greater than that on the down-beam side.
This attenuation is most significant for the cases with ϕ̄ = 1.4 × 10−4 and
d̄p ≤ 238 µm. This implies that the significance of attenuation of the heating
beam on non-uniformities in the temperature distribution is also dependent
on the total cross-sectional area of particles in the flow, consistent with
expectation.
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Figure 4.10: The time-averaged temperature distributions of the radiatively
heated particle-laden jet for a series of heating powers (Q̇0) with a median
particle diameter of d̄p = 173 µm and average particle volumetric loading of
ϕ̄ = 1.4 × 10−3 (top), a series of d̄p with Q̇0 = 2840 W and ϕ̄ = 1.4 × 10−3

(middle), and a series of ϕ̄ with Q̇0 = 2840 W and d̄p = 205 µm.
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Figure 4.11 presents the average rate of gas-phase temperature increase
with axial distance on the jet centreline (dTg/dx), evaluated over the region
2 < x/D < 3 for both the measurements and the one-dimensional heat
transfer model, as a function of Q̇0 for each d̄p with ϕ̄ = 1.4 × 10−3 (a)
and as a function of ϕ̄ for each d̄p with Q̇0 = 2840 W (b). The gradient
dTg/dx increases approximately linearly with an increase of Q̇0, while dTg/dx
increases monotonically for an increase of ϕ̄. The axial gradient dTg/dx also
typically increases with a decrease in d̄p, except for the particle distributions
investigated with d̄p ≤ 238 µm. These trends are consistent with those
identified from the time-averaged temperature distributions presented in
Figure 4.10. The greatest measured gradient of temperature increase was
dTg/dx ≈ 2, 200 ◦C/m for the flow with Q̇0 = 2840 W, ϕ̄ = 1.4 × 10−3 and
d̄p = 173 or 205 µm. This corresponds to a gas-phase temperature heating
rate of approximately 8, 000 ◦C/s, using the assumption that the gas velocity
remains constant at the calculated jet exit bulk-mean value of 3.6 m/s.

The model can be seen to generally overestimate the measured gradient,
except for the case with d̄p = 238 µm. The difference between the value of
dTg/dx measured and calculated from the model also generally increases
with an increase in Q̇0, an increase in ϕ̄, and a decrease in d̄p, which suggests
that the flow is better approximated by the simple model in situations with
a relatively low heating flux and few particles in the flow. The differences
between the measurements and model are attributed primarily to the es-
timated quantities in the model. These include the slip velocity, which was
assumed to be constant but is actually highly variable in a turbulent two-
phase flow. Additionally, particle clustering and attenuation of the heating
beam occur in the real flow, but were not accounted for in the model. How-
ever, the generally close agreement between the model and measurements
gives confidence that the results from simplified model are a reasonable
estimate of the temperature and heat transfer processes in the flow.

Figure 4.12 presents the power from the SSSTS beam that was transmitted
through the particle-laden flow, Q̇tr, normalised by the initial beam power,
Q̇0, as a function of particle diameter for a series of volumetric loadings with
Q̇0 = 2840 W. Both the transmission from the power meter measurements and
from the random particle simulation are presented. The results are consistent
with those presented in Figures 4.10 and 4.11, with the transmission Q̇tr/Q̇0

decreasing with an increase in the total cross-sectional area of particles in the
flow (i.e., an increase in ϕ for constant d̄p and a decrease in d̄p for constant
ϕ). The lowest measured transmission of the SSSTS beam was Q̇tr/Q̇0 = 0.79
for the particles with d̄p = 173 µm at a volumetric loading of ϕ̄ = 1.4 × 10−3.
Using the previously measured absorptivity of these particles (α = 0.89) [103],
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(a)

(b)

Figure 4.11: The average rate of gas-phase temperature increase with axial
distance on the jet centreline over the region 2 < x/D < 3 for both the
measurements and the one-dimensional model, as a function of heat flux for
a series of d̄p with ϕ̄ = 1.4 × 10−3 (a) and as a function of volumetric loading
for a series of d̄p with Q̇0 = 2840 W (b).
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Figure 4.12: Comparison of the measured (Meas) and simulated (Sim) power
of the SSSTS beam transmitted through the particle-laden flow, normalised by
the total beam power, as a function of particle diameter for each volumetric
loading investigated. The measured results presented are for the cases with
Q̇0 = 2840 W.

this corresponds to an approximate absorption of the beam by particles of
Q̇abs/Q̇0 = 0.19.

The results seen for the measured transmission match sufficiently well
with the simulated values to have good confidence in the trends. For each case
the measured transmission is lower than that calculated from the model, with
the difference increasing with an increase in ϕ̄ for all cases of d̄p investigated.
Possible reasons for this discrepancy include:

– the particles are simulated as spherical, whereas the specified sphericity
of the particles by the manufacturer is 0.9, which would increase the
area-to-volume ratio of the real particles compared to those modelled;

– fine particles may be generated from breakage or abrasion of the initial
particles, leading to a greater projected area of particles for the same
volumetric loading;

– any fine particles that occupy a very small total volume percent, but
relatively larger number density, may not be detected during the meas-
urement of the particle diameter distribution.
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While these complexities in the real system are not easily predicted or incor-
porated in models, their contribution is also expected to be modest.

and exhibits an angle-dependent intensity due to the summation of
oscillations

4.3 Instantaneous measurements of a radiatively
heated particle-laden flow

This section summarises the findings from the analysis of the instantaneous
distributions of the temperature and particle volume fraction in the radiat-
ively heated particle-laden jet, evaluated for a series of heating powers (Q̇0),
median particle diameters (d̄p), and particle volumetric loadings (ϕ̄). These
measurements were performed in Experiment II, with most of the results
presented in detail in Papers II [33] and IV [35].

Figure 4.13 presents typical images from the particle-laden flow of the
instantaneous temperature, the fluorescence intensity (presented for channel
S285 only), and the detected scattering from particles, for each diameter
distribution investigated with ϕ̄ = 1.4 × 10−3 and Q̇0 = 2840 W. The dashed
lines and arrowheads on the temperature images indicate the approximate
boundaries and direction of the heating beam, respectively. A reference case
with the heating laser switched off (i.e., Q̇0 = 0 W) is also presented for the
d̄p = 423 µm particles, for which the reduction in fluorescence signal due to
attenuation or signal trapping from a single particle (and therefore also the
expected magnitude of random errors) is most significant.

The instantaneous temperature distribution of the radiatively heated
particle-laden flow is highly non-uniform downstream from the region with
radiative heating (0.9 < x/D < 1.9), with distinct, localised regions of high
and low temperature that can be seen throughout the flow (here termed
‘hot’ and ‘cold’ regions, respectively). The magnitude of the temperature
difference between the hot and cold regions increases with a decrease in d̄p,
consistent with the increase of the average absolute temperature rise (see
Figure 4.10). Additionally, these hot and cold regions remain distinct from
the surrounding flow to the downstream edge of the measurement region
investigated. This suggests that both the particles and surrounding gas flow
remain coherent (i.e., have similar velocities) and/or that the particles remain
sufficiently hot that particle-gas convection more significantly influences the
instantaneous temperature field than mixing with the cold co-flow due to
entrainment.

The generation of the hot and cold regions is attributed to the spatial and
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Figure 4.13: Typical instantaneous images of the temperature calculated from
the two-colour LIF ratio, the fluorescence intensity in the channel S285 and the
binary particle mask for each particle size investigated with ϕ = 1.4 × 10−3

and Q̇0 = 2840 W. Also presented is a reference case with the heating laser
switched off, for the d̄p = 406 µm particles. The dotted lines represent the
upper and lower extent of the heating laser, where used, while the arrowheads
indicate its direction. The regions with hatching correspond to where the
fluorescence signal from either S285 or S315 is below the threshold for reliable
measurements.
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4.3 Instantaneous measurements of a radiatively heated particle-laden flow

temporal variations in the particle distribution, with local regions with a high
particle loading (‘clusters’) and regions without particles (‘voids’) forming in
the flow. The non-uniform particle distribution can be seen visually from the
images of scattering by particles, with the variations in local particle volume
fraction particularly evident for the cases with a relatively high particle
number density (i.e., for d̄p ≤ 238 µm). Because the Stokes numbers of these
particles is SkD ≫ 1, the generated clusters and voids are most likely the
result of random particle motions [54]. Therefore, it is reasonable to assume
that such variations in the local particle volume fraction, and therefore also
the temperature for flows with strong radiative heating, occur in all particle-
laden flows with initial volumetric loadings of magnitude similar to the
present experiments (ϕ̄ ∼ 10−3) regardless of the particle Stokes number.

Separate from these hot and cold regions, the measured temperature of
individual pixels can occasionally vary significantly from that of its neigh-
bours. These are likely to be errors in the measurement and attributed to
several possible causes: 1) noise/natural variation of the fluorescence in-
tensity measurements; 2) slight misalignment of the fluorescence images,
which can lead to significant errors in regions with strong intensity gradients
(e.g., the shear layer), and 3) interference from the particles. Additionally,
it can be seen that the temperature within the hot regions is occasionally
greater than the peak temperature measured during the calibration (160 ◦C).
The temperature calculated within these regions using the calibration curve
presented in Figure 3.15 was predominantly < 200 ◦C. Previously conducted
calibration measurements (not presented in this thesis) indicated that the
linear relationship between intensity ratio and temperature for the present
experimental arrangement continued to hold for the temperature range of
20 ◦C < Tg < 230 ◦C, although the uncertainty continued to increase with
increasing temperature due to the decrease in fluorescence intensity. As such,
the random errors within these high-temperature regions are expected to be
similar to those calculated for the regions with relatively low fluorescence
intensity due to laser sheet attenuation and signal trapping by particles
(i.e., σT ≈ 40 ◦C). Therefore, while the temperature in these regions can be
accurately measured to be greater than the calibration peak temperature,
individual peaks may also occur due to errors of the measurement.

The instantaneous distribution of fluorescence intensity can also be seen
to be highly variable for each d̄p, with these signal variations arising due to
the combination of several factors:

– the differing initial concentrations of toluene in the jet and co-flow,

– the mixing of each of these flows with the unseeded surroundings,
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– the non-uniform laser sheet profile,

– signal trapping by particles, and

– attenuation of the excitation laser by particles and toluene.

The attenuation and signal trapping by particles lead to particularly strong
gradients in intensity, with the resultant intensity distribution displaying
circular regions of low fluorescence intensity and streaks that are aligned
with the beam direction (right to left in the image). The size of these regions
and total reduction in intensity can be seen to increase with an increase
in d̄p, with a reduction of up to 45% in the streaks down-beam from the
d̄p = 423 µm particles. Despite this, the pixel-to-pixel standard deviation
within a single image of the unheated particle-laden flow was in the range
17.8 < σT < 18.8 ◦C for each d̄p, which implies that the reduction in intensity
due to particles is the same for both S285 and S315 (see also Figure 3.16), such
that the intensity ratio remains approximately the same. Resultantly, the
errors to the two-colour LIF method due to particles are minor compared to
those already present for the single phase flow.

Figure 4.14 presents instantaneous images of the gas-phase temperature
for the flow with d̄p = 238 and 173 µm, Q̇0 = 2840 W and ϕ̄ = 1.4 × 10−3,
together with the corresponding normalised, smoothed temperature ΘS

labelled with the boundaries of the hot and cold regions (see Section 3.8.2 for
the method used to determine the hot and cold regions), and the locations
of the individual particles and void regions. The presented images of the
flow are limited to the regions that typically exhibit a significant temperature
rise, for 1.4 < x/D < 3.6 and |r/D| < 0.5. It can be seen that the hot and
cold regions are interspersed throughout the flow, with each region typically
appearing as an irregular ellipse-like shape whose primary axes are aligned
at an angle of ∼ 45◦ to the jet centreline. This shares some similarity with
the oblique angles seen for particle clusters in a particle-laden jet, for a flow
with SkD ≈ 1.4 [113]. Additionally, the hot regions can be seen to be more
prevalent near to the jet axis, while the cold regions are more common near
to the jet edge. This is consistent with the combination of the heated particles
being concentrated toward the jet axis (see Figure 4.8) and the influence of
convection/mixing with the cold co-flow near to the jet edges.

No clear patterns in the location of clusters or voids can be seen from the
particle images, consistent with the expectation that they are formed as the
result of random variations in the particle motions. This was confirmed by
comparing the results from the Voronoi analysis of the experimental particle
locations with the random particle simulation (see Paper IV for this analysis).
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Figure 4.14: Selected instantaneous images of the gas-phase temperature for
two particle diameters, the corresponding normalised, smoothed temperature
ΘS with the detected hot and cold region boundaries and the simultaneous
particle locations, both inside and outside of clusters, and the void regions.
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The flow regions with a locally high local volumetric fraction also correspond
well visually with the location of the hot regions, particularly for those with
particles identified to be within clusters. This visual agreement is consistent
to the downstream edge of the measurement region, implying that the flow
structures such as clusters are persistent (i.e., long lived) in the flow.

It can also be seen that the proportion of the flow determined to be
within the void regions (defined as being further than 0.1D from the nearest
particle) increases with an increase in d̄p, due to the corresponding decrease
in particle number density. The average proportion of the flow within the
void regions for a constant particle loading of ϕ̄ = 1.4 × 10−3 was 24, 33, 47,
79% for d̄p = 173, 205, 238, 423 µm, respectively, which have corresponding
particle number densities of np = 0.39, 0.24, 0.18 and 0.04 particles/mm−3,
respectively. This implies that the regions of the flow that remain unheated,
or with a relatively minor temperature rise compared to that of the flow
near to particles, become increasingly significant with a decrease in particle
number density.

Figure 4.15 presents the particle volume fraction measured within the
boundaries of the hot and cold regions, ϕreg, normalised by the time-averaged
volume fraction evaluated at the region centroid, ϕ̄(x), as a function of axial
distance for a series of d̄p with ϕ̄ = 1.4 × 10−3 and Q̇0 = 2410 W. The results
are presented as the ensemble average of all regions within equally spaced
bins of length 0.25D, with the ensemble averaging procedure represented
by the angled brackets (⟨⟩). The results show that the local particle volume
fraction within the hot regions is significantly greater than both the mean and
that in the cold regions, with ⟨ϕreg/ϕ̄(x)⟩ > 1.5 in the hot regions for each
particle diameter distribution. Conversely, typical values of ⟨ϕreg/ϕ̄(x)⟩ < 1
are measured within the cold regions. This implies that, within the region
1.5 < x/D < 3.5, both phases of the flow remain coherent (i.e., the particles
and gas move together with little slip) and/or that the particles remain
sufficiently hot to continually generate strong thermal gradients through
convective heat transfer. The measured correlation between the local volume
fraction and the hot/cold regions decreases slightly with axial distance (i.e.,
⟨ϕreg/ϕ̄(x)⟩ approaches 1 with an increase in x/D), suggesting that the
entrainment of the cold surrounding gas through mixing and convection
within the gas phase becomes increasingly significant relative to the particle-
gas convection with distance downstream from the heating region. While
the present measurements are limited to the near field, this correlation is
expected to continue to weaken for measurements further downstream.

Figure 4.16 presents the measured temperature Tg − Ta as a function of
the local particle volumetric fraction (ϕloc), normalised by the time-averaged
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Figure 4.15: Ensemble average of the measured particle volumetric loading
within the detected hot and cold regions, ϕreg, normalised by the time-
averaged loading at the same location, ϕ̄(x), as a function of axial location
for a series of SkD with ϕ̄ = 1.4 × 10−3 and Q̇0 = 2410 W.

volumetric fraction (ϕ̄), for a series of SkD with ϕ̄ = 1.4 × 10−3 and Q̇0 =
2410 W (a) and for a series of axial distances with SkD = 86, ϕ̄ = 1.4× 10−3 and
Q̇0 = 2410 W (b). The temperature is presented for the three flow conditions
of Tg,Hi, Tg,Lo, and Tg,Vd (defined in Section 3.8.4). It should also be noted
that, by the definition used, the particle loading within the voids is ϕloc = 0.

The presented data used for Figure 4.16a is limited to the region of
2 < x/D < 2.25, |r/D| < 0.3, which is immediately downstream from the
heating beam. This region was chosen to be analysed because of the large
temperature difference between the particles and gas, and subsequent strong
temperature gradients in the flow. Additionally, within this region the time-
averaged radial profiles of the temperature and particle volumetric fraction
are close to uniform for each case, with T̄g varying by less than 15 ◦C and
ϕ̄/ϕ̄CL > 0.8 (see Figure 4.8). As such, the non-uniformities in the particle
volume fraction due to the radial distribution in the pipe flow are small for
the presented results. This means that the primary driver for any variations
in the gas-phase temperature are expected to be the random fluctuations of
particle motions.

The temperature around particles can be seen to be greater than that in
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the voids for each d̄p and each axial location downstream from the beginning
of the heating beam. The local temperature measured around particles can be
seen to increase with an increase in ϕloc/ϕ̄, consistent with the time-averaged
results. Additionally, Tg,Hi is typically greater than Tg,Lo for a given ϕloc/ϕ̄,
although this difference is relatively modest with Tg,Hi − Tg,Lo < 3 ◦C for
each case. The results also show that the absolute value of the temperature
difference Tg − Ta is more strongly dependent on d̄p than ϕloc. For example,
for SkD = 121, Tg,Hi − Ta increases from 20 ◦C to 29 ◦C for a four-fold increase
in the local volume fraction from ϕloc/ϕ̄ = 1 to ϕloc/ϕ̄ = 4. However, for a
decrease of the particle diameter by approximately half, from 423 µm to
205 µm (corresponding to an ∼ 8× increase in particle number density), at a
fixed volume fraction of ϕloc/ϕ̄ = 3, Tg,Hi − Ta increases from 8 ◦C to 24 ◦C.

The gradient of the temperature rise with volume fraction (i.e., the slope
of the lines) can be seen to increase with a decrease in the particle diameter.
This gradient also increases with an increase in ϕloc/ϕ̄ for the cases with
SkD ≤ 121 and ϕloc/ϕ̄ > 2.5. Taken together, these results imply that both the
particle loading and diameter will significantly influence the instantaneous
temperature distribution for sufficiently small particles. This suggests that
the variations in temperature will be particularly significant in flows that
generate local particle loadings much higher than the mean, such as those
with aerodynamic particle clustering where regions with ϕloc/ϕ̄ > 10 have
been measured [113].

For the results measured upstream from the heating laser at x/D =

0.75, the temperature for each case is approximately zero regardless of the
local particle volume fraction. This is consistent with expectation because
the particles are yet to be heated directly at this point, although multiple
scattering of the heating laser by particles may lead to an effective broadening
of the heating region. Downstream from the heating region, not only does
the average temperature increase with an increase in axial distance but for
x/D < 2.5 the correlation between temperature and loading also becomes
stronger. The increase in temperature with ϕloc/ϕ̄ downstream from the
region with radiative heating means that the flow is being continually heated
by the particles, implying that the particles remain significantly hotter than
the gas to the downstream edge of the measurement region.
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(a)

(b)

Figure 4.16: The ensemble average of the temperature above ambient as
a function of the local particle volumetric loading, for the regions around
particles inside clusters, outside clusters and in voids, for a series of SkD
with ϕ̄ = 1.4 × 10−3 and Q̇0 = 2410 W measured in the region immediately
downstream from the heating laser of 2 < x/D < 2.25 (a) and for a series of
axial locations with SkD = 86, ϕ̄ = 1.4 × 10−3 and Q̇0 = 2410 W (b).

97





Chapter 5

Conclusions and
recommendation for future work

5.1 Conclusions

Optical filtering was used to isolate the fluorescence emissions from toluene
LIF and suppress interference from elastically scattered light to allow spa-
tially resolved gas-phase temperature measurements in particle-laden flows,
at volumetric loadings in the two-and four-way coupling regimes relevant
to industrial systems. The particle volumetric loading for which measure-
ments were suitable was found to be primarily dependent on the particle
material. The measurement error was found to increase with an increase in
the local particle volumetric loading, ϕ, for each of the PMMA, ZnO:Zn, and
alumina particles investigated. The PMMA particles, which emit broadband
fluorescence at the wavelengths used for two-colour LIF in the present in-
vestigation, were found to generate greater interference for the same local
volumetric loading than both the zinc-activated zinc oxide (ZnO:Zn), which
emits phosphorescence at wavelengths longer than used for two-colour LIF,
and alumina particles, which did not exhibit luminescence. For the present
optical arrangement (Experiment I, see 3.8), the combined interference from
the particle fluorescence and elastic scattering of laser light led to a systematic
error in the measurement of 5 ◦C at a volumetric loading of ϕ = 2 × 10−4

for the PMMA particles, while for the alumina and ZnO:Zn particles the
temperature measurement was accurate to within 5 ◦C for ϕ < 7 × 10−4. The
method was also identified to be potentially suitable for measurements of
flows in the four-way coupling regime, for ϕ > 10−3, with additional optical
filtering and appropriate particle materials. Additionally, the measurement
accuracy for the flow with PMMA particles was found to be independent of
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the particle size (and hence number density for a constant volume fraction),
implying that the fluorescence emitted from the particles was the primary
source of interference for this material.

The two-colour LIF method was also demonstrated to be suitable for
measurements of the gas-phase temperature distribution in a particle-laden
jet heated using infra-red radiation at fluxes up to a peak of 42.8 MW/m2, for
a flow with highly absorptive, aluminosilicate ceramic particles of median
diameter 173 ≤ d̄p ≤ 423 µm and average particle volumetric loadings in the
range 6.25 × 10−4 ≤ ϕ̄ ≤ 1.4 × 10−3. Additional optical filters were utilised
for this investigation (Experiment II, see 3.10) to allow the assessment of
higher loadings than used for Experiment I. The instantaneous radial distri-
bution of gas-phase temperature, measured downstream from the start of the
heating region, was found to be highly variable, both spatially and temporally.
Regions of locally high temperature were identified to remain coherent to
the downstream edge of the measurement region investigated (x/D = 3.7).
The average temperature rise of the gas flow was measured to increase at
rates up to 2, 200 ◦C/m on the jet centreline, in the region downstream from
where the particles are heated rapidly following the absorption of high-flux
radiation. This increase in temperature with axial distance was close to linear,
indicating that there was a significant temperature difference between the
particles and gas to the downstream edge of the measurement region.

In the region downstream from the heating beam (0.9 < x/D < 3.7),
the time-averaged temperature rise of the gas from the ambient value was
found to be proportional to the heating beam power. This is consistent with
the linear dependences of both the particle temperature on the radiative
flux and of the convective heat transfer on the particle-gas temperature
difference. Similarly, this temperature rise was found to be proportional to
the particle volumetric loading. This is consistent with the total radiation
absorption being proportional to the total cross-sectional area of particles and
the particle-gas convection being proportional to the particle surface area,
both of which are linearly dependent on ϕ̄. The temperature rise was found
to decrease significantly for an increase in the particle diameter d̄p. This is
due to the non-linear relationships for d̄p with both the radiation absorption
and convective heat transfer (from both the Nusselt number calculation and
particle surface area).

The trends identified from a simplified one-dimensional heat transfer
model tracking a single particle on the jet centreline were found to closely
match those from the time-averaged measurements of the gas-phase temper-
ature, both within and immediately downstream from the heating region.
Such simplified models are suitable to give an indication of the effect of
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the particle diameter and volumetric loading on the average heat transfer
in the system, particularly for flows with relatively few particles and low
heating flux. However, they do not account for the random fluctuations of
particle distributions or local heating fluxes, which were found to be highly
non-uniform in the real flow leading to strong instantaneous temperature
gradients. The difference between the model and measurements was found to
typically increase with an increase in the heating power and a decrease in the
particle diameter. These differences are primarily attributed to the estimated
quantities in the model, such as the particle-fluid slip velocity, together with
the influence of particle clustering and heating beam attenuation that occur
in the real flow but are not accounted for in the model.

Neither the time-averaged particle distribution nor the particle velocity
field were measured to change with an increase in the radiative heating flux.
This implies that any motions induced by thermal gradients in the gas-phase,
such as from buoyancy, turbulence, or thermophoresis, do not significantly
affect the particle phase in the jet flow investigated, for the relatively large,
dense particles used in the present thesis.

The local, instantaneous gas-phase temperature was found to be well
correlated with the local particle volume fraction. The temperature difference
between the regions around particles within clusters, around particles outside
of clusters, and within void regions was measured to increase significantly
with a decrease in particle diameter. Similarly, localised regions that were
identified to have a relatively high temperature compared to the surrounding
flow (‘hot’ regions) were found to typically have a higher particle volume
fraction than the mean, while a low local volume fraction was measured
within the boundaries of the identified ‘cold’ regions. This trend was seen
at each axial location to the edge of the measurement region investigated
(x/D < 3.7), indicating that the gas and particles closely follow each other
through the flow (i.e., both phases have similar velocities) and/or that the
convective heat transfer between the particles and gas is more significant
than entrainment of the cold co-flow through mixing and convection.

5.2 Recommendation for future work

Numerous opportunities are available to capitalise on the advances reported
in the present thesis, to improve the current understanding of non-isothermal
particle-laden flows that exhibit highly complex, mutually interacting, non-
linear flow motions. Despite the advances of the present work in demonstrat-
ing a method for instantaneous, spatially-resolved gas-phase temperature
measurements of particle-laden flows and analysing the effect of particle
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diameter and volumetric loading in such flows, further work is required for
complete characterisation of particle-laden flows.

Further understanding of the fundamental processes within non-isothermal
particle-laden flows requires not only measurements of gas-phase temper-
ature and particle loading, as performed in the present experiments, but
also of the gas-phase velocity, particle velocity, and particle temperature.
Ideally, these measurements should be conducted simultaneously under
identical conditions. Such measurements are also required for a wider range
of particle Stokes numbers (i.e., SkD ∼ 1 and SkD ≪ 1) and flow conditions
(i.e., ReD > 10, 000) to assess the effect of the particle response, particle
clustering, and flow turbulence on the fundamental heat transfer processes.
The influence of both gas- and particle-phase motions induced from thermal
gradients in the system, such as buoyancy, turbulence and thermophoresis,
are also required to be assessed for SkD ∼ 1 and SkD ≪ 1.

Either time-resolved measurements of the radiatively heated flow or ad-
ditional, detailed analysis of spatially-resolved measurements are required
to assess the coherence of the heated regions identified in the present thesis.
This coherence is also required to be analysed in regions further down-
stream than were investigated for the present thesis (x/D < 3.7) to improve
understanding of the interactions that may only become significant in the
far-field, such as gas-phase mixing and buoyancy. Furthermore, spatially re-
solved measurements of the gas-phase temperature and velocity in the region
around individual particles are required, to provide deeper understanding
of particle-fluid interactions.

Measurements of these key parameters in the more complex flow con-
figurations used for industrial particle-laden flow systems would also be
useful for system-specific knowledge, together with improved insight into
the fundamental flow processes. Such measurements are also needed for the
development and validation of reliable, predictive numerical models, which
can then be used to optimise the efficiency of particle-laden flow systems.
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Appendix A

Wind tunnel characterisation

The radial velocity profile of the pipe-jet, co-annular flow and wind tunnel
that was used for the experiments, described in Section 3.1, was measured
using hot-wire anemometry. The velocity was determined from the output
voltage of a TSI IFA 300 constant temperature anemometer using a National
Instruments data acquisition system (PXI-4462). A TSI single-wire tungsten
probe was used, with measurements sampled at 10 kHz. Measurements were
recorded at each point for 2 minutes to ensure that all time scales of flow
structures were identified. The output voltage from the probe was calibrated
to velocity using a custom-made jet connected to a mass flow controller with
a smooth contraction that generates a near-uniform velocity field at the exit
plane. During the calibration, both the hot-wire probe and a pitot-static probe,
used to determine the actual flow velocity from the pressure, were positioned
at the jet exit plane near to the axis. The pressure was determined from the
pitot-static tube using a Baratron 1000. Measurements of the output voltage
and flow pressure were then performed for a series of flow velocities. The
probe was left switched on overnight before recording the calibration and
measurements to ensure the outlet voltage was stable. The position of the
probe was controlled using a 3-axis traverse, which was accurate to within
0.25 mm for each spatial dimension. The radial profile of the flow velocity
within the wind tunnel was measured for a series of axial distances and jet
Reynolds numbers. The distance between data points was varied depending
on the local velocity gradients, such that the data points are more closely
spaced within the jet and shear layers than in the relatively uniform wind
tunnel flow.

Figure A.1 presents the radial profile of axial velocity (U) within the wind
tunnel (a), the radial profile normalised by the centreline value U/Uc (b),
while Figure A.2 presents the normalised standard deviation of measured

103



Chapter A Wind tunnel characterisation

velocity u′/U for |r/D| < 0.6, each measured near to the jet exit plane
(x/D = 0.5) for a series of pipe Reynolds numbers of ReD = 2,000, 5,000,
10,000 and 20,000. The vertical lines in each figure indicate the position of
the jet pipe, annular pipe, and wind tunnel walls. The annular flow rate
was set such that the volumetric flow rate was 1/12th of the jet to match
the previous measurements by Lau and Nathan [44]. The fan drawing air
through the wind tunnel was set to the lowest available power. The inset
axes for figure A.1 present the detailed profile of velocity measured near
to the jet axis with 0 < r/D < 0.6. The results show that the jet velocity is
greatest on the centreline and decreases with r/D to the pipe wall, consistent
with well-known pipe jet trends. The centreline exit velocity of the jet was Uc

= 25.2, 13.8, 6.6 and 3.6 m/s for the flows with ReD = 20,000, 10,000, 5,000
and 2,000 respectively. The velocity measured in the shear layer region of
0.5 < r/D < 0.6 was close to zero because of the finite thickness of the pipe
wall. The peak velocity within the annular flow was at r/D = 0.7 with a
near-uniform velocity measured in the region 0.7 < r/D < 2. The annular
pipe exit is slightly upstream (∼10 mm) of the jet exit, so that the velocity
downstream from the annular pipe wall is greater than for the central pipe.
The velocity in the wind tunnel co-flow closely matches for each ReD, with a
velocity of U = 1.7 m/s near to the annular pipe wall at r/D = 3.5 decreasing
to U = 0.5 m/s near the tunnel wall.

The normalised velocity profiles U/Uc collapse closely for ReD ≥ 5,000,
while the decay from the centreline to the jet edge is greater for the flow with
ReD = 2,000. This is due to the turbulence of the flow, which is characterised
by the Reynolds number. For the investigated jet flows:

– ReD = 2, 000 is expected to be in the laminar regime,

– ReD = 5, 000 is expected to be in the transitional regime, and

– ReD ≥ 10, 000 are expected to be fully turbulent [120].

The laminar flow in a pipe jet is expected to have a parabolic velocity profile
of the form U/Uc = 1 − (2r/D)2. The turbulent velocity is generally well
approximated by a 1/7th power law profile of the form U/Uc = (1 −
2r/D)1/7. These velocity profiles are presented together with the measured
results in Figure A.1b. The results show that the measured velocity profile
closely matches the 1/7th power law for ReD ≥ 10,000. For the ReD = 5,000
case the velocity profile closely matches the 1/7th power law for r/D < 0.4
while it is lower for r/D > 0.4, indicating that the flow is not fully turbulent.
For the flow with ReD = 2, 000, U/Uc closely matches the parabolic profile
expected for laminar flows.
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(a)

(b)

Figure A.1: Radial profiles of axial velocity of the jet and co-flow for a series
of jet Reynolds numbers measured near to the jet exit plane at x/D = 0.5
(a), the velocity normalised by the centreline value (b). The insets present
the detail of the velocity in the jet flow for |r/D| < 0.6, with the analytical
profiles for both laminar and turbulent pipe jets also presented for the middle
sub-figure. The vertical dashed lines indicate the jet diameter (··), annular
pipe diameter (·−) and the wind tunnel walls (−−).
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Figure A.2: Radial profile of the standard deviation of velocity fluctuations
for a series of jet Reynolds numbers measured near to the jet exit plane at
x/D = 0.5

The root mean square (RMS) of fluctuations in the velocity was measured
to be u′/U ≈ 0.35 at r/D = 0 for each ReD, while near to the pipe edge
u′/U typically increases with a decrease in ReD. The velocity fluctuation data
reported by Mi et al. [117] is also presented for Figure ??, for measurements
of a turbulent pipe jet with a Reynolds number of ReD = 16, 000. The
measured values match closely to this data for the fully turbulent cases with
ReD ≥ 10, 000, giving confidence that the jet flow is fully developed.

Figure A.3 presents the radial profiles of velocity in the wind tunnel,
measured at a series of axial locations x/D = 0.5, 12.6, 19.1 and 22.2, for the
flow with ReD = 20,000. The inset presents the velocity profiles normalised by
the centreline velocity measured at x/D = 0.5, U/Ue. The results show that
the velocity of the jet flow with |r/D| < 0.5 decreases with axial distance,
due to entrainment of the surrounding flow. The entrainment of the co-
flow also results in an increase of velocity measured within the co-flow in
the region (0.5 < |r/D| < 5) with axial distance. The magnitude of the
velocity difference between the jet and co-flow decreases with x/D as the
flow approaches a well-mixed condition.

Figure A.4 presents the velocity of the wind-tunnel co-flow (Uc f ) meas-
ured at r/D = 3.5, normalised by the peak value, as a function of the fan
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Figure A.3: Velocity measurements from hot-wire anemometry of the jet and
co-flow at a series axial distances for ReD = 20, 000, normalised by the jet
exit velocity. The inset shows the detail of the velocity in the jet flow, for
|r/D| < 0.6. The vertical dashed lines indicate the jet diameter (··), annular
pipe diameter (·−) and the wind tunnel walls (−−).

controller setting. The co-flow velocity can be controlled to be down to 40%
of the maximum value, with an approximately linear relationship between
the fan setting and flow velocity for settings in the range of 30-70%. The meas-
ured values correspond to co-flow velocities the range of 1.7 < Uc f < 4.1 m/s
at this radial location.
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Figure A.4: Measured velocity in the co-flow for a series of fan controller
positions, normalised by the velocity at the maximum speed.
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Screw feeder

Appendix B presents the evaluation of the series of screws designed for
particle seeding that are described in Section 3.2. Both the mass flow rate
of particles output from the screw, as a function of the screw rotational
speed, and the steadiness of the mass flow rate with time were measured for
free-flowing, mono-disperse spherical PMMA particles of diameter 40 µm
and absolute density 1200 kg/m3. The three parameters varied in the screw
designs were the pitch, P, the inner diameter, Di, and the number of flights,
F. From these, three non-dimensional parameters were calculated for each
screw:

– the pitch to outer diameter ratio, cp = P/Do;

– the inner to outer diameter ratio, ci = Di/Do;

– and the effective pitch of the screw, calculated from cpe = cp/F.

Seven separate screws were manufactured to isolate the effect of each of these
on the particle flow, with the design parameters presented in Table 3.1 and
Figure 3.3.

Figure B.1 presents the mass flow rate (ṁ) of particles output from the
screw feeder as a function of screw rotational speed ω for screws designed
with a series of cp with ci = 0.37 and F = 1 (a), a series of ci with cp = 0.9 and
F = 1 (b), and a series of F with cpe = 0.9 and ci = 0.37 (c). The inset in each
sub-figure presents the slope of a linear fit to the data, dṁ/dω, as a function
of cp, ci, and F, respectively. The results show that ṁ increases linearly with
ω for ω < 200 rpm for each screw investigated. This is consistent with
expectation for a free-flowing material because the particles uniformly fill
the volume between flights (i.e., without ‘bridging’ of the material between
surfaces that forms voids), such that a constant volume of material is emitted
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(a)

(b)

Figure B.1: (Continued next page)
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(c)

Figure B.1: Particle mass flow rate from screw feeder as a function of ro-
tational speed for screws with varying pitch (cp, a), core diameter (ci, b),
and number of flights (F, c), for 40 µm diameter spherical PMMA particles.
The inset in each sub-figure presents the linear fit to the data, dṁ/dω, as a
function of cp, ci and F, respectivley.

for each rotation of the screw. The value of dṁ/dω can be seen to increase
with cp within the range investigated here. Previous measurements indicate
that there is an optimal cp in terms of volumetric efficiency of the screw,
with short-pitch screws conveying little material per rotation and long-pitch
screws tending to transfer the material radially rather than axially [121, 122].
Additional screw designs with cp > 0.9 would be required to be investigated
to determine the optimal cp for this system.

The results also show that ṁ decreases approximately linearly with in-
creasing ci, which is consistent with expectation because the volume con-
tained within each pitch is proportional to D2

o − D2
i , which is equivalent

to D2
o(1 − c2

i ). No clear relationship can be seen between ṁ and F for the
conditions investigated here, with measured gradients of dṁ/dω =0.062,
0.063, and 0.016 for F = 1, 2, and 4, respectively. This is potentially because of
the relatively long pitch of each individual screw flight for the screw with F
= 4 (cp = 3.6) that results in significant radial transport of the material rather
than axially towards the outlet, while for F = 1 and 2 (i.e., cp = 0.9 and 1.8,
respectively) the efficiency of axial transport is similar.
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The steadiness of the mass flow rate of particles output from the screw
feeder was investigated for each screw design by seeding the particles into
the pipe jet arrangement described in Section 3.4.2, except without toluene
in the flow and with the 266 nm laser switched off. The intensity of the Mie
scattering of the 532 nm laser sheet from 40 µm PMMA particles, which
is directly proportional to the particle number density for mono-disperse,
spherical particles, was measured at 10 Hz for a series of mass flow rates
for each screw. Each measurement was recorded for 50 seconds, to ensure
that all time scales from the screw were covered. The instantaneous particle
distribution may vary in the flow from the screw outlet to the jet exit. How-
ever, this flow configuration is the same as for the main experiments, so that
these distributions are expected to be representative of the measurements
in the main experiments. The instantaneous particle loading was derived
from the spatial average of scattering intensity measured within the region
1 < x/D < 3, |r/D| < 0.35. Potential sources of error and interference to this
measurement include attenuation of the probe laser sheet, multiple scattering
by particles, and signal trapping. However, each of these are expected to be
minor for the particles and loadings investigated in the present experiments.
The scattering signal is also proportional to the laser pulse energy, which was
measured to vary by less than 10% from shot-to-shot. As such, any resultant
temporal variations in the measured intensity are primarily attributed to
fluctuations of the instantaneous particle volume fraction.

Figure B.2 presents the time-series of intensity measured in each indi-
vidual image, normalised by the mean intensity for each case (Iim/ Ī), for the
series of screws with varying pitch (a) and number of flights (b) with ω =
14 rpm, together with Iim/ Ī for a series of rotational speeds with F = 1 and cp

= 0.9 (c). The results show that there is a periodic dependence of the average
measured intensity with time for each cp investigated, most significantly
for the screw with the smallest pitch of cp = 0.6. A screw with rotational
speed of ω = 14 rpm completes a full revolution every 4.3 seconds, which
corresponds well to the time between the peaks in intensity. The magnitude
of the periodic fluctuations in the intensity signal can be seen to decrease
significantly with an increase in F, suggesting that the output from the 4-
flighted screw is significantly more steady than from the standard single
flight design. However, the compromise between the increase in steadiness
and decrease in flow rate must also be considered. The results also show
that the magnitude of fluctuations in intensity is greatest at ω = 14 rpm,
decreasing for ω = 32 and 50 rpm then increasing again for ω = 68. This
increase for the ω = 68 case is likely due to increased vibrations that were
observed in the system for this rotational speed, which was attributed to ω
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(a)

(b)

Figure B.2: (Continued next page)
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(c)

Figure B.2: Time series of intensity from particle scattering for screws with
varying pitch (a) and number of flights (b), together with that for one screw
at a series of rotational speeds (c), normalised by the time-averaged mean.

being close to a natural frequency in the system. Care should be taken to
avoid these speeds for reliable output from the screw.

Figure B.3 presents the fast Fourier transform (FFT) of the time series of
the intensity of elastically scattered light for the flow with particles introduced
using screws with varying cp at constant ω (a), with varying F at constant ω

(b), and for a single screw at a series of rotational speeds with the frequency
normalised by the rotational speed (c). Distinct peaks can be seen in the
FFT for all cp at the same frequency ( f ), with the first peak at 0.2 Hz and
subsequent peaks at integer multiples of this frequency. This corresponds
well to the rotational speed of 14 rpm, which is equivalent to 0.23 Hz. The
amplitude of the peak is greatest for cp = 0.6, with the amplitude decreasing
with an increase in cp. The frequency of the peaks in the FFT also increases
proportional to F, with the peak occurring at frequencies that are ∼ Fω/60
for all F investigated here. The amplitude of the primary peak decreases
significantly with F, which is consistent with the previous results implying
that the particle flow rate becomes more steady with increasing F. For the
series of rotational speeds, the strongest peak of the FFT is close to 1 for
each ω. The amplitude of this peak, relative to the other peaks at higher
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frequencies, decreases with an increase in ω. This indicates that while the
flow is more steady at higher speeds, there is still a distinct periodic variation
for the screw with one flight at all speeds.

In summary, the results show that screws with a longer pitch, more flights
and operating at higher speeds seed particles in the flow more steadily, within
the range of conditions investigated in the present study.
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(a)

(b)

Figure B.3: (Continued next page)
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(c)

Figure B.3: The fast Fourier transform of the time series of scattering intensity
for screws at constant speed with varying pitch (a) and number of flights (b),
along with for one screw at rotational various speeds (c), with the frequency
normalised by the rotational speed.
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Appendix C

Paper I - Luminescence
interference to two-colour
toluene laser-induced
fluorescence thermometry in a
particle-laden flow

This chapter presents the published journal article:
Lewis, E. W., Lau, T. C. W., Sun, Z., Alwahabi, Z. T. and Nathan, G. J.
(2020), "Luminescence interference to two-colour toluene laser-induced
fluorescence thermometry in a particle-laden flow." Experiments in Fluids
61(4): 101.

The article in its published format is available at:
https://doi.org/10.1007/s00348-020-2942-8.

The content of this chapter is identical to that of the published article,
with the following exceptions:

1. The typesetting and referencing style may have been altered for consist-
ency within the thesis.

2. The position and sizing of the figures and tables may differ.
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Zeyad T. Alwahabi2,3, and Graham J. Nathan1,3

1School of Mechanical Engineering, University of Adelaide, Australia
2School of Chemical Engineering and Advanced Materials, University of

Adelaide, Australia
3Centre for Energy Technology, University of Adelaide, Australia

Abstract

We present the use of two-colour toluene planar laser induced fluor-
escence (LIF) to obtain spatially resolved measurements of the gas
temperature (Tg) in a particle-laden turbulent flow under sufficiently
dense particle loading that the interference from laser interactions
with the particles is significant. The effect of the ratio of volumetric
flow rates of the particle-phase to the gas-phase (ϕ) on the accur-
acy and precision of two-colour toluene LIF thermometry was sys-
tematically investigated for three particle materials, alumina, zinc ac-
tivated zinc oxide (ZnO:Zn) and polymethyl methacrylate (PMMA),
each of which have differing interactions with the excitation laser. The
PMMA particles were spherical and mono-disperse with diameters of
6 to 40 µm, while the alumina and ZnO:Zn particles had diameters in
the range 1-40 µm and 2-200 µm respectively. The results show that
the accuracy of the gas temperature measurement is insensitive to
particle size for the PMMA particles, but dependent on the instant-
aneous particle loading. Importantly, reliable measurements can be
performed in the dense two-way coupling regime, with the measure-
ment being accurate to within 5 ◦C for ϕ < 2.5×10−4 for the PMMA
particles and for ϕ < 7.6×10−4 for the alumina and ZnO:Zn particles.
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1 Introduction

Particle-laden turbulent flows within environments with strong temperature
gradients are employed in, or being developed for, a wide range of industrial
systems such as concentrated solar thermal (CST) receivers [1], pulverised
fuel flames [2] and flash calciners in alumina and cement production [3]. The
heat and mass transport processes that control the performance of these sys-
tems are highly complex, with mutually interacting and non-linear phenom-
ena such as turbulence, particle-fluid interaction, particle-particle collisions,
particle clustering, multi-mode heat transfer and chemical reactions [4–7].
Importantly, the mean and instantaneous distributions of particle number
density and temperature can ultimately affect process efficiencies, emissions,
safety and overall system performance. However, the lack of experimental
data of these distributions prevents the development of the detailed under-
standing and predictive models that are needed to optimise them. Hence,
there is an important need for high quality, reliable and spatially-resolved
measurements of the temperature of both phases in these complex particle-
laden flows.

The vast majority of industrial systems operate with particle concen-
trations that are sufficiently dense to be in the two- or four-way coupling
regime. Flows in the two-way coupling regime have particle volumetric load-
ings in the range 10−6 < ϕ < 10−3, where ϕ = V̇p/V̇f is the ratio of the
volumetric flow rates of particles to the fluid. At these loadings both the
surface area and/or momentum of the particle phase influences the gas flow
field sufficiently for it to differ substantially from its single-phase counter-
part [5]. In the four-way coupling regime, ϕ > 10−3, the particle loading
is sufficiently high such that particle-to-particle interactions also become
significant. Additionally, in concentrated solar systems and most conven-
tional combustion systems, both the convective and radiative heat transfer
modes are also significant [7, 8], with particle radiation absorption complic-
ated by shadowing, attenuation and re-radiation effects from other particles.
These flows are typically turbulent, such that fluctuations in the instantan-
eous velocity difference between individual particles and the surrounding gas
may substantially affect local convection, and hence local gas temperatures.
Particle-laden flows typically also involve the generation of clusters, which
are localised regions with instantaneous particle loadings much greater than
the mean [4, 9]. The presence of these clusters can significantly affect in-
dividual particle radiation absorption and emission [10]. The complexities
of resolving all the parameters in turbulent, particle-laden flows with multi-
mode heat transfer makes modelling these systems challenging while direct
numerical simulations are computationally expensive [6, 8, 11]. Therefore,

124



Paper I Page 3 of 34

both qualitative and quantitative experimental measurements in well-defined
flows are required to improve the fundamental understanding of heat transfer
processes in non-isothermal particle-laden flows as well as to provide data for
the development and validation of models.

A thorough understanding of non-reacting particle-laden flows typically
requires access to simultaneous and spatially resolved measurements of ve-
locity, concentration and temperature. While there have been recent strides
in the measurement of particle velocity and temperature [12, 13], there is
a paucity of in-situ, well resolved experimental measurements of temperat-
ure distributions in particle laden flows. This is particularly true for multi-
dimensional data provided by planar imaging, which can measure both gradi-
ents and information of spatial distributions. Previous planar measurements
have either been limited to the particle-phase temperature [14], or to flows in
which the particle diameter and temperature gradients are sufficiently small
to allow the assumption that the particles are in thermal equilibrium with the
surrounding gas [13, 15, 16]. Hence, to date no direct measurements of the
gas-phase temperature in radiatively heated particle-laden flows are avail-
able. This gap is significant because the heat transport to gases in strongly
irradiated particle-laden flows, such as those in solar receivers, is dominated
by an energy balance between radiative heating to the particles and con-
vective cooling to the gas. Furthermore, with sufficiently strong heat fluxes,
these processes can be expected to be strongly coupled because they will
generate large temperature gradients around small particles and may lead
to strong buoyancy effects in some circumstances [17]. However, no data
are presently available with which to assess the reliability of various poten-
tial techniques for planar measurement of the gas-phase temperature in the
presence of particles.

Techniques such as Rayleigh scattering, coherent anti-Stokes Raman scat-
tering (CARS) and laser induced fluorescence (LIF) have been widely used
to measure spatially resolved gas temperature in single-phase flows [18–22].
However, large uncertainties are introduced when applying these laser-based
methods to particle-laden flows, because the intensity of elastically scattered
laser light from particles is typically significantly stronger than the ther-
mometry signal. Filtered Rayleigh scattering is one potential approach to
suppress the elastically scattered light using a narrowband filter [23], al-
though previous applications of this method have found it to be sensitive
to stray light. Other methods to suppress this scattered light include struc-
tured illumination [24], however it is less well established than LIF, which
has the advantage that emissions from the thermometry signal are at longer
wavelengths than the excitation laser. This allows interference from elastic
scattering to be reduced by optical filtering, as shown by previous works
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imaging near surfaces [25] and with droplets [26]. By selection of a suitable
fluorescent vapour as a tracer, the LIF signal can be derived directly from the
gas-phase, without the need to assume thermal equilibrium with a particle
tracer. The underlying principle of LIF thermometry is the dependence of
the fluorescence emission intensity on the tracer temperature, as represented
by the following equation [21],

ILIF,λ ∝ Ilaser(x, r)ηλn(x, r)FQYλ(T (x, r)), (1)

where ILIF is the fluorescence emission intensity, λ is the emission wavelength,
Ilaser is the laser intensity, x is the axial co-ordinate, r is the radial co-
ordinate, η is the detection efficiency of the camera, n is the concentration of
the tracer, T is the tracer temperature and FQY is the fluorescence quantum
yield of the tracer. To accurately measure the gas-phase temperature from
the fluorescence intensity, the tracer concentration and laser power must
either be measured and/or kept uniform in the measurement region. This
is challenging to achieve in practical systems, especially in turbulent flows
with significant mixing and a discrete (i.e. particle) phase. However, a useful
option to mitigate these challenges is to use two-colour LIF, whereby tem-
perature is measured using the ratio of emission intensity in two wavelength
bands, which cancels all spatial effects [27]. This leaves the ratio as a function
of temperature only, as shown by the equation,

Ired
Iblue

∝ ηredFQYred(T (x, r))

ηblueFQYblue(T (x, r))
, ∴ T (x, r) = f(

Ired
Iblue

), (2)

where the two wavelength bands are called the blue and red channel respect-
ively, and the function f is determined through calibration. The main limit-
ation of this method is that the overall measurement uncertainty is increased
by the use of two cameras, each of which is constrained by the signal to noise
ratio. There is therefore a need to quantify these effects in particle-laden
flows.

The presence of particles in the imaging region increases the errors in the
intensity measured relative to in a single-phase medium, with the interfer-
ence originating from several sources. These include: a) attenuation, which
reduces light intensity as a function of path distance through the attenuat-
ing medium thereby also reducing the signal [28]; b) multiple scattering of
light from particles, which can introduce false signals in the measurement
region; and c) luminescence of particles after absorption of the excitation
light, resulting in processes such as fluorescence and phosphorescence.

While the two-colour LIF provides a viable method to measure temper-
ature, it has not previously been demonstrated to have a useful accuracy in
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particle-laden turbulent flows, which will generate large interferences. There-
fore, the aim of the present investigation is to demonstrate a method to spa-
tially measure the gas-phase temperature in a particle-laden turbulent flow,
and to quantify the effect of the presence of particles on the accuracy of the
temperature measurement. The environment chosen for this assessment is
a turbulent jet laden with solid particles, which allows systematic variation
of particle diameter, volumetric loading and the optical properties of the
particles.

2 Methodology

2.1 Experimental arrangement

The experiment, as shown in Figure 1, consisted of a vertically upward
particle-laden jet issuing from a long, round pipe of internal diameter D
= 6.23 mm. The pipe length was 1100 mm, resulting in a length to diameter
ratio of 176, so that the particle-laden flow approached a fully developed
state at the jet exit [29]. The jet pipe and a 69 mm coaxial annular flow were
centrally located in a 300 mm square wind tunnel. A honeycomb section and
a series of mesh screens were placed upstream of the tunnel inlet to condition
the flow, which was driven with a fan downstream from the test section. The
jet and annular flows had respective bulk velocities of 12.3 m/s and 1 m/s,
resulting in a jet to co-flow velocity ratio of 12.3, matching the previous work
of Lau and Nathan [30]. The wind tunnel co-flow consisted of air flowing at
1 m/s to match the annular flow. The resultant Reynolds number of the jet
flow, defined as ReD = ρV D/µ, where ρ is the fluid density, V is the flow
bulk velocity, µ is the dynamic viscosity of the fluid, was 5000, resulting in
a turbulent flow at the pipe exit.

Both the jet and annular flows employed nitrogen (purity > 99.99%)
as the carrier gas, while the jet was also seeded with toluene vapour and
particles. The toluene vapour was seeded into the jet flow by bubbling
the nitrogen through a reservoir of liquid toluene, resulting in a concen-
tration of approximately 2.75% by volume, corresponding to saturation at
room temperature [31]. Toluene was selected as the tracer because it is a
well-established species for two-colour thermometry with high relative signal
strength and sensitivity to temperature compared to other tracers used for
LIF [32]. Nitrogen was used in both the jet and annulus to avoid quenching
by oxygen of the fluorescence signal in the measurement region [33]. The
source of the excitation beam was the fourth harmonic of a Quantel Q-smart
Nd:YAG laser operating at 10 Hz, a wavelength of 266 nm and an output
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Figure 1: Schematic diagram of the experimental arrangement for simul-
taneous two-colour LIF gas-phase temperature measurements and particle
imaging in a turbulent, particle-laden jet.
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laser energy of 100 mJ/pulse. The edges of the beam were trimmed using
an iris aperture before the beam was formed into a sheet 40 mm high and
0.3 mm wide at the jet centreline using three cylindrical lenses with an ap-
proximate resultant fluence of 417 mJ/cm2 in the measurement region. At
this fluence the relationship between emission intensity and laser power is
non-linear [34]. Hence, the emission spectrum of toluene was measured us-
ing a spectrometer (Princeton Instruments Acton Series Spectrograph) for
fluences from 14-654 mJ/cm2. The normalised emission spectrum, and res-
ultant ratio of intensities in two spectral bands, was measured to be constant
over the range of fluences investigated. As such the two-colour ratio method
was found to be suitable for temperature measurements for the current ex-
perimental conditions.

The two colours of the LIF emission were recorded separately using two
PI-Max4 intensified CCD cameras with the image focussed using separate
50.8 mm diameter spherical lenses with an iris aperture (f = 100 mm, Thor-
labs LB4821) for each channel. Both cameras imaging fluorescence emissions
were positioned on the same side of wind tunnel and imaged the same region
in the flow, so that the effects of laser beam attenuation and signal trapping
by particles were identical for both images. The cameras have a bit depth
of 16, a 1024×1024 pixel array with a pixel size of 32.7 µm. Both cameras
recorded images simultaneously at 1 Hz, imaging the full width of the jet
near the pipe exit, from −2.75 < r/D < 2.75, and 0.5 < x/D < 6. The
camera gates were opened 50 ns before the laser was triggered and remained
open for 350 ns to image the strongest part of the fluorescence emissions
while minimising exposure to background light [35].

The colours to the two detection channels were separated from the fluores-
cence emissions using optical filters. The total emission first passed through
two 275 nm long-pass filters (Asahi spectra) arranged in series. The filtered
emission was then split into two channels using a 310 nm dichroic beam-
splitter (Semrock FF310-Di01). Additional optical filters were also used sep-
arately for each channel, namely a 272 nm long-pass (Semrock FF01-272/LP)
together with a 280 nm band-pass filter (Semrock FF01-280/20) in series for
the blue channel, and a 300 nm long-pass (Semrock FF01-300/LP) together
with a 330 nm short-pass filter (Semrock FF01-330/SP) in series for the red
channel. The resulting spectral bands of the two fluorescence channels, Iblue
and Ired, have a high transmission at the wavelengths of 285 ± 5 nm and
315± 10 nm respectively, as shown by the combined optical density (OD) of
all filters used to form each channel in Figure 2. It should also be noted that
each channel has an OD ≈ 15 at 266 nm to block the elastic scattering of the
laser beam. The spectral bands for these two channels were chosen such that
the resultant intensity ratio is sensitive to temperature in the range expected

129



Paper I Page 8 of 34

260 270 280 290 300 310 320 330

Wavelength (nm)

0

5

10

15

20

C
o
m

b
in

ed
 O

D
 o

f 
fi

lt
er

s

Red channel

315  10 nm

Blue channel

285  5 nm

Figure 2: Combined optical density (OD) of all optical filters and beam-
splitter used to form the two detection channels for two-colour thermometry,
as calculated from the manufacturers data [36, 37].

in the current experiment, i.e. 15 < T < 160 ◦C [38]. More specifically,
the blue channel is expected to measure the peak fluorescence emission of
toluene, which occurs approximately at 280 nm in the expected temperat-
ure range, while the red channel measures the spectral region that is highly
sensitive to temperature [39].

Particles were introduced into the jet using a screw feeder located within a
sealed, pressurised enclosure. The average volumetric loading was controlled
by setting the screw rotation speed to achieve a time-averaged loading of
ϕbulk = 4 × 10−4 for all experimental cases. Three types of particles pre-
viously used in two-phase flow measurements [12, 30], namely polymethyl
methacrylate (PMMA), zinc activated zinc oxide (ZnO:Zn) and alumina,
were chosen for the study. Each of these materials exhibits a different spec-
tral response to UV light, with PMMA emitting broadband fluorescence and
ZnO:Zn emitting fluorescence and phosphorescence. Alumina is not expected
to emit luminescence after interaction with UV light. The PMMA particles
were spherical with diameters of 6, 10, 20, 40 µm (to within 10% for each
size) [30]. Due to their mono-disperse size distribution they were used to
compare the effect of particle size on interference. The alumina particles had
a nominal diameter of approximately 1 µm, although they tended to form ag-
gregates up to 40 µm diameter in the feeding system. The ZnO:Zn particles
had a size distribution of 2-200 µm. The alumina and ZnO:Zn particles were
baked in an oven overnight before each measurement day to minimise the
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potential for particle aggregation. LIF images were also recorded under the
same flow and imaging conditions without particles to ascertain the accuracy
of the method without interference from particles.

The Mie scattering from the particles was imaged simultaneously with the
fluorescence emissions using a third intensified CCD camera (PCO HSFC
pro, 12 bit) fitted with a Nikon lens (f = 50 mm, F/1.4). These images
were collected unfiltered with the camera positioned diametrically opposite
to the optically filtered cameras (see Figure 1). The signal from the scattered
light was used to infer the instantaneous spatial distribution of the particle

volumetric loading on a pixel-by-pixel basis, i.e. ϕ(x, y, t) = ϕbulk
I(x, y, t)

Imean

,

where I(x, y, t) is the instantaneous intensity measured, and Imean is the time-
averaged intensity in the region of−0.1 < r/D < 0.1, 0.5 < x/D < 3 (i.e. the
region where particle number density is approximately uniform). It should
be noted the relationship above is exact only for the mono-disperse PMMA
particles, since the scattered signal is proportional to both the particle dia-
meter and number density. For the alumina and ZnO:Zn particles, which
have a wide size distribution, the local volumetric loading was estimated by
assuming that the statistical distribution of particle sizes in each instantan-
eous image is constant. With this assumption, the mean scattering intensity
from each instantaneous image is directly proportional to the mean particle
volumetric loading. The particle loading inferred using this assumption is de-
noted the pseudo particle volumetric loading, ϕ∗. To ensure that the particle
concentration imaging was not influenced by the fluorescence emissions of
toluene, images of a flow of nitrogen seeded with toluene were compared
with those from a flow of nitrogen only. It was found that there was no
significant increase in the signal measured when toluene is added to the flow,
which implies that the fluorescence signal from toluene was below the noise
level of this camera.

2.2 Image processing

The instantaneous images from all three cameras were processed separately
using a series of stages. Firstly a background image was subtracted from
each instantaneous image. The background image was averaged from 500
images taken under experimental conditions without the jet flow, after all
the toluene and particles had been flushed from the imaging region. A sep-
arate set of background images were recorded for each experimental day.
Next, the images from all three cameras were spatially aligned by matching
points on a target image consisting of a grid of holes illuminated by a diffuse
UV lamp. For each instantaneous image, pixels with intensity values below

131



Paper I Page 10 of 34

10% of the mean intensity in the potential core region (-0.1 < r/D < 0.1,
0.5 < x/D < 3) of the time-averaged room temperature image taken without
particles were discarded from further analysis. The fluorescence intensity ra-
tio was then calculated using the remaining pixels on a pixel-by-pixel basis.
The instantaneous intensity ratio images were then normalised by the time-
averaged intensity ratio of the room temperature case. This corrects for
spatial inhomogeneity in the collection efficiency of both cameras capturing
fluorescence emissions and was done on the basis that the time-averaged in-
tensity ratio at room temperature should be uniform. The intensity ratio was
converted to temperature using the calibration curve shown in Figure 5. The
temperature images were then smoothed using a 9×9 mean filter to decrease
the influence of noise on the measured results. The result is that each pixel
corresponds to a measurement width and height that is approximately the
same size as the light sheet thickness, i.e. each pixel measures a volume with
dimensions 294×294×300 µm.

2.3 Calibration

Prior to the main experiment, calibration measurements were conducted by
imaging the toluene-seeded jet flow at 13 gas temperatures between 15 ◦C
and 160 ◦C. The temperature of the gas was controlled using an electrical
tape heater wrapped around the jet pipe (Briskheat BWH052100LD) set to
provide a constant heating voltage. The actual gas temperature was meas-
ured at x/D = 0.5 using a thermocouple inserted in the flow. A total of 250
images were captured at each temperature, with the imaging and illumina-
tion configuration matching that of the main experiment. The intensity ratio
was averaged over a 240×45 pixel region near the jet exit (−0.3 < r/D < 0,
0.65 < x/D < 2), where the temperature was spatially and temporally uni-
form and there was no interference from the thermocouple probe.

2.4 Spectroscopic arrangement

Measurements of the spectral emissions at room temperature of 17 ◦C were
conducted for all three types of particles after illumination with the 266 nm
laser light. This was done by directing a 266 nm laser beam onto steel plates
coated with the three types of particles and recording the emissions using
a spectrometer (Princeton Instruments Acton Series Spectrograph) with a
150 groove/mm grating, as shown in Figure 3. The laser excitation en-
ergy was 1 mJ/pulse, with the beam focussed onto a 2 mm circular area
of the particle-coated plates using a spherical lens, resulting in a laser flu-
ence of 31.8 mJ/cm2. The emission signal from the particles was focussed
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Figure 3: Optical arrangement for the spectroscopic measurement of the
response of each particle type to excitation by 266 nm light. The particles
were mounted to a plate as shown.

with another spherical lens onto a fibre optic probe that transferred the col-
lected light to the spectrometer through an optical fibre bundle (Thorlabs
BFL200HS02). A long-pass filter (Semrock 272 nm) was placed between
the lens and probe to separate reflected laser light. Spectral emissions were
measured for wavelengths between 280-500 nm in intervals of 0.17 nm. The
spectrometer camera gate width was 200 ns, opening 20 ns before the laser
pulse to maximise signal collected and minimise noise. The signal intensities
were averaged over 200 exposures, with the camera gain fixed at unity so
that the emission intensities for all particle types could be compared under
identical operating conditions.

3 Results

3.1 Spectroscopy measurements

The emission spectrum from each type of particle during exposure to 266 nm
radiation is presented in Figure 4, with the data smoothed using a three-
element moving-mean filter to improve clarity. The phosphorescent emissions
from ZnO:Zn particles are in the range from 350-420 nm, which is similar
to the phosphorescence emission spectrum after excitation at 355 nm [14,
16]. The signal in the spectral range captured in the main experiments (280-
325 nm) is low, indicating that the phosphorescence will provide little in-
terference to temperature measurements. The signal from alumina particles
is very low, more than 3 orders of magnitude less than the peak emission
from ZnO:Zn across the entire spectral range measured. This implies that
there will be negligible interference from the alumina particles in the spectral
channels used for the current two-colour LIF thermometry measurements.
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Figure 4: The measured spectroscopic response of the three types of particle
to illumination with 266 nm laser light. For reference, the two spectral bands
toluene fluorescence detected were at 285 ± 5 nm for the blue channel and
315± 10 nm for the red channel.

However, the PMMA particles exhibit a broadband emission (280-500 nm),
which constitutes an interference to the wavelengths measured in the main
experiments, with a peak at 315 nm. The measurements were verified to
be insensitive to laser fluence, up to the fluence used in the main experi-
ment. These results highlight the importance of particle material selection
in experiments utilising the two-colour planar LIF thermometry method.

3.2 Calibration

Figure 5 presents the dependence on temperature of the fluorescence intensit-
ies of both the red and blue channels, in terms of signal to noise ratio (SNR),
together with the subsequent ratio. The SNR is defined as the ratio of tolu-
ene fluorescence signal for each channel to the noise in the background for
that channel. The noise measured by each pixel varied by less than 1% from
the mean across the entire array, so that mean value was used for all pixels.
The SNR during the calibration was 14.2 and 25.2 at room temperature for
the red and blue channels respectively, decreasing to 6.0 and 6.9 at 160 ◦C.
This decrease in SNR with temperature is due to the decrease in fluores-
cence quantum yield of toluene with temperature [27]. The intensity ratio
was found to increase linearly with temperature in the range of 15 ◦C < T <
160 ◦C, which allowed a linear function to be used, reducing uncertainty and
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Figure 5: Calibration curve of the dependence on gas temperature of the
signal to noise ratio (SNR) for both channels (red and blue lines), together
with the resultant intensity ratio (black markers), as measured in a heated jet
without particles. The dashed black line is a linear curve fit of the intensity
ratio data.

simplifying the image processing. The resultant curve fit was found to be

T = 482.6
IRed

IBlue

− 248.1 (with a R-squared goodness of fit, R2 = 0.9997),

where T is in ◦C, although it should be emphasised that this equation is only
applicable to the current imaging conditions. Multiple runs of the calibra-
tion measurements taken before and after the main experiments showed an
average difference in the intensity ratio of 3.17%, with a maximum difference
of 4.85% occurring at 145 ◦C. The uncertainty in the calculated temperature
is shown as error bars in Figure 5, which presents the standard deviation of
the spatially-averaged intensity ratio measured within single images. This
increases from ±0.0027 (corresponding to a temperature error of ±1.3 ◦C)
at 15 ◦C to ±0.0089 (±4.3 ◦C) at 160 ◦C. The error in intensity ratio is less
than 5 ◦C at each temperature despite standard deviations of up to 10% in
fluorescence intensity. This highlights the advantage of using the two-colour
method for temperature measurement as it is significantly less sensitive to
fluctuations in the toluene concentration and laser power than the raw in-
tensity.
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3.3 Single-phase temperature measurements

The gas temperature was measured in a flow without particles, i.e. ϕ = 0,
to assess the accuracy of the method at a reference case. The jet centreline
fluorescence intensity, Ic, and the scalar mean, Θc, normalised by the exit
values, Ie and Θe respectively, are presented in Figure 6 and Figure 7. Here,
Θ(x, r) = T (x, r) − Ta is the mean scalar field, where Ta is the ambient
temperature, while the exit values were measured on the jet centreline at
x/D = 0.5. In these figures, the axial co-ordinate is normalised by the
effective diameter Dϵ, which accounts for the variations in the initial fluid
density and the mean bulk velocity of the jet at the different temperature
conditions [18, 40–42]. The effective diameter for a single-phase pipe jet is
defined as

Dϵ =
2Me√
πρ∞Je

(3)

where

Me =

∫ D
2

0

2πρeUerdr (4)

is the jet exit mass flux,

Je =

∫ D
2

0

2πρeU
2
e rdr (5)

is the jet exit momentum flux, ρe is the density of the jet at the exit plane,
ρ∞ is the density of the surrounding fluid and Ue is the mean axial velocity
at the jet exit.

The results in Figure 6 show that there is a decay in the signal intensity
of both the red and blue channels as the flow moves downstream, primarily
due to the mixing of the seeded jet with the unseeded annular flow of nitro-
gen. Further downstream, any additional mixing with the co-flow of air will
introduce quenching of the toluene signal by oxygen. The resultant scalar
mean, presented in Figure 7, is approximately uniform for x/Dϵ < 3 for all
cases in which the jet is heated, before decaying with axial distance in the
manner expected for a pipe jet [42–44].

Importantly, the data for x/Dϵ < 4 collapses for all measured temper-
atures, which provides evidence for the robustness of the current technique.
Also shown in Figure 7 is the centreline decay in the near field as meas-
ured previously by Papadopoulos and Pitts [43] (P&P), at similar Reynolds
numbers of 6,000 and 8,100 with respective density ratios of ρe/ρ∞ = 0.55
and 1.52. Only data from other cases in the near field at similar Reynolds
number are compared as the centreline scalar mean profile is dependent on
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Figure 6: The fluorescence intensity at the jet centreline, normalised by the
exit value Ie, for both the red and blue channels for the heated unladen pipe
jet. Only every 20th data point is shown for clarity.

0 1 2 3 4 5 6 7 8
0.2

0.4

0.6

0.8

1

0.96    22.4°C

0.94   41.5°C

0.91   62.8°C

0.88   82.0°C

0.86   98.1°C

0.84   118.9°C

0.55 (P&P)

1.52 (P&P)

e

/    
e

0 2 4 6

0

0.2

0.4

0.6

Figure 7: The axial evolution on the centreline of the normalised scalar mean,
Θ = T (x, r)− Ta, where T (x, r) is the measured gas-phase temperature and
Ta = 17 ◦C is the ambient temperature. The inset shows the measured
temperature on the centreline for the ambient case. Only every 50th data
point is shown for clarity. Also shown are the previous measurements of [43],
denoted as P&P.
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Reynolds number [19]. The current results of Θc/Θe match well with that
of P&P’s ReD = 6000 case through the measurement region for Θe < 82.0,
with the scalar being uniform for x/Dϵ < 3 before decaying to Θc/Θe = 0.8
at x/Dϵ = 5. At higher temperatures, Θe > 82.0, the current data matches
well with P&P’s results only for x/Dϵ < 4. The differences in results for
x/Dϵ > 4 are attributed to the differences in experimental conditions, in
particular the use of a co-flow which was not used in P&P’s measurements.
Hence, the agreement in the results is sufficiently good to give confidence in
the present measurements. For the room temperature case, the use of the
normalised scalar mean Θc/Θe is not appropriate as the normalisation terms
become zero. Hence the non-normalised values are used for this case. This
is presented as a difference between the temperature measured by the two-
colour ratio and the ambient temperature, ∆Tdep = TIR − Ta. The results,
presented in the inset of Figure 7 shows that the measured temperature is
accurate to within 0.1 ◦C < ∆Tdep < 0.5 ◦C over the range 0.5 < x/D < 6.

Figure 8 presents the radial distribution of fluorescence intensities norm-
alised by the centreline intensity Ic for both channels, together with the res-
ultant scalar mean normalised by the centreline value, Θ/Θc , at x/D = 0.5.
The toluene fluorescence intensities are uniform to within 15% in the central
region of the jet, |r/D| < 0.4. This results in a value of Θ that is uniform
to within 2% of the centreline value. Near to the jet edge, the normalised
intensities decrease to < 0.1 at |r/D| = 0.6, due to a dilution of the toluene
from mixing with the annular flow. Within this region, Θ/Θc tends to de-
crease with |r/D| over the range 0.4 < |r/D| < 0.5, albeit with some scatter.
Similar measurements of the radial temperature scalar profile of a jet emer-
ging from a long pipe at x/D = 0.1 by Mi et al. [42] matches well with the
present data in the range of |r/D| < 0.4. However, there are differences in
the two measurements in the region of 0.45 < |r/D| < 0.55. This can be at-
tributed to the low fluorescence signal strength of the present measurements
in this region. Nevertheless, the mean measured temperature at |r/D| = 0.5
is still accurate to within 1 ◦C of the actual temperature for the unheated
jet (inset of Figure 8) despite a 50% drop in fluorescence signal strength.

Figure 9 presents the standard deviation of the measured temperature
calculated from the ensemble of values measured at every pixel in every
image, σT , as a function of the signal to noise ratio for both fluorescence
channels at two jet exit temperatures, Θe = 0 ◦C and 118.9 ◦C. It can be
seen that σT decreases with increasing SNR for both channels under most
conditions as expected. For both channels, σT increases with temperature,
indicating that the fluctuations in temperature are not only due to noise, but
partly due to actual temperature variations in the flow. Nevertheless, for the
room temperature case, the minimum standard deviation is σT = 5.7 ◦C at a
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Figure 8: Radial distributions of (top) normalised fluorescence intensities for
both channels at the minimum and maximum temperatures measured and
(bottom) mean scalar field normalised by the centreline value at x/D = 0.5
for the single-phase flow and for all measured temperatures in the heated jet.
Only every 10th data point is shown for clarity. The inset in the bottom
sub-figure presents the difference between the measured and ambient tem-
peratures at x/D = 0.5 for the room temperature case. Also presented is the
mean profile measured by Mi et al. [42] at x/D = 0.1.
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Figure 9: Standard deviations of temperature measurements as a function
of signal to noise ratio, calculated from the entire array of pixels for all the
individual fluorescence images from both channels.

corresponding SNR of 51 and 25 for the blue and red channels respectively,
which provides an estimate to the minimum uncertainty of the current meas-
urements. For Θe = 118.9 ◦C the minimum standard deviation increases to
σT = 10.7 ◦C at a SNR of 34 and 24.5 for the blue and red channels, respect-
ively. However, it should be noted that the minimum SNR measured here is
dependent on the threshold values used; higher threshold values will decrease
σT at the expense of discarding more data. In any case, this highlights the
value of achieving a high SNR for both fluorescence channels.

3.4 Two-phase temperature measurements

A series of sets of single shot images are presented in Figure 10 for various
spatially averaged volumetric loadings (ϕ) of 20 µm PMMA particles, over
the range of 5×10−5 < ϕ < 8×10−4 for the case of the unheated jet. Each set
of images comprises the signal from the two fluorescence channels, the cor-
responding temperature presented as ∆Tdep and the distribution of particle
volumetric loading. These results are consistent with those for other sizes of
PMMA particles, not presented for conciseness. Since the jet is unheated at
the room temperature of 17 ◦C, any deviations in the measured temperature
distribution are due to a combination of the base measurement uncertainty of
the method (see section 3.3) and interference due to the presence of particles.
Uncertainty in the measured temperature can be particularly significant close
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to the jet edge, where the low concentration of the toluene tracer leads to
a weak fluorescence signal. However, these errors are restricted to the ex-
tremities of the jet, and are not expected to affect the measurements near
the centreline of the jet where the toluene concentration is relatively high.

For low particle loadings, ϕ < 2× 10−4, the interference due to the pres-
ence of particles on the temperature measurements can be seen to be small,
with little correlation between the particle concentration and the derived tem-
perature. However, for ϕ > 2 × 10−4, particle interference starts to become
more prominent. As an extreme example, for ϕ = 8×10−4 at x/D = 1.8 and
r/D = 0.1 (Figure 10f-iii), the derived gas temperature was 189 ◦C greater
than the actual gas temperature. A comparison with the particle distribu-
tion reveals that this region corresponds to a localised area of high particle
concentration. Interference is also evident in the images without toluene,
where a local region of high particle concentration (ϕ = 7.9 × 10−4) can be
seen in the red channel, although this intensity is significantly lower than
from the toluene fluorescence.

Such interference from particles could be due to attenuation, signal trap-
ping, multiple scattering and/or particle emission. Attenuation from particles
is estimated to be small, with a maximum attenuation of 26% across the
measurement region calculated for the alumina particles [28]. Signal trap-
ping between the measurement region and imaging plane is also expected to
be negligible as the pipe diameter is small (D = 6.23 mm). Furthermore,
the effect of both attenuation and signal trapping is expected to reduce the
signal in both channels equally, such that the ratio will remain unchanged.
The effect of multiple elastic scatterings was assessed by inserting a 0.5 mm
diameter wire in the laser sheet to generate a dark line in the images along
the beam direction, and subsequently comparing the intensity measured in
each channel of flows with and without particles, for the same laser fluence.
The intensity profile measured by the filtered cameras in the region around
the wire was the same for instantaneous particle loadings from 0–8×10−4,
showing that the effect of multiple scattering is also negligible. Therefore,
the increase in derived temperature in these regions is attributed primarily
to the emission from the PMMA particles interfering with the fluorescence
signal from the toluene tracers (see also Section 3.1). The large errors in
measured temperature in the flow with a volumetric loading of ϕ > 4× 10−4

for these PMMA particles suggests that this is a useful threshold in accuracy
of the gas temperature measurement with this type of particle.

Figure 11 presents the probability density function (PDF) of measured
temperature for a series of volumetric loadings of 20 µm PMMA particles,
representing different levels of interference corresponding to the images shown
in Figure 10 and ensemble averaged over 5 images for each loading. The
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Figure 10: Selected simultaneous single shot images for various spatially
averaged volumetric loadings of 20 µm PMMA particles in an unheated jet
of (i) the blue channel intensity, (ii) the red channel intensity, (iii) the
corresponding error in the temperature and (iv) local particle volumetric
loading. The images in row (e) were collected without toluene in the flow,
note that the colourbar scale is different for this case
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Figure 11: PDFs of the difference between the measured and actual gas tem-
peratures obtained in the unheated jet laden with 20 µm PMMA particles.
These PDFs were calculated for data in the region of |r/D| < 0.4, 0.55 <
x/D < 3.

results show that the PDFs have a Gaussian-like profile, with a standard
deviation of approximately 5.9 ◦C for ϕ = 0, increasing slightly to a standard
deviation of 8.1 ◦C for ϕ = 8 × 10−4. The peak of the PDF occurs for
∆Tdep ≈ 0 at ϕ < 1 × 10−4, implying a negligible bias error at these
low loadings. However, this bias error increases significantly for ϕ > 2 ×
10−4, with the peak of the PDF for ϕ = 8 × 10−4 occurring at ∆Tdep =
15.8 ◦C. That is, the bias error from PMMA particles increases with particle
loading. The increase in the standard deviation of measurements with higher
particle loading indicates that the random error is also more significant when
particles are present in the flow. The combination of these errors indicate
that the local particle loading is a major factor in determining the accuracy
of LIF thermometry in practical cases. Nevertheless, these errors represent
the worst-case scenario, since they were obtained with the spectrally active
PMMA particles.

Figure 12 presents the influence of particle volumetric loading on ∆Tdep

for 4 different PMMA particle sizes measured on the jet centreline near the
exit plane, in the region of |r/D| < 0.25, 0.85 < x/D < 1.15 (i.e. where
the fluorescence SNR is strong). The results show that ∆Tdep increases with
ϕ, as previously discussed. For example the mean ∆Tdep for the 20 µm
particles is 2.7 ◦C, 9.7 ◦C and 25.9 ◦C at ϕ = 1.4 × 10−4, 4.4×10−4 and
1.4×10−3 respectively. This trend is consistent for all particle sizes, implying
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Figure 12: Effect of particle loading on the difference between the measured
and actual gas temperature for four different PMMA particle sizes in the
unheated jet. Here the measurements were limited to the centreline at x/D =
1. The error-bars denote ±1 standard deviation.

that particle diameter does not have a significant impact on the temperature
measurement. As the number of particles increase with decreasing particle
diameter for any given particle loading, the results also show that it is particle
volumetric loading, rather than particle number density, which impacts the
measurement accuracy. For ϕ < 1.4 × 10−4, ∆Tdep + σT < 10◦C for all
particle diameters. The standard deviation in the temperature error, σT ,
also increases with ϕ, from σT = 5.7 ◦C for ϕ = 0 to σT = 8.1 ◦C for
ϕ = 4.4× 10−4 and σT = 10.8 ◦C for ϕ = 1.4×10−3, for the 20 µm particles.
These results are consistent with the results in Figure 11 showing that both
the random and bias errors in the gas temperature measurement increase with
particle loading, with the most significant increase occurring for ϕ > 2×10−4

regardless of particle size.

Figure 13 shows effect of particle volumetric loading on the fluorescent
intensity measured at room temperature in both channels, normalised by
the time-averaged intensity of the flow without particles. The results show
that neither the mean or standard deviation of the normalised intensities
are strongly influenced by particle size, which implies that the error in gas
temperature measurement is independent of particle size, at least for the
particles investigated in the present study. This is consistent with the derived
temperature data presented in Figure 12. However, Figure 13 also shows that
the normalised intensities are influenced by particle loading, particularly at
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Figure 13: Effect of particle loading on the intensity measured in both the
blue and red channels normalised by the intensity without particles, for four
different particle sizes in the unheated jet, measured on the centreline at
x/D = 1. The error-bars denote ±1 standard deviation.
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Figure 14: Selected single shot images of the difference between the meas-
ured and actual gas temperature (top row) and particle volumetric loading
(bottom row) for all particles investigated in the unheated jet. Note that
the pseudo-loading is used in lieu of the actual particle loading for the alu-
mina and ZnO:Zn particles. The spatially averaged volumetric loading is
ϕ
∗
= 2× 10−4.
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high values of ϕ. At loadings of ϕ > 10−3 the average normalised intensity of
the red and blue channels are 10% and 5% greater, respectively, than in the
flow without particles. The greater increase in the red channel relative to the
blue channel results in an increase in the two-colour ratio, and subsequently
the measured temperature, as seen in Figure 12. This greater increase in
red channel intensity could be due either to the toluene fluorescence signal
strength being lower in the red band (see Figure 5), which would lead to
a greater relative influence from broadband interference, or to interference
from PMMA fluorescence, which is stronger in the red channel than the blue
(see Figure 4).

Instantaneous images of the gas temperature and particle volumetric load-
ing for four different PMMA particle sizes, together with the alumina and
ZnO:Zn particles, are presented in Figure 14 for a spatially averaged particle
loading of ϕ

∗
= 2×10−4. From the images with the 6 µm and 10 µm particles

(bottom row of Figure 14), it can be seen that coherent clusters of particles
develop with the jet, consistent with previous measurements [45]. The local
particle loading can be much higher than the average loading (ϕ∗ > 8×10−4)
within these clusters, which in turn increases local particle interference and
subsequently the uncertainty in the gas temperature measurement. By con-
trast, the alumina particles are approximately uniformly distributed through-
out the flow, with ∆Tdep < 15 ◦C throughout 82.7% of the pixels in the image
with intensities above the threshold value. However, in some regions particle
agglomerates cause interference to the temperature measurement. This can
be seen, for example, for the alumina at r/D = 0.1 and x/D = 5.2, where the
presence of a particle agglomerate results in a ∆Tdep = 53.8 ◦C. As alumina
does not fluoresce or phosphoresce (see Figure 4), the source of interference
in this case is attributed to Mie scattering of laser light. For the ZnO:Zn
particles, particle agglomeration is prominent, with many particle aggreg-
ates visible in the particle image. A high degree of particle agglomeration
has also been reported in previous studies [14]. However, while there appears
to be significant particle agglomeration, this does not significantly interfere
with the gas temperature measurements, indicating that scattering from the
ZnO:Zn particles is less significant than from the alumina.

Figure 15 presents the relationship between the particle pseudo-loading,
ϕ∗, and ∆Tdep for the three particle types tested. As can be seen, the trends
for the three particle types are similar, i.e. both ∆Tdep and σT increase
with ϕ∗. For a loading of ϕ∗ = 4.4 × 10−4, ∆Tdep is 3.1 ◦C and 3.9 ◦C
for the ZnO:Zn and alumina particles, respectively, with a corresponding σT

of 5.8 ◦C and 7.1 ◦C. These are substantially lower than the corresponding
errors for the PMMA particles (∆Tdep = 9.7 ◦C, σT = 8.1 ◦C). That is,
for the same particle loading, the ZnO:Zn particles have the smallest errors,
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Figure 15: Effect of local particle pseudo-loading (ϕ∗), measured as described
in section 2.1) on the temperature measured for ZnO:Zn, alumina and PMMA
particles, for the unheated particle-laden jet. Note that the data for the
20 µm PMMA particles are replicated from Figure 12 for reference.

while the PMMA particles have the greatest. This is despite the ZnO:Zn
particles emitting significant phosphorescence, because the majority of the
phosphorescence is emitted at wavelengths outside the spectral bands used
for toluene LIF in the current measurement, resulting in a weaker impact
on the temperature measurement. The alumina particles exhibit a similar
response to the ZnO:Zn particles for ∆Tdep, because there is no inelastic
emission from the alumina particles. In comparison, the emission from the
PMMA particles is significant within both of the spectral bands utilised for
toluene LIF in the current measurements (see section 3.1).

Taken together, these results show that all forms of particle interference
investigated here (Mie scattering, fluorescence and phosphorescence) can lead
to an increase in both random (larger σT ) and bias errors (larger ∆Tdep) in
the gas phase temperature measurement with increasing ϕ. For the present
imaging configuration, particle fluorescence is the most significant source of
error, limiting the particle loading of PMMA particles to ϕ < 2.5 × 10−4 to
ensure ∆Tdep < 5◦C. For the ZnO:Zn and alumina particles the corresponding
particle loading range for the same ∆Tdep is ϕ∗ < 7.6 × 10−4. Importantly,
for all cases, the SNR is sufficiently strong for the measurement to provide
useful measurements for a particle-laden flow in the two-way coupling regime,
demonstrating that the current method is capable of accurately measuring
gas-phase temperatures in conditions relevant to a wide range of industrial
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and natural particle-laden flows.

4 Conclusions

The range of conditions in which two-colour LIF thermometry can be used
in particle-laden flows with a known level of accuracy has been identified
for three types of particle with differing levels of spectral interference. This
extends understanding of the applicability of two-colour LIF thermometry
from previous work, which was limited to low loadings in particle-laden flows.
In particular, it has been shown that interference due to the interaction of
particles with light is typically negligible for particle volumetric loadings
within the lower end of the two-way coupling regime and can extend to the
bottom of the four-way coupling regime for particles without any significant
spectral interference. Hence it can be used within the regimes of interest to
many industrial applications.

The extent to which the interference from the particles influences the
intensity measured in the filtered spectral bands was found to depend on
the particle type. This increase in intensity of the interference with particle
loading is not the same in the blue and red channels, leading to an error
in the derived temperature. The luminescence of particles after UV ex-
citation is the most significant source of interference for PMMA particles.
However, spectral interference was not significant for the ZnO:Zn particles,
which phosphoresce at wavelengths outside the detected spectral bands, or
for the alumina particles, for which the main source of interference is Mie
scattering. The derived temperature was accurate to within 10 ◦C up to
particle loadings of ϕ∗ < 7.6 × 10−4 for the ZnO:Zn and alumina particles,
with a corresponding standard deviation σT = 5.8 ◦C and 7.1 ◦C respectively,
a slight increase from σT = 5.6 ◦C in the flow without particles. The interfer-
ence from particles on the derived temperature was found to be independent
of particle size for the PMMA particles, with an error of less than 10 ◦C
up to ϕ = 2 × 10−4 for all particle diameters tested, with a corresponding
σT = 8.1 ◦C at this loading for the 20 µm particles.

The interference from particles provides greater uncertainty in areas of
low toluene concentration, due to a lower fluorescence signal strength. Use of
ZnO:Zn or non-emitting particles may allow LIF measurement to be extended
into the denser end of the four-way coupling regime. However this can only
be confirmed with a reliable method of measuring particle loading for these
particles.
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5 Appendix

The accuracy of the two-colour thermometry is significantly influenced by the
strength of the fluorescence signals relative to the noise, as shown in Figure
9. In particular, because the temperature is inferred from the fluorescence
intensity ratio rather than directly from the individual fluorescence intens-
ities, the errors in temperature measurement can be particularly significant
where the signal strength of the denominator term, in the present case the
blue channel, is on the order of the noise strength. To reduce this effect, we
employ two commonly used post-processing techniques – thresholding and
smoothing. Here, we investigate the effect of these two technique on the
prevalence of errors in the temperature measurement for a single image. To
quantify the errors, we first calculate the difference between the measured
and actual temperature, ∆Tdep, on a pixel-by-pixel basis for the entire region
of the image that is above the specified threshold. The mean (∆Tdep) and
standard deviation (σ∆T ) of this ensemble were then calculated for the case
where the jet is unheated, because the actual gas temperature is uniform and
known for this case.

Figure 16 presents the effect of the threshold value, ϵ, on both ∆Tdep and
σ∆T . The threshold is normalised by Ibase, which is the temporally and spa-
tially averaged fluorescence intensity, within the region −0.1 < r/D < 0.1,
0.5 < x/D < 3, where the toluene tracer is not mixed with the co-flow. The
thresholding procedure was performed separately for each channel, such that
the temperature at each pixel was only calculated if the intensity in both
channels satisfy their respective threshold requirements. The values of Ibase
correspond to SNR = 38.4 and 19.6 for the blue and red channels respect-
ively. The results show that ∆Tdep < 0.1◦C for ϵ/Ibase > 7%, while σ∆T

reduces monotonically as ϵ/Ibase increases. While the errors in the measured
temperature can be further reduced at larger ϵ, this also reduces the number
of usable data points in each image, particularly near to the jet edges (see
Figure 8 and Figure 10). Therefore, as a compromise, a threshold value of
ϵ/Ibase of 10% was used for the present investigation. This resulted in pixels
with SNR ≤ 3.84 or 1.96 for the blue and red channels, respectively, being
excluded from the temperature measurement.

Figure 17 presents the influence of smoothing kernel size, N , on (∆Tdep)
and (σ∆T ). Here, the smoothing kernel applied to the instantaneous temper-
ature measurements is a N × N pixel mean filter. Pixels below the ϵ/Ibase
threshold were excluded from the smoothing procedure. Each pixel measures
a region of cross-section 32.7×32.7 µm, so that the minimum spatial resol-
ution of the filtered images is 32.7×N µm. A threshold value of 10% was
applied to the images before filtering. It can be seen that both |∆Tdep| and
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Figure 16: Effect of threshold magnitude (ϵ) as a percentage of Ibase on the
mean temperature error and corresponding standard deviation (∆Tdep and
σ∆T ) for two-colour LIF measurements in an unheated jet without particles.

σ∆T decrease as the filter size is increased. Without filtering (i.e. N = 1),
∆Tdep = −1.7 ◦C, with a standard deviation of 25.7 ◦C. For all values of
N ≥ 9, ∆Tdep < 0.025 ◦C, with the corresponding σ∆T for N = 9 and 15 be-
ing 8.3 ◦C and 5.7 ◦C respectively. While a larger smoothing kernel decreases
both |∆Tdep| and σ∆T , this comes at the expense of spatial resolution. Hence,
a kernel size of 9×9 pixels was chosen because it has a near zero mean error
with a relatively low standard deviation, while still preserving a reasonable
spatial resolution of 294 µm. As the light sheet thickness for the current ex-
periments is ≈ 300 µm, this results in a roughly cubic measurement volume
of 294×294×300 µm for each pixel.
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Figure 17: Effect of square filter kernel size (N) on the mean temperature
error and corresponding standard deviation ((∆Tdep) and σ∆T ) for two-colour
LIF thermometry of a single image in an unheated jet without particles.
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Appendix D

Paper II - Insights from a new
method providing single-shot,
planar measurement of
gas-phase temperature in
particle-laden flows under
high-flux radiation

This chapter presents the published journal article:
Lewis, E. W., Lau, T. C. W., Sun, Z., Alwahabi, Z. T. and Nathan, G. J. (2021),
"Insights from a new method providing single-shot, planar measurement
of gas-phase temperature in particle-laden flows under high-flux radiation",
Experiments in Fluids 62(4).

The article in its published format is available at:
https://doi.org/10.1007/s00348-021-03183-x.

The content of this chapter is identical to that of the published article,
with the following exceptions:

1. The typesetting and referencing style may have been altered for consist-
ency within the thesis.

2. The position and sizing of the figures and tables may differ.
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Abstract

Two-colour laser induced fluorescence (LIF) of toluene has been
demonstrated to provide in-situ, spatially resolved, planar measure-
ments of the gas-phase temperature in a particle-laden flow with strong
radiative heating at fluxes up to 42.8 MW/m2. Toluene was seeded
in trace quantities into the gas flow laden with particles of mean dia-
meter 173 µm at a volumetric loading sufficiently high for particle-fluid
and particle-particle interactions to be significant. The particle num-
ber density was also measured simultaneously using Mie scattering.
The two-colour LIF method was found to resolve temperature with
a pixel-to-pixel standard deviation of 17.8 ◦C for unheated measure-
ments in this system despite significant attenuation of the probe laser
and signal trapping of the fluorescence emissions from the densely
loaded particles. Following heating of the particles using high flux
radiation, the increase in the gas-phase temperature from convection
was found to be spatially non-uniform with highly localised regions of
temperature spanning from ambient to 150 ◦C. This gas-phase heating
continued well downstream from the limits of the region with radiat-
ive heating, with the time-averaged gas temperature increasing with
distance at up to 2, 200 ◦C/m on the jet centreline. The temperature
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of the flow was non-symmetrical in the direction of the heating beam,
because the particles attenuate the radiation through absorption and
scattering. The addition of radiation at fluxes up to 42.8 MW/m2

did not significantly change the particle number density distribution
within the region investigated here.

1 Introduction

Particle-laden flows with strong radiative heat transfer are present in a range
of systems including particle-based concentrated solar thermal (CST) receiv-
ers, flash calciners for alumina and cement production, and combustion of
particulate fuels. The particles in these systems are typically heated rapidly
following the absorption of high-flux radiation from a flame, concentrated
sunlight, or from a chemical reaction such as combustion. The resulting
strong thermal gradients lead to complex and non-linear heat transfer from
both convective and radiative processes between the heat source, particles,
fluid and the surroundings [1, 2]. These processes are further complicated by
non-linear and mutually interacting phenomena in particle-laden flows such
as turbulence, particle clustering [3], and particle-fluid coupling [4]. These
phenomena can affect the mean and instantaneous velocity and particle num-
ber density distributions [5], which in turn affect both the radiative and
convective heat transfer. Detailed understanding of these complex, coupled
phenomena requires accurate, spatially-resolved, multi-dimensional and sim-
ultaneous measurements of the temperature and velocity of both phases,
together with the local particle concentration (number density). However,
such measurements of all of these parameters are not presently available, par-
tially due to the challenging experimental arrangement required and lack of
suitable techniques. Recent experiments have begun to address this gap [6–
8]. However, there are currently no reports of in-situ and well-resolved meas-
urements of the gas-phase temperature in particle-laden flows with strong
radiative heating.

Previous numerical models of particles heated with high-flux radiation
in particle receivers have shown that heat transfer between the radiation
source and the particles, together with that between the particles and fluid,
is strongly dependent on both the particle size and number density [9, 10].
Furthermore, it has been demonstrated that particle clustering, whereby
particles are preferentially concentrated in highly localised regions, impacts
heat transfer processes and local temperature distributions [11], which in
turn affect the efficiency of the system. Additionally, the heating of particles
in suspension by radiation at sufficiently high fluxes can induce turbulence
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in the flow [12] and reduce the particle settling velocity [13] from the gen-
eration of buoyant plumes around the heated particles. The complexity of
particle-fluid interactions in these systems also increases with particle volu-
metric loading (ϕ = V̇p/V̇f , where V̇p and V̇f are the volumetric flow rates
of the particles and fluid respectively). Additional particle-gas interactions
occur for flows in the two-way coupling regime (for 10−6 < ϕ < 10−3) and
particle-particle interactions also occur in the four-way coupling regime (for
ϕ > 10−3), as defined by Elgobashi [4]. These mutually-interacting, complex
phenomena result in particle-laden flows being difficult to model reliably
without both new understanding and computationally-expensive direct nu-
merical simulations. Therefore, detailed experimental measurements of both
the flow temperature and particle concentration are required to enable the
development and validation of reliable, simplified models of these flows.

The use of experimental techniques with high spatial and temporal res-
olution in multiple dimensions are needed to provide measurements of spa-
tial and temporal gradients in turbulent flows. Laser based techniques are
a suitable choice, as these have the potential to provide spatially resolved
two-dimensional measurements from a nanosecond scale laser pulse. How-
ever, utilising laser-based methods in particle-laden flows is difficult due to
the challenges of laser attenuation, signal trapping [14], multiple scatter-
ing [15], and particle luminescence [16]. These challenges are particularly
significant in flows with the high particle loadings (ϕ > 10−3) that are used
in most practical systems, resulting in a paucity of detailed experimental
measurements in such environments. Previous thermometry measurements
of particle-laden flows with radiative heating include point measurements of
the gas and walls using thermocouples in a CST particle receiver [17], a vortex
particle receiver [18] and square duct [19], as well as planar particle temperat-
ure measurements in a jet [20]. However, there are currently no in-situ planar
measurements of the gas temperature in densely loaded particle-laden flows
heated by high-flux radiation that are spatially and temporally resolved. As
such there is a need for experimental measurements of parameters including
gas temperature to improve the current understanding of these flows.

Several techniques have been implemented to measure the instantaneous,
planar gas temperature in a variety of flows, including laser Rayleigh scat-
tering (LRS) [21], laser induced phosphorescence (LIP) [6] and laser induced
fluorescence (LIF) [22]. In LRS, the thermometry signal is at the same
wavelength as the excitation source (i.e. the laser), which results in sig-
nificant interference from Mie scattering in flows with particles. Filtered
LRS is a technique that has been used to suppress scattered laser light and
stray light from other sources. However, the Mie scattering from particles
is several orders of magnitude stronger than the Rayleigh signal leading to
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difficulties isolating the Rayleigh signal from the Mie scattering. Addition-
ally, the LRS signal is proportional to the local laser flux, which is highly
non-uniform in a densely loaded particle-laden flow due to attenuation and
multiple scattering. The LIF and LIP methods both have thermometry sig-
nals that are separable from scattered light using optical filtering and thus
are well suited for measurements in particle-laden flows. However, LIP for
gas-phase thermometry typically utilises small tracer particles in the flow to-
gether with the assumption that the two phases are in thermal equilibrium.
In a flow subject to high-flux radiation this assumption does not hold be-
cause of absorption of the high-flux radiation by the particles, which results
in a temperature difference between the particles and gas. In contrast, LIF
thermometry typically utilises gas tracers that give a direct measurement of
the gas-phase temperature. While LIF thermometry is a mature technique,
its accuracy particle-laden flows has only begun to be assessed recently in
an isothermal flow [16]. LIF thermometry has yet to be applied to measure
gas-phase temperatures with high spatial resolution in industrially relevant
particle-laden flows with strong thermal gradients.

Therefore, the objective of the present investigation is to determine the
spatially resolved gas-phase temperature distribution in a particle-laden flow
with a volumetric loading sufficiently high to be in the four-way coupling
regime and with high-flux radiative heating. This measurement is a step
towards improving understanding of heat transfer in particle-laden flows,
in particular particle-laden flows with significant particle-fluid and particle-
particle interactions. More specifically, we aim to experimentally determine
the mean and instantaneous gas-phase temperature distributions in a well-
characterised particle-laden flow heated at a systematically varied series of
radiative fluxes up to 42.8 MW/m2. We also aim to provide some new insights
from these measurements.

2 Methodology

2.1 Two-colour LIF thermometry

Toluene was chosen as the fluorescing species for LIF thermometry meas-
urements because it has been previously demonstrated in flows with a range
of challenging conditions including in a particle-laden jet [16], in flows with
droplets [7, 23], near to surfaces at kHz rates [24] and in shock tubes [25].
Toluene is a well-characterised fluorescent tracer suitable for measurements at
temperatures of 280K < Tg < 600K with an emission spectrum that is highly
sensitive to temperature [26]. Toluene LIF thermometry using the two-colour
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ratio method utilises the shift of the emission spectrum to longer wavelengths
with increasing temperature [27]. The intensity of fluorescence emissions (I)
at each wavelength (λ) after excitation by a suitable light source is dependent
on the local toluene concentration (n), laser pulse energy (Qlaser), the absorp-
tion cross-section (σabs) and fluorescence quantum yield (ΦF ). Importantly,
both σabs and ΦF , and subsequently the absorption and fluorescence emis-
sion, of toluene are temperature (T ) dependent [22]. The spatially resolved
emission intensity of a dispersed fluorescent tracer in a flow, following excit-
ation at a single wavelength using a laser formed into a sheet, is described
by the following equation:

Iλ ∝ Qlaser(x, r)n(x, r)σabs (T (x, r)) ΦF,λ (T (x, r)) , (1)

where x and r are two relevant spatial co-ordinates of the flow. The influence
of the spatially dependent parameters can be removed by taking the ratio of
emissions in two spectral bands formed using optical filtering. The resultant
ratio of signals measured by two cameras aligned to view along the same
optical path through the flow, each measuring the intensity of fluorescence
emissions in a filtered spectral band (Sλ), is shown to reduce to a function
of temperature only by the equation:

Sλ1

Sλ2

=
ηλ1ΦF,λ1(T )

ηλ2ΦF,λ2(T )
= f(T ) (2)

where η is the camera collection efficiency at the filtered wavelengths and
f is a function that can be determined through calibration. Importantly,
the intensity ratio is not dependent on the local laser fluence, Qlaser, or the
toluene concentration, n, removing the necessity to correct the measured
fluorescence emission for laser sheet attenuation, beam profile and mixing of
the toluene seeded flow with the ambient gas.

2.2 Experimental arrangement

The experiment consisted of a system to provide simultaneous gas-phase ther-
mometry and particle number density measurements in a particle-laden flow
heated with high-flux radiation, as presented in Figure 1. The central flow
issues from a long pipe with diameter D = 12.6 mm to generate a jet, with
a development length of 165D that is sufficiently long to approach a fully
developed particle-laden pipe flow [5]. The central pipe is aligned within
a co-annular pipe of diameter 69 mm, which is used to generate a co-flow.
The co-ordinate systems for the flow and optical system, together with the
size of the measurement region, are presented in Figure 2. The jet pipe was
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positioned centrally within a vertically oriented, downward directed wind
tunnel of 300 mm square cross section. This arrangement was designed such
that the pipe jet matches that investigated by [28]. The central pipe had a
bulk velocity of Ug,b = 3.6 m/s, which was chosen because it was the lowest
velocity at which the particles were effectively carried by the flow. A low
velocity was desired to increase the residence time, and therefore the tem-
perature rise, of the particles in the heating region. The resultant Reynolds
number of the jet is ReD = ρUg,bD/µ = 3000, where ρ and µ are the density
and dynamic viscosity of the flow respectively. The velocity of the annular
co-flow and wind tunnel co-flow were both less than 0.5 m/s. Both the jet
and annular flows employed high purity nitrogen as the carrier gas. Toluene
and particles were seeded separately into two streams and then combined
to form the jet flow, with the particles introduced into one stream with a
volumetric flow rate of 18 SLPM using a screw feeder in a sealed container.
The second stream, with a volumetric flow rate of 7 SLPM, was bubbled
through liquid toluene held at ambient temperature, resulting in a toluene
concentration of approximately 0.75% by volume for the combined jet flow.
This concentration was estimated using the assumption that the outlet flow
from the toluene bubbler is saturated. For the annular flow a 50 SLPM
stream of nitrogen was combined with a toluene seeded stream of 5 SLPM,
with a resultant toluene concentration in the annular flow of approximately
0.25% by volume. The toluene concentration in the annulus differed from
that of the jet to allow for clear identification of the jet edges. The volu-
metric flow rates of each of these four flows were controlled by separate mass
flow controllers (MFCs). Nitrogen was used as the carrier gas for both the
jet and annular flow because the presence of oxygen strongly quenches the
fluorescence emissions from toluene [29].

Aluminosilicate ceramic (Carbobead CP 70/140) particles with an ab-
solute density of 3.27 g/cm3 and an average sphericity of 0.9 were seeded
in the jet flow using a screw feeder. The time-averaged volumetric loading
of particles was chosen to be ϕ̄ = 1.4 × 10−3, resulting in a particle-laden
flow within the four-way coupling regime. The physical design of a screw
feeder introduces a sinusoidal variation in the particle loading with time,
which is particularly significant at low screw speeds. This effect was reduced
using a screw with 4 flights operating at rotational speeds > 30 rpm. The
resultant standard deviation in particle loading with time was 14.8% of the
time-averaged mean. The particle diameter (dp) distribution of the Carbo-
bead CP 70/140 particles, as measured using a Malvern Mastersizer 2000, is
presented in Figure 3. The measured mean diameter by volume was d̄p =
173 µm, with 80% of particles in the range of 125 < dp < 235 µm. The res-
ultant particle Stokes number, which is the ratio of the particle to flow time
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Figure 1: Experimental arrangement for simultaneous two-colour LIF ther-
mometry and particle number density measurements of a particle-laden flow
heated with high-flux radiation.
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Figure 2: Schematic diagram of the region of interest showing key dimensions
and the co-ordinate system (not to scale).
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Figure 3: The measured size distribution for the Carbobead CP 70/140
particles.

response [30], for the large-scale motions in the jet was SkD =
ρpd̄2pU(g,b)

18µD
= 77.

2.3 Optical arrangement

A Quantel Q-smart laser operating at 10Hz with two frequency doublers
was used to generate second- and fourth-harmonic beams with respective
wavelengths of 532 nm and 266 nm. Both beams were formed into co-planar
sheets 60 mm high and approximately 0.6 mm thick in the measurement re-
gion of |r/D| < 2 and 0.3 < x/D < 3.7, where x and r are the respective
axial and radial co-ordinates of the jet. The combined laser sheet was aligned
to pass through the jet centreline, as can be seen from Figure 1. The pulse
energies of each wavelength, controlled using separate wave-plates and polar-
isers, were 18 and 0.5 mJ/pulse for the 266 and 532 nm beams respectively.
The resultant fluences in the measurement region of the laser sheets were 50
and 1.4 mJ/cm2 respectively. The radiative heating source was a solid-state
solar thermal simulator (SSSTS), which is a diode laser bundle with a fibre
optic head emitting a collimated, monochromatic infra-red (910 nm) beam
with a full-width half maximum diameter of 7.34 mm as described by Alwa-
habi et al. [31]. The SSSTS beam was centred on the jet centreline 17.5 mm
downstream from the jet exit plane. The intensity profile of the SSSTS beam,
I, on the jet centreline, normalised by the peak intensity Ipeak, is presented
in Figure 4. Here X is the co-ordinate of the SSSTS beam co-linear with x,
with the origin situated at the intersection of the SSSTS beam centre and
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Figure 4: Solid-state solar thermal simulator (SSSTS) intensity profile nor-
malised by the peak intensity, measured on the jet centreline in the axial
direction. The profile is presented for the axial co-ordinate of both the jet
flow (x) and heating beam (X), which are described in Figure 2.

the jet centreline. This profile was measured by imaging the reflection of
the SSSTS beam from a diffuse glass plate angled at 45◦ to the beam direc-
tion. The SSSTS beam was absorbed by a water-cooled power meter (Gentec
model HP100A-4KWHE) that measured the instantaneous SSSTS power at
10 Hz, located in the path of the beam after passing through the wind tunnel.
For safety, the SSSTS fibre optic head, power meter and wind tunnel were
all positioned inside an interlocked brick-lined aluminium enclosure during
operation. During the experiments the flux of the SSSTS beam was varied
in the range of 0 < Q̇

′′
peak < 42.8 MW/m2, where Q̇

′′
peak is the peak heating

flux of the SSSTS calculated using time-averaged power measured with the
power meter and the profile in Figure 4.

Optical filtering was firstly used to separate the fluorescence emissions of
the toluene (which are in the spectral region of 270-340 nm) from the elast-
ically scattered light at 266 and 532 nm, and secondly used to separate the
fluorescence emissions into two spectral bands centred at 285 and 315 nm
(S285 and S315 respectively). To achieve this, the scattered and emitted light
was initially passed through two 275 nm long-pass filters (Asahi Spectra
ZUL0275), each with an optical density of 2.5 at 266 nm, to suppress the
majority of elastically scattered 266 nm laser light. Two dichroic beam-
splitters (Semrock FF310-Di01, Di01-R355) were then used to separate S285

and S315 from the Mie scattered light at 532 nm. The fluorescence channels
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S285 and S315 were then refined using a series of optical filters and captured
using two separate PCO Di-Cam intensified s-CMOS camera. The S285 chan-
nel was formed using a 272 nm long-pass (Semrock FF01-272LP) and 280 nm
band-pass filter (Semrock BP280/20), with the resultant transmission band
of 285±5 nm being focussed using a spherical UV lens (f = 100 mm, Thorlabs
LB4821). The S315 channel was formed using a 300 nm long-pass (Semrock
FF01-300/LP), 330 nm short-pass (Semrock FF01-330/SP) and a 300 nm
band-pass filter (Semrock FF01-300/80), with a resultant transmission band
of 315± 10 nm being focussed using a Sodern UV 100 mm F/2.8 lens. The
transmission efficiency of each channel is presented in Figure 5, and the
filter combinations are summarised in Table 1. These filter combinations
were chosen to form the two-colour fluorescence bands at 285 ± 5 nm and
315 ± 10 nm because a strong signal is expected for both these bands, and
because the resultant two-colour ratio is sensitive to changes in temperature
within the gas temperature (Tg) ranges expected in the current experiments
of 20 ◦C < Tg < 200 ◦C [25]. The filters used to form both of the channels
used for two-colour LIF also effectively suppress elastically scattered laser
light at 266 nm, 532 nm and 910 nm, with a calculated optical density > 6
at these wavelengths.

The particles were imaged using the Mie scattering from the 532 nm
laser that was transmitted through the two beam-splitters described earlier.
The scattered light was then reflected by a mirror (Thorlabs PFSQ20-03-
F01) and filtered using a 532 nm notch filter to form the particle detection
channel (S532). This channel was imaged using a PCO.2000 CCD with a
Tamron macro 80-210 mm lens.

Each of the three cameras had a gate width of 1 µs that opened approx-
imately 100 ns before the laser pulse, with images recorded at the laser pulse
frequency of 10Hz. The spatial resolution for S285, S315 and S532 was 17.8,
15.5 and 27.3 px/mm respectively. The resolution for the two fluorescence
cameras were matched as closely as possible within the limitations of the
available space and lenses. The three cameras were located on the same
side of the wind tunnel so that all attenuation and signal trapping effects
interfering with the signal were the same for each camera.

The Carbobead ceramic particles used here were found, from measure-
ments using a spectrometer (Princeton Instruments Acton Series Spectro-
graph), to have no significant luminescence after exposure to any of 266, 532
or 910 nm light. Hence, scattering and signal trapping were deduced to be
the primary sources of interference. Measurements of the intensity in each
channel were conducted with and without the presence of particles and/or
toluene, to quantify the effect of these sources of interference on the collected
signal. The results of these measurements are presented in section 3.1.
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Table 1: Optical filters used to form the two fluorescence channels, S285 and
S315, and one scattering channel, S532. Abbreviations: LP = long-pass filter,
SP = short-pass filter, BP = band-pass filter, BS = beam-splitter.

S285 S315 S532

2×275 nm LP 2×275 nm LP 2×275 nm LP
310 nm BS (reflected) 310 nm BS

(transmitted)
310 nm BS
(transmitted)

272 nm LP 355 nm BS (reflected) 355 nm BS
(transmitted)

280 nm BP (20 nm
width)

300 nm LP 532 nm BP

300 nm BP (80 nm
width)
330 nm SP

270 280 290 300 310 320 330
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Figure 5: Spectral transmission efficiency of filter combinations used to form
the two channels, S285 and S315, for two-colour LIF thermometry. The com-
bined filter transmission for each channel is calculated from data provided
by the manufacturers [32, 33].
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2.4 Image processing and anlaysis

Each experimental run comprised of a series of raw images collected simul-
taneously from the two fluorescence emission channels, S315 and S285, and
from the scattering channel, S532, which were processed to determine the
temperature and particle number density using in-house Matlab codes. A
background image was measured for each channel from the time-average of
100 images collected under experimental conditions, except with the flow off
and after all of the toluene and particles had been flushed from the imaging
region. This background image was subtracted from the raw images. Spa-
tial matching of the cameras was done on a pixel-by-pixel basis utilising a
two-stage approach. In the first stage, a target image was taken of a thin
metal plate with an evenly spaced grid of small (2 mm) holes and notches.
This was aligned such that the face was co-planar with the laser sheet. A
UV lamp (Spectroline EB-160C) illuminated the plate from behind, with the
transmitted light being imaged in S285 and S315 with the filters in place (the
use of the filtered spectral bands for the target imaging was chosen to be
identical to the actual experiment to prevent errors from chromatic aberra-
tions). For S532 the same target was imaged using ambient lighting of the
room. The channels S285 and S532 were spatially aligned to S315 by matching
a series of corresponding points on each of the target images. The target
images were recorded once per day with the same transformation matrices
used for all images recorded on the same day. It is estimated that the res-
ultant images after this stage were matched to within ±1 pixel. A second
stage image processing algorithm was utilised to further improve the spatial
matching to sub-pixel accuracy. This was achieved for each image series us-
ing the time-averaged images of the toluene-seeded jet in which the averaged
image from S285 was offset systematically in both the x and y directions in
increments of 0.1 pixels using bi-linear interpolation. At each increment,
the intensity ratio was calculated on a per-pixel basis using the offset im-
age, and the standard deviation of an ensemble of pixels within the region
0.5 < x/D < 0.9, |r/D| < 1 was calculated. This region was chosen because
it is upstream of the heating laser (so the flow temperature is uniform) and
includes the shear layer near to the jet exit plane where there were strong
toluene concentration gradients (such that any alignment error significantly
changes the ratio). The offset that resulted in the lowest standard deviation
was selected to be used for all instantaneous images. This method was com-
pleted for each case with a resulting variance between all cases recorded in
any single day of < 0.3 pixels. Over the course of a day there was no clear
trend in the changes to the value of the calculated offset, which suggests the
variance is likely due to random error. For this reason, the mean of the offset
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calculated from all cases on one day was used to correct all images taken on
that particular day.

The ratio S315/S285 of each instantaneous image was then calculated for
each spatially matched pixel. Data from S285 and S315 with an intensity below
a threshold value of 15× the dark charge were removed from further analysis.
This value was chosen for the threshold because previous work found that
images for two-colour LIF with a signal to noise ratio of 15 were accurate
to within 20 ◦C at a range of temperatures [16]. The resultant two-colour
ratio image of S315/S285 was corrected for systematic errors in the intensity
ratio, such as can arise from spatial inhomogeneity in camera response or
spatial dependencies in the collection optics, using images taken under ex-
perimental conditions without particles or heating. This correction is based
on the assumption that, without heating, the temperature in the measure-
ment region is uniform at the ambient value. As such, the ratio calculated
is expected to also be uniform, and any non-uniformity in the ratio is due to
these systematic errors. This is similar to the correction performed by [7].
The temperature was calculated from S315/S285 using a linear curve fit of the
calibration data (as presented in the Calibration section). The single-shot
temperature images were smoothed using a 5×5 pixel median filter to reduce
influence of noise on results, with a resultant decrease spatial resolution. The
filter kernel size (5× 5 pixels) was chosen to be close to the laser sheet thick-
ness, giving an approximately cubic measurement volume. The median filter
was selected (rather than other filters such as a mean filter) because it is less
sensitive to the large fluctuations of values that may occur in the intensity
ratio when the denominator term is small. The ambient temperature for
each image set was calculated from the time-averaged temperature measured
upstream of the heating laser.

The images of the Mie scattered signal (S532) were used to determine
the particle locations. After background correction and spatial matching,
the images were corrected for variations of the laser sheet profile. The profile
was estimated using the particle scattering intensity measured by the camera,
averaged along the beam path. The images were then binarised using a
threshold of 10× the standard deviation of the dark charge to ensure the
signal from the particles was well separated from noise. The particle locations
were then calculated from the intensity-weighted centroid of each particle
in the binary mask. The instantaneous local particle number density was
calculated by dividing each instantaneous image into an array of 21 × 21
pixel bins (corresponding to roughly 0.1D), and then counting the number
of particles within each bin.
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2.5 Calibration

Calibration data was obtained by measuring the relationship between the gas
temperature and the two-colour ratio S315/S285 in the experimental system
described above, except without the SSSTS beam or particles. Instead, the
gas temperature was systematically varied over the range of 20 ◦C < Tg <
160 ◦C using an electric tape heater (Briskheat BWH052100LD) fitted to the
outside of the central pipe. Thermocouples mounted to the central pipe and
in the centre of the jet flow at x/D < 0.5 were used to measure the outlet
temperature of the gas and ensure the system had reached a steady state
before the LIF measurements were recorded. The thermocouple in the jet was
removed prior to measurements to prevent interference and flow disturbances,
and replaced after the measurement was completed to ensure there was no
change in the flow temperature during the measurement. The time- and
spatially-averaged two-colour ratio measured at each flow temperature in
the region of 0.6 < x/D < 1, |r/D| < 0.2, where the temperature of the
flow was spatially uniform, was used to calibrate the two-colour ratio to the
thermocouple measured temperature.

The resultant calibration curve relating gas temperature to S315/S285 is
presented in Figure 6, for gas temperatures in the range 20 ◦C < Tg <
160 ◦C. The relationship between the intensity ratio of the two colours
and the gas temperature is well described by a linear function of the form
S315/S285 = 4.50× 10−3Tg + 0.98 (R2 = .9989), for Tg in ◦C. We emphasise
here that the constants in this relationship is valid only for the particular
optical system employed here, because the ratio depends on the combination
of cameras, filters and collection optics. However, the form of the relation-
ship is expected to be general. The signal intensity measured in the channel
S315 can be seen to decrease from 4.89× 104 to 1.02× 104 counts for Tg = 21
and 160 ◦C respectively, while the intensity of S285 decreases from 4.54× 104

to 6.07 × 103 over the same range. This decrease in intensity is due to
the decrease in fluorescence quantum yield of toluene with temperature [27],
which leads to an increase in the uncertainty of the measurements with tem-
perature. Nevertheless, for all temperatures recorded here, the fluorescence
emission intensity measured in both channels remains significantly (> 65
times) larger than the background. Although the flow temperature in the
measurement region is uniform, there is a small variation in the spatially av-
eraged measurement of S315/S285 as a result of camera shot noise, background
scatter, electronic noise and sub-pixel misalignment of the two fluorescence
images. The combined influence of these uncertainties leads to an image-to-
image standard deviation of S315/S285 of 1.2% at 21 ◦C increasing to 2.4% at
160 ◦C, with the latter due to the strong decrease in fluorescence signal with
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Figure 6: The relationship between gas temperature and S315/S285 (×), to-
gether with a linear fit of the measured data (black dashed line). The error
bars correspond to the image-to-image standard deviation in the measured
ratio at each temperature. The dependence on temperature of the fluores-
cence intensity of S315 (∆) and S285 (◦) is also presented. For reference, the
time- and spatially averaged dark charge signals measured in S285 and S315

were 90 and 92 counts, respectively.

temperature. This variation corresponds to an uncertainty of the spatially
averaged measured temperature of 3 ◦C and 9 ◦C at flow temperatures of
21 ◦C and 160 ◦C respectively.

3 Results

3.1 Uncertainty analysis

3.1.1 Systematic errors

The accuracy of the current two-colour LIF measurements was estimated
using images of the mean and instantaneous images of the unheated flow
(i.e. a flow at uniform ambient temperature). Table 3 1 presents the results
of a systematic study of the intensity recorded with each camera for a range
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of cases with and without the presence of toluene, particles and laser beams
in the measurement region. These measurements consist of the time- and
spatially averaged intensity count, Sλ, in a 195× 117 pixel region intersected
by all lasers, i.e. the region |r/D| < 0.3 and 1 < x/D < 2 (see also Figure
2), for the cases with and without the various lasers switched on. Cases 1-3
(rows 1-3) are for the flow without toluene with the conditions chosen to
identify if scattering from particles or stray light is detected in any of the
channels. Cases 4 and 5 have toluene seeded in the flow with the conditions
chosen to identify whether or not the presence of the 532 and 910 nm lasers,
with or without particles, affect the fluorescence signals, and also whether
or not the fluorescence emissions generate significant interference to the S532

measurement. Case 1 presents the dark charge signal, here denoted as Sλ,DC .
The signals measured with each camera for Cases 2 to 5 are normalised by
Sλ,DC . The signal measured with S532 for the cases where the flow contains
particles and with the 532 nm beam on (Cases 3 and 5) are not presented
because the measurement is the spatial average of the scattering signal from
disperse particles, which does not provide an accurate indication of the signal
from individual particles. The results for each case are summarised below.

� The dark charge signals for each camera, presented in case 1 (row 1
in Table 2), were S285,DC = 90.1 counts, S315,DC = 92.2 counts and
S532,DC = 398.9 counts. Both S285 and S315 were recorded using 16-bit
cameras, while S532 was recorded using a 14-bit camera.

� Case 2 presents the background noise, which is the measured signal
with the lens uncapped and the diagnostic laser beams on with pulse
energies identical to the main experiments but with no flow. It can
be seen that this results in a 5% increase in S315 relative to the dark
charge, but no significant increase for the other channels. This small
increase in S315 is insignificant compared to the toluene signal (rows
4 and 5), which shows that ambient light and background laser light
were effectively suppressed.

� For case 3 the diagnostic lasers and SSSTS beam were switched on with
the particles seeded into the flow. It can be seen that no measurable
increase is recorded for S285 or S315, which shows that the elastic scat-
tering of all laser wavelengths from particles was effectively suppressed
by the optical filters used to form the LIF channels.

� For case 4 toluene was seeded in the flow with only the 266 nm laser
switched on. It can be seen that the fluorescence emissions of toluene
in this region were 349 and 378 times stronger than the dark charge
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for S285 and S315 respectively. There was no increase in the signal for
S532, which demonstrates that the fluorescence emissions were effect-
ively suppressed in this channel.

� Case 5 presents the signal from the flow with both toluene and particles
seeded while the 266 nm and 532 nm lasers were switched on. The re-
duction in both S285 and S315 compared to case 4 is similar so that the
resultant ratio S315/S285 = 1.133 for case 5, which is only 2.2% greater
than for case 4, with S315/S285 = 1.108. This increase is a systematic
error due to the interference of particles, through the combined effects
of signal trapping, attenuation and multiple scattering. The resultant
error in the temperature measurement is +5.5 ◦C at 28 ◦C and, assum-
ing that this error is not strongly influenced by temperature, a +8 ◦C
error at 150 ◦C.
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3.1.2 Random errors

The random error in the intensity ratio S315/S285 was estimated using the
standard deviation of S315/S285 (σR) in the ensemble of pixels within the re-
gion near to the jet exit of 0.5 < x/D < 0.7 and |r/D| < 0.1. This region was
chosen because the toluene concentration here is the highest in the flow and
close to uniform, with the time-averaged fluorescence signal here > 25, 000
counts for both S315 and S285. For the unheated flow without particles (case
4 of Table 2) the standard deviation of the intensity ratio in this region was
σR = 0.088, which corresponds to a standard deviation in the derived tem-
perature of σT = 21 ◦C for a flow temperature of Tg = 25 ◦C. The standard
deviation of the fluorescence signals measured in this region for S285 and S315

were σ285 = 1, 790 counts and σ315 = 1, 970 counts respectively. While these
variations in the fluorescence signal are expected to decrease with the signal
Sλ i.e. in regions with lower toluene concentration or at higher temperature,
here we conservatively assume that σ285 and σ315 are constant for all fluor-
escence intensities. The lowest fluorescence signal measured for any heating
flux in the region of 0.5 < x/D < 3.7 and |r/D| < 0.5 is S285 ≈ 10, 000
counts, therefore the maximum relative standard deviations for the fluores-
cence channels are estimated to be σ285/S285 ≈ 0.179 and σ315/S315 ≈ 0.197.
If the random noise is modelled a Gaussian distribution with standard de-
viation σλ for each channel, the maximum standard deviation of the tem-
perature measurement can be numerically calculated to be σT ≈ 48 ◦C for
Tg = 25 ◦C and σT ≈ 94 ◦C for Tg = 150 ◦C.

For the unheated flow with particles (case 5 of Table 2), the results show
that the standard deviation of the measured intensity ratio in the region of
0.5 < x/D < 0.7 and |r/D| < 0.1 increases slightly to σR = 0.110 (σT =
24 ◦C). The estimated maximum uncertainty, for the particle-laden flow with
S285 ≈ 10, 000 counts, is σT = 60 ◦C for Tg = 25 ◦C and σT = 118 ◦C for
Tg = 150 ◦C. While the uncertainties in the instantaneous pixel-to-pixel
temperatures are relatively high, they are reduced significantly through time
averaging. In the present experiments the time averaged data uses greater
than 100 images for each case, and hence the uncertainty in the temperature
reduces to σT̄/

√
100 = 11.8 ◦C.

3.2 Instantaneous temperature measurements

Figure 7 presents typical single-shot images of S285 and S315, together with
the temperature image and the binary particle mask from S532, for three flow
cases. One case without particles but with radiant heating (top row) and two
cases with particles, one without (middle row) and the other with radiant
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heating (bottom row). The heating flux was Q̇
′′
peak = 42.8 MW/m2 for the

cases with radiant heating while for the latter two cases the instantaneous
particle volumetric loading was ϕ = 1.4× 10−3, which is sufficiently high for
the particle-laden flow to be in the four-way coupling regime [4]. In this and
subsequent figures the location and direction of the incident SSSTS beam
are indicated by the dotted lines and arrowheads, with the SSSTS beam
direction from the right to the left of the image (positive to negative r/D).

The fluorescence signal measured with the channels S285 and S315 is highly
variable over the imaging region, due to the combined influences of variations
in toluene concentration, laser fluence and temperature. The initial toluene
concentration differs for the jet (0.75%) and the co-flow (0.25%), with in-
homogeneity further increased downstream due to mixing in the shear layer
and jet spreading. The local fluence of the 266 nm laser varies by approxim-
ately 25% in the axial direction due to the non-uniform laser sheet intensity
profile. The fluence also decreases by approximately 20% across the jet along
the excitation beam path length due to attenuation by the particles and ab-
sorption by the toluene. However, the spatial variations in the fluorescence
signal due to the variations in toluene concentration and laser fluence are
equal in both channels and are cancelled out in the two-colour ratio used to
derive the temperature. This demonstrates the advantages of using the two-
colour ratio method over seeking to deduce the temperature from a single
wavelength. The emission intensity also decreases with increasing temper-
ature, which can be seen in the images of S285 and S315 downstream from
the heating region (x/D > 0.9). The intensity in this region is much lower
for Q̇

′′
peak = 42.8 MW/m2 than for Q̇

′′
peak = 0 MW/m2 despite exhibiting a

similar signal strength for x/D < 0.9.
The effect of attenuation of the excitation laser sheet by particles can

be seen by comparing the fluorescence emission images in the top row of
Figure 7, for which there are no particles in the flow, with the other two
rows. The attenuation by the particles in the laser sheet can be seen to
be significant from the horizontal streaks of low intensity (shadows), which
occur down-beam from particles. The particles have a mean diameter of
173 µm, which is about one quarter of the thickness of the laser sheet (ap-
proximately 600 µm).This implies that the shadow down-beam from a single
particle within the beam typically attenuates up to 25% of the laser excit-
ation. However, even greater attenuation may be generated by the largest
particles (dp ∼ 300 µm), agglomerated particles or by clusters of particles in
close proximity. Circular regions of lower signal can also be seen, without
a corresponding streak. These regions can be attributed to signal trapping
by particles between the laser sheet and the collection optics, some of which
result in strong attenuation of the fluorescence signal. These issues highlight
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the importance of the present optical arrangement in which the use of the
beam-splitter to separate the two channels means that both cameras collect
signals from an identical optical path through the flow. In this way, effects
such as signal trapping are the same in both channels and the temperature
can still be measured. Nevertheless, the measurement uncertainty in these
regions with attenuation is increased because of the reduction in the signal
to noise ratio. Locations of both attenuation and signal trapping by the
particles are identified in the bottom-left zoomed image of S285 in Figure 7.

For the case with particles in the flow and the heating laser operating
at a flux of Q̇

′′
peak = 42.8 MW/m2, Tg can be seen to increase significantly

with axial distance for x/D > 1.5. Most of the temperature rise can be seen
to occur downstream from the region 0.9 < x/D < 1.9 where the radiative
heating is applied. No temperature gradients can be seen for the case with
the heating laser on but without particles. This result is consistent with ex-
pectation, given that there is no significant absorption of the heating beam
by the toluene or nitrogen. Instantaneous local temperatures of up to 150 ◦C
are prevalent in the heated case, with these regions of high temperature cor-
responding to locations with high local particle number density. Importantly,
significant inhomogeneity in the temperature immediately downstream from
the heating region can be seen in the zoomed image with regions of Tg span-
ning the entire range from ambient to 150 ◦C. This demonstrates that the
time scale for the particles to transfer heat to the gas phase by convection
is significantly longer than that required to heat the particles by radiation,
as expected. Significant inhomogeneity in the gas-phase temperature per-
sists even to the downstream edge of the image, x/D = 3.5, although it is
somewhat reduced due to the influence of gas-phase mixing. These localised
regions of high temperature remaining coherent downstream of the heating
region indicates that the gas-phase heat transfer and/or mixing across the
large flow length scales in the jet is relatively minor.

Random errors in the measurement can be seen in the temperature image
for the case without heating, for which the flow is at uniform temperature.
These measurement errors are most significant outside of the central jet flow
(|r/D| > 0.5) because of the low fluorescence signal in the weakly seeded
annular flow. The measured temperature is of less interest in this region than
for the central jet flow because there are few, if any, particles present. In the
central jet flow for the case without heating but with particles, the standard
deviation of the measured temperature in the ensemble of pixels bounded by
the region of 0.5 < x/D < 3.7 and |r/D| < 0.5 was σT = 17.8 ◦C.
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Figure 7: Typical single-shot images from each camera and the resultant
temperature calculated from S315/S285. The top row has an instantaneous
particle loading of ϕ = 0 and a heating flux of Q̇

′′
peak = 42.8 MW/m2. The

middle and bottom rows have an instantaneous loading of ϕ = 1.4 × 10−3

with Q̇
′′
peak = 0 and 42.8 MW/m2 respectively. The dotted lines indicate

the location and direction of the SSSTS beam. The zoomed insets show
interesting features of laser attenuation and signal trapping due to particles in
the fluorescence channels (left, noting the colour scale is different to the main
figure to improve the clarity of the features), as well as highly localised regions
of high temperature that are present for Q̇

′′
peak = 42.8 MW/m2 (right). The

cross-hatched areas correspond to regions where the signal from one or both
of S285 and S315 are below the minimum threshold for reliable measurements.
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3.3 Time averaged results

Figure 8 presents the time-averaged images of gas-phase temperature above
ambient T̄g−Ta, where the overbar denotes time-averaged values, for a series
of cases with the particle-laden jet heated by the SSSTS at fluxes of Q̇

′′
peak =

0, 13.7, 29.4, 36.3 and 42.8 MW/m2. The time-averaged particle volumetric
loading for each case presented was ϕ̄ = 1.4 × 10−3. It can be seen that
the gas temperature is uniform across the jet in the region upstream of the
SSSTS beam, i.e. for x/D < 0.9, in all cases. The temperature rise within the
zone of irradiation is small, but becomes significant and continues to increase
both with axial distance and heating flux. This lag can be attributed to the
combination of two time constants, firstly, of the particles to reach their peak
temperature whilst being heated by the SSSTS and, secondly, the convective
heat transfer between the particles and gas. The gas temperature can be seen
to increase with axial distance to the edge of the measurement region, which
indicates that the particles are significantly hotter than the gas all the way
to x/D = 3.7. Indeed, this also suggests that the gas temperature continues
to rise beyond the measurement region investigated here.

The gas temperature is found to be non-uniform in the radial direction,
with a maximum near to the centreline and with a higher average temper-
ature measured for r/D > 0 than for r/D < 0. The gradients away from
the axis can be attributed to shear-driven mixing with the ambient co-flow
surrounding the jet, which is consistent with well-known trends in scalar
mixing in jets [34]. However, radial gradients in particle concentration may
also play a role [28]. The trend of lower temperatures on the down-beam
side of the SSSTS can be attributed to shadowing effects, where the particles
nearer the radiation source are subject to a higher flux than those behind.
The greatest value of T̄g − Ta was 86.1 ◦C, which occurs for the peak flux of
Q̇

′′
peak = 42.8 MW/m2, at the location x/D = 3.69, r/D = 0.11. The off-axis

location of the peak temperature (i.e. r/D = 0.11) found here is consistent
with the influence of particle attenuation that can be seen in Figure 7. The
temperatures for the other heating fluxes at x/D = 3.69 and r/D = 0.11
were measured to be T̄g − Ta = 62.1, 50.8 and 25.8 ◦C for Q̇

′′
peak = 36.3, 29.4

and 13.7 MW/m2 respectively.
Figure 9 presents the change in power from the SSSTS due to attenuation

by the particles ∆Q̇ = Q̇0 − Q̇p, where Q̇0 and Q̇p are the time-averaged
powers recorded using the power meter down-beam of the wind tunnel for ϕ̄
= 0 and 1.4 × 10−3 respectively. It can be seen that ∆Q̇ increases linearly
with Q̇0, as expected. The presented values of Q̇0 = 910, 1950, 2410 and
2840 W correspond to peak heating fluxes of Q̇

′′
peak = 13.7, 29.4, 36.3 and

42.8 MW/m2 respectively. The fraction of the beam power attenuated by the
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Figure 8: Time-averaged images of gas temperature above ambient, T̄g–Ta,
for a mean particle loading of ϕ̄ = 1.4 × 10−3 at a series of heating fluxes,
Q̇

′′
peak. The dotted lines indicate the location and direction of the SSSTS

beam.

particles, ∆Q̇/Q̇0, is presented in the inset of Figure 9. It can be seen that
∆Q̇/Q̇0 increases from 0.17 to 0.21 as Q̇0 is increased from 910 W to 2840 W.
A possible reason for this is the influence of temperature on the absorption
cross section of the particles, which has been previously demonstrated by
Zhao et al. [35] albeit with different particle materials.

The predicted attenuation of a beam through a particle-laden flow can be

estimated using the Beer-Lambert law, given by ∆Q̇/Q̇0 = 1−exp
(
−Ap,1lϕ̄

Vp,1

)
,

where Ap,1 and Vp,1 are the projected area and volume of a single particle,
respectively, and l is the path length of the beam through the flow [14]. For
a path length corresponding to the inner diameter of the pipe, l = D =
12.6 mm, a particle volumetric loading of ϕ̄ = 1.4 × 10−3 and assuming the
particles are spherical with a diameter distribution corresponding to that
presented in Figure 3, the attenuation is estimated to be ∆Q̇/Q̇0 = 0.156.
This is slightly lower than the measured ∆Q̇/Q̇0, although this simplified
prediction does not take into account the non-uniform heating laser profile.
Despite these assumptions the calculated value is sufficiently close to the
measurement to provide further confidence in the measured values of ∆Q̇/Q̇0.
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Figure 9: Attenuated power of the heating beam by the particle-laden flow
for ϕ̄ = 1.4× 10−3 (∆Q̇), as a function of the power for ϕ̄ = 0 (Q̇0). Inset is
the fraction of the heating beam that is attenuated, ∆Q̇/Q̇0.

The time-averaged particle number density (N), normalised by the num-
ber density on the centreline (Nc), at x/D = 0.5 with Q̇

′′
peak = 0 is presented

in Figure 10 (top). Also included in the figure are the particle concentration
profiles measured near to the jet exit plane by Tsuji et al. [36] for SkD ≈ 800
and ReD ≈ 26, 000, together with those by Lau and Nathan [28] for SkD = 22
and ReD = 40, 000. Hence these are somewhat different from the current
flow, with SkD = 77 and ReD = 3, 000. It can be seen that the results are
broadly consistent, with a weak peak on the axis and a slight decay toward
the edges of the jet, despite some differences that can be attributed to the
different Stokes and Reynolds numbers already noted. For example, both
SkD and ReD have been shown to significantly influence particle number
density at the jet exit [28]. Furthermore, the current data is expected to be
noisier than the previous data, particularly those by Lau and Nathan [28],
because relatively fewer particles are measured in the current measurements
owing to the larger particle diameters. In any case, the present results show
that at x/D = 0.5 the value of N/Nc is greatest on the jet centreline and
exhibits only a slight decrease with radial distance to r/D = 0.3, with N/Nc

decreasing to N/Nc ≈ 0.8 in this region. Beyond this for r/D > 0.3, N/Nc

sharply drops towards zero at r/D ≈ 0.6, as expected.
Figure 10 also presents the normalised number density measured at x/D =

1.5 (middle) and x/D = 3 (bottom), for both r/D > 0 and r/D < 0, with
Q̇

′′
peak = 0 and 42.8 MW/m2. The broad trends observed at x/D = 0.5 are
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also observed at x/D = 1.5 (which is near to the centre of the heating re-
gion) although the jet has spread slightly such that N/Nc approaches zero at
r/D ≈ 0.8. The particles being predominantly concentrated near to the jet
axis is consistent with the temperature measurements (Figure 8), which also
shows that the gas temperature approaches a local maximum near to the jet
axis. The radial profiles of N/Nc are similar for both r/D < 0 and r/D > 0,
demonstrating that the particle number density is symmetrical about the jet
axis despite the radial asymmetry that can be seen in the temperature images
(Figure 8). This shows that the radial bias for the temperature measurements
is not due to a similar bias in the particle concentrations. The results also
show that the radial particle number density profile is broader at x/D = 3
than for x/D = 1.5, and that the profile transitions toward shallower gradi-
ents consistent with well-known jet spreading trends in single- and two-phase
jets. Importantly, the radial number density profiles do not change signific-
antly with heating flux within the axial range investigated here, which implies
that neither heating-induced buoyancy nor heating-induced turbulence have
any significant influence on lateral migration for these particles within this
region.

The profiles of the measured temperature above ambient, T̄g −Ta, on the
jet centreline for 0 < Q̇

′′
peak < 42.8 MW/m2, with a fixed particle loading of

ϕ̄ = 1.4×10−3, are presented in Figure 11. Also presented is the temperature
change normalised by the heating flux, (T̄g − Ta)/Q̇

′′
peak. The shaded area

of the figure indicates the location and intensity of the heating beam. The
results show that the gas temperature remains close to the ambient (T̄g−Ta ≈
0) both upstream from and within the beginning of the region with the
heating laser, i.e. for x/D < 1.1, for all heat fluxes. Downstream from this,
T̄g increases monotonically within the measurement region for all Q̇

′′
peak >

0 MW/m2, due to the heat transfer from the heated particles to the gas. It
should also be noted that the high-flux radiation from the SSSTS is in the
region 0.9 < x/D < 1.9, with the peak flux at 1.24 < x/D < 1.56 (see also
the profile presented in Figure 4). Thus there is a slight lag of approximately
0.2D between the initial radiation absorption and an observable increase of
T̄g. Importantly, the normalised data, presented in the inset, show excellent
collapse giving strong confidence in the measured results.

Figure 11 also shows that the rate of temperature rise increases with
Q̇

′′
peak, as expected, and that the temperature continues to increase near-

linearly with axial distance downstream of the heating beam to the edge
of the measurement region (1.9 < x/D < 3.7). This suggests that the gas
temperature will continue to increase for some distance downstream since
the temperature gradient will approach zero when its temperature equilib-
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Figure 10: Radial particle number density, N , normalised by the centreline
value, Nc, measured from particle scattering images recorded simultaneously
with the fluorescence images. The top sub-figure presents the radial pro-
file near to the jet exit for the current experiments along with the particle
concentration measured by Tsuji et al. [36] and Lau and Nathan [28] in a
particle-laden pipe jet. The bottom two sub-figures present the radial pro-
files measured at x/D = 1.5 (middle) and x/D = 3 (bottom), r/D < 0 and
r/D > 0, for a mean particle loading of ϕ̄ = 1.4 × 10−3, and for Q̇

′′
peak = 0

and 42.8 MW/m2.
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Figure 11: The measured gas temperature above ambient against axial dis-
tance on the jet centreline for a series of heating fluxes, with a mean volumet-
ric loading of ϕ̄ = 1.4×10−3 along with the centreline temperature normalised
by the heating flux in the inset figure. The shaded areas indicate the SSSTS
beam location and intensity.

rates that of the particles. These measurements are also consistent with the
expectation that the particles have a higher temperature than the average
gas temperature throughout the region for all heating fluxes, owing to the
radiation being absorbed by the particles and transferred to the gas.

Near to the downstream end of the measurement region, at x/D = 3.5
(which is 32.8 mm from the upstream edge of the heating region), T̄g − Ta

= 67.7 ◦C for Q̇
′′
peak= 42.8 MW/m2. At this axial location, T̄g − Ta = 57.0,

48.7 and 22.4 ◦C for Q̇
′′
peak= 36.3, 29.4 and 13.7 MW/m2 respectively. The

normalised temperature curves presented in the inset of Figure 11 confirm
the linear relationship between gas temperature rise and the heat gain of
the particle phase by radiation absorption (i.e. ∆Tg ∝ Tp − Tg, where Tp

is the particle temperature), since Tp − Ta ∝ Q̇
′′
peak. This is consistent with

convection being the dominant mode of heat transfer between the heated
particles and the gas and also implies that radiant cooling of the particles
is negligible. That is, particle temperatures are not sufficiently high for
radiation to be significant, consistent with the maximum value of T̄g − Ta

being 67.7 ◦C.
The rate of change of the centreline temperature with axial distance

(dT̄g/dx), averaged over two separate regions of 1 < x/D < 2 and 2 <
x/D < 3, are presented in Figure 12 for all fluxes. The region centred at
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Figure 12: The measured axial temperature gradient as a function of ra-
diation heat flux within two axial regions of the flow, 1 < x/D < 2 and
2 < x/D < 3.

x/D = 1.5 is mostly comprised of the heating region, while the region centred
at x/D = 2.5 has no radiative heat input. The rate dT̄g/dx increases mono-
tonically with Q̇

′′
peak and is similar for both axial locations. The greatest

measured rate of temperature increase was dT̄g/dx = 2, 200 ◦C/m for Q̇
′′
peak

= 42.8 MW/m2. Assuming a constant gas velocity in this region of 3.6 m/s
(from the bulk velocity), the corresponding rate of gas temperature increase
at this flux is approximately 8,000 ◦C/s. This is comparable to the particle
temperature gain, for a different particle material and diameter, measured
under similar conditions of 23,000 ◦C/s [8].

The radial profiles of mean (time-averaged) temperature above ambient,
T̄g − Ta, at a series of axial distances for Q̇

′′
peak = 42.8 MW/m2 (top) and for

a series of heating fluxes at x/D = 3 (bottom) are presented in Figure 13.
The inset of the bottom sub-figure presents the temperature above ambient
normalised by the heating flux. From both sub-figures it can be seen that
the radial bias in temperature is consistent with the direction of the incident
SSSTS beam, which is from positive r/D to negative (right to left in the
figure). This confirms the significant role of attenuation of the SSSTS beam
at the particle loading used in the current experiment (ϕ̄ = 1.4× 10−3). The
resultant temperature is significantly different for r/D = 0.4 and r/D =
−0.4, with T̄g − Ta = 70.7 ◦C and 38.0 ◦C respectively at x/D = 3.5 for
Q̇

′′
peak = 42.8 MW/m2. The temperature for r/D > 0 continues to increase

with x/D throughout the measurement region, while for r/D < −0.3 there
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is little change from x/D = 3 to x/D = 3.5. The radial temperature profiles
normalised by heating flux also collapse well here, which is consistent with
the centreline temperature profiles in Figure 11.
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Figure 13: Measured time-averaged radial profiles of gas temperature above
ambient for a range of axial distances with Q̇

′′
peak = 42.8 MW/m2 (top) and

for all heat fluxes analysed at x/D = 3 (bottom). The inset of the bottom
sub-figure presents the temperature above ambient normalised by the heating
flux for the same conditions in the bottom sub-figure.
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4 Conclusions

A spatially resolved, planar measurement of the instantaneous gas-phase
temperature, together with the particle number density, has been demon-
strated using two-colour laser induced fluorescence and Mie scattering within
a particle-laden jet flow heated using high-flux radiation, for a series of heat-
ing fluxes up to Q̇

′′
peak = 42.8 MW/m2. The elastically scattered laser light

from the particles, which were seeded at a sufficiently high loading for the flow
to be in the four-way coupling regime, was shown to be effectively suppressed
by the optical filters for each of the two-colour LIF channels. The signal-to-
noise ratio of the fluorescence emissions for the flow without particles was
measured to be≥ 349 for both channels, giving confidence in the method. For
the case with particles in the flow and radiative heating the fluorescence sig-
nal could be seen to decrease by < 7%, which was attributed to a combination
of the decrease in fluorescence quantum yield of toluene with temperature,
the attenuation of the excitation laser and signal trapping by particles. For
a typical instantaneous image the two-colour LIF method was found to have
a pixel-to-pixel standard deviation, for an isothermal flow with the particles
seeded at ϕ̄ = 1.4 × 10−3, of 17.8 ◦C, despite the significant fluctuations in
the fluorescence signal due to mixing of the flow, laser attenuation and sig-
nal trapping. This demonstrates the advantage of the two-colour method for
such applications in that the dependence of temperature on the ratio of two
wavelengths results in the effects of attenuation being cancelled out, provided
that the two wavelengths are collected from a common optical path.

For the present system, with particles of mean diameter 173 µm and
a bulk flow velocity of 3.6 m/s, instantaneous gas temperatures of up to
125 ◦C above ambient were measured locally for a peak heating flux of Q̇

′′
peak

= 42.8 MW/m2 irradiating a transverse region of approximately 11 mm in
diameter. These peak temperatures were found to occur in highly localised
regions where the local particle volumetric loading was also simultaneously
high. The time-averaged temperature was found to increase linearly with
both heating flux and distance downstream from the heating region, with
the gas temperature continuing to increase to the end of the measurement
domain. A mean temperature increase of 67.7 ◦C above ambient was meas-
ured on the jet centreline at x/D = 3.5 (which is 32.8 mm downstream from
the start of the heating region), also for Q̇

′′
peak = 42.8 MW/m2. This cor-

responds to an average heating rate of approximately 2,200 ◦C/m for the
gas.

The derived temperature images were found to provide several new in-
sights into the heat transfer processes that occur in particle-laden flows sub-
jected to high-flux radiation. The localised regions of high temperature could
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be seen to remain coherent well downstream of the heating region, indicating
that there is relatively little gas-phase heat transfer and mixing across length
scales within the measurement region associated with large-scale turbulence.
The temperature of the gas was also found to be higher on the side of the jet
closest to the radiative heating source, which can be attributed to the heat-
ing beam being absorbed and/or scattered by the particles, consistent with
expectation. It was also found that the particle number density was not sig-
nificantly influenced by the presence of high flux radiative heating, within the
measurement region investigated for heat fluxes up to Q̇

′′
peak = 42.8 MW/m2.

This suggests that any effects of buoyancy-induced acceleration are small for
the conditions investigated here.
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[19] A. J. Banko, L. Villafañe, J. H. Kim and J. K. Eaton. “Temperature
statistics in a radiatively heated particle-laden turbulent square duct
flow”. In: International Journal of Heat and Fluid Flow 84 (2020),
p. 108618.

[20] K. C. Y. Kueh, T. C. W. Lau, G. J. Nathan and Z. T. Alwahabi.
“Non-intrusive temperature measurement of particles in a fluidised bed
heated by well-characterised radiation”. In: International Journal of
Multiphase Flow 100 (2018), pp. 186–195.

[21] R. B. Miles, W. R. Lempert and J. N. Forkey. “Laser Rayleigh scat-
tering”. In: Measurement Science and Technology 12.5 (2001), R33–
R51.

[22] C. Schulz and V. Sick. “Tracer-LIF diagnostics: quantitative measure-
ment of fuel concentration, temperature and fuel/air ratio in practical
combustion systems”. In: Progress in Energy and Combustion Science
31.1 (2005), pp. 75–121.

[23] G. Tea, G. Bruneaux, J. T. Kashdan and C. Schulz. “Unburned gas
temperature measurements in a surrogate Diesel jet via two-color toluene-
LIF imaging”. In: Proceedings of the Combustion Institute 33.1 (2011),
pp. 783–790.

[24] M. Cundy, P. Trunk, A. Dreizler and V. Sick. “Gas-phase toluene LIF
temperature imaging near surfaces at 10 kHz”. In: Experiments in Flu-
ids 51.5 (2011), pp. 1169–1176.

[25] V. A. Miller, M. Gamba, M. G. Mungal and R. K. Hanson. “Single- and
dual-band collection toluene PLIF thermometry in supersonic flows”.
In: Experiments in Fluids 54.6 (2013), p. 1539.
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Abstract

The instantaneous, spatially resolved gas-phase temperature distri-
bution within a particle-laden flow heated using high-flux radiation has
been measured for a series of heating fluxes, particle volumetric load-
ings and particle diameters using two-colour laser induced fluorescence
of toluene. The temperature of the gas downstream from the start of
the heating region was found to increase with an increase in heat flux,
an increase in particle loading and a decrease in particle diameter.
Coherent regions of high and low temperature in the instantaneous
flow associated with spatial variations in the particle distribution were
identified for all particle diameters investigated. The time-averaged
gas-phase temperature on the jet axis was found to increase approxim-
ately linearly with distance in the region downstream from the heating
beam to the edge of the measurement region investigated, indicating
near-constant convective heat transfer due to the large temperature
difference between the gas and radiatively heated particles throughout
this region. The axial gradient of gas-phase temperature with distance
was also calculated using a simplified, one-dimensional heat transfer
model. The difference between the model and measurements was, on
average, less than 20%, with the magnitude of this difference found
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to increase with a decrease in particle diameter and an increase in
particle loading.

1 Introduction

Non-isothermal, high temperature particle-laden flows with strong radiative
heat transfer remain poorly understood despite being widely utilised in indus-
trial processes, such as the calcination of alumina in fluid-flash calciners [1]
and the decomposition of calcium carbonate in kilns [2]. These processes of-
ten require temperatures in excess of 1000 ◦C for efficient operation, with the
flow historically heated by the combustion of fossil fuels. Low-carbon energy
sources that have been identified as potential alternatives include hydrogen,
electricity and concentrated sunlight [3], with particle-based concentrated
solar thermal (CST) receivers showing great potential for long-term opera-
tion at the required temperatures [4]. Laboratory-scale CST receivers have
also been demonstrated to be functional and technically feasible for the pro-
cessing of a range of minerals [5–7]. However, there is currently a lack of
understanding of the heat transfer processes and particle-fluid interactions
within these particle-laden flows. This hinders the rate of development of
both new mineral processing and particle-based solar technologies. There-
fore, systematic measurements of the key controlling parameters within these
systems are required to optimise efficiencies and lower the risk of uptake for
industrial applications.

The volumetric distributions of particles and the flow fields of both phases
within a particle-laden flow are determined by complex and non-linear phe-
nomena such as turbulence, particle clustering (whereby particles preferen-
tially concentrate in highly localised regions of the flow [8, 9]) and particle-
fluid coupling [10]. In systems employing heated particles, these phenomena
are further complicated by the significant density gradients and buoyancy-
induced motions generated from thermal gradients in the gas-phase [11]. The
resultant heat transfer in the system is coupled to the fluid motions through
the mutually interacting processes of particle-fluid momentum transport,
convection, and buoyancy [12]. Additionally, the radiation absorbed by indi-
vidual particles, and the subsequent particle temperature change, is highly
non-uniform on an instantaneous basis due to the impact of turbulent flow
motions on the particle distributions. This, in turn, influences both the
local, instantaneous distributions of radiation attenuation and the multiple
scattering of incident radiation [13]. This non-uniform radiation absorption
is particularly significant for the densely seeded flows typically used in in-
dustrial processes, in which particle volumetric loadings of ϕ > 10−3 are
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common, where ϕ = V̇p/V̇f is the ratio of the volumetric flow rate of the
particles to that of the fluid. Furthermore, in turbulent particle-laden chan-
nel flows heated with radiation, particle clustering has been shown to lead
to spatially and temporally non-uniform gas-phase temperatures [14, 15].
The combination of these complex, mutually interacting phenomena lead to
significant challenges in modelling the system without resorting to computa-
tionally cost-prohibitive direct numerical simulations. Therefore, in-situ and
well-resolved experimental measurements are required to provide both the
insights into the heat transfer processes in particle based receivers and the
datasets needed for the development and validation of numerical models.

The diameter and volumetric loading of particles are two key paramet-
ers that significantly affect the particle-fluid interactions and heat transfer
in particle-laden flows. Previous simulations of particle-based CST receivers
have shown that both the solar receiver efficiency, defined as the proportion
of the total solar heat entering the system that is absorbed by particles, and
the average particle temperature at the outlet decrease with an increase in
particle diameter [16, 17]. The solar receiver efficiency was also found to in-
crease with particle volumetric loading, because a greater proportion of the
incident radiation is absorbed by the particles [18]. Conversely, the average
particle temperature at the outlet decreases with increasing loading because
individual particles are increasingly likely to be in the shadow of those closer
to the radiative source. However, these results are limited to spatially av-
eraged data or point-wise measurements, which are unable to resolve the
instantaneous gradients in the flow. As such, in-situ spatially resolved meas-
urements are required to further improve the understanding of heat transfer
in these systems. Despite the availability of data from simultaneous meas-
urements of the particle and flow velocity in multiphase flows [19, 20], meas-
urements of the velocity with flow temperature have been limited [21, 22].
Planar measurements of the temperature in particle-laden flows with strong
thermal gradients generated by high-flux radiation are currently available for
both the particle-phase [23] and gas-phase [24]. The current work extends
these measurements by experimentally investigating the effect of particle dia-
meter and volumetric loading on the spatial distribution of the gas-phase
temperature in a radiatively heated particle-laden flow.

Laser based techniques are well suited to the measurement of the in-
stantaneous conditions of various parameters in the flow because they can
provide planar, spatially resolved data with nanosecond scale temporal res-
olutions. The technique of LIF, in which the fluorescence emissions from
a vapour seeded in trace quantities into the flow are measured, has been
used to determine the gas-phase temperature under conditions with strong
optical interference, such as in optical engines [25], flows with droplets [26],
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and particle-laden flows [27]. The advantage of LIF for measurements in
particle-laden flows over other planar techniques, such as Rayleigh scattering,
is that the fluorescence is emitted at longer wavelengths than the excitation
laser due to Stokes shift, allowing the separation of the fluorescence signal
and elastically scattered light using optical filtering. One method commonly
used to determine the temperature from the fluorescence emissions is two-
colour LIF, which utilises the red-shift of the fluorescence tracer emission
spectrum with temperature. This is done by calculating the ratio of the
fluorescence intensity measured in two separate wavelength ranges [28]. This
technique has already been demonstrated to be suitable for gas temperat-
ure measurements in particle-laden flows with volumetric loadings of up to
ϕ ≈ 10−3 [27], and for planar measurements in flows heated using high-flux
radiation [24]. Importantly, the advantage of using the two-colour ratio is
that it corrects for the spatial non-uniformity of the signal intensity that
can arise in particle-laden flows due to attenuation of the excitation beam
and the mixing of tracers with unseeded, ambient fluid. Furthermore, the
experimental arrangement for two-colour LIF is relatively simple, employ-
ing a single excitation laser and two detection channels. This technique is
therefore highly suitable for systematic measurements of the gas-phase tem-
perature distributions in radiatively heated particle-laden flows.

The aim of this paper is therefore to improve the understanding of heat
transfer in particle-laden flows heated with high-flux radiation, utilising two-
colour LIF thermometry for spatially resolved, planar measurements of the
gas-phase temperature. More specifically, the present investigation aims to
determine the effect of particle size and volumetric loading on the gas-phase
temperature distributions in a flow with well-defined conditions.

2 Methodology

2.1 Experimental arrangement

Simultaneous measurements of the gas-phase temperature and particle num-
ber density, using two-colour LIF and Mie scattering, respectively, were per-
formed in a radiatively heated particle-laden jet arranged as shown in Fig-
ure 1. The particle-laden flow issued from a long straight pipe of diameter
D = 12.6 mm with a length-to-diameter ratio of L/D = 165, which is suffi-
ciently long for the particle-laden flow to approach the fully developed condi-
tion [29]. A co-annular pipe of diameter 69 mm was used to generate a well-
defined co-flow. Each pipe was centrally aligned within a 300×300 mm wind
tunnel oriented with the flow direction vertically downwards. The central jet
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MFC

MFC

Figure 1: Experimental arrangement for simultaneous two-colour LIF ther-
mometry and particle number density measurements in a flow heated using
high-flux radiation.

employed nitrogen with a volumetric flow rate of 25 SLPM. The resultant jet
exit Reynolds number was ReD = (ρfUbD)/µf = 3000, where ρf and µf are
the fluid density and dynamic viscosity, respectively, and Ub = 3.6 m/s is the
gas-phase bulk mean velocity of the jet flow. This flow rate was chosen to
maximise the particle residence time in the heating region while remaining
sufficiently high to effectively carry the particles. The co-annular flow of 55
SLPM, also of nitrogen, had a bulk mean velocity at the pipe exit of 0.3 m/s.
The velocity of the ambient air drawn through the wind tunnel was set to
match that of the annular flow to within 20%.

Toluene was chosen as the tracer for two-colour LIF because it is a well
characterised species with a relatively strong fluorescence emission that is
sensitive to temperature in the range expected for the present investigation
of 290-450 K [30, 31]. Both the central jet and annular flow were seeded
with toluene vapour to ensure a strong signal throughout the measurement
region, with high purity nitrogen used as the carrier gas to prevent quenching
of the toluene fluorescence by molecular oxygen [32]. The toluene vapour
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Table 1: Summary of experimental parameters.

Parameter Symbol Value

Median particle
diameter

d̄p (µm) 173, 205, 238, 423

Jet exit Reynolds
number

ReD 3000

Jet exit Stokes number SkD 86, 121, 163, 514
Mean particle
volumetric loading

ϕ̄
(×10−3)

0.625, 1, 1.4

Heating laser power Q̇0 (W) ϕ̄ = 1.4× 10−3 0, 910, 1430, 1950,
2410, 2840

ϕ̄ = 0.625, 1× 10−3 0, 2840

was seeded in each flow by bubbling the nitrogen through a separate bath
of liquid toluene held at room temperature. The jet flow and co-annular
flows were seeded with toluene at concentrations of approximately 0.75%
and 0.25% by volume, respectively, with the concentration chosen to differ in
these flows to allow a clear identification of the edges of the jet. Particles were
introduced to the jet flow at a series of time-averaged volumetric loadings of
ϕ̄ = 6.25 × 10−4, 1 × 10−3 and 1.4 × 10−3, with a screw feeder located in a
sealed enclosure used to control the of particle flow rate. Four distributions of
Aluminosilicate ceramic particles (Carbobead CP) were used, with median
diameters d̄p = 173, 205, 238 and 423 µm, each of average sphericity 0.9.
Each of the particle diameter distributions were measured using a Malvern
Mastersizer 2000, with the results presented in Figure 2. The Stokes number
of the median diameter for each particle case, evaluated at the jet exit for
the large eddy time scale, was SkD = (ρpd̄

2
pUb)/(18µfD) = 86, 121, 263 and

514, respectively, where ρp= 3270 kg/m3 is the density of the particles. The
distribution of particles at the jet exit for SkD ≫ 1 is expected to be radially
non-uniform with a peak number density on the jet centreline, due to the
combination of forces applied to the particles within the pipe such as Saffman
lift and turbophoresis [33]. A summary of the experimental parameters is
presented in Table 1.

The second and fourth harmonic outputs from a single Nd:YAG laser
(Quantel Q-smart), with respective wavelengths of 532 (to image scattering
from particles) and 266 nm (to generate toluene fluorescence), were each
formed into vertical co-planar sheets. Each sheet had an approximate height
of 60 mm and thickness of 0.6 mm, and was aligned with the central axis of the
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Figure 2: Particle diameter distributions measured using a Malvern Master-
sizer 2000.
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pipe such that the top edge of the sheet was 3 mm from the jet exit plane. The
laser pulse frequency was 10 Hz with pulse energies of 0.5 and 18 mJ/pulse
for the 532 nm and 266 nm sheets, respectively. The radiative heating beam
was generated with a solid-state solar thermal simulator (SSSTS). The SSSTS
combines the output from a bundle of infra-red (910 nm) diode lasers using
fibre-optics [34] to provide a collimated beam at output powers up to Q̇0 =
2840 W with an approximate diameter of 15 mm at the focal plane, which was
aligned with the jet axis 17.6 mm from the exit plane. The intensity profile
of the SSSTS beam on the jet axis is described by Lewis et al. [24], with
an approximate peak heating flux on the beam axis of 42.8 MW/m2 when
operating at Q̇0 = 2840W. The beam powers used for the current experiments
are listed in Table 1. A water-cooled power meter (Gentec model HP100A-
4KW-HE) operating at 10 Hz, positioned down-beam from the wind tunnel,
measured the power of the SSSTS that was transmitted through the flow,
Q̇tr. The total power absorbed by the particles was then estimated using
the equation Q̇abs = α(Q̇0 − Q̇tr), where α ≈ 0.89 is the absorptivity of the
particles [35]. This calculation uses the assumption that multiple scattering
of the heating beam does not significantly increase the absorbed fraction and
that the emitted radiation from the heated particles does not influence the
measured power.

Optical filtering was used to separate the fluorescence emissions and scat-
tering from the particles into two channels for two-colour LIF with central
wavelengths of 285 nm and 315 nm, named here S285 and S315, respectively.
One channel to image the scattering of the 532 nm laser sheet by particles
was also separated, named S532 here. The cameras imaging each of the three
channels were positioned on the same side of the wind tunnel and shared the
same optical path through the flow. Long-pass filters were used to suppress
the scattered 266 nm laser light, with two beam-splitters positioned in series
with cut-off wavelengths of 310 nm and 355 nm used to separate the three
channels. The positioning of the cameras and beam-splitters can be seen
in Figure 1. Additional filters were used to limit the transmitted signal to
narrow spectral bands. The details of filters used and the resultant trans-
mission for each channel are presented by Lewis et al. [24]. Each channel
was imaged using a separate camera and lens. Two PC Di-Cam intensified
s-CMOS cameras imaged the two fluorescence channels with the signal for
the channel S285 focussed using a spherical UV lens (f = 100 mm, Thorlabs
LB4821) and for S315 using a Sodern UV 100 mm F/2.8 lens. A PCO.2000
CCD with a Tamron macro 80-120 mm lens was used to image S532. Each
camera imaged the measurement region of 0.3 < x/D < 3.7, |r/D| < 1,
where x is the axial co-ordinate of the jet and r is the radial co-ordinate
parallel to the laser sheet.
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Figure 3: Example instantaneous images taken simultaneously with the two
fluorescence cameras, S285 and S315, the binary mask of particle locations
determined from the scattering image S532, and the resultant temperature
calculated from the fluorescence intensity ratio S315/S285. For this figure
and following figures including images of the temperature, the dashed lines
and arrows indicate the approximate boundaries and direction of the SSSTS
heating beam, respectively.

2.2 Image processing

The raw images collected simultaneously from the three cameras were pro-
cessed using a series of in-house Matlab codes to derive the gas temperat-
ure and particle number densities. Examples of the instantaneous images
from each camera, together with the calculated gas-phase temperature, are
presented in Figure 3. Each step of the process is described in detail by Lewis
et al. [24], so that only a summary is presented here. Firstly, the average
background signal, collected with the lasers on and camera uncapped but
without a flow, was subtracted from the raw images. A common target
grid was then imaged with each camera to spatially align the images from
the three channels to within approximately ±1 pixel. The alignment of the
fluorescence channels was then improved to approximately ±0.3 pixels using
time-averaged images of the fluorescence emissions from the toluene-seeded
jet without heating. This was done by systematically offsetting the image
from S285 in increments of 0.1 pixel and calculating the signal ratio S315/S285

on a pixel-by-pixel basis. Because these measurements were conducted under
ambient conditions, the true value of S315/S285 should be constant across the
field of measurement. Therefore, the image sub-pixel offset location with the
smallest variation in the calculated signal ratio was then used to correct all
instantaneous images taken on that particular day.

Following spatial alignment, the signal ratio S315/S285 was calculated on

211



Paper III Page 10 of 33

a pixel-by-pixel basis for each instantaneous image. Data from S285 or S315

with a signal of less than 15 times the camera dark charge were removed
from further analysis to reduce the influence of camera noise on the meas-
urement [27]. The ratio S315/S285 was then converted to temperature using a
calibration curve. The calibration was performed in the same jet flow as for
the main experiments, except that the jet flow was heated using a control-
lable electrical tape heater (Briskheat BWH052100LD) fitted to the outside
of the central pipe. The heated flow was imaged using S285 and S315 at a
series of specified temperatures, with the actual flow temperature measured
simultaneously using a thermocouple. The time- and spatially-averaged ratio
S315/S285 was then calculated from the potential core region of the jet where
the temperature was uniform. The results for the calibration are presented
by Lewis et al. [24], with the relationship between S315/S285 and temperature
well described by a linear function for the temperature range expected in the
main experiment of 20 ◦C < Tg < 160 ◦C. After conversion to temperature,
the instantaneous images were smoothed using a 5×5 pixel median filter to
reduce the influence of camera shot noise on the results. The uncertainty
of the two-colour LIF method in a particle-laden flow with d̄p = 173 µm
and ϕ̄ = 1.4× 10−3, evaluated using the above methods, was found to have a
pixel-to-pixel standard deviation in the instantaneous measured temperature
of 17.8 ◦C [24]. This can be reduced through time-averaging, such that for
the mean results the error is expected to be < 2 ◦C for each case.

The instantaneous images of scattering from particles (S532) were formed
into a binary mask using a threshold of 10 times the standard deviation of the
dark charge, to ensure the particle signals were strongly separated from the
background noise. Individual particle locations were then determined from
the binary image, using an in-house Matlab code to separate overlapping
particles where possible.

3 Analytical models

3.1 One-dimensional heat transfer model

A one-dimensional analytical heat transfer model to estimate the particle
and gas temperatures in the jet flow was developed, similar to that presented
by Kueh et al. [36]. Both the radiative and convective heat transfer, together
with the corresponding change in particle and gas temperature, were calcu-
lated for a single spherical particle and the surrounding volume of gas mov-
ing axially along the jet centreline. The heat gained by the particle (Q̇p,gain)
is dependent on the incident radiation absorbed (Q̇abs), emitted radiation

212



Paper III Page 11 of 33

(Q̇emit) and convection with the surrounding fluid (Q̇conv). The resultant
heat transfer balance for the particle is given by the following equation:

Q̇p,gain = Q̇abs−Q̇conv−Q̇emit =
απd2pQ̇

′′
rad

4
−hπd2p(Tp−Tf )−ϵσπd2p(T

4
p −T 4

a ),

(1)
where α is the absorptivity of the particle and Q̇

′′
rad is the incident radiative

heat flux. The convective heat transfer coefficient is h = Nukfilm/dp, where
Nu is the Nusselt number of the particle and kfilm is the thermal conductivity
of the fluid evaluated at the film temperature. The Nusselt number for a
sphere in forced convection is given by:

Nu = 2 +
(
0.4Re1/2p + 0.06Re2/3p

)
Pr0.4, (2)

where the Reynolds and Prandtl numbers of the particle are

Rep =
ρfilm|Uslip|dp

µfilm

(3)

and

Pr =
cp,fµfilm

kfilm
(4)

respectively. Here, cp,f is the specific heat of the fluid while ρfilm and µfilm

are the fluid’s respective density and dynamic viscosity evaluated at the film
temperature. The slip velocity Uslip = Uf −Up is the instantaneous difference
between the local fluid and particle velocities. The emitted radiation is a
function of the particle emissivity, ϵ, and the Stefan-Boltzmann constant
σ = 5.67 × 10−8 W/m2K4. The particle, fluid and ambient temperatures
are represented by Tp, Tf and Ta respectively. The resultant rate of particle
temperature change with time (t) can then be calculated from the following
equation:

∂Tp(t)

∂t
=

6

dpcp,pρp

[α
4
Q̇

′′
rad(t)− h (Tp(t)− Tf (t))− ϵσ

(
T 4
p (t)− T 4

a

)]
, (5)

where cp,p is the specific heat of the particle and ρp is the particle density. The
local radiative heat flux varies with time as the particle travels through the
heating region because of the profile of the heating beam. This is modelled
using the measured profile of the heating beam, presented by Lewis et al.
[24], and the particle trajectory through the region. For the special case
of a uniform particle velocity we obtain Q̇

′′
rad(t) = Q̇

′′
rad(x/Up), where Up is

the particle velocity in the x direction. The subsequent gas temperature
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change, calculated using the assumption that all convective thermal energy
is transferred to the gas, is given by:

∂Tf (t)

∂t
=

6hϕ

dpcp,fρfilm
(Tp(t)− Tf (t)) . (6)

In the model, the particle volumetric loading of the flow was assumed to
be uniform and constant to match the jet exit values used in the experiments.
A constant slip velocity ratio of Uslip = 0.2Uf was used, approximated from
the value measured by Gillandt et al. [37] for particles with d̄p = 110 µm
and ρp ≈ 2000 kg/m3 at a loading of ϕ ≈ 5 × 10−4. While the instantan-
eous slip velocity may vary significantly with time and for each individual
particle, these variations are not expected to systematically influence the de-
pendence of gas temperature on either diameter or mass loading. Hence it
is reasonable to assume slip-velocity is constant. That is, insights from the
model with regards to the influence of the experimentally varied parameters
(particle diameter and volumetric loading) are expected to be independent of
the slip velocity. Attenuation of the radiation up-beam from the particle is
assumed to be negligible. The values for specific heat capacity (as a function
of particle temperature), absorptivity and emissivity were estimated from
those measured for similar particles [17, 35, 38]. The carrier fluid was mod-
elled as pure nitrogen with the density, viscosity and specific heat calculated
as a function of the fluid temperature [39]. The model input parameters are
summarised in Table 2.

Figure 4 presents the axial evolution of calculated temperatures of the
particle- and gas-phases (a), together with the corresponding values of the
absolute power of each heat transfer process (b), for the case with d̄p =
173 µm, ϕ̄ = 1.4×10−3 and Q̇0 = 2840 W (note that data on the y-axis for the
heat transfer powers are presented on a logarithmic scale). It can be seen that
the particle temperature on the jet centreline is calculated to increase rapidly
throughout the heating region, reaching a peak of approximately 300 ◦C at
the downstream edge. The particle temperature is predicted to be much
higher than that of the gas throughout the measurement. This is consistent
with the radiative energy absorbed by particles in the heating region, 0.9 <
x/D < 1.9, being some two orders of magnitude greater than that transferred
from the particles, either by radiation or from convection with the gas. The
difference can be seen in the bottom sub-figure with Q̇abs > 100× Q̇conv and
Q̇abs > 1000 × Q̇emit at x/D = 1.4. Downstream from the heating region,
the difference between the particle and gas temperatures decreases with axial
distance toward the equilibrium that is far downstream from the region of
investigation. In the region of 1 < x/D < 4 convection is predicted to be the
dominant mode of particle cooling, with Q̇conv > 10× Q̇emit.
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Table 2: Input parameters used for the analytical heat transfer model. The
particle properties used were those previously measured for the Carbobead
CP particles or similar. The properties used for the gas were those of pure ni-
trogen. Temperature dependent parameters are indicated within the brackets
in the Symbol column.

Parameter Symbol Value

Peak heating flux Q̇
′′
peak 13.7, 29.4, 36.3,

42.8 MW/m2

Particle diameter dp 173, 205, 238, 423 µm
Particle volumetric loading (×10−3) ϕ 0.625, 1, 1.4
Particle density ρp 3270 kg/m3

Particle specific heat cp,p(Tp) 0.7-1.1 kJ/kgK
Particle absorptivity α 0.89
Particle emissivity ϵ 0.85
Particle velocity Up 2.9 m/s
Fluid velocity Uf 3.6 m/s
Fluid density ρf (Tf ) 1.1-0.8 kg/m3

Fluid viscosity µf (Tf ) 1.8-2.2×10−5 Ns/m2

Fluid specific heat cp,f (Tf ) 1.04 kJ/kgK
Ambient temperature Ta 20 ◦C
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Figure 4: The simulated temperature from the one-dimensional model of both
the particle and gas (a) together with the absolute powers of the modelled
particle heat transfer components (b) as a function of axial distance, for the
parameters listed in Table 2 with d̄p = 173 µm, ϕ̄ = 1.4 × 10−3 and Q̇0 =
2840 W.
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3.2 Heating beam attenuation model

The absorption of the heating beam by the particles was predicted numer-
ically using a simplified attenuation model. The model generates a random
distribution of particles in a cylindrical spatial domain with both a length
and diameter of 1.5D positioned such that the centre of the domain coin-
cided with the intersection of the jet axis and that of the SSSTS beam. The
particle locations were modelled using a weighted distribution such that the
radial profiles of particle number density matched those previously repor-
ted for the case with d̄p = 173 µm [24]. The number of particles in the
domain was also selected such that the average volumetric loading matched
the experimental cases. Particles were modelled as spheres with a particle
size distribution matching that of the present experiment (see Figure 2). Any
modelled particles that overlapped in the 3-D space were removed and iterat-
ively replaced until there was no overlap. A 2-D binary mask of the particle
locations, projected in the direction of the laser, was then generated with
the domain discretised into pixels with sides of length 0.001D. This length
was sufficiently small for the results to converge. The spatial distribution of
heating laser flux in each resulting pixel was then calculated using the profile
presented by Lewis et al. [24]. Figure 5 presents a typical distribution of the
modelled particle locations, for the case with particles of d̄p = 423 µm at
a volumetric loading of ϕ = 1.4 × 10−3, together with the intensity profile
of the SSSTS beam and the particle cross-sectional area projected in the
beam direction. Here, x is the axial co-ordinate of the jet, while r and y are
the radial co-ordinates parallel and perpendicular to the heating laser beam
direction, respectively. The simulated transmission and attenuation of the
heating beam through the flow was then calculated from the element-wise
multiplication of the heating flux and the binary mask of projected particles,
using the assumption that the particle transmissivity, forward scattering and
multiple scattering were negligible.
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Figure 5: Schematic diagram illustrating the method used to model the
attenuation of the SSSTS heating beam. An example of the distribution
of the simulated particle locations is shown for the case with d̄p = 423 µm
and ϕ = 1.4× 10−3, together with the intensity of the heating beam.
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4 Results

4.1 Instantaneous images

Figure 6 presents typical instantaneous images of the measured temperature
above ambient (Tg − Ta), the binary particle mask, and the fluorescence in-
tensity from S285, for each particle size distribution. The particle volumetric
loading for each image was ϕ = 1.4 × 10−3 with a SSSTS beam power of
Q̇0 = 2840 W. Additionally, one reference case without heating for the d̄p
= 406 µm particles is presented to show the accuracy of the method. The
largest particle case was chosen because the reduction in signal due to atten-
uation, and therefore also the random error, increases with dp. The dashed
lines and arrows overlaying the temperature images indicate the approximate
boundaries and direction of the SSSTS heating beam, respectively.

Several qualitative trends can be seen from the temperature images with
the heating laser switched on. The gas temperature can be seen to increase
with a reduction in particle size, so that it is greatest for the particles with d̄p
= 173 µm. This is as expected because the radiation absorption and convect-
ive heat transfer increase with total particle cross-sectional area and surface
area, respectively, and hence with decreasing particle size for a constant ϕ.
The instantaneous distributions of temperature can also be seen to be highly
non-uniform in the flow downstream from the heating region, with large-scale
coherent regions of high temperature evident for each case with heating. This
indicates that the gas is not well mixed, even at the downstream edge of these
images, and is also consistent with the particles being distributed with re-
gions of high local volumetric loadings whose position relative to the gas is
persistent (i.e., long lived). These local regions of high temperature become
more prevalent with decreasing d̄p, with the temperature difference from the
surrounding flow also increasing. More hot regions can be seen on the heat-
ing laser in-side of the image, for r/D > 0, suggesting that attenuation of
the radiation significantly affects the temperature distribution of the flow.

Spatial variations of the fluorescence intensity can be seen throughout
the images, driven by the mixing of the jet flow with the surroundings to-
gether with the non-uniform laser sheet intensity profile. Temporal changes
in the toluene concentration from case to case can also be seen to affect the
fluorescence intensity. These variations in signal are corrected for in the tem-
perature measurement because the temperature is derived from the ratio of
fluorescence emissions, as described above. However, the influence of random
errors increases with decreasing signal. Attenuation of the excitation laser
and signal trapping can be seen in the fluorescence images as streaks and cir-
cular regions with low intensity, respectively. The size of these regions of re-
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Figure 6: Typical instantaneous images of the calculated temperature, fluor-
escence intensity and binary particle mask, measured simultaneously, for each
particle size with ϕ = 1.4× 10−3 and Q̇0 = 2840 W. Also presented is a ref-
erence case without heating, for the d̄p = 406 µm particles. The dotted lines
represent the upper and lower extent of the heating laser, where used, while
the arrow-head shows its direction. The hatched areas correspond to regions
where the signal from one or both of the fluorescence images is below the
threshold for reliable measurements.
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duced intensity increases with particle diameter. The worst case attenuation
is for the d̄p = 423 µm particles, for which the fluorescence signal inside the
streaks is reduced by up to 45% compared to their surroundings. Despite the
significant variation in fluorescence signal from these combined sources, the
pixel-to-pixel standard deviation of the calculated ratio S315/S285 for the case
without heating in the region 1 < x/D < 2, |r/D| < 0.3 is 0.076×S315/S285,
corresponding to a temperature uncertainty of 18.8 ◦C. This is a 6% increase
of the uncertainty compared to that measured previously for the d̄p = 173 µm
particles of 17.8 ◦C [24]. These uncertainties were calculated from the images
of the flow without heating, with a known, uniform temperature. The un-
certainty is expected to increase with temperature because the fluorescence
intensity decreases with an increase in temperature. The effect of temper-
ature on the uncertainty was estimated using images of the unheated flow,
with the laser power reduced such that the fluorescence intensity matched
that measured for the case with the highest heating. The resultant uncer-
tainty for the time-averaged images, to one standard deviation, is estimated
to be less than 5 ◦C for each case across the majority of the image bounded
by the region 0.5 < |r/D|, 0.5 < x/D < 3.7.

4.2 Time-averaged images

Figure 7 presents the time-averaged temperature above ambient, T̄g−Ta, for
each particle size with ϕ̄ = 1.4 × 10−3 and Q̇0 = 2840 W. The trends seen
in Figure 6 are also evident here, with the mean temperature downstream
from the heating region increasing with a decrease in particle size and a
greater temperature rise for the laser-in side, for r/D > 0, than for r/D < 0.
The temperature within the main jet flow, for |r/D| < 0.5, can be seen
to be greater than the ambient from the start of the heating region, with
T̄g − Ta increasing with x/D to the downstream edge of the image. The
majority of the temperature rise is constrained within |r/D| < 0.6, suggesting
there is little spreading of the jet and/or mixing with the co-flow to the
downstream edge of the measurement region. Only one heating flux and
loading is presented here because the trends are similar for all cases, with the
presented conditions chosen because they exhibit the greatest temperature
change.

Figure 8 presents the time-averaged temperature images for a series of
particle volumetric loadings, for the flow with d̄p = 205 µm and Q̇0 = 2840 W.
Note the condition of ϕ̄ = 1.4 × 10−3 is repeated from Figure 7, although
the colour scale is different. The temperature rise downstream from the
heating region increases with particle loading, which is as expected because
the greater cross-sectional and surface area of particles leads to an increase
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423 238 205 173dp ( m)

Figure 7: Time-averaged gas-phase temperature distributions for each of the
four particle sizes distributions with a fixed particle volumetric loading of
ϕ̄ = 1.4× 10−3 and a constant power of the heating laser of Q̇0 = 2840 W.

in the total radiation absorption and convective heat transfer, respectively.
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Figure 8: Time-averaged gas-phase temperature distributions for a series of
particle volumetric loadings for the particles with d̄p = 205 µm and Q̇0 =
2840 W.

4.3 Heating beam transmission

Figure 9 presents the power from the SSSTS beam that was transmitted
through the particle-laden flow, Q̇tr, normalised by the initial beam power,
Q̇0, as a function of particle diameter for a series of volumetric loadings with
Q̇0 = 2840 W. Both the measured and simulated transmissions are presented.
It can be seen that Q̇tr/Q̇0 decreases with an increase in ϕ̄ and a decrease in
d̄p, which is consistent with the results presented in Figures 7 and 8. This is
because the total cross-sectional area of particles in the flow increases with an
increase in ϕ for constant d̄p and a decrease in d̄p for constant ϕ, resulting in
a greater absorption of the heating beam by particles. The lowest measured
transmission of the SSSTS beam was Q̇tr/Q̇0 = 0.79 for the particles with d̄p
= 173 µm at a volumetric loading of ϕ̄ = 1.4× 10−3. This corresponds to an
approximate absorption of the beam by particles of Q̇abs/Q̇0 = 0.19.

The results seen for the measured transmission match sufficiently well
with the simulated values calculated using a random distribution of particles
to have good confidence in the trends. For each case the measured trans-
mission is lower than that calculated from the model, with the difference
increasing with ϕ̄ for all cases of d̄p investigated. There are several possible
reasons for this discrepancy. These include that the particles are simulated
as spherical, whereas the specified sphericity of the particles by the manu-
facturer is 0.9. The area-to-volume ratio of particles in the flow increases
with decreasing sphericity, leading to an increase in the amount of radiation

222



Paper III Page 21 of 33

150 200 250 300 350 400 450
0.75

0.8

0.85

0.9

0.95

1

Figure 9: Comparison of the measured (Meas) and simulated (Sim) power of
the SSSTS beam transmitted through the particle-laden flow, normalised by
the total beam power, as a function of particle diameter for each volumetric
loading investigated. The measured results presented are for the cases with
Q̇0 = 2840 W.
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being attenuated by particles. Breakage of particles or abrasion that gen-
erates fine particles in the system could lead to a decrease in the average
diameter of particles in the flow relative to that measured, without changing
the volumetric loading. This would be more significant for higher loadings
because of greater stresses in the feeding system and the increased likelihood
of particle-particle collisions in the conveying pipes and jet flow. Addition-
ally, fine particles that occupy a very small volume percent but relatively
larger number density may not be recorded when measuring the particle dia-
meter distribution. While these complexities in the real system are not easily
predicted or incorporated in models, their contribution is also expected to
be modest.

4.4 Centreline temperature profiles

Figure 10 presents the time-averaged temperature above ambient measured
on the jet centreline as a function of axial distance for a series of heating
powers with d̄p = 205 µm and ϕ̄ = 1.4×10−3 (a), a series of particle volumetric
loadings with d̄p = 205 µm and Q̇0 = 2840 W (b), and a series of particle
diameters with ϕ̄ = 1.4× 10−3 and Q̇0 = 2840 W (c). Note that the case for
the particles with d̄p = 205 µm, ϕ̄ = 1.4×10−3 and Q̇0 = 2840 W is presented
in each sub-figure. The inset in each sub-figure presents the axial profile of
the centreline temperature rise relative to the power absorbed by particles,
(T̄g−Ta)/Q̇abs. This gives a measure of how efficiently the absorbed radiative
energy is transferred to the gas-phase. The trends seen in the normalisation
are expected to be reliable even though there is some uncertainty in the
absolute values owing to the assumptions used to estimate Q̇abs, because the
particle material properties are the same for each case.

The general trends seen in the time-averaged images are confirmed here,
with the temperature increasing monotonically from x/D ≈ 1.1 to the down-
stream edge of the measurement region for all cases with heating and T̄g−Ta

increasing with an increase in Q̇0, an increase in ϕ̄, and a decrease in d̄p. The
increase in temperature with axial distance is close to linear for 1.9 < x/D <
3.7, indicating that the convective heat transfer is nearly constant down-
stream from the heating beam to the edge of the measurement region. This
suggests that the particle temperature after radiative heating remains signi-
ficantly greater than that of the fluid throughout this region, which agrees
well with the trends obtained from the analytical model in Figure 4.

The normalised axial temperature profile (T̄g − Ta)/Q̇abs collapses well
for x/D < 2.5 for each heating power. This shows that the temperature
rise in this region is proportional to the power absorbed by the particles,
for a constant particle diameter and volumetric loading. This is because the
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particle temperature rise is directly proportional to the radiative flux and the
subsequent temperature rise of the gas is proportional to the temperature
differential between the particles and gas, Tp − Tg. The trends calculated
with the analytical model (see Figure 4) predict that Tp ≫ Tg in the region
1.9 < x/D < 2.5, which would lead to an almost constant rate of convective
heat transfer in this region. Downstream from this region, for x/D > 2.5, the
relative temperature increase (T̄g − Ta)/Q̇abs can be seen to decrease slightly
with increasing heating beam power. This is potentially because buoyancy-
induced mixing/convection within the gas-phase increases with an increase in
the gradients of temperature in the flow. In the region 1.9 < x/D < 2.5, the
value of (T̄g−Ta)/Q̇abs also collapses well for the series of values of ϕ̄, although
downstream from this region the value of (T̄g − Ta)/Q̇abs increases with ϕ̄.
This suggests that, while the heat absorbed by the particles and initial heat
transfer is proportional to the volumetric loading, increasing the volumetric
loading also decreases the radial gas-phase transport. In the region x/D >
1.5, (T̄g − Ta)/Q̇abs increases significantly with decreasing particle diameter
for d̄p ≥ 205 µm. However, (T̄g − Ta)/Q̇abs was found to be similar for the
particles with d̄p = 173 and 205 µm. These trends are consistent for all
heating powers and volumetric loadings investigated. This demonstrates the
non-linear nature of the relationships between the particle diameter and the
convective and radiative heat transfer processes in the flow.
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Figure 10: Measured temperature above ambient on the jet centreline for a
series of heating fluxes (a), particle loadings (b), and particle diameters (c).
The inset in each figure presents the temperature above ambient normalised
by the estimated absorbed power.
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Figure 11 presents the measured and calculated values of the rate of
change of the gas temperature with axial distance on the jet centreline,
dTg/dx, averaged over the region of 2 < x/D < 3. The results are presen-
ted for a series of particle diameter distributions as a function of Q̇0 with
ϕ̄ = 1.4 × 10−3 (a) and as a function of ϕ̄ with Q̇0 = 2840 W (b). The
measured axial temperature gradient dTg/dx can be seen to increase ap-
proximately linearly with Q̇0 and monotonically with ϕ̄ in this region. The
gradient dTg/dx also generally increases with a decrease in d̄p, except for the
particles with d̄p = 173 µm for which the gradient is similar to that seen
for the particles with d̄p = 205 µm. For the case with Q̇0 = 2840 W and
ϕ̄ = 1.4 × 10−3, dTg/dx ≈ 2, 200 ◦C/m for d̄p = 173 and 205 µm. This
corresponds to a gas-temperature heating rate of approximately 8, 000 ◦C/s,
assuming that the axial gas velocity is constant in this region at the jet exit
bulk-mean velocity of 3.6 m/s. At this loading and heating power, dTg/dx
decreases with an increase in particle diameter to 1,200 and 300 ◦C/m for d̄p
= 238 and 423 µm, respectively.

The model can be seen to overestimate the gradient for most investigated
fluxes, loadings and particle sizes, except for the case with d̄p = 238 µm.
Furthermore, the magnitude of difference between the experimental meas-
urements and the modelled results increases with a decrease in the particle
diameter. One critical parameter in determining convective heat transfer is
the slip velocity, which was assumed to be constant at Uslip = 0.2Ug in the
model for all cases. There are currently no measurements of both the gas-
and particle-phase velocities for the flow conditions and particles used in the
experiments, so the value chosen in the model was approximated from that
measured for the most similar conditions in the available literature [37]. Ad-
ditionally, attenuation of the heating beam and particle clustering, which are
not accounted for in the model, may change the heat absorbed by particles
on the centreline and the subsequent convective heat transfer. Despite these
simplifications the trends seen in the model are in good agreement with the
experimental results, with the model overestimating the gradient by 19.6%
on average for the cases with dTg/dx > 500 ◦C/m.

4.5 Radial temperature profiles

227



Paper III Page 26 of 33

0 500 1000 1500 2000 2500 3000
-500

0

500

1000

1500

2000

2500

3000

(a)

0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
0

500

1000

1500

2000

2500

3000

3500

(b)

Figure 11: Average rate of temperature increase with axial distance on the jet
centreline over the region 2 < x/D < 3, for both the measurements and the
one-dimensional model, as a function of heat flux for each particle diameter
with ϕ̄ = 1.4 × 10−3 (a) and as a function of volumetric loading for each
particle diameter with Q̇0 = 2840 W (b).

Figure 12 presents the measured radial profiles of the gas-phase temper-
ature above ambient at x/D = 3 for a series of heating powers with d̄p =
205 µm and ϕ̄ = 1.4 × 10−3 (a), for a series of particle volumetric loadings
with d̄p = 205 µm and Q̇0 = 2840 W (b), and for a series of particle diamet-
ers with ϕ̄ = 1.4 × 10−3 and Q̇0 = 2840 W (c). The inset in each subfigure
presents the radial temperature profile normalised by the estimated heating
power absorbed, (T̄g − Ta)/Q̇abs. The measured temperature rise T̄g − Ta

increases with both Q̇0 and ϕ̄, consistent with previous figures, within the
region |r/D| < 1 at this axial location. The temperature can be seen to
generally peak near to the jet centreline and decrease with |r/D|, consistent
with the particle loading being greatest there for particles with SkD ≫ 1 [24,
33]. However, for the cases with d̄p = 406 µm or ϕ̄ ≤ 1.4 × 10−3 (i.e., the
cases with the lowest particle number densities) T̄g − Ta can be seen to be
close to uniform for |r/D| < 0.5. The radial profiles for the cases with d̄p ≤
238 µm, Q̇0 ≥ 1430 W and ϕ̄ = 1.4 × 10−3 also show asymmetry consistent
with the influence of attenuation of the heating beam, with T̄g −Ta being up
to 10 ◦C greater at r/D = 0.3 than at r/D = −0.3. This suggests that the
average gas-phase temperature at any location will also be dependent on the
path length of the heating beam through the flow to that location.

The radial profile of the normalised temperature rise, (T̄g−Ta)/Q̇abs, col-
lapses well for the flow with heating powers of Q̇0 ≥ 1950 W, for d̄p = 205 µm
and ϕ̄ = 1.4×10−3. For Q̇0 < 1950 W the normalised temperature can be seen
to increase with a decrease in Q̇0, although it should be noted that the influ-
ence of noisy data (estimated to be ±5 ◦C) on this normalisation increases
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Figure 12: Radial profiles of the temperature above ambient measured at
x/D = 3 for a series of heating fluxes with d̄p = 205 µm and ϕ̄ = 1.4× 10−3

(a), a series of particle loadings with d̄p = 205 µm and Q̇0 = 2840 W (b),
and for a series of particle diameters with Q̇0 = 2840 W and ϕ̄ = 1.4× 10−3

(c). The inset in each sub-figure presents the respective temperature rise
normalised by the estimated absorbed power.

with a decrease in T̄g − Ta. As such, there is no clear indication that the
mixing/radial transport of the gas-phase is dependent on the heating power
at his axial location, although gas-phase velocity measurements are required
to confirm this. For each value of ϕ̄ the normalised temperature profile is
similar in the region outside the main core of the jet, for |r/D| > 0.5. Nearer
to the jet centreline, for |r/D| < 0.3, (T̄g − Ta)/Q̇abs increases with ϕ̄, sug-
gesting that the radial transport of the gas-phase decreases with an increase
in the particle loading. This agrees with previous velocity measurements of
the gas phase in a particle-laden jet flow, with the radial velocity fluctuation
and turbulence intensity both measured to increase with a decrease in ϕ [40].
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5 Conclusions

The combination of systematic and spatially-resolved measurements of the
gas-phase temperature in a particle-laden jet and an analytical model of heat
transfer for a single particle provide strong evidence of the important roles
played by both a) large-scale coherent motions and b) the variable spatial
distribution of particles in the heat transfer processes in a particle-laden
flow heated with high-flux radiation. The agreement between the model and
the experiments was also sufficient to provide confidence in the trends and
mechanistic explanations for which they were applied.

Images of the instantaneous gas temperature distribution in the radiat-
ively heated particle-laden jet were found to display localised regions that
are significantly hotter or colder than the surrounding areas throughout the
imaged area, both within and downstream from the heating zone. These cor-
relate visually with regions where a locally high particle volumetric loading
can be observed and are qualitatively consistent with the important role of
persistent coherent structures in the flow. The number of distinct regions of
high/low temperature, and the temperature difference between these regions
and their surroundings, was found to increase with a decrease in particle
diameter.

The time-averaged gas-phase temperature measured downstream from
the radiative heating zone was found to increase with either an increase in
particle loading or a decrease in particle diameter. This is consistent with
the total radiation absorption and the subsequent convective heat transfer
being proportional to the total cross-sectional area and surface area of the
particles, respectively, which both increase with increasing particle loading
and decreasing diameter. The gas-phase temperature on the jet centreline
was also found to increase approximately linearly with axial distance from
the downstream edge of the heating zone to the edge of the measurement re-
gion, indicating near-constant convective heat transfer between the particles
and gas throughout this region. This is consistent with the analytical model,
which shows that the increase in particle temperature is an order of mag-
nitude greater than that of the surrounding gas.

The temperature rise of the gas-phase downstream from the heating re-
gion was found to be proportional to the power absorbed by particles, for a
series of particle volumetric loadings and heating powers. However, the mag-
nitude of the gas temperature rise, relative to the absorbed power, was found
to increase significantly with a decrease in particle diameter. This indicates
that the proportion of the total absorbed radiative heat that is transferred
to the gas-phase through convection is strongly dependent on the particle
diameter, but not on the particle loading or heating power.
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The radial profile of temperature was found to peak at, or near to, the
jet centreline, consistent with the time-averaged particle volumetric loading
being greatest there. However, the temperature profile was found to be
close to uniform within the central jet region of |r/D| < 0.5 for the cases
of comparatively low particle number density, with d̄p = 406 µm and ϕ̄ ≤
1× 10−3. In addition, measurements of the temperature on the heating laser
up-beam side of the flow (r/D > 0) were found to be up to 10 ◦C greater than
that on the down-beam side (r/D < 0), consistent with the effect of radiation
attenuation. This was especially significant for the flows with ϕ̄ ≥ 1 × 10−3

and d̄p ≤ 238 µm.
The measured transmission of the heating beam through the flow was

broadly consistent with, although somewhat lower than, that predicted us-
ing the particle distribution model, with the relative difference between the
measured and predicted attenuations found to increase with ϕ. These dif-
ferences are consistent with a combination of the slight non-sphericity of the
particles that was not accounted for in the model, and/or with a possible
role of particle breakage and abrasion in the feeding system leading to the
actual particle diameter distribution in the flow differing from that measured
beforehand.

The measured axial gradient of the gas-phase temperature on the jet
centreline was found to match the values calculated using the simplified one-
dimensional model to within 20% for cases with a gradient greater than
500 ◦C/m. The magnitude of this difference is consistent with imperfect
knowledge of the parameters used in the model, in particular the velocities
of the gas and particles, radiation attenuation and particle clustering effects.
Nevertheless, the general trends between the model and the experiment are
consistent. The quantitative agreement is sufficient to confirm that the rate
of radiant heating on the particles under the present conditions is some two
orders of magnitude greater than that of convective cooling, while the radi-
ative cooling of the particles is an order of magnitude lower again. Hence,
the particle cooling processes are dominated by convection, which is coupled
with both the particle-fluid transport and buoyancy induced effects. This,
in turn, confirms the ongoing need for the further development and applica-
tion of both new spatially resolved measurements of multiple flow parameters
and of new numerical modelling methods to advance quantitative predictive
capability.
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Paper IV - The effect of
instantaneous particle
distributions on the gas-phase
temperature in an unsteady
particle-laden jet heated with
high-flux radiation

This chapter presents the published journal article:
Lewis, E. W., Lau, T. C. W., Sun, Z., Alwahabi, Z. T. and Nathan, G. J. (2022),
"The effect of instantaneous particle distributions on the gas-phase tem-
perature in an unsteady particle-laden jet heated with high-flux radiation",
International Journal of Multiphase Flow 153.

The content of this chapter is identical to that of the published article,
with the following exceptions:

1. The typesetting and referencing style may have been altered for consist-
ency within the thesis.

2. The position and sizing of the figures and tables may differ.
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Abstract

Detailed simultaneous planar measurements of particle number
density and gas-phase temperature were performed in radiatively heated
particle-laden jet with average particle volumetric loadings in the
range 0.625-1.4×10−3, which is within the transition region between
the two- and four-way coupling regimes, to evaluate the correlation
between the local particle volume fraction and temperature for in-
ertial particles with a series of diameter distributions and radiative
heating powers. Utilising novel optical measurement and image pro-
cessing techniques, together with Voronoi analysis, regions of high in-
stantaneous particle number density and localised regions of high/low
gas-phase temperatures were identified. The results show that the
particle volume fraction measured within the identified ‘hot regions’
was more than 1.5 times greater than the mean value for each case,
while within the ‘cold regions’ the particle volume fraction was typic-
ally less than the mean. Similarly, the temperature around individual
particles was found to increase with an increase in the local particle
volume fraction, while the variation in local gas temperature in the
vicinity of particles increases with a decrease in particle diameter. Fur-
thermore, the temperature surrounding particles that were determined

241



Paper IV Page 2 of 42

to be within closely spaced cluster regions (which form in the present
measurements due to the random distribution of particles in the flow)
was found to be greater than that around particles outside of clusters,
even for the same local particle volume fraction (measured in a radius
of 0.1 times the jet pipe diameter around each particle). The particle
distributions were found to closely match a random Poisson distribu-
tion, consistent with the high particle Stokes numbers (86 ≤ SkD ≤
514), and are not affected by the presence of radiative heating, im-
plying that any flow phenomena induced by thermal gradients in the
flow negligibly influence the particles in the near field of the jet for
the conditions investigated here.

1 Introduction

Non-isothermal particle-laden flows with strong radiative heat transfer are
relevant to a range of processes in industrial systems, including mineral pre-
heating [1], in flames with soot formation [2], particulate fuel burners [3], and
for the calcination of alumina and limestone [4, 5]. These calcination pro-
cesses often require temperatures in excess of 1000 ◦C for efficient operation,
with the energy source historically being the combustion of fossil fuels that
contribute significantly to global carbon emissions [6]. As such, the equip-
ment required for these processes needs to be redesigned to transition towards
a low-carbon future [7, 8]. Energy sources that have been identified to re-
place, or be used in conjunction with, the existing combustion-based systems
include hydrogen, electricity, biomass, and concentrated solar [9]. Efficient
and cost-effective optimisation of new systems designed to incorporate non-
combusting sources requires reliable, predictive models of the particle-laden
flow. However, the current models are limited by a lack of understanding
of fundamental heat transfer processes within these flows, partially due to
complex, non-linear particle-fluid interactions [10, 11]. Additionally, there is
currently a lack of high quality, detailed experimental data for model val-
idation. Therefore, the overall objective of this investigation is to provide
high quality experimental data to increase the understanding of heat transfer
within non-isothermal particle-laden flows and to support the development
of reliable numerical design tools.

Radiative heating of particle suspensions has been increasingly utilised
in a range of practical systems such as the indirect calcination in a cement
plant [12], combustion devices [3, 13, 14], and in particle-based concentrated
solar thermal (CST) receivers [15]. In each of these reactors there is strong
radiative heat transfer both from external sources to the particle feedstock
(e.g., solar radiation, heated walls, flames) as well as from heated/combusting
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particles. The radiative heat transfer becomes particularly significant at the
temperatures required for mineral transformation and particle combustion,
because: 1) the emissivity of the particles is typically close to 1 [14, 16], and 2)
the radiative emission scales with ∆T 4, where ∆T is the temperature differ-
ence to the surroundings, while convection scales linearly with ∆T . As such,
understanding of the radiative heat transfer interactions within such systems
is critical for the accurate prediction of process temperatures, efficiencies,
and emissions [17]. For indirect calcination, the suspended powdered feed-
stock flows through a cavity with the walls heated using an external source
(typically combustion or electrical). The thermal energy is subsequently
transferred to the gas and particles by convection and radiation, providing
high temperatures while any products from the conversion of feedstock re-
main physically separated from the heating source. Similarly, CST vortex
receivers, in which a swirling particle suspension is transported through an
irradiated cylindrical cavity, have shown good potential to replace existing
combustion reactors in laboratory-scale experiments [18, 19]. The heated
particles in such flows can be used either as a feedstock for material trans-
formation [20] or for the absorption of sensible heat [21]. An alternative
CST receiver configuration is the falling particle receiver, in which a curtain
of free-falling absorptive particles (typically composed of a ceramic material
with a diameter of order 0.1 mm to 1 mm) are directly irradiated by concen-
trated sunlight for use as heat transfer media or thermal energy storage [22].
Despite the wide range of existing and potential applications utilising highly
inertial particles in radiatively heated particle-laden flows, detailed, in-situ
measurements of the flow are currently limited [23, 24]. Hence, there is a
need for further investigation of the fundamental heat transfer processes and
particle-fluid interactions in the flow.

In particle-based systems with strong radiative heating from an external
source, the proportion of inlet radiation that is absorbed by the particles in-
creases with particle number density due to an increase in the total particle
cross-sectional area [22]. However, for a constant particle diameter distribu-
tion, the average temperature of particles at the outlet has been found to
decrease with an increase in particle volume fraction, because attenuation of
the incident radiation by particles decreases the average radiative heating flux
with path length through the flow [25]. Similarly, spatially-resolved meas-
urements of a radiatively-heated particle-laden flow have shown that the gas
temperature was greater on the side of the flow closer to the radiative heat-
ing source than that on the far side [26]. Additionally, significant variations
in the instantaneous gas temperature were observed, with these variations
attributed to the non-uniform instantaneous particle distributions. This re-
lationship between local particle volume fraction and temperature has also
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been identified and evaluated using single point detectors in a channel flow
with radiative heating [24]. Together, these previous studies have demon-
strated that the presence of radiation significantly influences the already
complex multi-phase dynamics in particle-laden flows. However, despite the
advancements made by these studies, current understanding of radiatively
heated particle-laden flows is limited by the lack of well-resolved data (both
spatially and temporally) of the instantaneous distributions of temperature
for either phase in well-characterised particle-laden flows with strong thermal
gradients (i.e., high heating rates).

The particle volume fraction (ϕ = V̇p/V̇f , where V̇p and V̇f are the re-
spective volumetric flow rates of the particles and fluid) is a key parameter
in particle-laden flows that significantly influences the particle-fluid dynam-
ics. For flows with 10−6 < ϕ < 10−3, called the two-way coupling regime, the
momentum exchange between the particles and fluid is sufficient for the flow
field of the fluid to differ significantly from that of the single-phase flow [27].
With further increasing ϕ, the flow transitions to the four-way coupling re-
gime, in which particle-particle interactions are also important in addition
to the particle-fluid momentum exchange. Importantly, the majority of ap-
plications utilising particle-laden flows operate in turbulent conditions with
ϕ > 10−4, so that these coupling effects must be considered to allow accur-
ate characterisation of the complex particle-fluid interactions within these
systems [2, 18, 22]. Additionally, in these regimes optical effects such as
radiation attenuation and multiple scattering become important [26], which
leads to challenges in obtaining well-resolved experimental data. These flows
with relatively high particle volumetric loading are also challenging to model
numerically due to the large number of particles that are required to be sim-
ulated, leading to the desirability to introduce simplifying assumptions [10].
However, there is currently a lack of experimental measurements available of
‘densely’ seeded particle-laden flows to verify such assumptions, particularly
for systems with strong radiative heating.

Another key parameter that influences the particle-fluid interactions is the
particle Stokes number Sk = τp

τf
, which characterises how closely a particle

will follow flow motions of a given scale. Here, τp is the particle response
time and τf is a characteristic time scale of the flow. The Stokes number has
also been shown to characterise the formation of particle ‘clusters’, which is a
term that is used to denote highly localised flow regions in which the particles
accumulate [28]. Hence this term should not be confused with aggregates
of particles that are physically connected. Regions of locally high particle
volume fraction occur in the flow through two primary mechanisms: 1) from
random variations in the particle motion, resulting in particle distributions
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that are well described by a Poisson distribution and 2) from aerodynamic
interactions with the flow, which is particularly significant for particles with
Sk ≈ 1 [29, 30]. In flows with sufficiently strong radiative heating these vari-
ations in the particle distribution can lead to thermal gradients in the gas
from convection of sufficient magnitude to generate additional flow phenom-
ena such as buoyancy, which can further modify the velocity and temperature
of both phases as well as the particle distributions [31, 32]. The strong tem-
perature gradients in the flow arising from the combination of these complex,
coupled, non-linear interactions ultimately affect the stability, efficiency, and
emissions of processes utilising non-isothermal particle-laden flows. However,
the effect of these variable particle distributions on the gas-phase temperat-
ure field for flows with radiatively heated inertial particles of relatively high
Stokes number (Sk > 100) is yet to be analysed.

The gas-phase temperature is one of the key parameters required for full
characterisation of the heat transfer in radiatively heated particle-laden flows.
Additionally, data with high spatial and temporal resolution are required to
evaluate the instantaneous thermal gradients within the flow. While direct
numerical simulation (DNS) offers the potential to provide this data, fully-
resolved simulations of densely seeded particle-laden flows under radiatively
heated conditions remain prohibitively expensive in terms of computational
time [10]. Therefore, further improvement of the current understanding re-
quires well-resolved experimental data of the gas-phase temperature distribu-
tions. Laser-based methods are well suited to provide non-intrusive measure-
ments [33], with commonly used planar gas-phase thermometry techniques in-
cluding Rayleigh scattering [34], coherent anti-Stokes Raman scattering [35],
and laser induced fluorescence (LIF) of a flow tracer [36]. Utilisation of
these methods in a flow with particles requires separation of the thermo-
metry signal from the scattered laser light, with the latter typically stronger
than the thermometry signal by several orders of magnitude [37]. Addition-
ally, uncertainties in the signal intensity are influenced by attenuation of the
probe laser, signal trapping, and multiple scattering [38]. To overcome these
challenges, the technique of two-colour LIF has previously been used in con-
ditions with strong optical interference [39, 40], including in particle-laden
flows [41]. Two-colour LIF thermometry utilises the temperature dependence
of the fluorescence emission spectrum from a suitable tracer seeded into the
flow. The temperature is determined using the ratio of fluorescence emission
intensity measured within two wavelength bands, which are separated using
optical filtering [42]. The advantage of this method is that the thermometry
signal is optically separated from the laser scattering due to Stokes shift (i.e.,
the fluorescence is emitted at wavelengths longer than that of the excitation
laser). Additionally, provided that the two signals traverse the same optical
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path through the flow, the calculated ratio is independent of spatial variations
in the laser power and tracer concentration. Such variations are particularly
significant in particle-laden flows because of attenuation of the excitation
beam and signal trapping [26, 38]. Hence, two-colour LIF has been chosen
as the method to obtain the requisite planar, well-resolved measurements of
the gas-phase temperature for the present investigation.

Despite previous measurements identifying highly variable temperature
distributions in radiatively heated particle-laden flows due to the non-uniform
particle distribution [24, 26, 43], there is still a need for quantitative assess-
ments of the instantaneous temperature distributions. Therefore, the main
objective of the present investigation is to meet this need using simultan-
eous measurements of the instantaneous spatial distributions of both the
gas-phase temperature and particle volume fraction for a radiatively heated
particle-laden flow with inertial particles of Sk >> 1 at loadings relevant
to practical particle-based systems with strong radiative heat transfer, such
as those used in mineral calcination and vortex/falling-particle based CST
receivers. The present study investigates in detail the influence of the local,
instantaneous particle distribution on the gas-phase temperature of the radi-
atively heated flow, following recent work by the authors in the same experi-
mental arrangement of a particle-laden pipe jet heated using a circular beam
of high-flux radiation near to the jet exit plane [26, 43]. The jet issuing from
a long, round pipe used in the present experiments closely matched the ar-
rangement previously used for isothermal particle-laden flow measurements
by Lau and Nathan [44, 45] and Njue et al. [46], to provide a well-defined
flow. The present investigation aims to quantify the degree of the spatial
temperature variations measured in the same well-characterised, radiatively
heated particle-laden flow for volumetric loadings within the transition re-
gion between the two- and four-way coupling regimes. A further aim of the
present study is to assess the correlation between the local particle volume
fraction and gas-phase temperature in the flow. Additionally, the present in-
vestigation aims to assess the significance of any motions induced by thermal
gradients generated following the absorption of high-flux radiation on the
spatial distribution of particles in the flow.

2 Methodology

The flow consisted of a particle-laden jet issuing from a long round pipe (D
= 12.6 mm, L = 2100 mm) into a weak co-flow, generated from a co-annular
pipe of diameter 69 mm with the outlet plane positioned 6 mm upstream
from that of the jet, as shown in Figure 1. The particle-laden flow was heated
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using a high-flux beam of infra-red radiation centred 1.4D from the jet exit
plane, with the gas temperature measured using two-colour LIF with toluene
as the tracer and the particle locations determined using laser scattering.
The key flow parameters and particle properties are summarised in Table
1. This flow configuration with L/D > 160 provides a well-characterised
particle-laden jet at the outlet [44]. The experimental arrangement and flow
conditions investigated in the present study are identical to those documented
by the authors [26, 43], so that only a brief description of the experimental
arrangement is provided here.

Toluene was chosen as the fluorescent tracer for two-colour LIF because
it has good sensitivity to temperature and has previously been demonstrated
to be accurate in conditions with strong optical interference from the com-
bination of laser scattering, particle luminescence, signal trapping, and laser
attenuation [39–41]. Nitrogen was employed as the carrier gas for each flow,
with both particles and toluene seeded in the jet flow while the annular
flow was seeded only with toluene. The pipe jet had a Reynolds number
of ReD =

ρfUbD

µ
= 3000, where ρf = 1.15 kg/m3 is the density of the am-

bient (unheated) flow, Ub = 3.6 m/s is the flow bulk mean velocity and
µ = 1.8 × 10−5 Ns/m2 is the dynamic viscosity of the ambient flow. The
toluene concentration was approximately 0.75% by volume in the jet and
approximately 0.25% by volume in the annular flow. A series of distribu-
tions of aluminosilicate particles (Carbobead CP) with median diameters of
d̄p = 173, 205, 238, and 423 µm were used, with the particle diameter dis-
tribution measured for each of these using a Malvern Mastersizer 2000. The
measured particle distributions are presented in Figure 2. The resultant jet
exit Stokes numbers for each d̄p are SkD = 86, 121, 163, and 514, respect-
ively. Here, the jet exit Stokes number is based on the large-eddy time-scale,
SkD = (ρpd̄

2
pUb)/(18µD), where ρp is the particle density. Since both the

large-eddy length scale and velocity are not expected to vary significantly
in the near-field region of the jet [44, 47], this Stokes number is expected
to characteristic of the flow within the entire measurement region investig-
ated in the present experiments (x/D < 3.7). The time-averaged particle
volumetric loadings in the pipe jet used for the present investigation were
ϕ̄ = 0.625×10−3, 1×10−3, and 1.4×10−3, which result in the jet flows being
in the transition region from the two- to four-way coupling regime.

The thermal response of the particles, together with the particle Biot
number, were calculated based on well-established empirical and analytical
equations for a heated sphere. The Biot number is given by Bi = hVp/Apkp,
where Vp is the particle volume, Ap is the particle surface area, kp ≈ 2
is a lower bound estimate for the thermal conductivity of the particles [48],

247



Paper IV Page 8 of 42

Figure 1: Experimental arrangement for simultaneous planar measurements
of the gas-phase temperature, using two-colour LIF, and the particle loca-
tions, using laser scattering, in a particle-laden flow heated with high-flux
radiation (not to scale).

Figure 2: Measured diameter distributions of the particles used in the present
investigation.
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h = Nukf/d̄p is the convective heat transfer co-efficient, and kf is the thermal
conductivity of the fluid. The Nusselt number for a spherical particle is

given by Nu = 2 +
(
0.4Re

1/2
p + 0.06Re

2/3
p

)
Pr0.4(µ/µs)

0.4, and the subscript

s indicates the fluid properties estimated at the particle surface. The particle
Reynolds number is given by Rep = ρsUslipd̄p/µs, where Uslip ≈ 0.7 m/s is the
particle slip velocity, estimated using experimental measurements presented
by Gillandt et al. [49] for particles with d̄p = 110 µm, ϕ̄ ≈ 5×10−4, and ρp =
2, 000 kg/m3 measured near to the exit plane of a pipe jet with ReD ≈ 4, 750
and SkD ≈ 39. The Prandtl number is given by Pr = cp,fµs/kf,s, where cp,f
is the specific heat capacity of the fluid. The resultant Biot number for the
investigated particles is therefore 7.6× 10−3 < Bi < 9.0× 10−3.

It should be noted that the actual velocity profiles of both the gas and
particles are typically dependent on both the particle Stokes number and
volumetric loading in the flow, although the influence of Stokes number on
the slip velocity is expected to be minor in the near field of the jet for the
investigated conditions with SkD ≫ 1 [44]. However, for the present case,
even if the slip velocity were to depart from the assumed value by an order
of magnitude (i.e., 0.07 < Uslip < 7 m/s), the resultant Biot number range
would be 6× 10−3 < Bi < 0.018. Since Bi ≪ 1 for all cases, it can therefore
be expected that the temperature distribution within each particle to be
uniform throughout the measurement region.

Additionally, the thermal time constant of a radiatively heated spher-
ical particle, given by τp,t = ρpcp,pVp/Q̇

′′
Ax, where Ax is the particle cross-

sectional area, was calculated to be 6 < τp,t < 15 µs/K for the investigated
particles heated using a radiative flux of Q̇

′′
= 42.8 MW/m2. Considering

that the bulk velocity of the jet was 3.6 m/s, and assuming that convection
is negligible, this implies that the particle temperature would increase by
100 ◦C within the central region of the heating beam (which has a diameter
of∼ 12 mm) in a distance of 2.2 mm for the d̄p = 173 µm particles and 5.4 mm
for the d̄p = 423 µm particles. Similarly, the characteristic particle response
time τp,a = ρpd

2
p/18µ was calculated to be in the range of 0.3 < τp,a < 1.8

s, while the particles are within the measurement region for approximately
0.014 s. As such, the observed response of the particles to flow motions is
expected to be minor.

The particle-laden flow was heated using high-flux radiation generated
using a solid state solar thermal simulator (SSSTS) that provides a collim-
ated, radially-symmetric, infrared (∼910 nm) beam with a diameter of ∼12
mm at the focal plane [50]. The SSSTS was operated at a series of output
powers up to Q̇0 = 2840 W, with a peak radiative flux on the beam axis
of approximately 42.8 MW/m2 for this power. The beam was aligned per-
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Table 1: Key parameters used in the present investigation.

Parameter Symbol Value Units

Pipe jet bulk velocity Ub 3.6 m/s
Pipe jet Reynolds number ReD 3000 -
Annular flow bulk velocity Ua,b 0.3 m/s
Particle volumetric loadings ϕ̄ (×10−3) 0.625, 1, 1.4 -

SSSTS heating powers Q̇0 0, 910, 1430, 1950,
2410, 2840

W

Particle density ρp 3270 kg/m3

Particle specific heat cp,p(Tp) 0.7-1.1 kJ/kgK
Particle absorptivity α 0.89 -
Particle emissivity ϵ 0.85 -

Median particle diameters d̄p 173, 205, 238, 423 µm
Particle Stokes numbers SkD 86, 121, 163, 514 -
Estimated Biot number Bi

(×10−3)
7.6, 7.8, 8.0, 9.0 -

Estimated thermal time
constant

τp,t 6.1, 7.3, 8.5, 15.1 µs
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pendicular to the jet pipe, with the beam axis intersecting the jet centreline
17.5 mm downstream from the exit plane as shown in Figure 1. The power
of the beam transmitted through the flow was monitored during operation
using a water-cooled power meter positioned down-beam from the wind tun-
nel (Gentec model HP100A-4KWHE). The fraction of the beam absorbed by
the particles was measured to be up to 19% for the flow with d̄p = 173 µm
and ϕ̄ = 1.4× 10−3. The absorption of the beam by the particles, estimated
from the transmission to the power meter and assuming that the absorptiv-
ity of the present particles is similar to that of the particles used by Siegel
et al. [16] (α = 0.89), was found to decrease with a decrease in total particle
cross-sectional area (i.e., an increase in d̄p and a decrease in ϕ̄) [43]. The en-
tire region exposed to the heating beam, from the output head to the power
meter, was contained within an interlocked aluminium enclosure for safety.

A 266 nm beam from the fourth harmonic of a Nd:YAG laser (Quantel Q-
smart), formed into a sheet passing through the jet centreline with a height of
50 mm and thickness 0.6 mm, was used to excite the toluene for two-colour
LIF measurements. The second harmonic beam from the same laser (532
nm) was also formed into a sheet co-planar with the 266 nm sheet, with the
resultant laser scattering from particles imaged simultaneously with the LIF
measurements. The spatially averaged laser pulse fluences for the 266 nm
and 532 nm sheets were 50 and 1.4 mJ/cm2, respectively.

Optical filters were used to separate the scattered laser light and fluor-
escence emissions into three channels: two for the two-colour LIF measure-
ments with transmission bands of 285±5 nm and 315±10 nm, respectively,
and one to image the scattering from particles at 532 nm. The full details
of filters used, together with the transmission bands for the two-colour LIF
channels, are presented by Lewis et al. [26]. Each channel shared the same
optical path through the flow, so that any attenuation or signal trapping ef-
fects were identical. Two separate PCO Di-Cam intensified sCMOS cameras
were used to image the filtered fluorescence channels, using a Sodern Objectif
UV 100 F/2.8 lens and a spherical UV lens (Thorlabs LB4821) to focus the
channels centred at 315 nm and 285 nm, respectively. The spatial resolution
of these channels was 17.8 px/mm for S285 and 15.5 px/mm for S315. A
PCO.2000 CCD with a Tamron macro 80-120 mm lens was used to image
the laser scattering from particles, with a spatial resolution of 27.3 px/mm.
Each camera recorded images simultaneously at the laser pulse frequency of
10 Hz, and had a depth of field estimated to be on the order of centimetres
(i.e., greater than the laser sheet thickness).
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2.1 Image processing

The image processing methods used to determine the gas-phase temperature
from the two-colour LIF images and the local particle volume fraction from
the images of laser scattering are described in detail by Lewis et al. [26].
Therefore, only a brief summary of the image processing method is presen-
ted here, with typical images to illustrate the key processes being presented
in Figure 3. Firstly, background images for all cameras, collected under
identical conditions to the main experiment except with the flow switched
off, were subtracted from each individual image. Images of a target plate
of regularly spaced holes backlit using a UV lamp were then used to align
channel S285 with S315. Matching points were selected on each image with
S285 then transformed using a least-squares fit with bi-linear interpolation,
with the resultant images aligned to within approximately 1 pixel. The fluor-
escence images were further aligned to sub-pixel accuracy by minimising the
spatial variation in the fluorescence intensity ratio within a region upstream
from the heating beam but near the edge of the jet. This region was se-
lected because it has strong gradients in the toluene concentration, so that
a slight misalignment between cameras leads to a significant variation in
the measured ratio. The pixels from each instantaneous fluorescence image
with a signal intensity < 15× that of the dark charge were considered to be
unreliable and removed from further analysis [41].

The ratio of intensity for each spatially matched pixel was calculated,
from which the temperature was derived using a calibration function. The
instantaneous temperature images were then smoothed using a 5× 5 median
filter to reduce the influence of noise on the data, which resulted in a net
measurement volume of approximately 0.3 × 0.3 × 0.6 mm3. The region of
interest measured by each camera was bounded by 0.3 < x/D < 3.7 and
|r/D| < 1, where x is the axial direction, parallel to the jet axis, and r the
radial direction, parallel to the laser sheets, with the origin on the jet axis at
the outlet plane.

The calibration of intensity ratio to temperature was completed in the
same experimental arrangement as for the main experiment, except without
particles in the flow and with the central jet pipe heated directly using a
controllable electric tape heater. Fluorescence images were recorded at a
series of flow temperatures, with the temperature simultaneously measured
using a thermocouple inserted into the flow near to the jet exit plane. The
resultant best-fit relationship between the intensity ratio and temperature is
well-described by a linear function of the form S315/S285 = 4.50 × 10−3Tg +
0.98, for Tg in ◦C (R2 = 0.9989, see also Lewis et al. [26] for more details).
It should be noted that this calibration relationship is accurate only for

252



Paper IV Page 13 of 42

the present experimental arrangement, and not valid broadly, because the
relationship is dependent on the filters, optics, and cameras used.

For the measurements of laser scattering by particles, a binary mask
was generated using a threshold value of 10× the standard deviation of the
dark charge, to ensure sufficient separation of the scattering from the camera
noise. The centres of individual particles were then measured by calculating
the intensity centroid. Overlapping particles in each image (i.e., particles
at similar locations within the measurement plane but at different depths
within the laser sheet) were separated, where possible, using an in-house
Matlab code. This was performed by identifying contiguous regions of in-
tensity greater than the threshold that had an area significantly larger than
the expected particle area. If this region contained two or more intensity
peaks with the intensity distribution surrounding each peak well approxim-
ated by a 2D Gaussian distribution, the region was considered to contain
multiple particles (corresponding to the number of peaks). The location
of the individual particles was then calculated from the location where the
Gaussian distribution was at its peak. The particle number density (np) of
each image was then calculated from np = Np/V532, where Np is the total
number of particles detected in the image, V532 = 3.4D × 1.1D × (w + dp) is
the effective volume from which particles are detected, and w = 0.6 mm is
the laser sheet thickness.
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Figure 3: Instantaneous images recorded simultaneously for the two fluores-
cence channels, S285 and S315, and the binary mask of particles from the laser
scattering channel, following background subtraction and spatial alignment,
together with the processed gas-phase temperature distribution and particle
centroid locations.
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2.2 Error analysis

Since the errors to the two-colour LIF measurement applied to a particle-
laden flow have been previously discussed in detail [26, 41], only a brief
summary is provided here. The primary sources of random errors for the
present measurement are laser scattering from particles, attenuation of the
excitation laser sheet, and signal trapping. Under conditions identical to the
present experiment, it was found that the effect of attenuation and signal
trapping is to reduce the fluorescence intensity of some regions in the flow
by up to 45% [43]. However, in the present experiments, it was found that
the signal-to-noise ratio (SNR), defined as the ratio of the signal intensity
to the standard deviation of the dark charge, was > 145 even in the regions
most impacted by signal trapping and attenuation. Therefore, based on
previous measurements of bias error for the conditions used in the present
experiments [26], for a SNR > 145 and for 20 ◦C ¡ Tg ¡ 150

◦C, the bias error
of the temperature due to signal trapping and attenuation is estimated to be
< 8◦C.

The measured pixel-to-pixel standard deviation of the unheated flow with
particles was 17.7 ◦C, while the pixel-to-pixel uncertainty in the regions most
strongly affected by attenuation and signal trapping was measured to be 40
◦C. While these uncertainties are relatively large, they were significantly
reduced by spatial-averaging, with the uncertainty proportional to 1/N0.5

pix

(where Npix is the number of pixels used in the averaging procedure). In the
present study, the spatial average of temperature was calculated as the mean
temperature of the pixels within a radius of 0.1D surrounding each particle
(see Section 2.4 for further details). The number of pixels within these regions
was typically Npix ≈ 1,200 pixels, therefore the estimated uncertainty of the
spatially-averaged temperature reduced to < 1.2 ◦C. Noting that the pixel
size is 64 µm, this results in an effective probe volume in the spatially-
averaged temperatures around particles of approximately 2.5 × 2.5 × 0.6
mm3.

The detected particles typically have a peak SNR of > 100. Therefore, the
accuracy of the method used to determine the number of particles within each
image is relatively high. Furthermore, the particle distribution measured at
the pipe jet exit using this method [26] has previously been shown to provide
results consistent with literature under similar conditions [44, 51]. The local
volume fraction for each investigated region was calculated using the area
and number of particles detected within the region, using the assumption
that each particle had a volume equal to that of the median particle. Since
the actual particles have a size distribution, taking one standard deviation
either side of the median particle diameter (see Figure 2) results in a range
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of volumes for each individual particle of ∼ 50 − 200% of the volume for
the median particle diameter. However, the presented results for the local
volume fraction were typically comprised of the average of several hundred
individual particles. As such, the presented values of local volume fraction
have an uncertainty of approximately 10% of the average due to the size
distribution.

There is also uncertainty in the identification of particles (and their po-
sitions) for cases where there is significant overlap between particle images.
Analysis of the particle identification scheme showed that the uncertainty
of locating a particle increases significantly if the centre of one particle is
within the radius of another. Using the results from the random particle
simulation (see Section 2.5) for the case with the greatest number of over-
lapping particles (corresponding to d̄p = 173 µm and ϕ̄ = 1.4 × 10−3) and
the imaging size of particles following scattering (e.g., for the d̄p = 173 µm
the typical pixel diameter is 6 pixels, corresponding to 220 µm), the total
number of particles within the laser sheet will significantly overlap is ¡ 2%.
Additionally, uncertainty in locating particles may increase with beam dis-
tance through the flow due to attenuation of the laser sheet. Using the
present particle detection threshold, a reduction of local laser sheet intensity
of approximately 90% relative to that of the peak will result in a particle not
being counted. On this basis, and using the data from the random particle
simulation, fewer than 5.5% of the particles were estimated to be in regions
with a local laser sheet intensity less than 10% of the peak at the down-beam
edge of the jet. Divergence of the laser sheet is another potential source of
uncertainty of the particle volume fraction calculation. However, this was
mitigated by the use of a f = +2000 mm lens to focus the laser sheet to the
¡20 mm wide region of interest. The resultant divergence of the beam across
the measurement region was calculated to be at most 30 µm, or 5% of the
laser sheet width. Therefore, the effects of particle image overlap, laser sheet
attenuation, and divergence of the laser sheet are expected to be minor in
the present experiments.

2.3 Hot and cold region determination

A new method was developed to determine the regions of the flow where the
instantaneous temperature is significantly higher or lower than the average.
These are termed ‘hot regions’ and ‘cold regions’, respectively. This method
uses quantitative criteria, whose values can be varied systematically, to define
the hot and cold regions in a manner that is similar to the method used previ-
ously to identify and classify particle clusters [45]. This method is illustrated
using a typical instantaneous image for the case with SkD = 86, ϕ̄ = 1.4×10−3
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and Q̇0 = 2840 W, as presented in Figure 4. The spatial variations in the
instantaneous image of gas-phase temperature above ambient (Tg(x, r)−Ta),
within and downstream from the heating region (0.9 < x/D < 1.9), can be
seen in Figure 4a. The variations in the measured temperature are from a
combination of the actual spatial variations in the instantaneous gas tem-
peratures and random errors in the measurements. Although the magnitude
of the random errors is typically much smaller than the actual temperature
increase measured in the localised hot regions, the pixel-to-pixel random er-
rors result in some pixels registering non-physical values (e.g., regions with
Tg −Ta < 0 ◦C). The hot and cold regions within each individual image were
determined from a comparison of the instantaneous temperature distribution
with the time-averaged value using the following steps:

1. For the time-averaged temperature image T̄g(x, r) − Ta, calculated as
the average of > 100 individual images for each flow condition, (Figure
4b), the radially averaged temperature is computed for each row of
pixels across the jet over the range |r/D| < 0.3. This results in a
column vector with values corresponding to the jet temperature as a
function of distance down-stream from the jet exit. This column vector
was then replicated across the width of the original image to form the
image T̄g,CL(x)− Ta, as shown in Figure 4c.

2. The normalised temperature was then calculated for the array using
the equation:

Θ(x, r) =
Tg(x, r)− Ta

T̄g,CL(x)− Ta

, (1)

which was evaluated on an element-wise (i.e., pixel-by-pixel) basis. This
normalisation was performed using T̄g,CL(x), rather than T̄g(x, r), be-
cause large errors can occur in regions with T̄g(x, r) ≈ 0, such as near to
the jet edge. Regions with T̄g,CL(x)−Ta < 3 ◦C (i.e., where the denom-
inator term used to calculate Θ(x, r) is close to zero) were considered
unreliable and hence were removed from further analysis.

3. Each individual image of Θ(x, r) was then smoothed using a circular
Gaussian filter kernel f with a characteristic smoothing length scale
LS = 4σ, where σ is the standard deviation of the Gaussian function,
expressed as:

f(m,n) = exp

[
−8

(
m2 + n2

L2
S

)]
, (2)

where m and n are the array indices in the r and x directions with
respect to the origin, respectively. Using this, the value of each pixel
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(i, j) of the smoothed temperature field ΘS(x, r) is given by:

[ΘS]i,j =

(
δ∑

m=−δ

δ∑

n=−δ

fm,n[Θ]i−m,j−n

)
×
(

δ∑

m=−δ

δ∑

n=−δ

fm,n

)−1

, (3)

where δ = Ls/2 is chosen for the bounds of the smoothing kernel size.
Figure 4d presents the instantaneous, normalised temperature after
smoothing with LS = 0.1D.

4. For each individual image, the reference temperature difference, Θref ,
was calculated as the spatial average of Θ(x, r) in the region of 2.5 <
x/D < 3 and |r/D| < 0.25. The hot and cold regions were then
identified as regions with ΘS(x, r) that differed significantly from this
reference. Threshold values were used to separate the hot and cold
regions, with the thresholds for the hot and cold regions, ϵH and ϵC ,
respectively, calculated as a function of axial distance from the equa-
tions:

ϵH(x, Ls) = Θref +
kσT (x, Ls)

T̄g,CL(x)− Ta

(4)

and

ϵC(x, Ls) = Θref −
kσT (x, Ls)

T̄g,CL(x)− Ta

, (5)

where σT (x, LS) is the axial profile of the pixel-to-pixel standard devi-
ation of ΘS(x, r), calculated from all pixels with |r/D| < 0.3. The sym-
bol k represents a multiplier to the standard deviation. The threshold
profile calculated for the example image with LS = 0.1D and k = 1 is
presented in Figure 4e. The resultant hot and cold regions, overlaid on
the image of ΘS(x, r), are presented in Figure 4f.

5. The hot/cold regions with an area less than 0.008D2 (corresponding to
the area of a circle with diameter 0.1D) were considered to be too small
for reliable measurement and thus removed from further analysis.
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(a) (b) (c)

(d) (e) (f)

Figure 4: The method used to determine local areas of relative high and
low temperature: (a) a typical instantaneous gas-phase temperature image,
Tg−Ta, (b) the time-averaged temperature image, T̄g−Ta, (c) the axial profile
of the time- and radially-averaged temperature in the region |r/D| < 0.3 after
replication into an array across the width of the original image, T̄g,CL(x)−Ta,
(d) the smoothed normalised temperature increase from ambient, ΘS, (e)
the thresholds used to determine hot and cold regions, ϵH(x) and ϵC(x),
respectively, and (f) ΘS together with the boundaries of the determined hot
and cold regions.
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2.4 Particle cluster determination

Flow regions with a relatively high local particle volume fraction (clusters),
and those with no nearby particles (voids), were determined from the im-
ages of laser scattering using the well-established Voronoi method [30]. An
example of the processed laser scattering image is presented in Figure 5a.
The Voronoi method involves partitioning the image into cells around each
particle centroid, with the region belonging to each cell comprised of the en-
semble of locations that are closer to the associated particle than any other.
The co-ordinates of the vertices around each cell were used to calculate the
area of each individual Voronoi cell, Acell. Cells with vertices outside of the
measurement region, such as for particles near to the jet edge, were removed
from further analysis. The Voronoi diagram for the example image is presen-
ted in Figure 5b.

In the present investigation, particles were defined to be within clusters
if two or more adjacent Voronoi cells met the condition:

Acell(x) < epĀcell(x) (6)

where ep is a threshold value and Ācell is the median area of the Voronoi cells,
calculated as a function of axial location. A value of ep = 0.706 was chosen
for the threshold because this results in 1/3 of all Voronoi cells of a Poisson
distribution having an area below the threshold [52]. This constant threshold
value was chosen, rather than using an adaptive threshold such as presen-
ted by Monchaux et al. [30] for particle cluster determination, because the
adaptive threshold method requires the probability density function (PDF)
of the cell areas to be calculated. The latter method was considered to be
unreliable for the cases with low particle number density investigated here.
A constant threshold for cluster determination was also used in the previous
analysis performed by Lau et al. [53]. The Voronoi cells that were considered
to be clusters are also shown in Figure 5b with blue shading.

Using these definitions, both the gas-phase temperature and local particle
volume fraction were calculated within regions of the following size:

1. < 0.1D from the centroid of particles within clusters (Tg,Hi);

2. < 0.1D from particles that are outside of clusters (Tg,Lo), and;

3. void regions (Tg,V d).

For the present investigation the voids were defined as regions that are
further than 0.1D from the nearest particle, to match the length scale chosen
to identify the hot and cold regions (Section 2.3). The void regions of the
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Binary S532 mask
Voronoi cells &
cluster regions Void Regions

(a) (b) (c)

Figure 5: The binary particle mask from S532 (a), the resultant particle
centroids together with the calculated Voronoi cells and determined clusters
(b), and the void locations (c) for a single image from the case with d̄p = 173
µm and ϕ = 1.4× 10−3.

example image are presented in Figure 5c, together with the locations of
particles both inside and outside of clusters. The calculation of the voids
was limited to regions with |r/D| < 0.4, to avoid bias towards the jet edge
regions with a low particle number density and low average local temperature
rise. It should be noted that regions where Tg,Hi and Tg,Lo are measured can
overlap for the case where two particles, one of which is considered to be
inside of a cluster and the other not, have centroids that are less than a
distance 0.2D from each other.

2.5 Random particle simulation

A simulation of a random distribution of particles was also performed for each
combination of d̄p and ϕ̄ employed in the experiment, to assess how closely
the random and measured distributions match. This method to simulate the
particle distribution is identical to that presented by Lewis et al. [43], so that
only a brief summary is presented here. Particle positions were generated
randomly in a cylindrical spatial domain with both a length and diameter
of 1.5D such that the resultant average radial distribution matched previous
measurements under identical conditions to the present experiments [26].
In the simulation, only those particles that were located within a volume
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corresponding to that of the laser sheet were retained. The particles within
this simulated laser sheet were then analysed using the same Voronoi method
as was used for the experiments. The results of the Voronoi analysis for the
simulated results were compared with the experimental measurements.

3 Results

3.1 Hot and cold region detection sensitivity

The top sub-figure of Figure 6 presents the number of hot and cold regions
in the flow that were measured to be larger than the cut-off area of 0.008D2

(Nreg) normalised by the peak value (Nreg,max), as a function of Ls for the
series of SkD investigated in the present study. This assesses the sensitivity
of the smoothing length scale used in equations 2 and 3, Ls for the flow with
an average particle volume fraction of ϕ̄ = 1.4 × 10−3 and heating beam
power of Q̇0 = 2840 W. The results show that, in general, Nreg/Nreg,max

increases with an increase in Ls for Ls < 0.075D and decreases with an
increase in Ls for Ls > 0.1D. The peak of Nreg/Nreg,max occurs for values
of 0.075D < Ls < 0.1D for each case, which agrees well with what can
be visually seen in the instantaneous temperature image (see Figure 4). For
these reasons, a smoothing length scale of Ls = 0.1D was used for the present
investigation.

The bottom sub-figure of Figure 6 presents the average value of the nor-
malised, smoothed temperature obtained using equations 1-3 within the hot
and cold regions (Θreg) as a function of the standard deviation multiplier used
to calculate the threshold in equations 4 and 5, k. The difference between
the time-averaged normalised temperature of the flow (i.e., Θ = 1) and the
temperature within the detected hot and cold regions can be seen to increase
with an increase in k, which is consistent with the threshold values calculated
using equations 4 and 5. However, it can be seen that the value of Θreg is
only weakly dependent on k. Because of this, the commonly used statistical
value of one standard deviation from the mean (i.e., k = 1) was used for the
threshold calculations in the present investigation.
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(a)

(b)

Figure 6: The number of hot and cold regions (Nreg) normalised by the
peak value as a function of smoothing length scale (a), together with the
normalised temperature measured in these regions (Θreg) as a function of
the threshold multiplier, k, (b) for the series of Stokes numbers investigated.
The SkD = 514 case is not presented in the bottom sub-figure because the
temperature increase is insufficient for reliable calculation of Θreg.
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3.2 Temperature and particle volume fraction meas-
urements

Figure 7 presents probability density functions (PDF) of both the measured
gas-phase temperature above ambient, Tg − Ta, (a) and the smoothed nor-
malised temperature, ΘS, (b) for a series of axial locations for the case with
SkD = 86, ϕ̄ = 1.4×10−3 and Q̇0 = 2410 W. The PDFs at each location were
calculated from the ensemble of all pixels, from all relevant images, that are
within an axial range of ±0.125D about the specified location and within a
radial range of |r/D| < 0.5. The inset for (a) presents the normalised PDF
of Tg − Tg,M , where Tg,M is the modal value of the PDF, while the inset for
(b) presents the PDF of ΘS on a log scale, to better show the tails of the
PDF. The shape of the PDF at x/D = 0.75 (i.e., upstream from the heating
region) is well approximated by a Gaussian curve centred at Tg − Ta = 0 ◦C,
with a standard deviation in the measurements of σTG = 17.7 ◦C. This
can be seen from comparison with the Gaussian curve with this standard
deviation, presented in the inset. The measured temperature variation at
x/D = 0.75 is not physical, but is due instead to the random errors in the
measurement. This standard deviation is consistent with the pixel-to-pixel
value of 17.8 ◦C that was previously determined for the measurement of the
unheated jet flow [26]. The results also show that the peak (modal value)
of the PDFs increases with axial distance, with the peak for x/D = 2, 2.75
and 3.5 at temperatures of Tg − Ta = 12.5, 22.5 and 33.5 ◦C, respectively.
This is consistent with the measured increase in the time-averaged temper-
ature [43], of T̄g−Ta = 17.3, 31.2 and 42.6 ◦C, respectively. Additionally, the
range of temperatures that were measured in the flow increases with axial
distance, with the standard deviation of the PDFs of Tg−Ta increasing from
σTG = 23.0 ◦C at x/D = 2 to σTG = 36.0 ◦C at x/D = 3.5. The shape of the
PDF of Tg−Ta also becomes positively skewed downstream from the heating
region. That is, the proportion of the flow with a temperature higher than
the peak (modal) value increases with axial distance downstream from the
beginning of the heating region at x/D = 0.9. This can be seen at x/D =
2.75, for which the modal temperature measured was Tg −Ta = 22.5 ◦C with
measurements in the range −40 ◦C < Tg − Ta < 170 ◦C.

The PDFs of the normalised and smoothed temperature ΘS collapse
closely for x/D ≥ 2.75, with the shape approaching a skewed Gaussian
distribution with a modal value of ΘS = 0.80. The collapse of the PDFs
implies that the relative spread of temperatures measured remains consist-
ent with axial distance from the end of the heating region. For the axial
location of x/D = 2, the PDF profile has a greater range of values and a
lower modal value of ΘS = 0.77 compared to the downstream locations. The
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greater variation that can be seen for the measurements at this axial location
is attributed to the measurement uncertainty being more significant in the
calculation of ΘS for relatively low Tg−Ta (i.e., regions with little convective
heating). The proportion of the flow with ΘS < ϵC (i.e., the cumulative
sum of the PDF to the left of the vertical line denoting ϵC) for the typical
flow, such as at x/D = 2.75, was 14.2%, while ΘS > ϵH in 9.9% of the flow.
This means that there are expected to be more cold regions than hot regions,
most likely due to the influence of the flow areas with a low average particle
volume fraction near to the jet edge.

Figure 8 presents the number of particles within clusters from each relev-
ant image normalised by the total number of particles detected, Np,clus/Np,
as a function of Q̇0 for a constant value of ϕ̄ = 1.4 × 10−3 for the series
of particle Stokes numbers/particle number densities investigated (top) and
Np,clus/Np as a function of np for each combination of SkD and ϕ̄ (bottom).
Also included in the bottom sub-figure is the values of Np,clus/Np calculated
from the simulation of a random particle distribution described in Section
2.5. These results are from the region bounded by 1.5 < x/D < 2.5 and
|r/D| < 0.3, in which the time-averaged particle number density is close
to uniform [26]. Note that this region contains the flow both within, and
immediately downstream from, the heating beam.

The measured proportion of particles in clusters Np,clus/Np increases with
a decrease in particle Stokes number (i.e., an increase in particle number
density), with up to 23% of particles being identified as part of clusters for
the flow with SkD = 86 (np = 0.39 particles/mm3). The proportion of the
flow detected to be in clusters for the case with SkD = 514 is approximately
half of that for SkD ≤ 163. This is predominantly attributed to the reduction
in particle number density with an increase in SkD rather than to any direct
role of the Stokes number, since SkD ≫ 1 for all cases. The particle number
density is proportional to 1/d̄3p, such that the number of particles detected
in the analysed region of each image, for the constant volumetric loading of
ϕ̄ = 1.4 × 10−3, decreases from np = 0.39 particles/mm3 for SkD = 86 to
Np = 0.04 particles/mm3 for SkD = 514. This decrease in number density
means that the proportion of particles that are removed from the Voronoi
analysis due to having an infinite cell area increases (e.g., those near to the
jet edge), resulting in fewer valid cells for the cluster analysis.

No trends are evident in Np,clus/Np as a function of heating power for
any of the particle diameter distributions investigated. This implies that
for the presented flow particle clustering is not affected by any flow phe-
nomena driven by thermal gradients, including buoyant plumes, thermo-
phoresis, turbulence generation, or particle migration. That is, the particle
momentum/inertia dominates over any forces induced by thermal gradients
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(a)

(b)

Figure 7: Probability density function of the measured gas temperature for
the case with SkD = 86, ϕ̄ = 1.4 × 10−3 and Q̇0 = 2410 W before (a)
and after (b) normalisation and smoothing, for a series of axial locations.
The ensemble of data used for each profile was from pixels in all images with
r/D < 0.5 and within 0.125D axially of the displayed value. The vertical lines
represent typical threshold values used to determine hot and cold regions, ϵH
and ϵC , respectively. The inset of (a) presents compares the measured PDFs
of temperature to a Gaussian curve, while the inset of (b) presents the PDF
of ΘS with the y-axis on a log-scale.
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within the near-field of the jet (x/D < 3.7). However, this is not to say that
the influence of radiative heating on the gas-phase is insignificant, or that
the particle number density and velocity distributions further downstream
are unaffected.

The proportion of particles measured to be in clusters can be seen to
increase with np within the region bounded for these measurements, with
the measured results closely matching those of the simulation. This suggests
that the spatial variations in the particle distribution that lead to the detec-
ted clusters are primarily driven by random fluctuations rather than aero-
dynamic effects. This is consistent with previous studies that have shown
that aerodynamic clustering is predominantly significant for Sk ∼ O(1) [29,
30], while in the present measurements the Stokes number is SkD ≥ 86. It
should be noted that, while SkD is also dependent on the flow temperature
through gas viscosity, it is expected to decrease by less than 27% in the range
0 ≤ Tg − Ta ≤ 150 ◦C. Hence, although the clustering in these high-Stokes
number flows is not as prevalent as for flows with Sk ∼ O(1), the ran-
dom variations still result in sufficient spatial and temporal variations in the
particle volume fraction to generate complex and non-uniform heat transfer
processes in the flow. Additionally, it should be noted that henceforth the
references to particle clusters identified in the present measurements refers
to those that arise from the random variations in particle motions leading to
a distribution that closely matches a Poisson process.

Figure 9 presents typical instantaneous images of the temperature above
ambient, Tg−Ta, (top), the normalised temperature smoothed using a length
scale of LS = 0.1D, ΘS, together with the boundaries of the hot and cold
regions (middle) and the locations of particles that have been determined
to be either within or outside of clusters (bottom), for each SkD with ϕ =
1.4× 10−3 and Q̇0 = 2840 W. The hatched regions in the image correspond
to the cases of ΘS that were removed from the analysis due to having a
temperature rise T̄g,CL −Ta < 3 ◦C. The regions for which T̄g,CL −Ta > 3 ◦C
include those with x/D ≥ 1.5 for the cases with SkD ≤ 163 and x/D > 2.3
for SkD = 514. It can be seen that a decrease in SkD increases the area
of the hot and cold regions, particularly for x/D > 2. For each SkD the
hot and cold regions boundaries typically exhibit an of irregular, ellipse-like
shape whose primary axes are aligned at an angle of approximately 45 ◦ to
the jet axis. This shares some similarity with the oblique angles seen for
clusters in a particle-laden jet, for particles with SkD ≈ 1.4 and is consistent
with a role of large-scale, shear-driven vortical motions [45]. The detected
hot regions can be seen to be more prevalent on the jet axis than near to
the edge, while the cold regions are more common near to the jet edge.
This is consistent with both the particles being preferentially concentrated
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(a)

(b)

Figure 8: The measured number of particles determined to be in a cluster
(Np,clus) normalised by the total number of particles (Np), in the region 1.5 <
x/D < 2.5 and |r/D| < 0.3, as a function of the heating beam power with
a constant value of ϕ̄ = 1.4 × 10−3 for a series of particle number densities
(a) and Np,clus/Np as a function of the particle number density np for each
combination of SkD and ϕ (markers), together with the results from the
random particle distribution simulation (line).
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towards the jet centreline [26] and with the entrainment of cold flow through
convection/mixing with the unheated co-flow being greatest at the jet edge.

The decrease in particle number density with an increase in SkD for con-
stant ϕ̄ can be seen from the number of particles imaged for each case, with
the resultant proportion of the gas that is within the void regions increasing
significantly with SkD from 24% for SkD = 86 to 79% for SkD = 514. The
location of the hot regions shows good qualitative agreement with regions
of high local particle volume fraction, particularly for the case with SkD =
86. Heat transfer between the gas in the measurement region and particles
outside of, but near to, the diagnostic laser sheet also influences the meas-
ured gas-phase temperature, such that heated regions can appear where no
particles were imaged. However, the influence of these particles on the meas-
ured temperature is expected to be less than that of the particles imaged
within the laser sheet because of the greater distance between the particle
and measurement regions.

Figure 10 presents a series of four consecutive images of Tg −Ta, together
with the corresponding image of ΘS, for the flow with SkD = 86, ϕ̄ = 1.4×
10−3 and Q̇0 = 2840 W. The detected boundaries of the hot and cold regions,
together with the particle locations, are superimposed on the images of ΘS to
graphically show the correlation between the local particle volume fraction
and gas temperature. In the region downstream from the heating beam, for
x/D > 1.9, the temperature can be seen to vary spatially and temporally
(i.e., from image to image) by up to ∼ 150 ◦C, even at similar axial locations.
The basic trends identified from the temperature distributions presented in
Figure 9 can also be seen in each image here, with the flow exhibiting localised
regions of high and low temperature relative to the surroundings. No clear
structure can be seen from these temperature variations, with the location,
size and shape of the hot and cold regions being irregular. The superimposed
particle locations more clearly show the correlation between ΘS and the
particle locations, with the hot regions tending to contain several particles
while few particles are detected within the cold regions. These trends are
consistent for all combinations of SkD and ϕ̄ with Q̇0 > 0 investigated, but
are most clearly demonstrated for the presented case (which has the greatest
average temperature increase among all investigated cases). The framing
rate of the current measurements is too slow compared with the flow time-
scales to assess any coherence between successive frames. Nevertheless, the
planar measurements do provide evidence of coherence, because the locations
of particles strongly correspond to locations where the gas temperature rise is
high at all axial locations downstream from the heating region. This suggests
that, within the first few diameters from the exit plane, the particles and fluid
surrounding the particles travel coherently with little transport to the bulk
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514SkD 163 121 86

Gas temperature

Hot & cold regions

Particles & voids

Figure 9: Typical instantaneous images of the temperature above ambi-
ent (top), the normalised and smoothed temperature ΘS together with the
boundaries of the determined hot and cold regions (middle), and the particle
locations together with the determined void regions (bottom), for each flow
Stokes number SkD. For each image presented the temporally averaged
particle volumetric fraction at the jet exit was ϕ = 1.4×10−3 and the heating
beam power was Q̇0 = 2840 W. The hatched regions denote areas with an
insufficient temperature rise for reliable calculation of ΘS.
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flow.
To provide further evidence of the correlation between the particle loca-

tions and gas temperature, the instantaneous particle volume fraction within
the boundaries of each hot and cold region, ϕreg, was calculated. The value
of ϕreg was then normalised by the time-averaged volume fraction evaluated
at the centroid of the hot/cold regions at the same axial location, ϕ̄. The
ensemble average of ϕ/ϕ̄ within these regions was then calculated for equally
spaced bins of length 0.25D in the axial direction. The binned data, ⟨ϕreg/ϕ̄⟩,
is presented in Figure 11 as a function of axial location for a series of particle
Stokes numbers with ϕ̄ = 1.4×10−3 and Q̇0 = 2410 W. The results show that
the average measured particle volume fraction within the determined hot re-
gions is significantly greater than both the mean value and that within the
cold regions, for a given value of particle diameter. This is explained by the
particle temperatures being greater than that of the gas, owing to the pref-
erential heating of particles by radiation and convection being the primary
mode of thermal energy transfer between the two phases. Hence, regions
with a higher concentration of particles (i.e., clusters) are expected to have
a higher local gas-phase temperature than those with a lower concentration.

A value of ⟨ϕreg/ϕ̄⟩ > 3 was measured in the region 2.3 < x/D < 3.5
for the case with SkD = 514, and ⟨ϕreg/ϕ̄⟩ > 1.5 for SkD ≤ 163 throughout
the region 1.5 < x/D < 3.5. The high value at x/D = 2.375 for SkD =
514 is most likely an anomaly due to the combination of the low average
temperature rise at this location and low particle number density for this
case. The value of ⟨ϕreg/ϕ̄⟩ was found to be greater than unity in the hot
regions for each SkD and for all x/D > 1.5. This implies that, in the region
1.5 < x/D < 3.5, the hot regions are coherent and/or that the particles
remain sufficiently hot for strong thermal gradients in the surrounding gas
to be continually generated through convective heat transfer between the
hot particles and gas. Conversely, within the cold regions, it can be seen
that ⟨ϕreg/ϕ̄⟩ is generally less than 1, with⟨ϕreg/ϕ̄⟩ ≈ 0.5 for all x/D for
the case with SkD = 86. The correlation between the gas temperature and
particle volume fraction decreases slightly with axial distance, in the region
downstream from the end of the heating region (x/D > 1.5). This suggests
that mixing of the gas-phase becomes increasingly significant, relative to the
convective heat transfer with the particles, as the flow moves downstream.
While these measurements are limited to the near-field of the jet flow, it is
expected that in the far-field these correlations will continue to weaken with
axial distance.

Figure 12 presents Tg − Ta as a function of the local particle volume
fraction measured within a radius of 0.1D around each particle (ϕloc), nor-
malised by the local time-averaged volume fraction ϕ̄, for a series of SkD
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Image in series

1 2 3 4

Figure 10: A series of consecutive images of the temperature, together with
ΘS, for the flow with SkD = 86, ϕ = 1.4 × 10−3 and Q̇0 = 2840 W. The
particle centroid locations and the boundaries of the detected hot and cold
regions are also presented.
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Figure 11: Ensemble average of the measured particle volume fraction within
the detected hot and cold regions, ϕreg, normalised by the time-averaged
volume fraction at the same location, ϕ̄(x), as a function of axial location for
a series of SkD and with constant values of ϕ̄ = 1.4 × 10−3 and Q̇0 = 2410
W.
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with ϕ̄ = 1.4 × 10−3 and Q̇0 = 2410 W (top) together with a series of axial
distances with SkD = 86, ϕ̄ = 1.4×10−3 and Q̇0 = 2410 W (bottom). Three
temperatures are presented for the three flow conditions, namely Tg,Hi, Tg,Lo

and Tg,V d, as defined in Section 2.4. It should be noted that the local volume
fraction within all voids is ϕloc = 0 by this definition. The value of ϕ̄ is
towards the lower end of the four-way coupling regime (10−3 < ϕ < 100),
for which both particle-fluid and particle-particle interactions are significant.
Data are only reported within the region of 2 < x/D < 2.25, |r/D| < 0.3,
which is immediately downstream from the heating region where the tem-
perature difference between the particles and gas is the greatest. Within
this region, the radial profiles of the time-averaged temperature and particle
volume fraction are also close to uniform, with the range of T̄g being less
than 15 ◦C and with ϕ being within 20% of the centreline value for each
case [26]. Therefore, the non-uniformities in the particle volume fraction due
to the radial distribution at the jet exit are small for this dataset. As such,
the random variations in the local volume fraction are expected to be the
primary driver for any gas-phase temperature variation.

The results show that the gas temperature is strongly correlated with
the local particle volume fraction. The temperature difference in regions
with ϕloc/ϕ̄ > 0 is greater than that in regions with ϕloc/ϕ̄ = 0 for all SkD
and locations downstream from the heating beam. Furthermore, Tg also
increases with an increase in ϕloc/ϕ̄ for each flow condition. For a given
value of ϕloc/ϕ̄, the measured temperature around particles within clusters
Tg,Hi is generally higher than Tg,Lo. This implies that regions with clusters
have higher local gas-phase temperatures than those that do not, even if
the regions have the same local particle number density. This temperature
difference is attributed, at least in part, to the coherence between the particle
clusters and surrounding gas (as shown in Figure 10). This coherence results
in an increase in time at which the fluid ‘parcels’ reside in the same region as
the particles, providing greater time for the transfer of thermal energy from
the particles to the fluid parcel. Similarly, the apparent lower coherence
between the particles and surrounding gas for the cases where particles are
not in clusters implies increased mixing with the bulk flow. However, the
difference is generally modest with Tg,Hi − Tg,Lo < 3 ◦C, suggesting that the
magnitude of local particle volume fraction has a greater influence on the
temperature than the location of the clusters.

The results also show that the peak values of for ϕloc/ϕ̄ are higher in the
regions around particles determined to be in clusters than in other regions,
consistent with the definition of clusters being local regions of high volume
fraction. Within the range of particle volumetric loadings and particle dia-
meters investigated, the effect of ϕloc on Tg − Ta is small compared to the
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effect of d̄p. For example, for SkD = 121, Tg,Hi − Ta increases from 20 ◦C to
29 ◦C for a four-fold increase in the local volume fraction from ϕloc/ϕ̄ = 1
to ϕloc/ϕ̄= 4. However, for a decrease of the particle diameter by approxim-
ately half, from 423 µm to 205 µm (i.e., equivalent to an eight-fold increase in
particle number density), but with a fixed volume fraction of ϕloc/ϕ̄ = 3, the
value of Tg,Hi−Ta increases from 8 ◦C to 24 ◦C. The gradient of the increase
in temperature with ϕloc/ϕ̄ (i.e. the slope of the lines in Figure 12, top)
increases with ϕloc/ϕ̄, for the cases with SkD ≤ 121 and ϕloc/ϕ̄ > 2.5. This
slope can also be seen to increase with a decrease in SkD (i.e., a decrease in
particle diameter). Together, these results imply that, for sufficiently small
particle diameters, both the diameter and local volume fraction of particles
in the flow impact significantly on the instantaneous gas-phase temperature
distribution. Therefore, in flows where the local volume fractions can be sig-
nificantly higher than the mean, such as in flows with aerodynamic particle
clustering where ϕloc/ϕ̄ > 10 has been measured [45], variations in the gas
phase temperature can be expected to be particularly significant.

At the axial location upstream from the heating laser, for x/D = 0.75, all
three temperatures Tg,Hi, Tg,Lo and Tg,V d are measured to be approximately
zero regardless of the local particle volume fraction. This is as expected,
because the particles are yet to be heated directly at this point, although
multiple scattering of the heating laser by particles may lead to a broadening
of the heating region. However, with an increase in the axial distance down-
stream from the heating region (x/D > 0.9), not only does the temperature
rise increase, but the correlation between the local particle volume fraction
and temperature rise also increases, as evidenced by the slope of the lines
in Figure 12 (bottom). This increase in Tg with ϕloc/ϕ̄ downstream from
the heating region implies that the flow is being heated continually by the
particles throughout the measurement region. Additionally, the temperat-
ure around particles remains significantly greater than the temperature in
the voids, which suggests that the heat transfer from particle-gas convection
is dominant throughout the near-field compared to the mixing and convec-
tion within the gas-phase. This, in turn, implies that the particle clusters
retain strong coherence with time, or are relatively long-lived. Hence, the
mechanisms that form particle clusters influence the local distributions of
temperature.
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(a)

(b)

Figure 12: The ensemble average of the temperature above ambient as a
function of the local particle volume fraction, for the regions around particles
inside clusters, outside cluster, and in voids, for a series of SkD with ϕ̄ =
1.4×10−3 and Q̇0 = 2410 W measured in the region immediately downstream
from the heating laser of 2 < x/D < 2.25 (a) and for a series of axial locations
for the flow with SkD = 86, ϕ̄ = 1.4× 10−3 and Q̇0 = 2410 W (b).
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4 Conclusions

Detailed planar measurements within a radiatively heated particle-laden jet
have shown that the instantaneous distributions of both the particle number
density and the gas phase temperature are highly non-uniform and correl-
ated, both spatially and temporally. Both the average gas-phase temperature
and the range of temperatures measured were found to increase with axial
distance downstream from the radiative heating region. Localised regions of
high and low temperature were identified from the images of the gas-phase
temperature following normalisation by the time-averaged value and smooth-
ing at a suitable length scale, with the location of the ‘hot’ and ‘cold’ regions
varying significantly both spatially and temporally. The hot regions were
found to be more prevalent near to the jet centreline, while the cold regions
were more prevalent near to the jet edge. These results are attributed to
the particle volume fraction at the jet exit being preferentially concentrated
on the jet axis and the effect of cooling from the unheated co-flow. The
local particle volume fraction within the hot regions was ϕreg/ϕ̄ > 1.5 for
all investigated cases, while ϕreg/ϕ̄ < 1 was typical within the cold regions.
This implies that the convective heat transfer between the hot particles and
surrounding gas is faster than its rate of dissipation through the surround-
ing gases due to mixing and convection, at least within the measurement
region and for the conditions investigated. These results were found to be
consistent with axial distance, indicating that the regions with both high
temperature and particle volume fraction remain coherent over the range
0.3 < x/D < 3.7. Importantly, this implies that the particle clusters (i.e.,
regions of locally high particle volumetric loading generated due to random
particle motions) are relatively long-lived, so that the local distributions of
temperature are influenced by the long history of large-scale flow features.

Furthermore, the temperature in regions surrounding particles was found
to be greater than that in the void regions downstream from the radiatively
heated region, with the local gas-phase temperature increasing with an in-
crease in the local particle volume fraction. Additionally, the temperature
around particles within clusters was greater than those outside of clusters,
although the temperature difference was relatively modest. The effect of
the local particle volume fraction on the temperature rise was also found to
increase with an increase in the particle number density.

For the conditions investigated, the measured proportion of particles in
clusters, as calculated using Voronoi diagrams, closely matched that of a
dataset simulated using a random particle distribution. The finding that
they match a random distribution is consistent with all cases being evaluated
in the high Stokes number regime. The particle distributions, both within
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and downstream from the radiative heating region, are independent of the
radiative flux. This implies that the effects of any thermal gradients on the
particle-phase distributions (i.e., any buoyancy-induced effects) are negligible
in the near field for these flows in the high Stokes number regime, even for
fluxes up to 40 MW/m2.
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