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### 0.1 Abstract

Josephson junctions consist of two superconductors separated by some barrier, be it superconducting, ferromagnetic, or semiconducting. The striking feature of Josephson junctions is that for a phase difference between the two superconducting reservoirs, electrical current will flow between them. To study this transport we utilise the techniques of non-equilibrium Green's functions; capable of probing the interplay between coherent quantum effects over macroscopic distances.

We begin by broadly discussing the quantum mechanical techniques required in this work, before deriving the relevant equations to be solved. We then introduce numerical discretisation and explore how in lattice systems spin-orbit coupling can produce intricate fractals in an electron's bandstructure. We then introduce a numerical algorithm which, although creates numerical instabilities, improves the speed of conventional Green's function calculations.

Finally, we study the electrical current, and the bound states which carry this current, in various Josephson junction architectures. We first compare our calculations with previous results in the literature to verify our results and demonstrate the generality of the non-equilibrium Green's functions technique. We then explore numerically the anomalous Josephson effect, where current flows even in the absence of a phase bias between the two junctions. We provide a universal condition to be satisfied for Josephson junctions to exhibit anomalous current before modelling some experimental data concerning this effect.
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## Chapter 1

## Introduction

Our modern understanding of fundamental physics is derived from quantum field theory, where the notion of individual particles gives way to fluctuating quantum fields. By providing the framework for the Standard Model, these techniques have been wondrously successful in describing many microscopic phenomena. Historically, however, when one turns to macroscopic problems there is generally no need for a quantum theory as the uncountably-many degrees of freedom inherent to the many-body system 'self-average'; allowing the system to be described with solely macroscopic quantities and thermodynamic relations. However, spurred on by various experimental discoveries, perhaps most strikingly with the observation of superconductivity in the early $20^{\text {th }}$ century, it was realised that some macroscopic systems can only understood via their quantum origins, rather than from thermodynamic properties alone. This in-part gave rise to condensed matter theory, where it is the interactions between the constituent particles which dominate the emergent behaviour, leading to a flourish of activity in the application of field theory to macroscopic systems.

Initially the problem of extending quantum field theory to macroscopic systems seemed troublesome; even in thermal equilibrium, time-evolution at non-zero temperatures necessitates level-crossing of eigenstates which muddies the taking of averages over an initial set of states. However, in the early sixties a number of groups independently formulated theories capable of analysing such systems. Although slightly distinct in style, they are often umbrellaed under the banner of the nonequilibrium Green's function (NEGF) formalism. Although a powerful computational tool, it sat in some obscurity until the computational horsepower of modern computers made it accessible. Indeed today the NEGF formalism is utilised in a range of applications, from semiconducting transport to relativistic heavy-ion collisions [1]. To limit the scope of this work, we will focus on the application of the NEGF formalism to coupled superconductors in a device known as a Josephson junction.

A single superconductor is a macroscopic object which is characterised by an ordering of the internal electrons into a coherent quantum state. Although possessing a myriad of interesting physics, we shall focus on an effect first noted by the British physicist Brian Josephson in the late 1960's. He theorised that if two superconductors were separated by a weak-link - in a device now known as a Josephson junction

- current would flow even in the absence of an applied voltage [2]. Although the physics is well understood for ideal Josephson junctions, when one includes the competition between superconductivity and external magnetic fields alongside spin-orbit coupling the physics becomes increasingly rich. Indeed a veritable zoo of experimental effects has been identified within the interplay of these effects - most famously the prediction of Majorana zero modes at the interfaces of the nanowire Josephson junctions [3]. Although there has been significant work in classifying and unifying these effects, namely through the use of a $S U(2)$ gauge covariant description of electron transport which we advocate in this work, there is still significant progress required. The NEGF formalism is well suited to this work; acting as a unified computational tool for the exploration of a range of transport effects.

The purpose of this thesis is to derive, and solve numerically, the central equations in the non-equilibrium Green's function formalism whilst working in a $S U(2)$ gauge covariant manner. In this way we are able to explore a number of observed transport effects in Josephson junctions - from phase slips to phase shifts. As this problem is computational in nature, we will also discuss the practical numerical issues and introduce a new algorithm to improve the efficiency of the non-equilibrium Green's function formalism. Although there are few novel physical results, the work sets the groundwork for future work with the underlying aim of classifying the zoo of spin, topological, and charge phenomenologies in these devices.

### 1.1 Outline of thesis

## Chapters two and three.

In the second and third chapters we introduce the ideas and techniques of quantum statistical mechanics. The aim is to begin with a set of general expressions in quantum and statistical mechanics respectively, then derive the resulting expressions of the non-equilibrium Green's function formalism. There is some novelty in the discussion of an $S U(2)$ gauge covariant formulation of non-relativistic quantum mechanics; a methodology which allows for a unified description of spin effects and is not entirely present in the conventional literature. The $S U(2)$ gauge covariant non-equilibrium Green's function formalism incorporating the effects of superconductivity paves the way for unified transport calculations in Josephson junctions. We also introduce the equations we will solve throughout this work.

## Chapter four and five.

In the fourth and fifth chapters we introduce the numerical and computational aspects of this work, outlining how one translates the equations of the first two chapters into matrix problems which a computer can solve. The discussion on discretisation is significantly simplified by the introduction of gauge fields in previous chapters. As an application of our discretisation, we compute the bandstructure of electrons
under both spin-orbit coupling and a magnetic field in a two-dimensional lattice. We also discuss some numerical algorithms which greatly decreases the time taken to solve the required equations. The novelty in this chapter is we introduce a new numerical technique for the inversion of tri-diagonal block matrices - the central numerical operation of the non-equilibrium Green's function formalism. We compare this method to the existing literature.

## Chapters six and seven.

In the final two sections we introduce the Josephson junction and describe the procedure for computing the current through these devices. Working in a wide regime of parameters, we compare the non-equilibrium Green's functions results with known results from literature. By progressively introducing terms into our Hamiltonian we increase the richness, and the complexity, of the observed physics. The final result is numerical observations of so called $\varphi_{0}$-junctions - Josephson junctions with arbitrary phase shifts. We study the nature of this phase shift for a range of different junctions working in different regimes. As part of this we model some experimental data concerning anomalous phase shifts in Josephson junctions.

## Chapter 2

## Theoretical foundations

States at different times can be compared, either by progressing forward from the earlier time, or backward from the later time... Knowledge of the transformation function referring to a closed time path determines the expectation value of any desired physical quantity.
-J. Schwinger, Brownian Motion of a Quantum Oscillator

## Chapter Summary

This chapter is loosely split into two central ideas: the time-evolution of quantum operators, and the statistical averaging of quantum operators. The time-evolution rests on the Heisenberg equation of motion, whose central ingredient is the Hamiltonian of the system. To this end, we begin by identifying the relevant 'Schrödinger-like' equation of motion relativistic electrons evolve under; followed by a brief discussion of the symmetries of this equation. The single particle picture is then extended to a many body description which allows for an easier description of large systems. We then embark on a discussion of non-equilibrium quantum statistical mechanics which allows one to take statistical averages of operators. The purpose will be to introduce the Green's function, which will be used throughout the thesis.

### 2.1 Non-relativistic quantum mechanics

Being interested in the dynamics of electrons such that we can study transport in superconducting systems, we must identify the Hamiltonian upon which the dynamics of the system are inscribed. Although the best description of electrons is the relativistic Dirac's equation, in this work we only study low-energy electron excitations, hence the relativistic nature of this equation simply adds unnecessary complication. Thus by expanding out Dirac's equation, we can isolate the non-relativistic regime as required; the final result being Pauli's equation which describes the dynamics of low-energy electrons [4].

### 2.1.1 Non-relativistic limit of Dirac's equation

As we are interested in the dynamics of low-energy electrons, we must identify their equation of motion. For electrons in some external scalar $\Phi$ and vector potential A, the single particle dynamics is best described by Dirac's equation. Letting $\Psi=$ $\binom{\psi}{\chi}$ denote the electron's wavefunction, which we have decomposed into the usual particle $\psi=\binom{\psi_{\uparrow}}{\psi_{\downarrow}}$ and antiparticle spinors $\chi=\binom{\chi_{\uparrow}}{\chi_{\downarrow}}$, Dirac's equation can be written as [5]

$$
\begin{equation*}
i \hbar \frac{\partial \Psi}{\partial t}=\left[c \boldsymbol{\alpha} \cdot[-i \hbar \boldsymbol{\nabla}+e \mathbf{A}]+\beta m c^{2}-e \Phi\right] \Psi \tag{2.1}
\end{equation*}
$$

where $e$ is the electron charge, $\hbar$ is the reduced Planck's constant, $m$ the electron mass, $c$ the speed of light, and we have represented the Dirac matrices $(\beta, \boldsymbol{\alpha})$ as

$$
\boldsymbol{\alpha}=\left(\begin{array}{cc}
0 & \boldsymbol{\sigma}  \tag{2.2}\\
\boldsymbol{\sigma} & 0
\end{array}\right) \quad \beta=\left(\begin{array}{cc}
I & 0 \\
0 & -I
\end{array}\right)
$$

where $\boldsymbol{\sigma}$ denotes the three vector of Pauli matrices defined as

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Noting that $-i \hbar \boldsymbol{\nabla}+e \mathbf{A}$, the first term on the right hand side of Eq. (2.1), has units of momentum thus we can regard it as a canonical momentum which factors in the coupling of the electromagnetic field and denote it by $\Pi^{1}$. This allows us to write Dirac's equation in the compact form

$$
\begin{equation*}
i \hbar \frac{\partial \Psi}{\partial t}=\left[c \boldsymbol{\alpha} \cdot \boldsymbol{\Pi}+\beta m c^{2}-e \Phi\right] \Psi \tag{2.3}
\end{equation*}
$$

[^0]As we are only interested in the low-energy sector we look to expand Dirac's equation around this regime to obtain an effective non-relativistic equation of motion. To this end, by expanding Dirac's equation out in powers of $1 / m$ we decouple the particle and anti-particle sectors, obtaining the following equation for the Pauli 2 -spinor $\psi$ [4]

$$
\begin{align*}
i \hbar \frac{\partial \psi}{\partial t}= & m c^{2} \psi-e \Phi \psi+\frac{e \hbar}{2 m} \mathbf{B} \cdot \boldsymbol{\sigma} \psi+\frac{1}{2 m} \boldsymbol{\Pi}^{2} \psi+\frac{e \hbar^{2}}{8 m^{2} c^{2}} \boldsymbol{\nabla} \cdot \mathbf{E} \psi  \tag{2.4}\\
& +\frac{e \hbar}{8 m^{2} c^{2}}[\boldsymbol{\Pi} \cdot(\boldsymbol{\sigma} \times \mathbf{E})+(\boldsymbol{\sigma} \times \mathbf{E}) \cdot \boldsymbol{\Pi}] \psi
\end{align*}
$$

Note that $\mathbf{E}$ and $\mathbf{B}$ denote the classical electric and magnetic fields, and that only terms up to $\mathcal{O}\left((1 / m)^{2}\right)$ in the expansion have been kept. Being somewhat unwieldy we now look to simplify this expression. The first term of the right hand side of Eq. (2.4) is the rest mass of the electron, however, as we are interested in electrons with energy close to the Fermi energy, which is generally a fraction of the rest mass, we can safely ignore this term as it simply produces fast oscillations. Similarly, by absorbing the spin independent fifth term (Darwin term) into the one-body scalar potential term we find

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=\{\underbrace{\frac{1}{2 m} \boldsymbol{\Pi}^{2}}_{\text {kinetic }}+\underbrace{\frac{e \hbar}{2 m} \mathbf{B} \cdot \boldsymbol{\sigma}}_{\text {Zeeman }}+\underbrace{\frac{e \hbar}{8 m^{2} c^{2}}[\boldsymbol{\Pi} \cdot(\boldsymbol{\sigma} \times \mathbf{E})+(\boldsymbol{\sigma} \times \mathbf{E}) \cdot \boldsymbol{\Pi}]}_{\text {spin-orbit }}-e \Phi\} \psi \tag{2.5}
\end{equation*}
$$

This equation - known as the Pauli equation - describes well the relativistic corrections required to describe the wave function of a low-energy electron [5].

### 2.1.2 Pauli's equation in a gauge covariant form

A powerful technique in quantum mechanics is the use of symmetries - namely the various transformations which leave the system invariant. To study such transformations an important concept is the use of objects known as covariant derivatives $D_{\mu}$, which are used to write equation of motion in the form

$$
\begin{equation*}
i \hbar D_{0} \psi=-\frac{\hbar^{2}}{2 m} D_{i} D_{i} \psi \tag{2.6}
\end{equation*}
$$

Under a gauge transformation - a local transformation of the system such that it is unchanged - of the form $\psi \rightarrow e^{i \chi(x)} \psi$ where $\chi$ is some function of a particular algebra corresponding to a symmetry group - such as $\chi(x) \in \mathbb{C}$ in the case of a $U(1)$ symmetry or $\chi(x)=\mathbf{f}(x) \cdot \boldsymbol{\sigma}$ for an $S U(2)$ symmetry, the gauge-covariant derivative must transform in a way such that Eq. (2.6) is unchanged.

Studying Eq. (2.5), we note that the kinetic term is quadratic in the canonical momentum whilst the spin-orbit term is linear in the canonical momentum. This allows us to 'complete the square' and bring all of the terms of the right hand side
into a single squared momentum term. We introduce the real-valued functions $a_{\mu}(x)$ and $\rho_{\mu}(x)=\rho_{\mu i}(x) \sigma_{i}$ by

$$
\begin{align*}
a_{0}(x) & =-\frac{e}{\hbar} \Phi(x) & , & a_{i}(x) \tag{2.7}
\end{align*}=\frac{e}{\hbar} A_{i}(x) .
$$

In this manner we have absorbed the electromagnetic potentials into a single 4 -vector $a_{\mu}$, as is standard in electrodynamics; this is a manifestation of the $U(1)_{\mathrm{em}}$ phase symmetry of the electron's wavefunction. Furthermore, we have also introduced a separate function $\rho_{\mu}$ which, as $\sigma_{i}$ is the $i^{\text {th }}$ generator of the $\mathfrak{s u}(2)$ Lie algebra, accounts for local spin symmetry. The zero and 3 -vector components of this field account for the Zeeman shift and the spin-orbit term respectively. For ease of notation, in the remainder of this thesis we work in the 4 -vector notation where $x \equiv(t, \mathbf{x})$.

From these functions we can define the following covariant derivative

$$
\begin{equation*}
D_{\mu}=\frac{\partial}{\partial x^{\mu}}+i a_{\mu}(x)+i \rho_{\mu}(x) \tag{2.9}
\end{equation*}
$$

With the aim of simplifying Eq. (2.5), we note that

$$
\begin{aligned}
D_{i} D_{i} & =\left(\frac{\partial}{\partial x^{i}}+i a_{i}(x)+i \rho_{i}(x)\right)\left(\frac{\partial}{\partial x^{i}}+i a_{i}(x)+i \rho_{i}(x)\right) \\
& =\left(\frac{i}{\hbar} \Pi_{i}+i \frac{e}{4 m c^{2}} \epsilon_{i l k} E_{k}(x) \sigma_{l}\right)\left(\frac{i}{\hbar} \Pi_{i}+i \frac{e}{4 m c^{2}} \epsilon_{i m n} E_{n}(x) \sigma_{m}\right) \\
& =-\frac{1}{\hbar^{2}} \Pi_{i} \Pi_{i}-\frac{e}{4 m c^{2} \hbar}\left(\Pi_{i}(\boldsymbol{\sigma} \times \mathbf{E})_{i}-(\boldsymbol{\sigma} \times \mathbf{E})_{i} \Pi_{i}\right)-\frac{e^{2}}{16 m^{2} c^{4}}(\mathbf{E} \times \boldsymbol{\sigma})^{2}
\end{aligned}
$$

Hence by comparing Eq. (2.5) and Eq. (2.10) we can now write Pauli's equation in the form

$$
\begin{equation*}
i \hbar D_{0} \psi=-\frac{\hbar^{2}}{2 m}\left(D_{i} D_{i}-\rho_{i} \rho_{i}\right) \psi \tag{2.10}
\end{equation*}
$$

The $\rho_{i} \rho_{i}$ term on the right hand side of Eq. (2.10) appears like a diamagnetic term - terms proportional to $\mathbf{A}^{2}$ - hence in the literature it is known as the dia-colour term [6]. As with the diamagnetic term, very often the contribution from this term is negligible and by dropping a term of order $\mathcal{O}\left((1 / m)^{3}\right)$, we can write Pauli's equation in the compact form

$$
\begin{equation*}
i \hbar D_{0} \psi=-\frac{\hbar^{2}}{2 m} D_{i} D_{i} \psi \tag{2.11}
\end{equation*}
$$

This simplification of Pauli's is not just for aesthetics, but rather to elucidate the $U(1)_{\text {em }} \times S U(2)_{\text {spin }}$ gauge symmetry inherent to non-relativistic quantum mechanics. By writing Pauli's equation in a gauge covariant form, with the use of covariant derivatives, the equation's invariance to $U(1)_{\mathrm{em}} \times S U(2)_{\text {spin }}$ gauge transformations is made clear. The relevant gauge transformations that the functions $a_{\mu}(x)$ and
$\rho_{\mu}(x)$ must have for this to be true are defined as

$$
\begin{align*}
U(1)_{\mathrm{em}}: & a_{\mu}  \tag{2.12}\\
& \rightarrow a_{\mu}+\partial_{\mu} \chi,  \tag{2.13}\\
\psi & \rightarrow e^{-i \chi} \psi,
\end{align*}
$$

and

$$
\begin{align*}
S U(2)_{\text {spin }}: \quad \rho_{\mu} & \rightarrow s \rho_{\mu} s^{-1}+s\left(\partial_{\mu} s\right)^{-1}  \tag{2.14}\\
\psi & \rightarrow s \psi \tag{2.15}
\end{align*}
$$

where $\chi(x)$ is any real-valued function over $\mathbb{R}^{4}$ and $s(x)$ is any $\mathfrak{s u}(2)$ valued function (any function of the form $\left.f(x)=f_{i}(x) \sigma_{i}\right)$ over the same spacetime ${ }^{2}$. Clearly then we must view the electromagnetic fields as the components of a $U(1)$ gauge field, but also view the Zeeman and spin-orbit terms as components of a $S U(2)$ gauge field! ${ }^{3}$.

The boon of such a formulation of non-relativistic quantum mechanics is that it allows one to provide a unified description of a number of phenomena: including the Aharonov-Casher effect, the Einstein-de Haas effect, spin currents, and, as will be described in Chapter 7, anomalous phase shifts in Josephson junctions - see Refs. $[4,6,7]$.

### 2.1.3 Effective Hamiltonians for crystalline systems

In general, we are interested in the dynamics of many-body system comprising of $\mathcal{O}\left(10^{23}\right)$ constituent particles with an array of complicated interactions and potentials - namely the behaviour of electrons moving in crystalline backgrounds. This task is formidable and as such we must make a number of approximation to make the problem tractable.

Firstly, in this work we are interested in electrons in semiconducting systems coupled to superconductors. In these systems it is reasonable to assume that the characteristic wavelength of the electrons - known as the Fermi wavelength - is significantly larger than the lattice spacing of the crystal such that the electrons cannot resolve the discrete lattice structure of their environment [4]. As such, one can model the electron as if it is moving in a non-trivial manifold with some specific torsion and curvature which accounts for the defects in the lattice [8]. In this thesis

[^1]we will assume our environment is free of defects and henceforth that the manifold the electron is defined over to be simply $\mathbb{R}^{3}$ - i.e. the electrons are assumed to be travelling in free space. However, to account for the change in the electron dynamics due to interactions with the lattice we substitute the electron rest mass with an effective mass $m_{e}$ instead. Hence the equation of motion for a low-energy electron in a crystalline background becomes simply
\[

$$
\begin{equation*}
i \hbar D_{0} \psi=-\frac{\hbar^{2}}{2 m_{e}} D_{i} D_{i} \psi \tag{2.16}
\end{equation*}
$$

\]

where $D_{i}$ is the same as before except with the substitution $m \rightarrow m_{e}$. Thus one can take into account the complex crystalline background to first order by simply modelling a free electron in space with an adjusted mass. These arguments can be made exact in the language of $\mathbf{k} \cdot \mathbf{p}$ theory [9].

Similarly, the gauge field introduced to account for spin symmetry $\rho_{\mu}$ in Section 2.1.1 was initialised to account for the spin-orbit and Zeeman interaction between a single spin and a nucleus. In real materials this behaviour can be exceedingly complex; hence $\rho_{\mu}$ must itself be generalised by the introduction of some fitting parameters $\alpha$ and $g$ to account for the dynamics of a specific material. Indeed, if given some specific Zeeman and spin-orbit terms of the form

$$
\begin{equation*}
H_{\text {Zeeman }}=g \mu_{B} \mathbf{B}(x) \cdot \boldsymbol{\sigma} \quad, \quad H_{\text {spin-orbit }}=\alpha \boldsymbol{\Pi} \cdot(\boldsymbol{\sigma} \times \mathbf{E}(x)) \tag{2.17}
\end{equation*}
$$

where $g$ and $\alpha$ are some fitting parameters, and $\mu_{B}$ is the Bohr magneton, then we can write the gauge fields as

$$
\begin{equation*}
\rho_{0}(x)=\frac{g \mu_{B}}{\hbar} \mathbf{B}(x) \cdot \boldsymbol{\sigma} \quad, \quad \rho_{i}(x)=\frac{m \alpha}{\hbar} \boldsymbol{\sigma} \times \mathbf{E}(x) \tag{2.18}
\end{equation*}
$$

where the coefficients $\alpha$ and $g$ must be fitted to the material in question.

### 2.1.4 Second quantisation

Thus far we have identified the equation of motion of a single low-energy electron in an ideal crystalline background. However, we do not suppose that the electron density is small enough that we can assume only a single electron is present in our devices. Indeed, in a real material the full wavefunction would be a many-body wavefunction comprising a number of electrons. As a result we now need to identify the Hamiltonian describing the dynamics of a system of low-energy electrons.

To this end, we introduce the notion of an electron field and the corresponding 2 -spinor Pauli field operators $\psi(x)$ and $\psi^{\dagger}(x)$ where

$$
\begin{equation*}
\psi(x)=\binom{\psi_{\uparrow}(x)}{\psi_{\downarrow}(x)} \quad, \quad \psi^{\dagger}(x)=\left(\psi_{\uparrow}^{*}(x) \quad \psi_{\downarrow}^{*}(x)\right) \tag{2.19}
\end{equation*}
$$

For $\alpha \in(\uparrow, \downarrow), \psi_{\alpha}(x)$ is the usual annihilation operator on the Fock space and $\psi_{\alpha}^{*}(x)$ is its adjoint, the creation operator. In this manner an electron is now viewed as an excitation of the electron field.

To account for the anti-commutativity of the individual electrons, the operators Eq. (2.19) satisfy the usual fermionic anti-commutation relations ${ }^{4}$

$$
\begin{equation*}
\left\{\psi_{\alpha}(x), \psi_{\beta}(y)\right\}=\left\{\psi_{\alpha}^{*}(x), \psi_{\beta}^{*}(y)\right\}=0 \tag{2.20}
\end{equation*}
$$

for $\alpha, \beta \in(\uparrow, \downarrow)$, and

$$
\begin{equation*}
\left\{\psi_{\alpha}^{*}(x), \psi_{\beta}(x)\right\}=\left\{\psi_{\alpha}(x), \psi_{\beta}^{*}(y)\right\}=\delta_{\alpha, \beta} \delta(x-y) \tag{2.21}
\end{equation*}
$$

In some situations it will be simpler to work in a spin resolved formalism such that Eq. (2.20) and Eq. (2.21) are utilised, otherwise we can use the full spinorial commutators ${ }^{5}$

$$
\begin{align*}
\left\{\psi(x) \stackrel{\otimes}{,} \psi^{\top}(y)\right\}=\left\{\psi^{*}(x) \stackrel{\otimes}{,} \psi^{\dagger}(y)\right\} & =0  \tag{2.22}\\
\left\{\psi(x) \stackrel{\otimes}{,} \psi^{\dagger}(x)\right\} & =\delta(x-y) \tag{2.23}
\end{align*}
$$

where $\{A \stackrel{\otimes}{,} B\} \equiv A \otimes B+B^{\top} \otimes A^{\top}$.
In this field-theoretic viewpoint, we can now view Eq. (2.16) as the 'Schrodingerlike' equation of motion in a single particle picture, as described by some single particle Hamiltonian $H_{\mathrm{sp}}$. After some rearranging we can extract the single particle Hamiltonian of Eq. (2.16) as

$$
\begin{align*}
H_{\mathrm{sp}} & =-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2}+\hbar a_{0}+\hbar \rho_{0},  \tag{2.24}\\
& =-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2}-e \Phi+g \mu_{B} \mathbf{B} \cdot \boldsymbol{\sigma},
\end{align*}
$$

such that Eq. (2.16) reads as

$$
\begin{equation*}
H_{\mathrm{sp}} \psi=i \hbar \frac{\partial \psi}{\partial t} \tag{2.25}
\end{equation*}
$$

It may seem spurious to be identifying the single-particle Hamiltonian when we are interested in many-particle systems, however, given some set of creation and annihilation operators $\left\{a_{\mu}, a_{\mu}^{\dagger}\right\}$ that span a many-body Fock space, one can cast a generic single particle operator $Q_{\mathrm{sp}}$ in this many-body system as [10]

$$
\begin{equation*}
Q=\sum_{\mu \nu} a_{\mu}^{\dagger}\langle\mu| Q_{\mathrm{sp}}|\nu\rangle a_{\nu} . \tag{2.26}
\end{equation*}
$$

[^2]Thus to write an operator in a many-body picture, we simply need its single particle representation. Hence we can now write the Hamiltonian for the many-body system as

$$
\begin{align*}
H & =\int \mathrm{d} x \psi^{\dagger}(x) H_{\mathrm{sp}} \psi(x)  \tag{2.27}\\
& =\int \mathrm{d} x \psi^{\dagger}(x)\left[-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2}-e \Phi+g \mu_{B} \mathbf{B} \cdot \boldsymbol{\sigma}\right] \psi(x)
\end{align*}
$$

### 2.1.5 Heisenberg's equation of motion

As we are interested in the dynamics of systems, with the main focus being on transport through mesoscopic structures, the time-dependence of quantum operators is an important property. One of the axioms of quantum mechanics that given some operator $\hat{Q}(t)$, its time evolution is given by [11]

$$
\begin{equation*}
\frac{\mathrm{d} \hat{Q}}{\mathrm{~d} t}=\frac{1}{i \hbar}[\hat{Q}, H] \tag{2.28}
\end{equation*}
$$

Known as Heisenberg's equation, it will be critical to much of the subsequent analysis as from this we can study the dynamics of the system. Hence as we have isolated the full many-body Hamiltonian for low-energy electrons moving in a crystalline background in Eq. (2.27), then using Heisenberg's equation of motion we can compute the dynamics of any operator in question.

### 2.2 Quantum statistical field theory

In the previous section we identified the Hamiltonian for the full many-body system which led to Heisenberg's equation. However, in a many-body system at non-zero temperatures we are interested in averages of operators which we can compare to experiments, where the ensemble we average over consists of all possible quantum configurations. The mechanism to do so is known as quantum statistical field theory.

In this section we will introduce these techniques and illustrate how they are utilised both in, and out of, equilibrium. Furthermore, we will introduce a central object of this thesis, known as the Green's function, which will greatly aid in calculations.

### 2.2.1 Density matrices

In classical statistical mechanics, to compute an observable we do not attempt to 'solve' the system considering every microscopic element; rather, we aim to compute statistical averages of observables. The only difference now is that the ensemble is an ensemble of every possible quantum state.

We introduce a quantity known as the density matrix, which, defined at some point in time, is given by

$$
\begin{equation*}
\rho=\sum_{\Phi} p_{\Phi}|\Phi\rangle\langle\Phi| \tag{2.29}
\end{equation*}
$$

where the sum is over every state $|\Phi\rangle$ in the many-body system and $p_{\Phi}$ is a weight corresponding to each state accounting for the probability of the occurrence of that particular state [12]. We see that the density matrix acts as a weighted projection operator such that if given some operator $\hat{Q}$, the application of the density matrix projects $\hat{Q}$ onto each state of the system $|\Phi\rangle$ and weights it according to the probability of that state $p_{\Phi}$. Indeed we define the average of $\hat{Q}(\operatorname{denoted}$ by $Q)$ as precisely this weighted projection [13]

$$
\begin{equation*}
Q=\langle\hat{Q}\rangle \equiv \sum_{\Phi} p_{\Phi}\langle\Phi| \hat{Q}|\Phi\rangle=\operatorname{Tr}[\rho \hat{Q}] \tag{2.30}
\end{equation*}
$$

Eq. (2.29) is the generic expression for the density matrix and is true whether the system is in, or out of, equilibrium. However, given a system which is in thermal equilibrium at some temperature $T$ and with a chemical potential $\mu$, and whose dynamics are characterised by a time independent Hamiltonian $H$, we can write the density matrix in a grand canonical ensemble ${ }^{6}$ as [14]

$$
\begin{equation*}
\rho=\frac{\exp \{-\beta(H-\mu \hat{N})\}}{\operatorname{Tr}[\exp \{-\beta(H-\mu \hat{N})\}]} \tag{2.31}
\end{equation*}
$$

where $\beta=1 /\left(k_{B} T\right)$ and $k_{B}$ the Boltzmann constant. We shall see later that being in thermal equilibrium at some fixed chemical potential, such that we can cast the density matrix into the form of Eq. (2.31) greatly simplifies calculations ${ }^{7}$.

### 2.2.2 Introduction to Green's functions

As we are now working with a field theory, rather than studying individual wavefunctions, it is prudent to briefly discuss their central computational tool - the notion of correlations. In a quantum field, an $n$-point correlation function describes how $n$ creation or annihilation operators at different points in spacetime are correlated with each other. Most physically is the 2-point correlation function - also known as the Green's function ${ }^{8}$ - which describes how the creation of an electron at some

[^3]points in space and time is correlated with its destruction at another. Being explicit, the Green's function is defined as
\[

$$
\begin{equation*}
G\left(x, x^{\prime}\right)=\frac{1}{i \hbar}\left\langle T\left\{\psi(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\}\right\rangle, \tag{2.32}
\end{equation*}
$$

\]

where the time ordering symbol $T$ indicates that the order of the operators must be interchanged depending on which operator is applied first in time. Namely

$$
T\left\{\psi(t, \mathbf{x}) \otimes \psi^{\dagger}\left(t^{\prime}, \mathbf{x}^{\prime}\right)\right\} \equiv\left\{\begin{array}{rc}
\psi(t, \mathbf{x}) \otimes \psi^{\dagger}\left(t^{\prime}, \mathbf{x}^{\prime}\right) & , \quad t>t^{\prime}  \tag{2.33}\\
-\psi^{*}\left(t^{\prime}, \mathbf{x}^{\prime}\right) \otimes \psi^{\top}(t, \mathbf{x}) & , \quad t<t^{\prime}
\end{array}\right.
$$

where the minus sign in the $t>t^{\prime}$ case is due to the fermionic anti-commutation relations of Eq. (2.22). For clarity, we can expand out the time ordering of the Green's function in Eq. (2.32)

$$
\begin{align*}
G\left(x, x^{\prime}\right) & =\theta\left(t-t^{\prime}\right) \frac{1}{i \hbar}\left\langle\psi(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\rangle-\theta\left(t^{\prime}-t\right) \frac{1}{i \hbar}\left\langle\psi^{*}\left(x^{\prime}\right) \otimes \psi^{\top}(x)\right\rangle \\
& \equiv \theta\left(t-t^{\prime}\right) G^{>}\left(x, x^{\prime}\right)+\theta\left(t^{\prime}-t\right) G^{<}\left(x, x^{\prime}\right), \tag{2.34}
\end{align*}
$$

where $\theta(\tau)$ is the usual Heaviside step function and $G^{<}$and $G^{>}$denote the 'lesser' and 'greater' Green functions respectively - merely indicating whether the first temporal argument is lesser or greater than the second.

Although somewhat nondescript, the 2-point correlator is an exceedingly powerful tool. Consider the lesser Green's function $G^{<}\left(x, x^{\prime}\right) \equiv \frac{i}{\hbar}\left\langle\psi^{*}\left(x^{\prime}\right) \otimes \psi^{\top}(x)\right\rangle$ for instance, physically this tells one how correlated the creation of a field excitation at position $\mathbf{x}^{\prime}$ and time $t^{\prime}$ is is with the destruction of a field excitation at $\mathbf{x}$ and time $t$ in the past. Although this may appear abstract, it is the field-theoretic equivalent of asking 'what is the probability of my electron propagating from $(t, \mathbf{x})$ to $\left(t^{\prime}, \mathbf{x}^{\prime}\right)$ ?'.

In a field theory, full knowledge of the system is equivalent to knowing all $n$ point correlators [13]. Although this is an impossible task, fortunately single-particle observables, such as current and electron density, only require the computation of the 2-point correlation function which greatly reduces the required computation [14]. As an example, the local electron density operator is given by

$$
\begin{equation*}
\hat{n}(x)=\sum_{i \in(\uparrow, \downarrow)} \psi_{i}^{\dagger}(x) \psi_{i}(x) \tag{2.35}
\end{equation*}
$$

Hence the averaged observed probability density is

$$
\begin{equation*}
n(x)=\langle\hat{n}(x)\rangle=\operatorname{Tr}\left[\left\langle\psi^{*}(x) \otimes \psi^{\top}(x)\right\rangle\right] \tag{2.36}
\end{equation*}
$$

[^4]where the trace is taken over the spin subspace. As a result, assuming the Green's functions of the system is known, then the electron density would be simply given by
\[

$$
\begin{equation*}
n(x)=-i \hbar \operatorname{Tr}\left[G^{<}(x, x)\right] . \tag{2.37}
\end{equation*}
$$

\]

The evaluation of these Green's functions will form a central part of this thesis.

### 2.2.3 Evaluating Green's functions in equilibrium systems

As described in Section 2.2.2, the evaluation of Green's functions are critical for computing single-body observables such as electron density and current - precisely the quantities we wish to study. However, as described in Section 2.2.1, to compute a statistical average we must utilise a density matrix, which in its most general form is given by

$$
\begin{equation*}
\rho=\sum_{\Phi} p_{\Phi}|\Phi\rangle\langle\Phi| \tag{2.38}
\end{equation*}
$$

where the sum is over every quantum state $|\Phi\rangle$ in the many-body system and the $p_{\Phi}$ is a weight corresponding to the probability of the occurrence of each state [12]. However, it is not obvious how one can construct these states $|\Phi\rangle$ such that this projection is conceivable. Indeed to study a system we would begin by constructing a many-body Hamiltonian $H$, which would then be diagonalised to find the eigenstates used to construct the density matrix $\rho$. However, assuming the system is in equilibrium at some temperature $T$ we can side-step these difficulties immediately as we can write the density matrix as

$$
\begin{equation*}
\rho=\frac{\exp \{-\beta H)\}}{\operatorname{Tr}[\exp \{-\beta H\}]} \tag{2.39}
\end{equation*}
$$

where there is only a reference to the known Hamiltonian $H$. For example, consider the following 2-point correlator

$$
\begin{equation*}
G_{q, q^{\prime}}^{<}\left(t, t^{\prime}\right)=\frac{i}{\hbar}\left\langle\psi_{q^{\prime}}^{*}\left(t^{\prime}\right) \psi_{q}(t)\right\rangle, \tag{2.40}
\end{equation*}
$$

where $\psi_{k}$ are spin-less fermionic operators obeying the standard fermionic anticommutation relations Eq. (2.22). In Appendix A.1, we show that it can be computed by

$$
\begin{equation*}
G_{q, q^{\prime}}^{<}\left(t, t^{\prime}\right)=\frac{i}{\hbar}\left(1+e^{\beta \xi_{q}}\right)^{-1} \delta_{q^{\prime}, q} e^{i \xi_{q^{\prime}}\left(t^{\prime}-t\right) / \hbar}=\frac{i f\left(\xi_{q}\right)}{\hbar} \delta_{q, q^{\prime}} e^{i \xi_{q}\left(t-t^{\prime}\right) / \hbar}, \tag{2.41}
\end{equation*}
$$

where $f\left(\xi_{q}\right)$ is the usual Fermi function for fermions evaluated at energy $\xi_{q}$. Clearly then no explicit average must be taken over as all of the 'statistical' content has been shifted to the application of the Fermi function. Indeed this can only be well-defined in an equilibrium system where the Fermi function itself is well-defined.

Before we continue onto non-equilibrium systems, we must introduce another concept, that of the causal $\left(G^{R}\right)$ and anti-causal $\left(G^{A}\right)$ Green's functions which are defined respectively as

$$
\begin{align*}
& G^{R}\left(x, x^{\prime}\right)=\theta\left(t-t^{\prime}\right)\left(G^{>}\left(x, x^{\prime}\right)-G^{<}\left(x, x^{\prime}\right)\right)  \tag{2.42}\\
& G^{A}\left(x, x^{\prime}\right)=-\theta\left(t^{\prime}-t\right)\left(G^{>}\left(x, x^{\prime}\right)-G^{<}\left(x, x^{\prime}\right)\right)
\end{align*}
$$

From these definitions we note the identity

$$
\begin{equation*}
G^{R}\left(x, x^{\prime}\right)-G^{A}\left(x, x^{\prime}\right)=G^{>}\left(x, x^{\prime}\right)-G^{<}\left(x, x^{\prime}\right) \tag{2.43}
\end{equation*}
$$

which is of such importance that we define

$$
\begin{equation*}
A\left(x, x^{\prime}\right) \equiv i\left(G^{R}\left(x, x^{\prime}\right)-G^{A}\left(x, x^{\prime}\right)\right)=i\left(G^{>}\left(x, x^{\prime}\right)-G^{<}\left(x, x^{\prime}\right)\right) \tag{2.44}
\end{equation*}
$$

as the spectral weight function [13]. The spectral weight function contains the information on the availability of each state such that its diagonal elements, $A(x, x)$, are proportional to the local density of states at the point $x$. Returning to the lesser Green's function in Eq. (2.40), the reason we introduce these quantities is that it simplifies the computation of the Green's functions. Indeed, after some work, which we leave for Appendix A.2, one can show that

$$
\begin{equation*}
-i G^{<}\left(x, x^{\prime} ; E\right)=f(E) A\left(x, x^{\prime} ; E\right) \tag{2.45}
\end{equation*}
$$

We will make extensive use of this identity in later chapters when we explicitly compute Green's functions in interacting, but equilibrium, systems.

### 2.2.4 Computing Green's functions out of equilibrium

In this work we are interested in transport through superconducting systems which are not necessarily in thermal equilibrium. Thus far we have shown how to evaluate Green's functions in equilibrium systems, but so far the problem of non-equilibrium systems has not been considered. In Section 2.2.3 it was mentioned that in equilibrium one does not need to solve the 'projection problem' - explicitly projecting one's operator of interest over a set of seemingly incalculable many-body wavefunctions - but rather one can reframe the problem such that all of the statistics is shifted to the use of Fermi functions. However, this was only valid when the average was taken with respect to the free Hamiltonian as in Eq. (A.2). We now show how one solves the projection problem for non-equilibrium systems where one does not have the luxury of a Fermi function.

We begin by partitioning the Hamiltonian $\mathcal{H}(t)$ of the system into two parts: an equilibrium part $H$, consisting of both a free part $H_{0}$ and an interaction term $H^{\prime}$, and a perturbing term $\tilde{H}(t)$ which drives the system out of equilibrium

$$
\begin{equation*}
\mathcal{H}(t)=H+\tilde{H}(t)=H_{0}+H^{\prime}+\tilde{H}(t) \tag{2.46}
\end{equation*}
$$

We now assume that for times less than some reference time $t<t_{r}$, the system is in equilibrium governed by the Hamiltonian $H$. Although the system is in equilibrium, the interaction term in the Hamiltonian means the density matrix is still constructed from highly-correlated many-body states $|\Phi\rangle$ (unlike in Eq. (2.41) where the lack of interactions meant the system had trivial correlations)

$$
\begin{equation*}
\rho\left(t_{r}\right)=\sum_{\Phi} p_{\Phi\left(t_{r}\right)}\left|\Phi\left(t_{r}\right)\right\rangle\left\langle\Phi\left(t_{r}\right)\right| . \tag{2.47}
\end{equation*}
$$

As the system is assumed to be in equilibrium for these times we can simplify this expression to write the density matrix as

$$
\begin{equation*}
\rho\left(t_{r}\right)=\frac{\left.\exp \left\{-\beta H\left(t_{r}\right)\right)\right\}}{\operatorname{Tr}\left[\exp \left\{-\beta H\left(t_{r}\right)\right\}\right]} \tag{2.48}
\end{equation*}
$$

For $t>t_{r}$ we now turn on the non-equilibrium perturbation $\tilde{H}(t)$ such that the system evolves under the full Hamiltonian $\mathcal{H}(t)$. Turning on the perturbation so suddenly induces transient phenomena as the equilibrium states $|\Phi\rangle$ are quickly mixed. In this work we are not interested in the transient phenomena but rather the steady-state which is reached at asymptotic times; we set $t_{r} \rightarrow-\infty$ to work in this regime.

We now define the statistical average to be with respect to the equilibrium density matrix of Eq. (2.47) hence we can write the Green's function as

$$
\begin{equation*}
G\left(x, x^{\prime}\right)=\frac{1}{i \hbar} \frac{\operatorname{Tr}\left[e^{-\beta H\left(t_{r}\right)} T\left\{\psi(t, \mathbf{x}) \otimes \psi^{\dagger}\left(t^{\prime}, \mathbf{x}^{\prime}\right)\right\}\right]}{\operatorname{Tr}\left[e^{-\beta H\left(t_{r}\right)}\right]} \tag{2.49}
\end{equation*}
$$

As Eq. (2.49) is currently expressed in the Heisenberg picture - where the time evolution of the operators is governed by the complicated $\mathcal{H}$ - we look to rewrite the operators in the interaction picture - where the time evolution is governed by the simpler $H_{0}$. As is standard, we can express these Heisenberg picture operators in the interaction picture using $\mathcal{S}$ matrices [11]. Letting the pictures of the two representations coincide at $t=t_{r}$ we have

$$
\begin{equation*}
\psi(t, \mathbf{x}) \equiv \mathcal{S}\left(t_{r}, t\right) \psi_{I}\left(t_{r}, \mathbf{x}\right) \mathcal{S}\left(t, t_{r}\right) \tag{2.50}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{S}\left(t, t^{\prime}\right) \equiv T \exp \left\{\frac{1}{i \hbar} \int_{t^{\prime}}^{t} \mathrm{~d} \tau H_{I}^{\prime}(\tau)+\tilde{H}_{I}(\tau)\right\} \tag{2.51}
\end{equation*}
$$

and $\tilde{H}_{I}(t)=e^{-\frac{i}{\hbar} H_{0} t} \tilde{H}_{S}(t) e^{\frac{i}{\hbar} H_{0} t}$ and $H_{I}^{\prime}(t)=e^{-\frac{i}{\hbar} H_{0} t} H_{S}^{\prime}(t) e^{\frac{i}{\hbar} H_{0} t}$ are the perturbing and interacting term of the Hamiltonian formulated in the interaction picture respectively, whilst the subscript $S$ denotes the operators in the Schrödinger picture [13].

Substituting these expressions into the Green's function of Eq. (2.49), we have that

$$
\begin{equation*}
G\left(x, x^{\prime}\right)=\frac{1}{i \hbar} \frac{\operatorname{Tr}\left[e^{-\beta H\left(t_{r}\right)} T\left\{\mathcal{S}\left(t_{r}, t\right) \psi_{I}(t, \mathbf{x}) \mathcal{S}\left(t, t_{r}\right) \otimes \mathcal{S}\left(t_{r}, t^{\prime}\right) \psi_{I}^{\dagger}\left(t^{\prime}, \mathbf{x}^{\prime}\right) \mathcal{S}\left(t, t_{r}\right)\right\}\right]}{\operatorname{Tr}\left[e^{-\beta H\left(t_{r}\right)}\right]} \tag{2.52}
\end{equation*}
$$

From Eq. (2.51), we note that the $\mathcal{S}$ matrices are themselves time ordered expressions. As a result we can unify the various $\mathcal{S}$ matrices by democratising the time variable to now lie on a contour $\tilde{\mathcal{C}}$ which runs from $t_{r}$ to some final time $t_{f}$ (such that $\left.t, t^{\prime} \in\left(t_{r}, t_{f}\right)\right)$ then critically loops back on itself to $t_{r}$. This is known as the closed time contour and is illustrated in Fig. 2.1. By introducing contour ordering,


Figure 2.1: Closed time contour.
$T_{\tilde{\mathcal{C}}}$, where operators are ordered by the order their time argument appears on the contour $\tilde{\mathcal{C}}$ as it is traversed from start to finish, and defining

$$
\begin{equation*}
\mathcal{S}_{\tilde{\mathcal{C}}}=\exp \left\{-\frac{i}{\hbar} \int_{\tilde{\mathcal{C}}} \mathrm{d} \tau\left(H_{I}^{\prime}(\tau)+\tilde{H}_{I}(\tau)\right)\right\} \tag{2.53}
\end{equation*}
$$

we can write Eq. (2.52) as

$$
\begin{equation*}
G\left(x, x^{\prime}\right)=\frac{1}{i \hbar} \frac{\operatorname{Tr}\left[e^{-\beta H\left(t_{r}\right)} T_{\tilde{\mathcal{C}}}\left\{\mathcal{S}_{\tilde{\mathcal{C}}} \psi_{I}(t, \mathbf{x}) \otimes \psi_{I}^{\dagger}\left(t^{\prime}, \mathbf{x}^{\prime}\right)\right\}\right]}{\operatorname{Tr}\left[e^{-\beta H\left(t_{r}\right)}\right]} \tag{2.54}
\end{equation*}
$$

We now return to the projection problem - the presence of highly correlated electron states in the density matrix of Eq. (2.54). Indeed to be solvable, such that we can use Wick's theorem, we must average with respect to the free Hamiltonian as in Section 2.2.3 [1]. To do this we can construct the equilibrium density matrix of Eq. (2.48) by evolving the free density matrix in imaginary time using another $\mathcal{S}$ matrix [16]

$$
\begin{equation*}
e^{-\beta H\left(t_{r}\right)}=e^{-\beta H_{0}} e^{-\frac{i}{\hbar} \int_{t_{r}-i \beta}^{t_{r}} \mathrm{~d} \tau H_{I}^{\prime}(\tau)} \tag{2.55}
\end{equation*}
$$

By extending the closed-time contour of Fig. 2.1 to include this extra expedition into the imaginary axis we have defined what is known as the Kadanoff-Baym contour which we illustrate in Fig. 2.2 [17]

Indeed by defining

$$
\begin{equation*}
\mathcal{S}_{\mathcal{C}}=\exp \left\{-\frac{i}{\hbar} \int_{\mathcal{C}} \mathrm{d} \tau\left(H_{I}^{\prime}(\tau)+\lim _{\eta \rightarrow 0} \Theta_{\mathcal{C}}(i \eta-\tau) \tilde{H}_{I}(\tau)\right)\right\} \tag{2.56}
\end{equation*}
$$



Figure 2.2: Kadanoff-Baym contour.
where $\Theta_{\mathcal{C}}$ is the generalised step function ${ }^{9}$, then the Green's function of Eq. (2.54) can be written as

$$
\begin{align*}
G\left(x, x^{\prime}\right) & =\frac{1}{i \hbar} \frac{\operatorname{Tr}\left[e^{-\beta H_{0}} T_{\mathcal{C}}\left\{\mathcal{S}_{\mathcal{C}} \psi_{I}(t, \mathbf{x}) \otimes \psi_{I}^{\dagger}\left(t^{\prime}, \mathbf{x}^{\prime}\right)\right\}\right]}{\operatorname{Tr}\left[e^{-\beta H_{0}} \mathcal{S}_{\mathcal{C}}\right]}  \tag{2.57}\\
& \equiv \frac{1}{i \hbar}\left\langle T_{\mathcal{C}}\left\{\mathcal{S}_{\mathcal{C}} \psi_{I}(t, \mathbf{x}) \otimes \psi_{I}^{\dagger}\left(t^{\prime}, \mathbf{x}^{\prime}\right)\right\}\right\rangle_{H_{0}}
\end{align*}
$$

Note the excess contour in the denominator will cancel with itself as $\mathcal{S}_{\mathcal{C}}\left(t_{r}, t_{r}\right)=1$. We have now written the Green's function of a non-equilibrium system in terms of both a quadratic density matrix - allowing for the use of Wick's theorem - and a single contour ordered $\mathcal{S}$ matrix - which allows for a perturbative expansion [1]. As we are averaging with respect to the free Hamiltonian we are no longer projecting onto highly correlated electron states, however the cost is we now have to integrate over a complex-valued contour time.

### 2.2.5 Initial correlations and Wick's theorem

In order to define statistical averages in non-equilibrium systems without reference to highly correlated electron states we had to allow for the time variables to lie on a complex-valued temporal contour. Although we claimed this is solvable it is somewhat opaque and we illustrate here the mechanisms by which it is done namely the application of Wick's theorem and the ignoring of initial correlations.

The final expression for the contour ordered Green's functions over the KadanoffBaym contour was given by

$$
\begin{align*}
G\left(x, x^{\prime}\right) & =\frac{1}{i \hbar} \frac{\operatorname{Tr}\left[e^{-\beta H_{0}} T_{\mathcal{C}}\left\{\mathcal{S}_{\mathcal{C}} \psi_{I}(t, \mathbf{x}) \otimes \psi_{I}^{\dagger}\left(t^{\prime}, \mathbf{x}^{\prime}\right)\right\}\right]}{\operatorname{Tr}\left[e^{-\beta H_{0}} \mathcal{S}_{\mathcal{C}}\right]}  \tag{2.58}\\
& \equiv \frac{1}{i \hbar}\left\langle T_{\mathcal{C}}\left\{\mathcal{S}_{\mathcal{C}} \psi_{I}(t, \mathbf{x}) \otimes \psi_{I}^{\dagger}\left(t^{\prime}, \mathbf{x}^{\prime}\right)\right\}\right\rangle_{H_{0}}
\end{align*}
$$

[^5]where $\mathcal{S}_{\mathcal{C}}$ is given by Eq. (2.56). As $\mathcal{S}_{\mathcal{C}}$ is an exponential quantity we can asymptotically expand to produce terms of the form
\[

$$
\begin{equation*}
\left\langle T_{\mathcal{C}}\left\{\psi_{I}(t, \mathbf{x}) \psi_{I}^{\dagger}\left(t^{\prime}, \mathbf{x}^{\prime}\right) \prod_{i}^{n} \psi_{I}\left(x_{2 i}\right) \psi_{i}^{\dagger}\left(x_{2 i-1}\right)\right\}\right\rangle_{H_{0}} . \tag{2.59}
\end{equation*}
$$

\]

Although we do not prove it here, we can simplify Eq. (2.59) using a theorem known as Wick's theorem where we can convert averages of chains of time ordered operators into products of averages of only pairs [13]

$$
\begin{equation*}
\left\langle\prod_{i}^{n} \psi_{I}\left(x_{2 i}\right) \psi_{I}^{\dagger}\left(x_{2 i-1}\right)\right\rangle_{H_{0}}=\sum_{\sigma \in \mathcal{S}_{2 n}} \prod_{j=1}^{n} \frac{\operatorname{sgn}(\sigma)}{2^{n} n!} g_{2 j-1,2 j} \tag{2.60}
\end{equation*}
$$

where $g_{i, j} \equiv\left\langle T_{\mathcal{C}}\left\{\psi_{I}^{\dagger}\left(x_{\sigma(i)}\right) \psi_{I}\left(x_{\sigma(j)}\right)\right\}\right\rangle_{H_{0}}$ and the coefficient in front of $g_{i, j}$ accounts for both the sign flipping of different contractions as fermionic operators are interchanged, and the number of permutations of $\mathcal{S}_{2 n}$ that give equivalent terms in the Wick series. The $g_{i, j}$ are the building blocks of the non-equilibrium Green's function formalism and are known as the free Green's functions. An exact example of them were given in Eq. (A.7) for an example free Hamiltonian. Hence, for any perturbation $\tilde{H}(t)$, one can expand out the $\mathcal{S}$ matrix, then decompose each term of the expansion into various free Green's functions using Wicks' theorem Eq. (2.60). As these free Green's functions are solvable then we can re-sum them to compute the total Green's function.

In Section 2.2 .4 we began by defining the density matrix at $t_{r}$ from a basis of highly-correlated electron states. For $t>t_{r}$ we then sharply turned on the nonequilibrium perturbation $\tilde{H}(t)$ which, as a result, will quickly mix the equilibrium states. Although the states will be heavily mixed due to the non-equilibrium term, there will always be a memory of these initial correlations in the system for times $t>t_{r}$. In this work, we made use of the Kadanoff-Baym contour, which by writing the interacting density matrix as the free density matrix rotated in imaginary time

$$
\begin{equation*}
e^{-\beta H\left(t_{r}\right)}=e^{-\beta H_{0}} e^{-\frac{i}{\hbar} \int_{t_{r}-i \beta}^{t_{r}} \mathrm{~d} \tau H_{I}^{\prime}(\tau)} \tag{2.61}
\end{equation*}
$$

not only allowed for Wick's theorem to be utilised, but also shifted the effects of the initial correlations onto only the imaginary part of the contour [18]. Furthermore, as we are interested in steady-state transport which is reached at asymptotic times we set $t_{r} \rightarrow-\infty$ which, as a result, sent the imaginary part of the contour - starting from $t_{r}$ and propagating downwards to $t_{r}+i \beta$-infinitely far into the past. To deal with these initial correlations - which live only on the complex part of the contour infinitely far in the past - we note that Wick's theorem produces convolutions of free Green's functions of the form

$$
\begin{equation*}
\left\langle\psi^{\dagger}(t) \psi\left(t^{\prime}\right)\right\rangle \leadsto \int_{\mathcal{C}} \mathrm{d} \tau_{1} \cdots \int_{\mathcal{C}} \mathrm{d} \tau_{n} g\left(t, \tau_{1}\right) g\left(\tau_{1}, \tau_{2}\right) \cdots g\left(\tau_{n}, t^{\prime}\right) \tag{2.62}
\end{equation*}
$$

where we can see every expansion will contain one term with one temporal argument fixed at $t \gg t_{r}$. As the creation of an electron is not correlated with the annihilation of an electron after asymptotically long periods of time then $g\left(\tau_{i}, \tau_{j}\right) \rightarrow 0$ as $\left|\tau_{j}-\tau_{i}\right| \rightarrow \infty[13,16]$. Thus anytime any of the contour variables $\tau_{i}$ lie on the imaginary part of the contour at $\tau_{i} \rightarrow-\infty$, all of the other temporal variables must also lie on this part of the contour such that the integral doesn't vanish. However, as at least one free Green's function must have a temporal variable at $t \gg t_{r}$, then this condition can never be satisfied; as a result any contribution from the imaginary part of the contour vanishes. Therefore we can simply ignore this portion of the contour as it will not make any contribution to the integral of Eq. (2.62). As a result we can simplify the contour such that it traverses from $t_{r}$ to $t_{f}$ and back without leaving the real axis, see Fig. 2.5b. This contour is named the Schwinger-Keldysh contour and will be used throughout the rest of this thesis.


Figure 2.3: Schwinger-Keldysh contour with the temporal region of interest indicated in the dashed red box. The faded blue region illustrates the decay of the correlation functions when one time argument, $t$, is tied to the region of interest and the other is varied. As long as $t_{r} \ll t$, then the correlation function decays appropriately that the imaginary contour in Fig. 2.2 can be ignored. Physically a propagator with one of its arguments on the imaginary time appendix is damped on the time scale of the scattering time of the system.

### 2.2.6 Analytic continuation

To formulate statistical averages in non-equilibrium systems we had to introduce a temporal contour; out-of-equilibrium one cannot easily relate states in the infinite future with those in the infinite past which necessitates allowing time to run backwards. Unfortunately the temporal variable is no longer a simple real number but rather belongs to a complex contour. To compute experimental observables we are interested in real-time valued operators, hence we must somehow extract real-time valued observables from these contour ordered expressions. We now derive expressions that allow us to analytically continue expressions written with respect to this contour ordered time into real-time expressions.

To begin, to simplify the following we impose that the reference time and final time of the contour are set to $-\infty$ and $+\infty$ respectively. Consider now the general contour ordered function

$$
\begin{equation*}
C\left(t_{1}, t_{2}\right)=\int_{\mathcal{C}} \mathrm{d} \tau A\left(t_{1}, \tau\right) B\left(\tau, t_{2}\right) \tag{2.63}
\end{equation*}
$$

where $\mathcal{C}$ denotes the Schwinger-Keldysh contour illustrated below for completeness. For simplicity we have suppressed all other degrees of freedom (spatial, spin, etc). We can parametrise the two branches of the Schwinger-Keldysh contour using real


Figure 2.4: Schwinger-Keldysh contour extended to positive and negative infinity.
times by

$$
\begin{equation*}
\int_{\mathcal{C}} \mathrm{d} \tau[\cdots]=\int_{-\infty}^{\infty} \mathrm{d} t[\cdots]+\int_{\infty}^{-\infty} \mathrm{d} t[\cdots] \tag{2.64}
\end{equation*}
$$

where we have denoted real time variables by the latin $t$ and the contour valued times by $\tau$. Assuming that $t_{1}<t_{2}$, such that we are evaluating $C^{<}\left(t_{1}, t_{2}\right)$, we can consider the four possible positions $\tau$ can have on the contour relative to both the two branches and both $t_{1}$ and $t_{2}$ as illustrated in Fig. 2.5.

Using these possible orderings we can deconstruct Eq. (2.63) into four real time integrals

$$
\begin{align*}
C^{<}\left(t_{1}, t_{2}\right)= & \int_{-\infty}^{t_{1}} \mathrm{~d} t A^{>}\left(t_{1}, \tau\right) B^{<}\left(\tau, t_{2}\right)+\int_{t_{1}}^{t_{2}} \mathrm{~d} t A^{<}\left(t_{1}, \tau\right) B^{<}\left(\tau, t_{2}\right)  \tag{2.65}\\
& +\int_{t_{2}}^{\infty} \mathrm{d} t A^{<}\left(t_{1}, \tau\right) B^{>}\left(\tau, t_{2}\right)+\int_{\infty}^{-\infty} \mathrm{d} t A^{<}\left(t_{1}, \tau\right) B^{>}\left(\tau, t_{2}\right)
\end{align*}
$$

where the $>$ and < symbols indicates whether the first is greater, or lesser, than the second respectively. Rearranging the integrals and adding a factor of zero, this can be rewritten as

$$
\begin{align*}
C^{<}\left(t_{1}, t_{2}\right)= & \int_{-\infty}^{\infty} \theta\left(t_{1}-t\right) \mathrm{d} \tau\left(A^{>}\left(t_{1}, \tau\right)-A^{<}\left(t_{1}, \tau\right)\right) B^{<}\left(\tau, t_{2}\right) \\
& +\int_{-\infty}^{\infty} \theta\left(t_{2}-t\right) \mathrm{d} \tau A^{<}\left(t_{1}, \tau\right)\left(B^{<}\left(\tau, t_{2}\right)-B^{>}\left(\tau, t_{2}\right)\right) . \tag{2.66}
\end{align*}
$$



Figure 2.5: Various possible time orderings of the variables $t_{1}, t_{2}$, and $\tau$ on the SchwingerKeldysh contour.

Hence by using the definitions of the causal Green's functions in Eq. (2.42), we have

$$
\begin{equation*}
C^{<}\left(t_{1}, t_{2}\right)=\int_{-\infty}^{\infty} \mathrm{d} t A^{R}\left(t_{1}, t\right) B^{<}\left(t, t_{2}\right)+A^{<}\left(t_{1}, t\right) B^{A}\left(t, t_{2}\right) . \tag{2.67}
\end{equation*}
$$

Thus by starting from the Schwinger-Keldysh contour, and making careful choices as to the time ordering of operators, we can write $C^{<}$as an integral over purely real times as required. Other analytic continuations are possible, say if one wanted to compute $C^{>}$or $C^{R}$ instead; these are compiled in Table 2.1 below.

Table 2.1: Collation of different continuations. We implicitly imply convolutions over all adjacent terms under an integral.

| Contour integral | Real-time integral |
| :---: | :---: |
| $C=\int_{\mathcal{C}} A B$ | $C^{</>}=\int_{t}\left(A^{R} B^{</>}+A^{</>} B^{A}\right)$ |
| $D=\int_{\mathcal{C}} A B C$ | $C^{R / A}=\int_{t} A^{R / A} B^{R / A}$ |
|  | $D^{</>}=\int_{t}\left(A^{R} B^{R} C^{</>}+A^{R} B^{</>} C^{A}+A^{</>} B^{A} C^{A}\right)$ |
| $D^{R / A}=\int_{t} A^{R / A} B^{R / A} C^{R / A}$ |  |

## Chapter 3

## Dynamics in superconducting systems

The effective attraction between electrons near the Fermi surface, due to electron-phonon interaction, must lead to bound pairs of electrons, regardless of how weak the attraction may be. Since formation of pairs is energetically favorable, turning on the interaction causes the ground state of the system to be 'rebuilt'.

-A.A. Abrikosov et al, Methods of Quantum Field Theory in<br>Statistical Physics

## Chapter Summary

The central aim of this thesis is to study transport in Josephson junctions - devices consisting of two coupled superconductors. In the previous chapter Chapter 2 the mechanisms behind transport were introduced, however we have not yet introduced the superconducting theory yet. In this chapter we discuss the theoretical footing upon which superconductivity is placed. To begin, we introduce the mean-field Bardeen, Cooper, and Schrieffer (BCS) Hamiltonian which, by means of inducing instabilities in the background electron field, gives rise to bulk superconductivity.

By making use of the BCS Hamiltonian we derive equations of motion for electrons in superconductors. From these equations we then construct equations of motion for Green's function within superconductors - the eponymous Nambu-Gorkov equation. Finally, we will introduce the Hamiltonian for the Josephson junction and using this derive expressions for the current and density of states through the device.

### 3.1 Superconductivity

### 3.1.1 BCS Hamiltonian

Superconductivity has a rich experimental history, with a number of diverse physical properties uncovered since the initial observation of resistivity free supercooled mercury in 1911 by Onnes. Proving to be a theoretical enigma, the first complete microscopic theory was proposed some 50 years later by Bardeen, Cooper, and Schrieffer (BCS) in 1957. Their insight was that at low temperatures there exists an attractive pairwise interaction between electrons of opposite spins around the Fermi surface. These 'paired' electrons are known as Cooper pairs. Although the physical mechanism of this pairing is induced by the exchange of phonons in the lattice ${ }^{1}$ for a simple model of s-wave pairing a point-like interaction of the form

$$
\begin{equation*}
U\left(x, x^{\prime}\right)=-g \delta\left(x-x^{\prime}\right) \tag{3.1}
\end{equation*}
$$

where $g>0$, is sufficient [19]. Although one can implement a realistic phonon model where the interaction is induced via electron coupling to a phonon bath as per [20], the simple BCS point interaction of Eq. (3.1) captures the relevant physics as we shall see. See Fig. 3.1 for an illustration of the BCS interaction in the language of Feynman diagrams ${ }^{2}$.


Figure 3.1: Feynman diagram for the BCS interaction wherein two electrons of opposite spin are scattered by some attractive potential $g$.

From Fig. 3.1, we can read off the spin explicit form of the interaction which we write as

$$
\begin{equation*}
H_{\mathrm{BCS}}=-g \int \mathrm{~d} x\left(\psi_{\downarrow}^{*}(x) \psi_{\uparrow}^{*}(x) \psi_{\uparrow}(x) \psi_{\downarrow}(x)+\psi_{\uparrow}^{*}(x) \psi_{\downarrow}^{*}(x) \psi_{\downarrow}(x) \psi_{\uparrow}(x)\right) \tag{3.2}
\end{equation*}
$$

[^6]This expression can be somewhat cumbersome, hence by introducing the transpose spinor as

$$
\psi^{*}(x)=\binom{\psi_{\uparrow}^{*}(x)}{\psi_{\downarrow}^{*}(x)} \quad, \quad \psi^{\top}(x)=\left(\begin{array}{ll}
\psi_{\uparrow}(x) & \psi_{\downarrow}(x) \tag{3.3}
\end{array}\right)
$$

we can write the BCS interaction term in the Hamiltonian as [21]

$$
\begin{equation*}
H_{\mathrm{BCS}}=-\frac{g}{2} \int \mathrm{~d} x\left[\psi^{\top}(x)\left(i \sigma_{2}\right) \psi(x)\right]^{\dagger}\left[\psi^{\top}(x)\left(i \sigma_{2}\right) \psi(x)\right] . \tag{3.4}
\end{equation*}
$$

We will work with either Eq. (3.4) or Eq. (3.2) depending on whichever is more convenient at the time.

### 3.1.2 Mean-field theory

Naïvely, with the BCS interaction of Eq. (3.4) one can treat it perturbatively using the techniques outlined in Section 2.2. However, in doing so one finds that the Cooper pairs attract each other with an interaction strength which quickly becomes unbounded; such that the act of perturbing the electronic Fermi sea under a BCS interaction breaks down (see Appendix A. 3 for an account of this instability). We now look to reformulate our reference state - which was previously a sea of interacting electrons - to that of a sea of condensed Cooper pairs.

The condensing of electrons into Cooper pairs leads to products of operators of the form $\psi_{\uparrow}^{*}(x) \psi_{\downarrow}^{*}(x)$ acquiring a non-zero expectation value; the system is stable under the addition of a Cooper pair. To this end we perform a mean-field decoupling in the Cooper channel to write the BCS interaction as $[10]^{3}$

$$
\begin{equation*}
H_{\mathrm{BCS}}=-\frac{1}{2} \int \mathrm{~d} x\left(\Delta^{*}(x)\left[\psi^{\top}(x)\left(i \sigma_{2}\right) \psi(x)\right]+\left[\psi^{\top}(x)\left(i \sigma_{2}\right) \psi(x)\right]^{\dagger} \Delta(x)\right) \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta(x) \equiv g\left\langle\psi^{\top}(x)\left(i \sigma_{2}\right) \psi(x)\right\rangle=g\left\langle\psi_{\uparrow} \psi_{\downarrow}\right\rangle-g\left\langle\psi_{\downarrow} \psi_{\uparrow}\right\rangle, \tag{3.6}
\end{equation*}
$$

is known as the gap parameter. One can view Eq. (3.5) as saying that we can replace the quantum operators by a stable 'averaged' value plus small deviations around this stable average [10]. In Eq. (3.5) we have omitted a term of order $|\Delta|^{2}$; this term corresponds to the background energy of the mean-field Cooper pair field and can simply be absorbed into the chemical potential [19]. We briefly note that parametrising the gap parameter by its magnitude and phase by $\Delta(x)=$

[^7]$|\Delta| \exp [i \phi(x)]$, then we see that under a fluctuation of the magnitude of $\Delta$ :
\[

$$
\begin{equation*}
\Delta(x) \rightarrow|\Delta+\delta(x)| e^{i \phi(x)} \tag{3.7}
\end{equation*}
$$

\]

that the omitted term will transform as

$$
\begin{equation*}
|\Delta(x)|^{2} \rightarrow|\Delta|^{2}+2|\Delta||\delta(x)|+|\delta(x)|^{2} \tag{3.8}
\end{equation*}
$$

where the second term, assuming a non-negligible value for $\Delta$, will contribute significantly to the Hamiltonian. As a result, we regard the magnitude of $\Delta$ as a massive mode - such that fluctuations are energetically costly. Regardless, by decoupling the interaction in this manner we see that it is now quadratic in the field variables. For example, expanding out the spin structure of the first term of the right hand side of Eq. (3.5), we have terms of the form

$$
\begin{equation*}
H_{\mathrm{BCS}} \sim \int \mathrm{~d} x \Delta^{*}(x) \psi_{\uparrow}(x) \psi_{\downarrow}(x) \tag{3.9}
\end{equation*}
$$

Although $\Delta(x)$ is merely a number corresponding to some expectation value, if we view it as the mean-field configuration of some bosonic field $\langle\Delta(x)\rangle$, then we can consider Eq. (3.9) to be the interaction vertex of two electrons annihilating to produce a Cooper pair - as shown in Fig. 3.2a. However, this process is exactly equivalent to a single-particle scattering process where an electron scatters with a Cooper pair into an outgoing hole [20] as depicted in Fig. 3.2b. ${ }^{4}$

(a) Scattering of two electrons into a Cooper pair.

(b) Scattering of an electron into a hole via production of a Cooper pair.

Figure 3.2: Equivalent Feynman diagrams corresponding to Eq. (3.11).
This equivalence in pictures is so important that we introduce the 4 -component Nambu spinors

$$
\Psi(x)=\binom{\psi(x)}{\psi^{*}(x)} \quad, \quad \Psi^{\dagger}(x)=\left(\begin{array}{ll}
\psi^{\dagger}(x) & \psi^{\top}(x) \tag{3.10}
\end{array}\right)
$$

[^8]where the first component denotes the 'electron' sector whilst the second component denotes the 'hole' sector. This allows us to place electrons and holes on the same footing such that we can view $\Delta_{0}(x)$ as a scattering potential which couples the two components of the Nambu spinor - allowing us to rewrite Eq. (3.5) as
\[

H_{\mathrm{BCS}}=\int \mathrm{d} x \Psi^{\top}(x)\left($$
\begin{array}{cc}
0 & \Delta\left(i \sigma_{y}\right)  \tag{3.11}\\
\Delta^{*}\left(i \sigma_{y}\right)^{\dagger} & 0
\end{array}
$$\right) \Psi^{*}(x)
\]

### 3.1.3 Excitation spectrum for bulk superconductors

To better understand the behaviour of the mean-field BCS interaction of Eq. (3.11), it is worthwhile to compute the low-energy excitation spectrum for a bulk superconductor; it is precisely these excitations that will determine the low-energy behaviour of the superconductor.

Ignoring spin-dependent interactions, by combining the BCS interaction with the generic many-body Hamiltonian of Eq. (2.27), we can write the full interacting Hamiltonian for a superconductor in momentum space as [10]

$$
\begin{equation*}
H=\sum_{\mathbf{k}} \xi_{\mathbf{k}} \psi_{\mathbf{k} \uparrow}^{\dagger} \psi_{\mathbf{k} \uparrow}+\xi_{\mathbf{k}} \psi_{\mathbf{k} \downarrow}^{\dagger} \psi_{\mathbf{k} \downarrow}-\Delta_{0}^{*} \psi_{-\mathbf{k} \downarrow} \psi_{\mathbf{k} \uparrow}-\Delta_{0} \psi_{\mathbf{k} \uparrow}^{\dagger} \psi_{-\mathbf{k} \downarrow}^{\dagger} \tag{3.12}
\end{equation*}
$$

where $\xi_{\mathbf{k}} \equiv \mathbf{k}^{2} / 2 m_{e}-\mu$. As in Section 3.1.2, we look to introduce particle-hole spinors to write the Hamiltonian in a bilinear form. To this end, we introduce the two-component ${ }^{5}$ Nambu spinors in momentum space as

$$
\Psi_{\mathbf{k}}=\binom{\psi_{\mathbf{k} \uparrow}}{\psi_{-\mathbf{k} \downarrow}^{*}} \quad, \quad \Psi^{\dagger}(x)=\left(\begin{array}{cc}
\psi_{\mathbf{k} \uparrow}^{*} & \psi_{-\mathbf{k} \downarrow} \tag{3.13}
\end{array}\right)
$$

such that we can write the Hamiltonian of Eq. (3.12) as

$$
H=\sum_{\mathbf{k}} \Psi_{\mathbf{k}}^{\dagger}\left(\begin{array}{cc}
\xi_{\mathbf{k}} & -\Delta  \tag{3.14}\\
-\Delta^{*} & -\xi_{\mathbf{k}}
\end{array}\right) \Psi_{\mathbf{k}}
$$

The off-diagonal $\Delta$ terms couple the electron and hole fields, hence we now look to rotate our fields in the particle-hole space to diagonalise the single-particle Hamiltonian of Eq. (3.14). We introduce the operator $\gamma$ which annihilates a linear superposition of electrons and holes by

$$
\gamma_{\mathbf{k}} \equiv\binom{\gamma_{\mathbf{k} \uparrow}}{\gamma_{-\mathbf{k} \downarrow}^{*}}=\left(\begin{array}{cc}
\cos \theta_{\mathbf{k}} & \sin \theta_{\mathbf{k}}  \tag{3.15}\\
\sin \theta_{\mathbf{k}} & -\cos \theta_{\mathbf{k}}
\end{array}\right)\binom{\psi_{\mathbf{k} \uparrow}}{\psi_{-\mathbf{k} \downarrow}^{*}} .
$$

[^9]Now letting

$$
\begin{equation*}
\cos \left(2 \theta_{\mathbf{k}}\right)=\frac{\xi_{\mathbf{k}}}{\sqrt{\Delta^{2}+\xi_{\mathbf{k}}^{2}}} \quad, \quad \sin \left(2 \theta_{\mathbf{k}}\right)=\frac{-\Delta}{\sqrt{\Delta^{2}+\xi_{\mathbf{k}}^{2}}} \tag{3.16}
\end{equation*}
$$

the Hamiltonian takes the diagonal form

$$
\begin{equation*}
H=\sum_{\mathbf{k}} \sqrt{\Delta^{2}+\xi_{\mathbf{k}}^{2}} \gamma_{\mathbf{k}}^{\dagger} \tau_{z} \gamma_{\mathbf{k}} \tag{3.17}
\end{equation*}
$$

where the $\gamma_{\mathbf{k}}^{\dagger}$ and $\gamma_{\mathbf{k}}$ operators create and annihilate linear superpositions of both electrons and holes. These excitations are known as Bogoliubov quasi-particles and correspond to the formation, or breaking, of a Cooper pair within the superconductor $[10,22]$. Due to the presence of the third Pauli matrix $\tau_{z}$, the quasi-particle spectrum has negative and positive branches given by $\epsilon_{\mathbf{k}}^{ \pm}= \pm \sqrt{\Delta^{2}+\xi_{\mathbf{k}}^{2}}$. We illustrate these in Fig. 3.3. Critically the positive energy branch of the spectrum corresponds to the low energy excitations of a superconductor [22].


Figure 3.3: Dispersion relation for the Bogoliubov quasi-particles from a bulk 2D superconductor. The energies are normalised to some energy scale $t$, whilst the wavenumbers are multiplied by some lattice spacing $a$.

The most immediate observations is the gapped nature of the excitations, as to create an excitation one must break a Cooper pair which has a corresponding energy cost of $\Delta$. The second is that near the Fermi wavenumber $\mathbf{k}_{F}$ - the point in the dispersion relation which minimises the excitation energy - the spectrum becomes nearly linear. Denoting the velocity of excitations at the Fermi wavenumber by $v_{F}$, the linearised spectrum $\epsilon_{\mathbf{k}} \sim v_{F}\left|\mathbf{k}_{F}-\mathbf{k}\right|$ has two branches: electron-like excitations with group velocity $v_{\mathbf{k}}^{+}=v_{F} \hat{\mathbf{k}}$ and hole-like excitations with velocity $v_{\mathbf{k}}^{-}=-v_{F} \hat{\mathbf{k}}[22]$. This is clarified in Fig. 3.4 where the excitation spectrum for a onedimensional superconductor has been overlaid over a that of a non-superconducting
one-dimensional material. Around the Fermi momentum the two branches are clear - one with $\partial_{\mathbf{k}} \epsilon_{k}>0$ and the other with $\partial_{\mathbf{k}} \epsilon_{k}<0$.


Figure 3.4: Excitation spectrum for a 1D superconductor overlaid over the dispersion relation for a normal material. Around the Fermi momentum the two branches have been distinguished by the direction of their velocity; one being electron-like with $v_{\mathbf{k}}>0$, and the other hole-like with $v_{\mathbf{k}}<0$.

### 3.2 Nambu-Gorkov equation

To evaluate electron transport, we must first identify the Hamiltonian of the system, then by making use of Hamilton's equation in Eq. (2.28) we can find the dynamics of the operator in question. As detailed in the previous chapter, a key quantity of interest for transport problems is that of the Green's function. However, we saw in the previous section that to incorporate superconductivity into the Hamiltonian we had to double the available degrees of freedom by expanding the electronic basis to include both electrons and holes. We now derive the equation of motion for Green's functions in this enlarged basis including the effects of superconductivity.

In the enlarged Nambu $\times$ spin basis, the Green's functions can be written as

$$
\left.\mathcal{G}\left(x, x^{\prime}\right)=\left(\begin{array}{ll}
G\left(x, x^{\prime}\right) & \frac{F\left(x, x^{\prime}\right)}{\bar{F}\left(x, x^{\prime}\right)} \tag{3.18}
\end{array}\right)=\frac{1}{i \hbar}\left\langle T, x^{\prime}\right) ~\left\langle T(x) \otimes_{\mathrm{Nambu}} \Psi^{\dagger}\left(x^{\prime}\right)\right\}\right\rangle
$$

where

$$
\begin{align*}
G\left(x, x^{\prime}\right)=\frac{1}{i \hbar}\left\langle T\left\{\psi(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\}\right\rangle & F\left(x, x^{\prime}\right)=\frac{1}{i \hbar}\left\langle T\left\{\psi(x) \otimes \psi^{\top}\left(x^{\prime}\right)\right\}\right\rangle  \tag{3.19}\\
\bar{F}\left(x, x^{\prime}\right)=\frac{1}{i \hbar}\left\langle T\left\{\psi^{*}(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\}\right\rangle & \bar{G}\left(x, x^{\prime}\right)=\frac{1}{i \hbar}\left\langle T\left\{\psi^{*}(x) \otimes \psi^{\top}\left(x^{\prime}\right)\right\}\right\rangle
\end{align*}
$$

Respectively, each term describes: the Green's functions for electrons scattering to electrons $(G)$, electrons scattering to holes $(F)$, holes scattering to electrons $(\bar{F})$, and finally holes scattering into holes $(\bar{G})$. We now look to compute the equation of motion for this propagator - the Nambu-Gorkov equation.

### 3.2.1 Equation of motion for $\mathcal{G}$

To find an equation of motion for $\mathcal{G}$, we must first find equations of motion for the constituent spinors $\psi$. To this end we write out the fully spin resolved BCS Hamiltonian as

$$
\begin{equation*}
H=\int \mathrm{d} x^{\prime} \psi^{\dagger}\left(x^{\prime}\right) H_{\mathrm{sp}}\left(x^{\prime}\right) \psi^{\top}\left(x^{\prime}\right)-\Delta^{*}\left(x^{\prime}\right) \psi_{\uparrow}\left(x^{\prime}\right) \psi_{\downarrow}\left(x^{\prime}\right)-\psi_{\uparrow}^{*}\left(x^{\prime}\right) \psi_{\downarrow}^{*}\left(x^{\prime}\right) \Delta\left(x^{\prime}\right) \tag{3.20}
\end{equation*}
$$

where $H_{\text {sp }}$ denotes the components of the single particle Hamiltonian described in Eq. (2.24). Using Heisenberg's equation of motion and Appendix A. 4 we have that

$$
\begin{align*}
\frac{\partial \psi(x)}{\partial t} & =\frac{i}{\hbar} e^{-\frac{i}{\hbar} H t}[H, \psi(\mathbf{x})] e^{\frac{i}{\hbar} H t}  \tag{3.21}\\
& =\frac{i}{\hbar} e^{-\frac{i}{\hbar} H t}\left\{-H_{\mathrm{sp}}(\mathbf{x}) \psi(\mathbf{x})-\left(i \sigma_{y}\right)^{\dagger} \psi^{\dagger}(\mathbf{x}) \Delta_{0}(\mathbf{x})\right\} e^{\frac{i}{\hbar} H t}
\end{align*}
$$

As $H$ commutes with $H_{\mathrm{sp}}$ at all but a finite number of times, and inserting $e^{-\frac{i}{\hbar} H t} e^{\frac{i}{\hbar} H t}$ between products of operators we find that

$$
\begin{equation*}
i \hbar \frac{\partial \psi(x)}{\partial t}=H_{\mathrm{sp}}(x) \psi(x)+\Delta_{0}(x)\left(i \sigma_{y}\right)^{\dagger} \psi^{*}(x) \tag{3.22}
\end{equation*}
$$

A similar computation ${ }^{6}$ gives

$$
\begin{equation*}
-i \hbar \frac{\partial \psi^{*}(x)}{\partial t}=H_{\mathrm{sp}}^{*}(x) \psi^{*}(x)-\Delta_{0}^{*}(x)\left(i \sigma_{y}\right) \psi(x) \tag{3.23}
\end{equation*}
$$

Returning to Eq. (3.18), we now compute the various matrix elements of $\mathcal{G}\left(x, x^{\prime}\right)$. As an example, we focus on the element

$$
\begin{equation*}
\mathcal{G}_{1,1}\left(x, x^{\prime}\right) \equiv G\left(x, x^{\prime}\right)=\frac{1}{i \hbar}\left\langle T\left\{\psi(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\}\right\rangle . \tag{3.24}
\end{equation*}
$$

Expanding out the time ordering as per Eq. (2.34), we have

$$
\begin{equation*}
\mathcal{G}_{1,1}\left(x, x^{\prime}\right)=\frac{1}{i \hbar}\left[\theta\left(t-t^{\prime}\right)\left\langle\psi(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\rangle-\theta\left(t^{\prime}-t\right)\left\langle\psi^{\dagger}\left(x^{\prime}\right) \otimes \psi(x)\right\rangle\right] . \tag{3.25}
\end{equation*}
$$

[^10]Before we take the derivative of this expression with respect to time, we note that in the the Heisenberg picture, which Eq. (3.25) is currently expressed in, that $\partial_{t} \rho\left(t_{r}\right)=$ 0 [17]. Hence

$$
\begin{equation*}
\partial_{t}\left(\operatorname{Tr}\left[\rho\left(t_{r}\right) \partial_{t}\left(T\left\{\psi(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\}\right)\right]\right)=\left\langle\partial_{t}\left(T\left\{\psi(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\}\right)\right\rangle, \tag{3.26}
\end{equation*}
$$

such that we can simply move the temporal derivative into the expectation value. As a result, taking the time derivative of Eq. (3.25) results in ${ }^{7}$

$$
\begin{align*}
i \hbar \partial_{t} G\left(x, x^{\prime}\right) & =\partial_{t}\left(\theta\left(t-t^{\prime}\right)\left\langle\psi(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\rangle-\theta\left(t^{\prime}-t\right)\left\langle\psi^{\dagger}\left(x^{\prime}\right) \otimes \psi(x)\right\rangle\right)  \tag{3.27}\\
& =\delta\left(t-t^{\prime}\right)\left\{\psi(x) \stackrel{\otimes}{,} \psi^{\dagger}\left(x^{\prime}\right)\right\}+\left\langle T\left\{\partial_{t} \psi(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\}\right\rangle \tag{3.28}
\end{align*}
$$

Substituting in the equation of motion for the electron spinor in Eq. (3.22), we have that

$$
\begin{align*}
i \hbar \partial_{t} G\left(x, x^{\prime}\right)=\delta\left(x-x^{\prime}\right) & +\frac{H_{\mathrm{sp}}}{i \hbar}\left\langle T\left\{\psi(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\}\right\rangle  \tag{3.29}\\
& +\frac{\Delta(x)\left(i \sigma_{y}\right)^{\dagger}}{i \hbar}\left\langle T\left\{\psi^{*}(x) \otimes \psi^{\dagger}\left(x^{\prime}\right)\right\}\right\rangle
\end{align*}
$$

Letting $\Delta$ absorb the spin-structure and recognising the final term of Eq. (3.29) as $\mathcal{G}_{2,1}\left(x, x^{\prime}\right)$, we can write

$$
\begin{equation*}
\left(i \hbar \partial_{t}-H_{\mathrm{sp}}(x)\right) G\left(x, x^{\prime}\right)-\Delta(x) \bar{F}\left(x, x^{\prime}\right)=\delta\left(x-x^{\prime}\right) \tag{3.30}
\end{equation*}
$$

This can be repeated for each of the other components of $\mathcal{G}\left(x, x^{\prime}\right)$, which can be written as the following matrix equation

$$
\left(\begin{array}{cc}
i \hbar \partial_{t}-H_{\mathrm{sp}}(x) & -\Delta(x)  \tag{3.31}\\
-\Delta^{\dagger}(x) & i \hbar \partial_{t}+H_{\mathrm{sp}}^{*}(x)
\end{array}\right)\left(\begin{array}{cc}
G\left(x, x^{\prime}\right) & F\left(x, x^{\prime}\right) \\
\bar{F}\left(x, x^{\prime}\right) & \bar{G}\left(x, x^{\prime}\right)
\end{array}\right)=\delta\left(x-x^{\prime}\right) .
$$

This equation of motion defines the Nambu-Gorkov equation; the solutions of which provides the full Green's function for the equilibrium system.

### 3.2.2 Steady-state Nambu-Gorkov equation

The Nambu-Gorkov equation given in Eq. (3.31) is a function of two positions and two times as it relates how electrons and holes are correlated at two different points in spacetime. This is necessary for time-dependent systems, where each point in time is distinguishable from another. In this work we are interested in steady-state systems where there is no time-dependence; the critical parameter is the difference between the two times $t$ and $t^{\prime}$, rather than their explicit values. As a result we can simplify the Nambu-Gorkov equation by Fourier transforming with respect to $\Delta t \equiv t^{\prime}-t$.

[^11]Doing so results in the following equation

$$
\left(\begin{array}{cc}
E-H_{\mathrm{sp}}(\mathbf{x}) & -\Delta(\mathbf{x})  \tag{3.32}\\
-\Delta^{\dagger}(\mathbf{x}) & E+H_{\mathrm{sp}}^{*}(\mathbf{x})
\end{array}\right)\left(\begin{array}{cc}
G\left(E, \mathbf{x}, \mathbf{x}^{\prime}\right) & F\left(E, \mathbf{x}, \mathbf{x}^{\prime}\right) \\
\bar{F}\left(E, \mathbf{x}, \mathbf{x}^{\prime}\right) & \bar{G}\left(E, \mathbf{x}, \mathbf{x}^{\prime}\right)
\end{array}\right)=\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right)
$$

Physically the solutions of this equation relate how electrons and holes of some energy $E$ are correlated at two different points in space.

### 3.3 Dynamics within a Josephson junction

By considering only bulk superconductors and equilibrium systems we have kept the discussion in this chapter to a relatively high level. However, in this thesis we are interested in the dynamics of a particular system - namely, Josephson junctions. As a result, it is appropriate to explore how one applies the general techniques of the proceeding two chapters to the specific case of Josephson junctions.

### 3.3.1 Hamiltonian for a Josephson junction

To numerically compute the dynamics of a Josephson junction we must first identify the corresponding Hamiltonian. As the leads of the device are assumed to be semiinfinite, we begin by partitioning the system into three distinct regions: left lead, central region, and right lead. As a result, we can partition the full Hamiltonian $H$ as

$$
\begin{equation*}
H=H_{L}+H_{L C}+H_{C}+H_{C R}+H_{R} \tag{3.33}
\end{equation*}
$$

where $H_{L}, H_{C}$, and $H_{R}$ describe the dynamics of the the isolated left, centre, and right regions respectively and $H_{L C / C R}$ contains the information on the the coupling between regions. This is illustrated graphically for a discrete system in Fig. 3.5.


Figure 3.5: Standard partitioning of the Josephson junction to decouple the superconducting leads with the nanowire.

From Eq. (2.27) we can write the Hamiltonian for the central region - which we currently assume to be non-superconducting - as

$$
\begin{equation*}
H_{C}=\sum_{\mathbf{i}} \psi_{\mathbf{i}}^{\dagger}\left(t^{\prime}\right)\left[-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2}-e \Phi+g \mu_{B} \mathbf{B} \cdot \boldsymbol{\sigma}-\mu\right] \psi_{\mathbf{i}}\left(t^{\prime}\right) \tag{3.34}
\end{equation*}
$$

where $\sum_{\mathbf{i}}$ denotes that we are summing over every lattice site in the central region. Similarly, using Eq. (3.20) can write the Hamiltonians for the superconducting leads as

$$
\begin{align*}
H_{L / R}=\sum_{\boldsymbol{\alpha} / \boldsymbol{\beta}} & \psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}^{\dagger}\left(t^{\prime}\right)\left[-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2}-e \Phi+g \mathbf{B} \cdot \boldsymbol{\sigma}-\mu\right] \psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}\left(t^{\prime}\right)  \tag{3.35}\\
& +\psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}^{\dagger}\left(t^{\prime}\right) \Delta_{\boldsymbol{\alpha} / \boldsymbol{\beta}} \psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}^{*}\left(t^{\prime}\right)+\psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}^{\top}\left(t^{\prime}\right) \Delta_{\boldsymbol{\alpha} / \boldsymbol{\beta}}^{\dagger} \psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}\left(t^{\prime}\right)
\end{align*}
$$

where $\boldsymbol{\alpha} \in L, \boldsymbol{\beta} \in R$ denotes every lattice site in the left and right leads respectively. To couple the regions of the Hamiltonian we introduce a parameter $V_{\boldsymbol{\alpha} / \boldsymbol{\beta}, \mathbf{i}}$ which parametrises the interaction between the sites in the left/right leads with those of the central region. Note that usage of Latin indices to denote lattice sites in the central region and Greek for site in the leads will be a convention used throughout this work. As a result, we can write the coupling terms as

$$
\begin{equation*}
H_{L C / C R}=\sum_{\alpha / \mathbf{i} / \boldsymbol{\beta}} \psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}^{\dagger}\left(t^{\prime}\right) V_{\boldsymbol{\alpha} / \boldsymbol{\beta}, \mathbf{i}} \psi_{\mathbf{i}}\left(t^{\prime}\right)+\psi_{\mathbf{i}}^{\dagger}\left(t^{\prime}\right) V_{\mathbf{i}, \boldsymbol{\alpha} / \boldsymbol{\beta}} \psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}\left(t^{\prime}\right) \tag{3.36}
\end{equation*}
$$

To extend this coupling Hamiltonian into the particle-hole space we introduce the generalised coupling strength $\mathcal{V}_{\lambda, \mathbf{i}}=\operatorname{diag}\left(V_{\lambda, \mathbf{i}},-V_{\lambda, \mathbf{i}}^{*}\right)$. Now in the usual Nambu basis Eq. (3.10), the coupling terms are expressed as

$$
\begin{equation*}
H_{L C / C R}=\sum_{\alpha / \mathbf{i} / \boldsymbol{\beta}} \Psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}^{\dagger}\left(t^{\prime}\right) \mathcal{V}_{\boldsymbol{\alpha} / \boldsymbol{\beta}, \mathbf{i}} \Psi_{\mathbf{i}}\left(t^{\prime}\right)+\Psi_{\mathbf{i}}^{\dagger}\left(t^{\prime}\right) \mathcal{V}_{\mathbf{i}, \boldsymbol{\alpha} / \boldsymbol{\beta}} \Psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}\left(t^{\prime}\right) \tag{3.37}
\end{equation*}
$$

### 3.3.2 Green's function for Josephson junctions

To determine the dynamics of the system, we first partition the Hamiltonian into a free term $H_{0}$ and a perturbation $H^{\prime}$

$$
\begin{equation*}
H=H_{0}+H^{\prime} \tag{3.38}
\end{equation*}
$$

where $H_{0}=H_{L}+H_{C}+H_{R}$ and $H^{\prime}=H_{R C}+H_{C L}$. Namely, we have decoupled the three regions from each other and assumed each is independently at equilibrium. With the free and perturbing Hamiltonian, we can now express all operators in the interaction picture as in Section 2.2.4. Furthermore, to handle systems out of equilibrium we must let the times lie on a generalised Schwinger-Keldysh contour, $\mathcal{C}$, illustrated again in Fig. 3.6.


Figure 3.6: Schwinger-Keldysh contour.

To begin we will consider the Nambu-Gorkov Green's function in the interaction picture between a point $\boldsymbol{\lambda}$ in the left lead and a point $\mathbf{i}$ in the central region:

$$
\begin{equation*}
\mathcal{G}\left(\mathbf{i}, \tau_{1} ; \boldsymbol{\lambda}, \tau_{2}\right) \equiv \frac{1}{i \hbar}\left\langle T_{\mathcal{C}}\left\{\mathcal{S}_{\mathcal{C}} \Psi_{\mathbf{i}}\left(\tau_{1}\right) \otimes \Psi_{\lambda}^{\dagger}\left(\tau_{2}\right)\right\}\right\rangle \tag{3.39}
\end{equation*}
$$

where $\tau_{1}$ and $\tau_{2}$ are contour times lying on the Schwinger Keldysh contour, $T_{\mathcal{C}}$ is the contour ordering operator, and

$$
\begin{equation*}
\mathcal{S}_{\mathcal{C}}=\exp \left\{\frac{1}{i \hbar} \int_{\mathcal{C}} \mathrm{d} \tau H_{L C}(\tau)+H_{C R}(\tau)\right\} \tag{3.40}
\end{equation*}
$$

is the usual time evolution operator. For notational simplicity, we have omitted the subscript I on operators to denote that the time dependence is governed by the free Hamiltonian. A benefit of treating the leads as perturbations is that now the free Green's functions $\mathcal{G}^{0}$ - Green's functions with no $\mathcal{S}_{\mathcal{C}}$ matrix present - between sites in different regions are identically zero: for $\boldsymbol{\alpha} \in L, \boldsymbol{\beta} \in R$, and $\mathbf{i} \in C$ we have that

$$
\begin{align*}
\mathcal{G}^{0}\left(\boldsymbol{\alpha}, \tau_{1} ; \mathbf{i}, \tau_{2}\right) & \equiv\left\langle T_{\mathcal{C}}\left\{\Psi_{\boldsymbol{\alpha}}\left(\tau_{1}\right) \otimes \Psi_{\mathbf{i}}^{\dagger}\left(\tau_{2}\right)\right\}\right\rangle=0 \\
\mathcal{G}^{0}\left(\boldsymbol{\alpha}, \tau_{1} ; \boldsymbol{\beta}, \tau_{2}\right) & \equiv\left\langle T_{\mathcal{C}}\left\{\Psi_{\boldsymbol{\alpha}}\left(\tau_{1}\right) \otimes \Psi_{\boldsymbol{\beta}}^{\dagger}\left(\tau_{2}\right)\right\}\right\rangle=0 \tag{3.41}
\end{align*}
$$

This is merely the statement that in the absence of coupling between regions an electron cannot propagate from say the left lead to the central region. As we have an explicit form for the coupling Hamiltonian in Eq. (3.37), we can asymptotically expand $\mathcal{S}_{\mathcal{C}}$ such that we can write Eq. (3.39) as

$$
\begin{align*}
\mathcal{G}\left(\mathbf{i}, \tau_{1} ; \boldsymbol{\lambda}, \tau_{2}\right)=\frac{1}{i \hbar}\langle & T_{\mathcal{C}}\left\{\Psi _ { \mathbf { i } } ( \tau _ { 1 } ) \otimes \sum _ { n = 0 } ^ { \infty } \frac { 1 } { ( i \hbar ) ^ { n + 1 } ( n + 1 ) ! } \left[\int_{\mathcal{C}} \mathrm{d} \tau \sum_{\alpha / \mathbf{j} / \boldsymbol{\beta}} \Psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}^{\dagger}(\tau) \mathcal{V}_{\mathbf{j}, \boldsymbol{\alpha} / \boldsymbol{\beta}}^{\dagger} \Psi_{\mathbf{j}}(\tau)\right.\right. \\
& \left.\left.\left.+\Psi_{\mathbf{j}}^{\dagger}(\tau) \mathcal{V}_{\mathbf{j}, \boldsymbol{\alpha} / \boldsymbol{\beta}} \Psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}(\tau)\right]^{n+1} \otimes \Psi_{\boldsymbol{\lambda}}^{\dagger}\left(\tau_{2}\right)\right\}\right\rangle \tag{3.42}
\end{align*}
$$

where as usual $\boldsymbol{\alpha} / \boldsymbol{\beta} \in L / R$. Note in Eq. (3.42) we have ignored the first term in the expansion as it is equivalent to the free propagator between a lattice site in the left lead and one in the device which from Eq. (3.41) is identically zero. We now need to utilise Wick's theorem of Section 2.2.5 to generate every permutation of free Green's functions. However, before we do so, we note that the left lead creation operator $\Psi_{\lambda}^{\dagger}\left(\tau_{2}\right)$ at the very end of the expression must be contracted with one of the $\Psi_{\alpha}(\tau)$ operators in the expanded interaction as all other Wick contractions are identically zero as per Eq. (3.41). As there are $n+1$ possible $\Psi_{\alpha}(\tau)$ terms that can be contracted with, we can pull out that contraction alongside a factor of $n+1$ to
write

$$
\begin{align*}
& \mathcal{G}\left(\mathbf{i}, \tau_{1} ; \boldsymbol{\lambda}, \tau_{2}\right)=\int_{\mathcal{C}} \mathrm{d} \tau \sum_{\boldsymbol{\alpha} / \mathbf{j}} \frac{1}{i \hbar}\left\langleT _ { \mathcal { C } } \left\{\Psi_{\mathbf{i}}\left(\tau_{1}\right) \otimes\right.\right. \\
& \underbrace{\sum_{n=0}^{\infty} \frac{1}{(i \hbar)^{n} n!}\left[\int_{\mathcal{C}} \mathrm{d} \tau^{\prime} \sum_{\alpha^{\prime} / \mathbf{j}^{\prime} / \boldsymbol{\beta}} \Psi_{\boldsymbol{\alpha}^{\prime} / \boldsymbol{\beta}}^{\dagger}\left(\tau^{\prime}\right) \mathcal{V}_{\mathbf{j}^{\prime}, \boldsymbol{\alpha}^{\prime} / \boldsymbol{\beta}}^{\dagger} \Psi_{\mathbf{j}^{\prime}}\left(\tau^{\prime}\right)+\Psi_{\mathbf{j}^{\prime}}^{\dagger}\left(\tau^{\prime}\right) \mathcal{V}_{\mathbf{j}^{\prime}, \boldsymbol{\alpha}^{\prime} / \boldsymbol{\beta}} \Psi_{\boldsymbol{\alpha}^{\prime} / \boldsymbol{\beta}}\left(\tau^{\prime}\right)\right]^{n}}_{\mathcal{S}_{\mathcal{C}}} \\
& \left.\left.\otimes \Psi_{\mathbf{j}}^{\dagger}(\tau)\right\}\right\rangle \mathcal{V}_{\mathbf{j}, \boldsymbol{\alpha}} \frac{1}{i \hbar}\left\langle T_{\mathcal{C}}\left\{\Psi_{\boldsymbol{\alpha}}(\tau) \otimes \Psi_{\boldsymbol{\lambda}}^{\dagger}\left(\tau_{2}\right)\right\}\right\rangle . \tag{3.43}
\end{align*}
$$

By pulling out this factor, we see that we have recovered exactly the expanded $\mathcal{S}_{\mathcal{C}}$ which we can regroup to write

$$
\begin{align*}
\mathcal{G}\left(\mathbf{i}, \tau_{1} ; \boldsymbol{\lambda}, \tau_{2}\right) & =\int_{\mathcal{C}} \mathrm{d} \tau \sum_{\alpha / \mathbf{j}} \frac{1}{i \hbar}\left\langle T_{\mathcal{C}}\left\{\mathcal{S}_{\mathcal{C}} \Psi_{\mathbf{i}}\left(\tau_{1}\right) \otimes \Psi_{\mathbf{j}}^{\dagger}(\tau)\right\}\right\rangle \mathcal{V}_{\mathbf{j}, \boldsymbol{\alpha}} \frac{1}{i \hbar}\left\langle T_{\mathcal{C}}\left\{\Psi_{\boldsymbol{\alpha}}(\tau) \otimes \Psi_{\boldsymbol{\lambda}}^{\dagger}\left(\tau_{2}\right)\right\}\right\rangle \\
& =\int_{\mathcal{C}} \mathrm{d} \tau \sum_{\alpha / \mathbf{j}} \mathcal{G}\left(\mathbf{i}, \tau_{1} ; \boldsymbol{\lambda}, \tau\right) \mathcal{V}_{\mathbf{j}, \boldsymbol{\alpha}} \mathcal{G}^{0}\left(\boldsymbol{\alpha}, \tau ; \boldsymbol{\lambda}, \tau_{2}\right) \tag{3.44}
\end{align*}
$$

Letting $\mathcal{G}\left(\mathbf{x}, \tau_{1} ; \boldsymbol{y}, \tau_{2}\right)$ denote the $(x, y)$ element of some matrix $\mathcal{G}_{X, Y}$ where $\mathbf{x}$ is a lattice site in $X$ and $\mathbf{y}$ is a lattice site in $Y$, we can rewrite Eq. (3.44) in matrix form as

$$
\begin{equation*}
\mathcal{G}_{C, L}\left(\tau_{1}, \tau_{2}\right)=\int_{\mathcal{C}} \mathrm{d} \tau \mathcal{G}_{C, C}\left(\tau_{1}, \tau\right) \mathcal{V}_{C, L} \mathcal{G}_{L, L}^{0}\left(\tau, \tau_{2}\right) \tag{3.45}
\end{equation*}
$$

As the free Green function $\mathcal{G}_{L, L}^{0}$ is defined over the disconnected left lead - which was assumed to be in equilibrium - we can compute this quantity using the standard Nambu-Gorkov equation. We are now left with the need to find an expression of the perturbed centre Green function $\mathcal{G}_{C, C}$.

As in Eq. (3.39), the matrix elements of the Green function for two lattice sites in the central region is given by

$$
\begin{equation*}
\mathcal{G}\left(\mathbf{i}, \tau_{1} ; \mathbf{j}, \tau_{2}\right)=\frac{1}{i \hbar}\left\langle T_{\mathcal{C}}\left\{\mathcal{S}_{\mathcal{C}} \Psi_{\mathbf{i}}\left(\tau_{1}\right) \otimes \Psi_{\mathbf{j}}^{\dagger}\left(\tau_{2}\right)\right\}\right\rangle \tag{3.46}
\end{equation*}
$$

Exactly as before, by expanding out the $\mathcal{S}_{\mathcal{C}}$ matrix and ignoring all terms in the Wick series which are identically zero, we find that
$\mathcal{G}\left(\mathbf{i}, \tau_{1} ; \mathbf{j}, \tau_{2}\right)=\mathcal{G}^{0}\left(\mathbf{i}, \tau_{1} ; \mathbf{j}, \tau_{2}\right)+\sum_{\mathbf{m n}} \int_{\mathcal{C}} \mathrm{d} \tau \mathrm{d} \tau^{\prime} \mathcal{G}^{0}\left(\mathbf{i}, \tau_{1} ; \mathbf{m}, \tau\right) \Sigma\left(\mathbf{m}, \tau ; \mathbf{n}, \tau^{\prime}\right) \mathcal{G}\left(\mathbf{n}, \tau^{\prime} ; \mathbf{j}, \tau_{2}\right)$.
where we introduce the the self-energy $\Sigma$ by

$$
\begin{align*}
\Sigma\left(\mathbf{m}, \tau ; \mathbf{n}, \tau^{\prime}\right) & \equiv \Sigma_{\text {left }}\left(\mathbf{m}, \tau ; \mathbf{n}, \tau^{\prime}\right)+\Sigma_{\text {right }}\left(\mathbf{m}, \tau ; \mathbf{n}, \tau^{\prime}\right) \\
& \equiv \sum_{\alpha} \mathcal{V}_{\alpha, \mathbf{m}}^{\dagger} \mathcal{G}_{\alpha}^{0}\left(\tau, \tau^{\prime}\right) \mathcal{V}_{\alpha, \mathbf{n}}+\sum_{\beta} \mathcal{V}_{\beta, \mathbf{m}}^{\dagger} \mathcal{G}_{\boldsymbol{\beta}}^{0}\left(\tau, \tau^{\prime}\right) \mathcal{V}_{\beta, \mathbf{n}} \tag{3.48}
\end{align*}
$$

Writing this in terms of matrices one has that

$$
\begin{equation*}
\mathcal{G}_{C, C}\left(\tau_{1}, \tau_{2}\right)=\mathcal{G}_{C, C}^{0}\left(\tau_{1}, \tau_{2}\right)+\int_{\mathcal{C}} \mathrm{d} \tau \mathrm{~d} \tau^{\prime} \mathcal{G}_{C, C}^{0}\left(\tau_{1}, \tau\right) \Sigma\left(\tau, \tau^{\prime}\right) \mathcal{G}_{C, C}\left(\tau^{\prime}, \tau_{2}\right) \tag{3.49}
\end{equation*}
$$

Although these expressions are valid, they are currently written in terms of an abstract contour time, whereas we want to evaluate these Green functions at real times. Using the techniques of Section 2.2.6, we can write Eq. (3.45) and Eq. (3.49) as functions of real times using the analytical continuation procedure of Table 2.1. The net result is that

$$
\begin{align*}
\mathcal{G}_{C, L}^{<}\left(t_{1}, t_{2}\right) & =\int \mathrm{d} t \mathcal{G}_{C, C}^{R}\left(t_{1}, t\right) \mathcal{V}_{C, L} \mathcal{G}_{L, L}^{0<}\left(t, t_{2}\right)+\mathcal{G}_{C, C}^{<}\left(t_{1}, t\right) \mathcal{V}_{C, L} \mathcal{G}_{L, L}^{0 A}\left(t, t_{2}\right)  \tag{3.50}\\
\mathcal{G}_{C, C}^{R}\left(t_{1}, t_{2}\right) & =\mathcal{G}_{C, C}^{0 R}\left(t_{1}, t_{2}\right)+\int \mathrm{d} t \mathrm{~d} t^{\prime} \mathcal{G}_{C, C}^{0 R}\left(t_{1}, t\right) \Sigma^{R}\left(t, t^{\prime}\right) \mathcal{G}_{C, C}^{R}\left(t^{\prime}, t_{2}\right)
\end{align*}
$$

Furthermore, we assume that our system is in a stationary state such that no quantities depend on the absolute times, but rather the distance between times. As such we can Fourier transform Eq. (3.50) to compute all quantities in terms of energy $E$. As these expressions are convolutions in time, they lead to the following products in energy space

$$
\begin{align*}
\mathcal{G}_{C, L}^{<}(E) & =\mathcal{G}_{C, C}^{R}(E) \mathcal{V}_{C, L} \mathcal{G}^{0}<{ }_{L, L}^{<}(E)+\mathcal{G}_{C, C}^{<}(E) \mathcal{V}_{C, L} \mathcal{G}^{0}{ }_{L, L}^{A}(E), \\
\mathcal{G}_{C, C}^{R}(E) & =\mathcal{G}_{C, C}^{0 R}(E)+\mathcal{G}^{0 R}(E) \Sigma^{R}(E) \mathcal{G}_{C, C}^{R}(E), \\
& =\left(\mathcal{G}_{C, C}^{0 R}(E)^{-1}-\Sigma^{R}(E)\right)^{-1},  \tag{3.51}\\
\mathcal{G}_{C, C}^{<}(E) & =\mathcal{G}_{C, C}^{R}(E) \Sigma^{<}(E) \mathcal{G}_{C, C}^{A}(E),
\end{align*}
$$

where the Fourier transformed self-energy looks like

$$
\begin{equation*}
\Sigma(E)=\mathcal{V}_{L, C}^{\dagger} \mathcal{G}_{L, L}^{0}(E) \mathcal{V}_{L, C}+\mathcal{V}_{R, C}^{\dagger} \mathcal{G}_{R, R}^{0}(E) \mathcal{V}_{R, C} \tag{3.52}
\end{equation*}
$$

Hence we have now decomposed the problem into a set of coupled equations, where each equation only relies on the free Green's functions. Within each region we can compute the free Green's function using the steady-state Nambu-Gorkov equation of Eq. (3.32).

### 3.4 Observables of interest

As this thesis concerns the transport through Josephson junctions we must derive the equations to produce precisely the quantities of interest. Indeed the primary quantity of interest is the supercurrent through the device as a function of the phase difference. Similarly, as will be shown in Section 6.1.2, the current itself is carried by bound states located within the normal region, hence we also look to how one computes the spectrum of bound states within a device.

### 3.4.1 Density of states

As will be shown in Section 6.1.2, for energies below the superconducting gap $\Delta$, the supercurrent through a Josephson junction is entirely carried by Andreev bound states (ABS) - counter-propagating electrons and holes - located within the normal region [23]. We now wish to derive an expression for these bound states as a function of the free Green's functions which are computable using the Nambu-Gorkov equation.

To begin, we recall from Section 2.2.3 that the diagonal elements of the spectral weight function correspond to the local density of states at each point in our system. As a result, we can express the total density of states as the sum over the local density of states:

$$
\begin{equation*}
D(E)=\operatorname{Tr}\left[A\left(x, x^{\prime} ; E\right)\right] . \tag{3.53}
\end{equation*}
$$

Working in particle-hole space, we can generalise the spectral function to be [13]

$$
\begin{equation*}
A\left(x, x^{\prime}\right) \equiv i\left(\mathcal{G}^{R}\left(x, x^{\prime}\right)-\mathcal{G}^{A}\left(x, x^{\prime}\right)\right) \tag{3.54}
\end{equation*}
$$

such that Eq. (3.53) computes the density of states in Nambu space as well.

### 3.4.2 Supercurrent

The central object of interest in this work is the supercurrent through a Josephson junction. We must now derive the equation for the supercurrent as a function of the computable Green's functions.

In this work we are only interested in steady-state transport which simplifies the problem greatly as then no charge piles up in the central region [24,25]. As a result we can symmetrise the total charge current through the device such that the charge from the left lead through the central region and into the right lead can be given by

$$
\begin{equation*}
I(t)=\frac{1}{2}\left(I_{L C}(t)-I_{R C}(t)\right), \tag{3.55}
\end{equation*}
$$

where $I_{L C}$ and $I_{R C}$ are currents from the left and right leads into the central region respectively. Consider the current from the left lead to the central region, $I_{L C}$, which we define as the change in the average number of charges in the left lead multiplied
by the charge per electron [24]

$$
\begin{equation*}
I_{L C}(t) \equiv-e\left\langle\frac{\partial \hat{n}^{\mathrm{left}}}{\partial t^{\prime}}(t)\right\rangle \tag{3.56}
\end{equation*}
$$

where the number operator $\hat{n}^{\text {left }}(t)$ determines the number of charges in the left lead at some time, which we define in particle-hole space as [13]

$$
\begin{equation*}
\hat{n}^{\text {left }}(t)=\frac{1}{2} \sum_{\lambda \in L} \tau_{z} \Psi_{\lambda}^{\dagger}(t) \Psi_{\lambda}(t) \tag{3.57}
\end{equation*}
$$

where we included $\tau_{z}$ as the holes carry an opposite charge to the electrons. The factor of half is so not to double count the hole contribution; we arbitrarily doubled our degrees of freedom to include holes. We leave the explicit computation of Eq. (3.56), and in turn Eq. (3.55), to Appendix A.6. However, the final result is that the current through the junction can be given by

$$
\begin{equation*}
I=\frac{e}{2} \int \mathrm{~d} E \operatorname{Re}\left\{\operatorname{Tr}\left[\tau_{z} \mathcal{G}_{C, L}^{<}(E) \mathcal{V}_{L, C}-\tau_{z} \mathcal{G}_{C, R}^{<}(E) \mathcal{V}_{L, C}\right]\right\} \tag{3.58}
\end{equation*}
$$

In this manner we have managed to express the steady-state current as a function of the full Green's functions.

## Chapter 4

## Lattice field theory

The problem of Bloch electrons in magnetic fields is a very peculiar problem, because it is one of the very few places in physics where the difference between rational numbers and irrational numbers makes itself felt... Now the crucial question is, "How physical is this spectrum?"
-D. Hofstadter, Energy levels and wave functions of Bloch electrons in rational and irrational magnetic fields

## Chapter Summary

The previous chapters introduced a number of theoretical techniques for studying out-of-equilibrium superconducting systems. They culminated in the steady state Nambu-Gorkov equation of Eq. (3.32) whose solution provides the two point propagator, or Green's functions, of the system. However, for a generic single-particle Hamiltonian no analytic solution of the Nambu-Gorkov equation is possible [14]. Hence, before we can apply these techniques to problems, as an intermediate we must first discuss how these equations are solved numerically.

In this chapter we begin by introducing the tight-binding formalism which allows one to convert the Nambu-Gorkov equation into a matrix equation which can the be solved numerically. To verify our discretisation procedure we will produce the bandstructure of electrons in a two-dimensional lattice under an external magnetic field, this produces fractals known in the literature. Finally, we will include the effects of spin-orbit coupling to produce fractals not present in the literature.

### 4.1 Tight-binding formulation

In steady-state, the Nambu-Gorkov equation of Eq. (3.32) resolves to a matrix equation, however, as currently written the equation is a function of continuous variables and hence difficult to solve numerically. As a result we now look to discretising the system onto a lattice such that it can be solved numerically.

A generic Hamiltonian for a non-relativistic, and non-superconducting system has the form

$$
\begin{equation*}
H=\int \mathrm{d} \mathbf{x} \psi^{\dagger}(x)\left[-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2}-e \Phi+g \mu_{B} \mathbf{B} \cdot \boldsymbol{\sigma}-\mu\right] \psi(x) \tag{4.1}
\end{equation*}
$$

where $\mathbf{D}$ is the $S U(2) \times U(1)$ gauge covariant derivative given by

$$
\begin{equation*}
D_{k}=\frac{\partial}{\partial x^{k}}+i a_{k}(x)+i \rho_{k}(x) \tag{4.2}
\end{equation*}
$$

and the individual gauge fields $a_{k}$ and $\rho_{k}$ depend on the system being modelled. To discretise Eq. (4.1), we first begin by defining the Hamiltonian on a $n_{x} \times n_{y} \times n_{z}$ site regular lattice with constant lattice spacing $a$, where we denote a lattice site by $\mathbf{x} \equiv(x, y, z)$. In this manner rather than creating a field excitation at any point $\psi^{\dagger}(x)$, we can only do so at the discrete lattice sites $\psi_{\mathbf{x}}^{\dagger}$. Critically, the anticommutation relations for the discretised operators become

$$
\begin{align*}
\left\{\psi(x) \stackrel{\otimes}{,} \psi^{\top}(y)\right\} & \rightarrow\left\{\psi_{\mathbf{x}}^{\otimes} \stackrel{\otimes}{,} \psi_{\mathbf{y}}^{\top}\right\}=0  \tag{4.3}\\
\left\{\psi(x) \stackrel{\otimes}{,} \psi^{\dagger}(y)\right\} & \rightarrow\left\{\psi_{\mathbf{x}}^{\otimes} \stackrel{\otimes}{,} \psi_{\mathbf{y}}^{\dagger}\right\}=\delta_{\mathbf{x}, \mathbf{y}} \tag{4.4}
\end{align*}
$$

As a result, we can cast Eq. (4.1) into the form

$$
\begin{equation*}
H=\sum_{\mathbf{x}} \psi_{\mathbf{x}}^{\dagger}\left[-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2}-e \Phi+g \mu_{B} \mathbf{B} \cdot \boldsymbol{\sigma}-\mu\right]_{\mathbf{x}, \mathbf{x}} \psi_{\mathbf{x}} \tag{4.5}
\end{equation*}
$$

where the sum is now over every lattice site.

### 4.1.1 Discretising single particle Hamiltonian

To simplify the discussion, if initially one ignores the spin and electromagnetic fields, then the single particle Hamiltonian to be discretised resolves to

$$
\begin{equation*}
H_{\mathrm{sp}}=-\frac{\hbar^{2}}{2 m_{e}} \nabla^{2} \tag{4.6}
\end{equation*}
$$

To see how $\left[\nabla^{2}\right]$ is to be discretised, we consider some generic 1D scalar function $f(x)$ where $x \in \mathbb{R}$. Now using a finite difference method the discretised 1D Laplacian
with some lattice spacing $a$ acting on $f(x)$ can be given as [26]

$$
\begin{equation*}
\nabla^{2} f(x) \approx \frac{f(x-a)+f(x+a)-2 f(x)}{a^{2}} \tag{4.7}
\end{equation*}
$$

Hence discretising $f(x)$ itself on the same one dimensional lattice by making the substitution $f(x) \rightarrow f_{x}$ we can write the discrete laplacian as the following matrix equation

$$
\nabla^{2} f(x) \approx \frac{1}{a^{2}}\left[\begin{array}{lll}
1 & -2 & 1
\end{array}\right]\left[\begin{array}{c}
f_{x-1}  \tag{4.8}\\
f_{x} \\
f_{x+1}
\end{array}\right]
$$

Hence the laplacian at some point factors in the value of the function at that point and all nearest neighbours. We can generalise this result for higher dimensions to write the Hamiltonian for a single particle with no electromagnetic fields and spin degeneracy as

$$
\begin{equation*}
\sum_{\mathbf{x}} \psi_{\mathbf{x}}^{\dagger}\left[-\frac{\hbar^{2}}{2 m_{e}} \nabla^{2}\right] \psi_{\mathbf{x}}=\sum_{\mathbf{x}} \psi_{\mathbf{x}}^{\dagger} \epsilon \psi_{\mathbf{x}}-\sum_{\langle\mathbf{x}, \mathbf{y}\rangle}\left(\psi_{\mathbf{y}}^{\dagger} t \psi_{\mathbf{x}}+\psi_{\mathbf{x}}^{\dagger} t \psi_{\mathbf{y}}\right) \tag{4.9}
\end{equation*}
$$

where $\sum_{\langle\mathbf{x}, \mathbf{y}\rangle}$ denotes summing over all nearest neighbouring sites and $t=\frac{\hbar^{2}}{2 m_{e} a^{2}}$ and $\epsilon=\frac{\hbar^{2}}{m_{e} a^{2}}$. As per Eq. (4.8), we can formulate Eq. (4.10) as a matrix equation

$$
\begin{equation*}
\sum_{\mathbf{x}} \psi_{\mathbf{x}}^{\dagger}\left[-\frac{\hbar^{2}}{2 m_{e}} \nabla^{2}\right] \psi_{\mathbf{x}} \equiv \psi^{\dagger}\left[H_{\text {s.p. }}\right] \psi \tag{4.10}
\end{equation*}
$$

by making the identifications

$$
\psi^{\dagger}=\left[\begin{array}{lll}
\psi_{(1,1,1)}^{*} & \psi_{(1,1,2)}^{*} & \cdots
\end{array}\right] \text { and }\left[H_{\text {s.p. }}\right]=\left[\begin{array}{ccccc}
\ddots & & & &  \tag{4.11}\\
& \epsilon & -t & 0 & \\
& -t & \epsilon & -t & \\
& 0 & -t & \epsilon & \\
& & & & \ddots
\end{array}\right],
$$

where $\psi$ now denotes a vector of the field operators at every point in the lattice $\left(\psi_{(i, j, k)}^{*}\right.$ creates an excitation at the $(i, j, k)$ lattice site), and $h_{i j}$ is the laplacian in matrix form.

### 4.1.2 Hubbard model

In the previous section we discretised the single particle Hamiltonian using a formal finite difference method, with the end result being the production of an 'on-site' term $\epsilon$ which coupled fields at a single lattice site, and 'hopping' terms $t$ which coupled nearest neighbours site. These values were constant throughout the lattice and defined such that $\epsilon=2 t$. However, we can generalise this picture to let $\epsilon$ and
$t$ be functions of the lattice themselves such that they can take different values depending on where they are in the lattice.

Indeed, this generalisation of the on-site and hopping terms is an equivalent picture to the dynamics of particles, namely that of a toy model consisting of lattice sites which the particles can hop between. At a vertex, the particle feels some potential $\epsilon_{\mathbf{x}}$, known as the on-site potential, and between nearest neighbour sites $\mathbf{x}$ and $\mathbf{y}$ there is some hopping parameter $t_{\mathbf{x}, \mathbf{y}}$ which induces the hopping and describes the kinetic energy of the system. These parameters can then be tuned to match the material being modelled. This model is known as the Hubbard model and has had great success in modelling a number of condensed matter systems [27]. Making these substitutions, we can write the discretised single-particle Hamiltonian Eq. (4.12) as

$$
\begin{equation*}
\sum_{\mathbf{x}} \psi_{\mathbf{x}}^{\dagger}\left[-\frac{\hbar^{2}}{2 m_{e}} \nabla^{2}\right] \psi_{\mathbf{x}} \rightarrow \sum_{\mathbf{x}} \psi_{\mathbf{x}}^{\dagger} \epsilon_{\mathbf{x}} \psi_{\mathbf{x}}-\sum_{\langle\mathbf{x}, \mathbf{y}\rangle}\left(\psi_{\mathbf{y}}^{\dagger} t_{\mathbf{x}, \mathbf{y}} \psi_{\mathbf{x}}+\psi_{\mathbf{x}}^{\dagger} t_{\mathbf{x}, \mathbf{y}}^{\dagger} \psi_{\mathbf{y}}\right) \tag{4.12}
\end{equation*}
$$

We note that given a hopping parameter from $\mathbf{x}$ to $\mathbf{y}$ of $t_{\mathbf{x}, \mathbf{y}}$, then the hopping parameter going from $\mathbf{y}$ to $\mathbf{x}$ is given by $t_{\mathbf{x}, \mathbf{y}}^{\dagger}$ such that our Hamiltonian remains hermitian.

### 4.1.3 Discretising on-site potentials

Thus far we have focused on the introduction of on-site potentials $\epsilon_{\mathrm{x}}$ and hopping parameters $t_{\mathbf{x}, \mathbf{y}}$ to discretise the Laplacian. However, considering the full Hamiltonian operator for a spin- $\frac{1}{2}$ electron moving in an electromagnetic field in Eq. (4.6) we note a number of on-site terms - terms that couple fields at the same lattice site - such as the Zeeman term $g \mu_{B} \mathbf{B} \cdot \boldsymbol{\sigma}$ and the electrostatic potential $e \Phi(x)$

$$
\begin{equation*}
H=\sum_{\mathbf{x}} \psi_{\mathbf{x}}^{\dagger}[-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2} \underbrace{-e \Phi(x)+g \mu_{B} \mathbf{B}(x) \cdot \boldsymbol{\sigma}-\mu}_{\text {on-site terms }}] \psi_{\mathbf{x}} \tag{4.13}
\end{equation*}
$$

where now $\psi_{\mathbf{x}}^{\dagger} \equiv\left(\begin{array}{ll}\psi_{\uparrow_{\mathbf{x}}}^{*} & \psi_{\downarrow_{\mathbf{x}}}^{*}\end{array}\right)$ denotes the discretised spinor. As the continuum onsite terms are functions over spacetime, we can discretise them simply by making the substitutions

$$
\begin{align*}
\Phi(x) & \rightarrow \Phi_{\mathbf{x}}  \tag{4.14}\\
\mathbf{B}(x) & \rightarrow \mathbf{B}_{\mathbf{x}}
\end{align*}
$$

Similarly, from Eq. (3.5), the BCS interaction term with discretised spinors can be written as

$$
\begin{equation*}
H_{\mathrm{BCS}}=\frac{1}{2} \sum_{\mathbf{x}} \psi_{\mathbf{x}}^{\top} \underbrace{\left[i \Delta^{*}(x) \sigma_{2}\right]}_{\text {on-site term }} \psi_{\mathbf{x}}-\psi_{\mathbf{x}}^{\dagger} \underbrace{\left[i \Delta(x) \sigma_{2}\right]}_{\text {on-site term }} \psi_{\mathbf{x}}^{*} \tag{4.15}
\end{equation*}
$$

where we have highlighted that although the gap parameter couples electron and holes, it does so at the same lattice site. As a result, in particle hole space it too is
an on-site term and can be discretised accordingly

$$
\begin{equation*}
\Delta(x) \rightarrow \Delta_{\mathbf{x}} \tag{4.16}
\end{equation*}
$$

As a result we can cast the full discretised on-site potential in particle-hole space as

$$
\epsilon_{\mathbf{x}} \rightarrow\left(\begin{array}{cc}
\epsilon_{\mathbf{x}}-e \Phi_{\mathbf{x}}-g \mu_{B} \mathbf{B}_{x} \cdot \boldsymbol{\sigma} & i \Delta_{\mathbf{x}} \sigma_{y}  \tag{4.17}\\
-i \Delta_{\mathbf{x}}^{*} \sigma_{y} & -\left(\epsilon_{\mathbf{x}}-e \Phi_{\mathbf{x}}-g \mu_{B} \mathbf{B}_{x} \cdot \boldsymbol{\sigma}\right)^{*}
\end{array}\right)
$$

### 4.1.4 Imposing gauge-invariance on the lattice

It is a reasonably straightforward process to discretise the on-site terms as they only couple spinors at a single lattice site with spinors at the same site. However, from Eq. (4.1) we have yet to discuss how to discretise the full covariant derivative D. From the discretisation of the laplacian operator in Section 4.1.1, we saw that it produced 'hopping' terms which allowed the electron to jump between neighbouring lattice sites. However, in Section 2.1.3 we imposed that the continuum Hamiltonian have a $U(1) \times S U(2)$ gauge symmetry by introducing a number of gauge fields which the electron moves through. Hence by hopping between neighbouring lattice sites, the electron must acquire a phase factor proportional to the gauge fields it is moving through [21].

More formally, as under an $U(1) \times S U(2)$ gauge transformation of the form $g=\exp \{i \chi(x)\}$ the components of the continuum covariant derivative $\mathbf{D}_{i}$ transform as $\mathbf{D}_{i} \rightarrow g \mathbf{D}_{i} g^{-1}$ [21], then we must make an appropriate substitution to the hopping terms $t_{\mathbf{x y}}$ such that the discrete single-particle Hamiltonian transforms in the same way. To facilitate this, we have to add what are known 'link variables' to the hopping terms to account for the difference between the gauge fields at those points [28]. Indeed the inclusion of link variables to account for transport through gauge fields is commonly used in all physics, albeit primarily in the context of high energy lattice field theory, but they are also utilised in condensed matter under the guise of the Peierl's substitution to account for the electromagnetic gauge field [29].

Consider an electron moving through a gauge potential $A^{i}(x)$ which hops from some point $\mathbf{x}$ to a neighbour at $\mathbf{y}$ along the hopping direction $\hat{d}$. We define the corresponding link variable as [28]

$$
\begin{equation*}
U(\mathbf{x}, \mathbf{y}) \equiv \exp \left\{i \int_{\mathbf{x}}^{\mathbf{y}} A^{i}(x) d l_{i}\right\} \tag{4.18}
\end{equation*}
$$

Then by making the substitution

$$
\begin{equation*}
t_{\mathbf{x}, \mathbf{y}} \rightarrow t_{\mathbf{x}, \mathbf{y}} U(\mathbf{x}, \mathbf{y}) \equiv t_{\mathbf{x}, \mathbf{y}} \exp \left\{i \int_{\mathbf{x}}^{\mathbf{y}} A^{i}(x) d l_{i}\right\} \tag{4.19}
\end{equation*}
$$

we will imbue the discrete Hamiltonian with the appropriate gauge invariance. Discretising the gauge link itself, we can approximate $A^{i}(x)$ by a series of step functions
of height $A_{\mathrm{x}}^{i}$ and as a result Eq. (4.19) resolves to the simple substitution

$$
\begin{equation*}
t_{\mathbf{x}, \mathbf{y}} \rightarrow t_{\mathbf{x}, \mathbf{y}} \exp \left(i a A_{\mathbf{x}}^{i} \hat{d}_{i}\right) \tag{4.20}
\end{equation*}
$$

where we are hopping in direction $\hat{d}$.

As an example, consider a 1 D electron system aligned along the $x$-axis consisting of only two unit cells, which we label by $i$ and $j$ with spacing $a$, and with no applied external fields. Naïvely discretising the single-particle Hamiltonian we have

$$
\sum_{\mathbf{x}} \psi_{\mathbf{x}}^{\dagger}\left[-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2}\right] \psi_{\mathbf{x}} \rightarrow\left(\begin{array}{ll}
\psi_{i}^{\dagger} & \psi_{j}^{\dagger}
\end{array}\right)\left(\begin{array}{cc}
\epsilon_{i} & -t  \tag{4.21}\\
-t & \epsilon_{j}
\end{array}\right)\binom{\psi_{i}}{\psi_{j}}
$$

Now to impose $S U(2)$ gauge symmetry on the discrete Hamiltonian, with some $S U(2)$ gauge field $\rho^{i}(x)$, we include the gauge link variable of Eq. (4.20) by making the substitution

$$
-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2} \rightarrow\left(\begin{array}{cc}
\epsilon_{i} & -t \exp \left\{i \int_{i}^{j} \rho^{1}(x) d x\right\}  \tag{4.22}\\
-t \exp \left\{-i \int_{i}^{j} \rho^{1}(x) d x\right\} & \epsilon_{j}
\end{array}\right)
$$

Under an $S U(2)$ gauge transformation $s(x)=\exp \{i \chi(x)\}$, we note to first order in the commutators that $\rho^{1}$ transforms as (Eq. (2.14))

$$
\begin{equation*}
\rho^{1} \rightarrow \rho^{1}-\partial_{x} \chi(x)+i\left[\chi, \rho^{1}\right] . \tag{4.23}
\end{equation*}
$$

Hence by making the approximation

$$
\begin{equation*}
\int_{i}^{j} \rho^{1}-\partial_{x} \chi+i\left[\chi, \rho^{1}\right] \mathrm{d} x \sim a \rho_{i}^{1}-\chi_{j}+\chi_{i}+\frac{i a}{2}\left[\chi_{i}, \rho_{i}^{1}\right]+\frac{i a}{2}\left[\chi_{j}, \rho_{i}^{1}\right] \tag{4.24}
\end{equation*}
$$

and making use of the Baker-Campbell-Hausdorff formula which states that to first order in the commutators for any $X$ and $Y$ then $e^{X} e^{Y}=e^{X+Y+\frac{1}{2}[X, Y]}$, we can decompose the link variable to write

$$
\begin{align*}
-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2} & \rightarrow\left(\begin{array}{cc}
e^{i \chi_{i}} & 0 \\
0 & e^{i \chi_{j}}
\end{array}\right)\left(\begin{array}{cc}
\epsilon_{i} & -t e^{i a \rho_{i}^{1}} \\
-t e^{-i a \rho_{i}^{1}} & \epsilon_{j}
\end{array}\right)\left(\begin{array}{cc}
e^{-i \chi_{i}} & 0 \\
0 & e^{-i \chi_{j}}
\end{array}\right)  \tag{4.25}\\
& =s\left[-\frac{\hbar^{2}}{2 m_{e}} \mathbf{D}^{2}\right] s^{-1}
\end{align*}
$$

which is the appropriate transformation for the covariant derivative. Hence for practical calculations given some gauge potential $A_{i}(x)$ we simply make the substitution $t_{\mathbf{x}, \mathbf{y}} \rightarrow t_{\mathbf{x}, \mathbf{y}} \exp \left(i a A^{i}(\mathbf{x}) \hat{d}_{i}\right)$ to imbue the discrete Hamiltonian with the appropriate gauge symmetry.

### 4.1.5 Discretising Rashba spin-orbit coupling

Although we have discretised a generic spin-orbit field in Section 4.1.4, in the Josephson junction literature there is a distinguished spin-orbit interaction known as Rashba spin-orbit coupling. As it will be used used extensively throughout the rest of the thesis, it is worth discussing in some detail here. Furthermore, we will derive the standard tight-binding formulation of the discretised Rashba spin-orbit term used in literature.

From expanding out Dirac's equation, the generic spin-orbit term was of the form Eq. (2.17)

$$
\begin{equation*}
H_{\text {spin-orbit }}=-\frac{\alpha}{\hbar} \Pi \cdot(\boldsymbol{\sigma} \times \mathbf{E}(x)) \tag{4.26}
\end{equation*}
$$

where $\Pi$ is the canonical momentum, $\mathbf{E}$ the external electric field, and $\alpha$ the variable which parametrises the strength of the interaction. However, in the specific case of the electric field being induced by a lack of inversion symmetry in say the $z$-axis due to some external confinement - such as due to crystalline interfaces - then we can express Eq. (4.26) as [30]

$$
\begin{equation*}
H_{\text {spin-orbit }}=-\frac{\alpha_{R}}{\hbar} \Pi \cdot(\boldsymbol{\sigma} \times \hat{z}) \tag{4.27}
\end{equation*}
$$

which is known as Rashba spin-orbit coupling. The coefficient $\alpha_{R}$ characterises the strength of the interaction and is determined by both the material and the external electric fields [31].

From Eq. (2.18), we know that the $S U(2)$ gauge potential for the Rashba spinorbit interaction will be expressed as

$$
\begin{equation*}
\rho_{i}=-\frac{m_{e} \alpha_{R}}{\hbar^{2}}(\boldsymbol{\sigma} \times \hat{z})_{i} . \tag{4.28}
\end{equation*}
$$

As a result, to formulate the Rashba spin-orbit in a tight-binding representation, we simply write the hopping from adjacent lattice sites in the $\hat{d}^{\text {th }}$ direction as

$$
\begin{equation*}
t_{\mathbf{x}, \mathbf{y}} \rightarrow t_{\mathbf{x}, \mathbf{y}} \exp \left\{i \rho_{i}(\mathbf{x}) \hat{d}^{i}\right\} \tag{4.29}
\end{equation*}
$$

Although Eq. (4.29) will give the correct physics, it is somewhat unusual in the literature. To resolve this, we note that using some triple product identities and substituting in Eq. (4.28) that Eq. (4.29) can be written as

$$
\begin{equation*}
t_{\mathbf{x}, \mathbf{y}} \rightarrow t_{\mathbf{x}, \mathbf{y}} \exp \left\{\frac{i a m_{e} \alpha_{R}}{\hbar^{2}} \hat{z} \cdot(\boldsymbol{\sigma} \times \hat{d})\right\} \tag{4.30}
\end{equation*}
$$

Taylor expanding this to first order gives the conventional formulation in the literature [32]

$$
\begin{align*}
t_{\mathbf{x}, \mathbf{y}} & \rightarrow t_{\mathbf{x}, \mathbf{y}}\left(1+\frac{i a m_{e} \alpha_{R}}{\hbar^{2}} \hat{z} \cdot(\boldsymbol{\sigma} \times \hat{d})\right)  \tag{4.31}\\
& =t_{\mathbf{x}, \mathbf{y}}+\frac{i \alpha_{R}}{2 a} \hat{z} \cdot(\boldsymbol{\sigma} \times \hat{d})
\end{align*}
$$

where we have used that $t=\frac{\hbar^{2}}{2 m_{e} a^{2}}$.

### 4.1.6 Continuum parameters on the lattice

In electronic systems there are a number of continuum parameters which are used to characterise and understand systems such as energy dispersion relations, the Fermi wavevector, and the Fermi velocity. In a continuum model these are all derived from the continuum single-particle Hamiltonian. We now look to cast these parameters as functions of the discretised single-particle Hamiltonian.

To begin, we will consider a simple system consisting of a spin-less 1D chain of lattice sites with constant on-site energy $\epsilon$ and hopping $t$; From Eq. (4.11) the corresponding single-particle Hamiltonian can be given as:

$$
\left[H_{\text {s.p. }}\right]=\left[\begin{array}{ccccc}
\ddots & & & &  \tag{4.32}\\
& \epsilon-\mu & -t & 0 & \\
& -t & \epsilon-\mu & -t & \\
& 0 & -t & \epsilon-\mu & \\
& & & & \ddots
\end{array}\right]
$$

A very useful quantity is the energy dispersion relation which provides the energy spectrum as a function of the wavevector $k$. Within this single-particle Hamiltonian, by multiplying out the discrete Schrödinger equation $H_{\mathrm{s}, \mathrm{p} .} \Psi=E \Psi$, we obtain equations of the form

$$
\begin{equation*}
-t \Psi_{-1}+(\epsilon-\mu) \Psi_{0}-t \Psi_{1}=E \Psi_{0} \tag{4.33}
\end{equation*}
$$

Using the discrete form of the translation operator $\Psi_{i}=e^{i k a} \Psi_{i-1}$, we can write Eq. (4.33) as [27]

$$
\begin{equation*}
\left(\epsilon-\mu-t e^{i k a}-t e^{-i k a}\right) \Psi_{0}=E \Psi_{0} \tag{4.34}
\end{equation*}
$$

which produces the discrete dispersion relation

$$
\begin{equation*}
E(k)=\epsilon-2 t \cos (k a)-\mu . \tag{4.35}
\end{equation*}
$$

We now look to computing the Fermi wavevector $k_{F}$ - the wavevector at the Fermi energy - and the Fermi velocity $v_{F}$ - the curvature of the dispersion relation at the Fermi wavevector. We first note that as we are generally working at temperatures corresponding to a thermal energy much less than the energy scale of the system,
$k_{B} T \ll t$, then the Fermi energy $\mu_{F}$ is equivalent to the chemical potential $\mu$. Additionally, as we have included the chemical potential in the dispersion relation Eq. (4.35), then we are measuring the energy relative to the chemical potential itself. As a result, the Fermi wavevector must satisfy

$$
\begin{equation*}
E\left(k_{F}\right)=\epsilon-2 t \cos \left(k_{F} a\right)-\mu=0 \tag{4.36}
\end{equation*}
$$

which corresponds to

$$
\begin{equation*}
k_{F} a=\arccos \left(\frac{\epsilon-\mu}{2 t}\right) \tag{4.37}
\end{equation*}
$$

As am immediate result, we can identify the Fermi wavelength of the electrons - the length scale associated to the electron's matter wave - as

$$
\begin{equation*}
\lambda_{F} \equiv 2 \pi k_{F}^{-1}=\frac{2 \pi a}{\arccos \left(\frac{\epsilon-\mu}{2 t}\right)} \tag{4.38}
\end{equation*}
$$

Similarly, the Fermi velocity $v_{F}$ can be given as [27]:

$$
\begin{equation*}
\left.v_{F} \equiv \frac{1}{\hbar} \frac{\partial E}{\partial k}\right|_{k=k_{F}}=\frac{2 t a}{\hbar} \sin \left(k_{F} a\right)=\frac{a}{\hbar} \sqrt{4 t^{2}-(\epsilon-\mu)^{2}} \tag{4.39}
\end{equation*}
$$

### 4.2 Hofstadter's butterfly

Thus far we have described how to discretise a single-particle Hamiltonian such that it retains any gauge symmetries. To ground the conversation, we will now consider the bandstructure for a simple two-dimensional lattice possessing a $U(1) \times S U(2)$ gauge symmetry. This analysis was popularised by the work of Hofstadter who studied the energy spectrum of a two-dimensional lattice under an applied magnetic field. Under the magnetic field the discretised Hamiltonian will gain a $U(1)$ gauge link which, as first noted by Hofstadter, will lead to complex fractal behaviour in the band structure which we now look to reproduce [29]. We will then extend this by considering the effects of a Rashba spin-orbit interaction.

The device in question consists of a two-dimensional lattice with side length $L$ and lattice spacing $a$ - as illustrated below in Fig. 4.1. A magnetic field of the form $\mathbf{B}=B \hat{z}$ is applied such that the flux through each unit cell of the lattice is $\Phi=a^{2} B$. Working in the Landau gauge, the vector potential can then be written as

$$
\begin{equation*}
\mathbf{A}=B x \hat{y} \equiv B a n_{x} \hat{y} \tag{4.40}
\end{equation*}
$$

where $n_{x}$ denotes the discrete lattice site number in $x$. Similarly, as the device is confined in the $z$-axis, we will assume that the material feels a Rashba spin-orbit term of the form

$$
\begin{equation*}
H_{\text {spin-orbit }}=-\alpha_{R} \Pi \cdot(\sigma \times \hat{z}) \tag{4.41}
\end{equation*}
$$



Figure 4.1: Diagram of a simple two-dimensional lattice. A magnetic field is applied in the $z$ direction such that each unit-cell has a flux of $\Phi=a^{2} B$ passing through it.

### 4.2.1 $U(1)$ butterfly

To compute the bandstructure of Fig. 4.1, we must first identify the single-particle Hamiltonian. To simplify the discussion we only imbue the Hamiltonian with a $U(1)$ symmetry, ignoring for now the Rashba spin-orbit interaction. Similarly, we will ignore any on-site potentials.

From Eq. (4.12) the discretised Hamiltonian for a 2-dimensional lattice with no on-site terms can be written as

$$
\begin{equation*}
H=-\sum_{\langle\mathbf{x}, \mathbf{y}\rangle}\left(\psi_{\mathbf{y}}^{\dagger} t_{\mathbf{x}, \mathbf{y}} \psi_{\mathbf{x}}+\psi_{\mathbf{x}}^{\dagger} t_{\mathbf{x}, \mathbf{y}}^{\dagger} \psi_{\mathbf{y}}\right) \tag{4.42}
\end{equation*}
$$

To imbue this discrete Hamiltonian with the $U(1)$ gauge symmetry we must add the appropriate phase factors in the hopping terms. With the vector potential given by Eq. (4.40), then using Eq. (2.7) we can show that the electromagnetic gauge potential is given by

$$
\begin{equation*}
\mathbf{a}=\frac{2 \pi e a n_{x}}{h} B \hat{y} \tag{4.43}
\end{equation*}
$$

where $h$ is the non-reduced Planck's constant. Strictly we should include a Zeeman potential in Eq. (4.42), however, assuming the lattice spacing $a$ in Eq. (4.43) is far greater than the $g$ factor for the Zeeman interaction then for small magnetic fields the Zeeman shift can be ignored relative to the phase gained ${ }^{1}$. As the only non-zero component is along the $y$-axis, then as stated in Eq. (4.20), to impose $U(1)$ gauge invariance on the lattice we simply make the substitutions

$$
\begin{align*}
& t_{\left(n_{x}, n_{y}\right),\left(n_{x}+1, n_{y}\right)} \rightarrow t_{\left(n_{x}, n_{y}\right),\left(n_{x}+1, n_{y}\right)} \\
& t_{\left(n_{x}, n_{y}\right),\left(n_{x}, n_{y}+1\right)} \rightarrow t_{\left(n_{x}, n_{y}\right),\left(n_{x}, n_{y}+1\right)} \exp \left\{\frac{2 \pi i e a^{2} n_{x}}{h} B\right\} \tag{4.44}
\end{align*}
$$
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Figure 4.2: Illustrating the behaviour of the two lattices with spacing $a$ and $l_{B}$ respectively. If the two length scales are commensurate and 'fit' together then the hopping parameters gain a trivial phase. If the two lattices are not commensurate then one will observe complex fractal like behaviour in the band structure.

From Eq. (4.44), we note the appearance of the length scale $a$, but also a magnetic field length scale $l_{B}$ given by [33]

$$
\begin{equation*}
l_{B}=\sqrt{\frac{h}{e B}} . \tag{4.45}
\end{equation*}
$$

As a result, the phase - which is necessarily unit-less - can be written as

$$
\begin{equation*}
t_{\left(n_{x}, n_{y}\right),\left(n_{x}, n_{y}+1\right)} \rightarrow t_{\left(n_{x}, n_{y}\right),\left(n_{x}, n_{y}+1\right)} \exp \left[2 \pi i n_{x}\left(\frac{a}{l_{B}}\right)^{2}\right] . \tag{4.46}
\end{equation*}
$$

In this manner the competition between the two length scales is clear - if their ratio is integer valued the phase picked up is trivial, whilst if the ratio is fractional the phase will be non-trivial. This competition between length scales is illustrated in Fig. 4.2 where two lattices of spacing $a$ and $l_{B}$ have been drawn.

To study the consequences of this lattice mismatch, we begin by constructing the Hamiltonian for the system with side length $L=56 a$. To see the effects varying the ratio $a / l_{B}$ has on the bandstructure, we can tune the magnetic field through the lattice such that $a / l_{B}$ varies from 0 to 1 . Now by applying Eq. (4.11) and the hopping parameters of Eq. (4.44) we can construct the discretised single-particle Hamiltonian. By numerically diagonalising this matrix we will then compute the set of energy eigenvalues as a function of the ratio $a / l_{B}$. Doing exactly this the results are plotted in Fig. 4.3 - note we plot the original fractal pattern by Hofstadter in the insert for comparison.

The result, shown in Fig. 4.3, is a highly symmetric fractal like behaviour with the appearance of a number of energy bands. This was first observed by Hofstadter in Ref [29], which we plot in the insert, who likened the self repeating bands to that of a butterfly. For a discussion on the physics of the electrons within the bands which manifest we refer to Ref [34]. However, as this behaviour is experimentally observable, we note that the link variables added to the discrete Hamiltonian are necessary to include correctly the physics of electrons in magnetic fields. Note the 'discreteness' of Hofstadter's results is he used an iterative process to construct his


Figure 4.3: Energy eigenvalues of a $56 \times 56$ two-dimensional lattice as the magnetic flux perpendicular to the lattice is varied. By letting the ratio of the squared characteristic lengths $a^{2} / l_{B}^{2}$ ranch from 0 to 1 a distinct fractal like pattern appears in the allowed energies. This was first identified by Hofstadter in [29]. Note the energies have been normalised by the hopping parameter $t$. a) Original work of this thesis. b) Gplot - By Douglas Hofstadter, CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=5044529. For copyright purposes we note that the image was rotated by 90 degrees to align with out axis.
butterfly, whilst we are computing the eigenvalues of a discrete system; they would converge if we computed the eigenvalues of an infinite system.

### 4.2.2 $S U(2)$ butterfly

In Section 4.2 .1 we simplified the discussion by imbuing the single-particle Hamiltonian with only a $U(1)$ symmetry. In doing so we produced a well known fractal known as Hofstadter's butterfly. However, there has been less work considering the appearance of fractal-like behaviour in band structures of two-dimensional lattices with the inclusion of $S U(2)$ link variables. The most comprehensive work seems to be Ref [35] where they studied the fractals that emerge from a generic spin-orbit interaction. In this section, rather than reproducing their results, we include a Rashba spin-orbit term to the discrete Hamiltonian of Section 4.2.1 and see how it modulates the conventional Hofstadter butterfly.

Assuming a Rashba spin-orbit term of the form

$$
\begin{equation*}
H_{\text {spin-orbit }}=-\alpha_{R} \Pi \cdot(\boldsymbol{\sigma} \times \hat{z}) \tag{4.47}
\end{equation*}
$$

(a) $\frac{a m \alpha_{R}}{\hbar^{2}}=\frac{\pi}{3}$.

(b) $\frac{a m \alpha_{R}}{\hbar^{2}}=\frac{2 \pi}{3}$.


Figure 4.4: Bandstructure of a two-dimensional grid including the effects of Rashba spin orbit coupling. The Rashba strength $\alpha_{R}$ has been tuned such that the exponential in Eq. (4.49) varies from $\pi / 3$ to $2 \pi / 3$.
where $\alpha_{R}$ is the coupling strength which parametrises the strength of the interaction, we can use Eq. (2.7) to show that the $S U(2)$ gauge potential is given by

$$
\begin{equation*}
\rho_{i}=-\frac{m_{e} \alpha_{R}}{\hbar^{2}}(\boldsymbol{\sigma} \times \hat{z})_{i} . \tag{4.48}
\end{equation*}
$$

Now as per Eq. (4.29), to imbue discrete Hamiltonian with a $S U(2)$ symmetry we simply make the substitutions

$$
\begin{align*}
& t_{\left(n_{x}, n_{y}\right),\left(n_{x}+1, n_{y}\right)} \rightarrow t_{\left(n_{x}, n_{y}\right),\left(n_{x}+1, n_{y}\right)} \exp \left[-\frac{i a m_{e} \alpha_{R}}{\hbar^{2}} \sigma_{y}\right]  \tag{4.49}\\
& t_{\left(n_{x}, n_{y}\right),\left(n_{x}, n_{y}+1\right)} \rightarrow t_{\left(n_{x}, n_{y}\right),\left(n_{x}, n_{y}+1\right)} \exp \left[\frac{i a m_{e} \alpha_{R}}{\hbar^{2}} \sigma_{x}\right] .
\end{align*}
$$

Although these appear similar to the phases gained in the $U(1)$ case, albeit now with a spin-dependence, a key difference is that these phases are a global - having no position dependence - phase shift. As a result, rather than producing a fractal like bandstructure, the Hamiltonian is instead analytically diagonalisable [31]. To illustrate this we plot the band structure of a bulk 2D material with some different values of the $S U(2)$ phase in Fig. 4.4. Visibly, the spinful nature of the splitting is evident as we see two different surfaces separated by a gap; this corresponds to the two different spin bands in the material. Although the band structures have interesting features, such as the appearance of Dirac cones ${ }^{2}$, it does not display any fractal behaviour.

In the case of the $U(1)$ fractal, each spin was degenerate hence both spin up and down electrons gained the same $U(1)$ phase. However, due to the presence of the

[^13]

Figure 4.5: Energy eigenvalues of a $56 \times 56$ two-dimensional lattice as the magnetic flux perpendicular to the lattice is varied. In each plot a Rashba field strength, $\frac{a m_{e} \alpha_{R}}{\hbar^{2}}$, of 0 , $\pi / 5, \pi / 4, \pi / 3,2 \pi / 5$, and $\pi / 2$ is applied respectively.
off-diagonal $\sigma_{x}$ and $\sigma_{y}$ matrices in Eq. (4.49), we see that the $S U(2)$ phases couple the spin up electrons with the spin down electrons and vice-versa. As a result, if we include Rashba spin orbit coupling within the $U(1)$ butterfly, we expect to see some perturbation to the standard Hofstadter butterfly; as the electron hops it simultaneously gains a $U(1)$ phase, and is scattered into its spin partner. To study this, we consider the system as in Section 4.2.1, namely a 2D lattice with spacing $a$ and length $L=56 a$. By tuning the magnetic field through the lattice we can make $a / l_{B}$ vary from 0 to 1 . However, we now include the effects $S U(2)$ phase factor to see how it affects the bandstructure. For a range of $S U(2)$ phases, we plot the resulting band structures in Fig. 4.5.

Visually the fractal nature of the band structure is apparent. Furthermore, by varying the $S U(2)$ phase from 0 to $\pi / 2$, we note that the bandstructure is modulated from the standard $U(1)$ butterfly to the same fractal but shifted along the $x$-axis by exactly a half-period such that the 'trivial' behaviour is reached when the the crystal lattice (with spacing $a$ ) and the magnetic lattice (with spacing $l_{B}$ ) are precisely out of phase. To date there seems to have been no experimental realisation of these effects. An interesting question is indeed whether this fractal can manifest in a physical device; a potential candidate would be graphene superlattices with their controllable lattice spacing and variable Rashba spin-orbit coupling [36].

## Chapter 5

## Tridiagonal block matrix inversion

In principle the most efficient method to evaluate the transmission matrix is to calculate the transfer matrix in a real-space representation and then invert the transfer matrix. However, the transfer matrix blows up exponentially so that the matrix inversion necessary to obtain [the transmission] rapidly becomes singular.
-Fisher and Lee, Relation between conductivity and transmission
matrix

## Chapter Summary

Thus far in this work we have introduced the theoretical tools required to derive and solve the steady state Nambu-Gorkov equation. Furthermore, in Section 4.1 it was discussed how to discretise continuum equations such they can be solved numerically. Although this process is formally solvable, if we consider a modest 3D device consisting of 32 lattice sites in each direction, and a basis consisting of both spin and particle/hole subspaces, then it would take 512GB to store the full Green's function at a single point in energy. This alone is difficult to store, yet the inversion required to produce this mass of data is clearly difficult, and impossibly time-consuming.

To solve this numerical problem, we must first truncate the full inverse Green's function into a number of distinct block components. Then by some algorithm we must reconstruct the inverse of the full Green's function from these block components. The standard approach in the literature is an algorithm known as the Recursive Green's Function (RGF). We will briefly discuss it here before introducing a new algorithm, which we call the Truncated Transfer Matrix (TMM) method. The TTM generalises the RGF approach, allowing one to choose between numerical stability and computational speed. We will conclude this section with some discussion on the mutual benefits of the two approaches.

### 5.1 Block tridiagonlisation

We now consider a discretised system consisting of $n$ individual layers, with each layer having a $n_{x} \times n_{y}$ cross section; the total number of lattice sites is thus $n_{x} \times n_{y} \times n$. To manage the memory requirements of storing and computing Green's functions, we must first partition the single-particle Hamiltonian into distinct block components. From the discussion in Section 4.1.1, the next nearest neighbour decomposition of the laplacian implies that we can partition the discretised Hamiltonian as a tridiagonal block matrix; the diagonal blocks corresponding to the single-particle Hamiltonian describing a single layer, whilst the off-diagonal matrices describe the nearest neighbour coupling between adjacent layers. We visualise this for a three layer system in Fig. 5.1. In this manner we have expressed the the Nambu-Gorkov

$$
H \equiv\left(\begin{array}{ccc}
H_{1,1} & H_{1,2} & 0 \\
H_{2,1} & H_{2,2} & H_{2,3} \\
0 & H_{3,2} & H_{3,3}
\end{array}\right) \Longleftrightarrow
$$



Figure 5.1: Diagrammatic mapping between the block tridiagonal matrix and the physical origin of each block matrix.
equation, Eq. (3.32), as a tridiagonal block matrix inversion problem; the benefit of which is that there is significant literature on this problem [37].

We can generalise the inverse Greens function matrix with some arbitrary block tridiagonal matrices as

$$
\mathcal{G}^{-1}=\left(\begin{array}{ccccccc}
A_{1} & B_{1} & 0 & 0 & \cdots & 0 & 0  \tag{5.1}\\
C_{1} & A_{2} & B_{2} & 0 & \cdots & 0 & 0 \\
0 & C_{2} & A_{3} & B_{3} & \cdots & 0 & 0 \\
0 & 0 & C_{3} & A_{4} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & A_{n-1} & B_{n-1} \\
0 & 0 & 0 & 0 & \cdots & C_{n-1} & A_{n}
\end{array}\right),
$$

where $A_{i}$ is some complex $\left(d_{i}, d_{i}\right)$ dimensional matrix, $B_{i}$ is a complex $\left(d_{i}, d_{i+1}\right)$ matrix, and $C_{i}$ is a complex $\left(d_{i+}, d_{i}\right)$ matrix. For a hermitian Hamiltonian then $C_{i} \equiv B_{i}^{\dagger}$, however we do not assume so here for the purpose of generality. For notational ease, we also block partition $\mathcal{G}$ into the same form such that $\mathcal{G}_{i, j}$ has dimensions $\left(d_{i}, d_{j}\right)$ and is located at the $(i, j)$ block index of Eq. (5.1).

From the introduction of this chapter, we noted that in general it is not feasible to compute the entire Green's function whereby one would need to compute $\mathcal{G}_{i, j}$ for every $i$ and $j$. Rather we look for some iterative algorithm which works with the block elements $A_{i}, B_{i}$, and $C_{i}$ - rather than the entire matrix $\mathcal{G}^{-1}$ - to produce only the required $\mathcal{G}_{i, j}$ of interest. The remainder of this chapter will outline a number of algorithms to do so.

### 5.2 Recursive Green's function approach

In the physics literature, the standard approach to invert a block tridiagonal matrix is known as the Recursive Green's function (RGF) approach. As there are a number of comprehensive sources detailing these algorithm we will only briefly outline the required computations - see Ref [38] for more details. Although in principle one can compute any block element of the full $\mathcal{G}$ matrix using the RGF algorithm, for brevity we will only consider the left-most block components $\left\{\mathcal{G}_{i, 1}\right\}$, and the diagonal blocks $\left\{\mathcal{G}_{i, i}\right\}$; as will be seen later in the thesis these are the most commonly required block components of the full inverse.

Within the RGF algorithm, one computes a set of intermediary matrices $g_{i}$ from which one can construct the block components of $\mathcal{G}$. For a device with $n$ layers, we are required to compute the entire set $\left\{g_{i}\right\}$ where $i=1 \ldots n$. To begin, we start from the bottom-right block of $\mathcal{G}^{-1}$, denoted by $A_{n}$, and compute the inverse

$$
\begin{equation*}
g_{n}=A_{n}{ }^{-1} . \tag{5.2}
\end{equation*}
$$

We then iteratively sweep backwards from the $n^{\text {th }}$ layer to the $1^{\text {st }}$ layer to produce the rest of the set by

$$
\begin{align*}
g_{n-1} & =\left(A_{n-1}-B_{n-1} g_{n} C_{n-1}\right)^{-1}, \\
& \vdots \\
g_{i} & =\left(A_{i}-B_{i} g_{i+1} C_{i}\right)^{-1},  \tag{5.3}\\
& \vdots \\
g_{1} & =\left(A_{1}-B_{1} g_{2} C_{1}\right)^{-1} .
\end{align*}
$$

Using these $\left\{g_{i}\right\}$ matrices as building blocks, one can iteratively compute any block component of the matrix $\mathcal{G}$. For example, to compute the leftmost blocks of $\mathcal{G}$ we
use the iteration

$$
\begin{aligned}
\mathcal{G}_{1,1} & =g_{1} \\
\mathcal{G}_{2,1} & =-g_{2} C_{1} \mathcal{G}_{1,1} \\
& \vdots \\
\mathcal{G}_{i, 1} & =-g_{i} C_{i-1} \mathcal{G}_{i-1,1} \\
& \vdots \\
\mathcal{G}_{n, 1} & =-g_{n} C_{n-1} \mathcal{G}_{n-1,1}
\end{aligned}
$$

Whilst for the diagonal blocks we use that

$$
\begin{aligned}
\mathcal{G}_{2,2} & =g_{2}+g_{2} C_{1} \mathcal{G}_{1,1} B_{1} g_{2} \\
& \vdots \\
\mathcal{G}_{i, i} & =g_{i}+g_{i} C_{i-1} \mathcal{G}_{i-1, i-1} B_{i-1} g_{i} \\
& \vdots \\
\mathcal{G}_{n . n} & =g_{n}+g_{n} C_{n-1} \mathcal{G}_{n-1, n-1} B_{n-1} g_{n}
\end{aligned}
$$

### 5.2.1 Discussion on RGF

Being used in many numerical software packages the RGF algorithm is now somewhat ubiquitous to the non-equilibrium Green's function field [38,39]. The main benefits being the simplicity of the algorithm and apparent numerical robustness [37]. However, it does have a number of frustrating drawbacks: At every step in the generation of the $g_{i}$ matrices one must invert a full matrix which can become a costly numerical operation. Additionally, to compute block elements of $\mathcal{G}$ one has to use an iterative procedure; if only a single block of $\mathcal{G}$ is required this is highly inefficient.

We now briefly discuss a physical motivation for the RGF algorithm. Returning to the language of physics, the matrix $g_{n}$, being the inverse of $A_{n}$ - the single particle Hamiltonian for that isolated layer - is then the Green's function for the final layer if it was decoupled from the rest of the device. Furthermore, the iterative process utilised to produce the matrices $g_{i}$ can be seen as equivalent to considering the $i^{\text {th }}$ layer of the device and coupling a self energy term $\Sigma$ that accounts for all layers to the right of it by

$$
\begin{equation*}
g_{i}=\left(A_{i}-B_{i} g_{i+1} C_{i}\right)^{-1} \equiv\left(A_{i}-\Sigma_{i}\right)^{-1} \tag{5.4}
\end{equation*}
$$

This is the same mechanism as in Eq. (3.48) when we derived the self-energy terms to account for the effects of the leads on the device, the difference being now the self-energy is to couple adjacent layers. As a result, it is no surprise that $g_{1}$ is equal to $\mathcal{G}_{1,1}$, as it is defined as the Green's function for the first layer including the effects of all layers to the right - namely, including the effects of the rest of the device! We demonstrate this process diagrammatically in Fig. 5.2. These arguments can be made formal using a Dyson expansion as in Ref [40] and as briefly shown in Eq. (3.48).


Figure 5.2: Diagram of the RGF algorithm for a three layer device. Starting from the right hand side we first initialise $g_{3}$. By then constructing self energies from this isolated layer, we couple the third layer to the second. By computing $g_{2}$ we find the surface Green's function for the last two layers. We can then couple this surface Green's function to the last layer via another self energy. The final inversion computes the surface Green's function considering every layer, precisely $\mathcal{G}_{1,1}$.

### 5.3 Transfer matrix approach

In the mathematical tridiagonal matrix literature the RGF algorithm, in a somewhat abstract form, was introduced in Ref [41] by Concus et al. as a method of stabilising an older algorithm from Asplund in Ref [42]. Asplund's algorithm was then generalised to tridiagonal block matrices by Bevilacqua in Ref [43]; a form applicable to our system. There does not appear to be a standard name for this approach in the literature, hence we have named it the 'transfer matrix approach' due to its connection with the transfer matrix method in physics; we detail this relationship in the discussion section Section 5.3.1.

To compute block elements of $\mathcal{G}$ we begin by initialising four matrix sequences $\left\{T_{i}\right\}$ and $\left\{\check{T}_{i}\right\}$, and $\left\{S_{i}\right\}$ and $\left\{\check{S}_{i}\right\}$ - each set consisting of $n$ matrices, corresponding to the $n$ layers of the device - with the elements

$$
\begin{array}{cc}
T_{n}=I & T_{n-1}=-C_{n-1}^{-1} A_{n} \\
\check{T}_{1}=I & \check{T}_{2}=-A_{1} C_{1}^{-1} \\
S_{1}=I & S_{2}=-B_{1}^{-1} A_{1} \\
\check{S}_{n}=I & \check{S}_{n-1}=-A_{n} B_{n-1}^{-1} . \tag{5.8}
\end{array}
$$

We can then iterate through the rest of the sequence using

$$
\begin{align*}
& T_{i}=-C_{i}^{-1}\left(A_{i+1} T_{i+1}+B_{i+1} T_{i+2}\right)  \tag{5.9}\\
& \check{T}_{i}=-\left(\check{T}_{i-1} A_{i-1}+\check{T}_{i-2} B_{i-2}\right) C_{i-1}^{-1}  \tag{5.10}\\
& S_{i}=-B_{i-1}^{-1}\left(A_{i-1} S_{i-1}+C_{i-2} S_{i-2}\right)  \tag{5.11}\\
& \check{S}_{i}=-\left(\check{S}_{i+1} A_{i+1}+\check{S}_{i+2} C_{i+1}\right) B_{i}^{-1} . \tag{5.12}
\end{align*}
$$

Finally, we compute the matrices

$$
\begin{align*}
& \tilde{\Theta}=-\left(A_{1} T_{1}+B_{1} T_{2}\right)^{-1}  \tag{5.13}\\
& \tilde{\Sigma}=-\left(A_{n} S_{n}+B_{n-1} S_{n-1}\right)^{-1} \tag{5.14}
\end{align*}
$$

The $(i, j)^{\text {th }}$ block component of the full $\mathcal{G}$ matrix can be easily computed by [43]

$$
\mathcal{G}_{i, j}=\left\{\begin{array}{l}
T_{i} \tilde{\Theta} \check{T}_{j}, \text { for } i \geq j  \tag{5.15}\\
S_{i} \tilde{\Sigma} \check{S}_{j}, \text { for } i \leq j
\end{array} .\right.
$$

### 5.3.1 Discussion

The main drawbacks of the RGF algorithm was its frequent full matrix inversion and the necessarily iterative approach to computing blocks of $\mathcal{G}$. Visibly the transfer matrix approach solves both of these problems as only two matrix inversions are required - the production of $\tilde{\Theta}$ and $\tilde{\Sigma}$ - and each block of $\mathcal{G}$ can be computed independently. The drawback to this method is that it is highly numerically unstable, so much so that it is unusable for most applications [44]. We will identify the origin of these numerical instabilities in Section 5.4, however, for some brief physical insight, we note that from Eq. (5.15)

$$
\begin{equation*}
\mathcal{G}_{n, 1}=\tilde{\Theta} \equiv-\left(A_{1} T_{1}+B_{1} T_{2}\right)^{-1} \tag{5.16}
\end{equation*}
$$

Physically $\mathcal{G}_{n, 1}$ corresponds to correlations between one end of the device with the other; for certain energies it is reasonable that $\left|\mathcal{G}_{n, 1}\right| \sim 0$ as electrons simply cannot propagate through the device. As a result, the matrix inversion required to compute $\tilde{\Theta}$ becomes unstable as we are attempting to compute a rank deficient matrix using a matrix inverse [45]. Additionally, due to the frequent inverses of the off-diagonal block matrices, then if the dimensions of the layers differ - such that the off-diagonal matrices are not always square - then the method breaks down. This is in contrast to the RGF approach which is robust against changing layer dimensions.

We now discuss the nomenclature of the transfer matrix approach. Returning to a physical picture, the inverse Green's function $\mathcal{G}^{-1} \equiv\left(E-H_{\mathrm{sp}}\right)$ must satisfy the single-particle equation [13]

$$
\begin{equation*}
\mathcal{G}^{-1} \Psi=0 \tag{5.17}
\end{equation*}
$$

where $\Psi^{\top} \equiv\left(\begin{array}{llll}\Psi_{1} & \Psi_{2} & \cdots & \Psi_{n}\end{array}\right)$ is the single-particle wavefunction partitioned into the value of the wavefunction at each layer. Using Eq. (5.1) we see that Eq. (5.17) produces a set of coupled equations which can be represented as

$$
\binom{\Psi_{i-1}}{\Psi_{i}}=\underbrace{\left(\begin{array}{cc}
-C_{i-1}^{-1} A_{i} & -C_{i-1}^{-1} B_{i}  \tag{5.18}\\
1 & 0
\end{array}\right)}_{\text {transfer matrix }}\binom{\Psi_{i}}{\Psi_{i+1}}
$$

where we have identified the conventional transfer matrix relating the wavefunction at different layers. From comparing the structure of these equation with Eq. (5.9), we see the resulting series of coupled equations have identical form - hence the name 'transfer matrix approach' as we are essentially solving for the transfer matrix. In Fig. 5.3 we diagrammatically illustrate the transfer matrix approach and how it iteratively computes each new layer


Figure 5.3: Diagram of the transfer matrix approach. Starting from the final layer in this case $A_{4}$ - one iterates down the device, folding in new layers as one does so to produce a set $\left\{T_{i}\right\}$. In the final layer, after a single matrix inversion one computes the top-left block of $\mathcal{G}$.

In the physics literature, transfer matrices in general have seen much success applied to scattering matrix problems [46, 47]. However, the first to relate the transfer matrix to block components of the Green function - as seen here - is in the seminal work of Fisher and Lee (Ref [48]) who in their eponymous relation relate the scattering formalism to the Green's function method. As with the mathematical literature, they comment that this process is numerically unstable for most practical applications due to the numerical errors induced by inverting the transfer matrix.

### 5.4 Truncated transfer matrix approach

Thus far we have introduced two tridiagonal matrix inversion algorithms: the RGF approach which is stable but mildly inefficient, and the transfer matrix approach which is efficient but wildly unstable. However, it is possible to generalise both approaches as limiting cases of a more general matrix inversion algorithm which we denotes as the 'truncated transfer matrix' (TTM) approach. The idea is that given some layered device, we can partition the device into a discrete set of regions such that each region has few enough layers that one can utilise the transfer matrix approach within that domain. Then, analogous to the RGF method, we can stitch the regions together with appropriate self-energy terms which solve any numerical instabilities with the use of some self-energy terms. We illustrate this algorithm in Fig. 5.4.

To begin, given a system with $n$ layers, we divide it into $p$ partitions of $k$ layers, and a final partition partition containing the remainder $r$ layers. For simplicity we assume that $k$ evenly divides $n$ such that $n=p k$; as a result $r=0$. We label the partitions such that the first layer is contained within the first partition, whilst the last layer is contained within the $p^{\text {th }}$ partition. Initially, we simply compute the first $k$ matrices of the transfer matrix approach:

$$
\begin{align*}
& T_{n}=I \\
& T_{n-1}=-C_{n-1}^{-1} A_{n} \\
& \vdots \\
& T_{n-k+1}=-C_{n-k+1}^{-1}\left(A_{n-k+2} T_{n-k+2}+B_{n-k+2} T_{n-k+3}\right)  \tag{5.19}\\
& \check{T}_{1}=I \\
& \check{T}_{2}=-A_{1} C_{1}^{-1} \\
& \vdots \\
& \check{T}_{k}=-\left(\check{T}_{k-1} A_{k-1}+\check{T}_{k-2} B_{k-2}\right) C_{k-1}^{-1}
\end{align*}
$$

For brevity we have neglected the $S$ and $\check{S}$ matrices. Having reached the edges of the initial partitions, instead of computing the next matrices in the transfer matrix series we compute their inverses directly

$$
\begin{align*}
{\left[T_{n-k}\right]^{-1} } & =-\left(A_{n-k+1} T_{n-k+1}+B_{n-k+1} T_{n-k+2}\right)^{-1} C_{n-k}  \tag{5.20}\\
{\left[\check{T}_{k+1}\right]^{-1} } & =-C_{k}\left(\check{T}_{k} A_{k}+\check{T}_{k-1} B_{k-1}\right)^{-1} \tag{5.21}
\end{align*}
$$

We now aim to stitch the first and last partitions to their neighbouring partitions. In the RGF approach we made the substitution $A_{i} \rightarrow A_{i}-B_{i} g_{i+1} C_{i}$ to couple all layers to the right of the $i^{\text {th }}$ layer with the $i^{\text {th }}$ layer. It is possible to show that $g_{i+1}=T_{i} T_{i-1}{ }^{-1} C_{i-1}^{-1}[49]$, and hence to couple the neighbouring partitions we make


Figure 5.4: Diagram of the truncated transfer matrix approach with the device partitioned into two regions, each with four layers. Starting from the right-most edge of the device, the algorithm propagates through the first partition utilising the standard transfer matrix approach. At the intersection of the two regions, it renormalises the first layer of the second region by introducing a self-energy term - exactly as in the RGF method.
the substitution

$$
\begin{equation*}
A_{n-k} \rightarrow A_{n-k}^{\mathrm{right}} \equiv A_{n-k}+B_{n-k} T_{n-k+1}\left[T_{n-k}\right]^{-1} \tag{5.22}
\end{equation*}
$$

where the superscript 'right' on $A_{n-k}$ keeps track of the fact that the layer has been renormalised to include the effects of all layers to the right. One can do the same for $A_{n-p k+1}$ to include the effects of all the layers to its left by

$$
\begin{equation*}
A_{k+1} \rightarrow A_{k+1}^{\text {left }} \equiv A_{k+1}+\left[\check{T}_{k+1}\right]^{-1} \check{T}_{k} B_{k} \tag{5.23}
\end{equation*}
$$

Critically we can now simply restart the transfer matrix approach in the neighbouring partitions with the renormalised $A$ matrices, namely

$$
\begin{array}{cc}
T_{n-k} \equiv I & T_{n-k-1}=-C_{n-k-1}^{-1} A_{n-k}^{\text {right }} \\
\check{T}_{k+1} \equiv I & \check{T}_{k+2}=-A_{k+1}^{\text {left }} C_{k+1}^{-1} \tag{5.25}
\end{array}
$$

where now the superscript index has increased as we have renormalised the quantities. This process can be iterated for the remaining layers, progressively working through the device and at the boundary between partitions renormalising every quantity.

From these matrices we can then compute blocks of $\mathcal{G}$. For $l k+i \geq m k+j$, we show in Appendix B. 1 that the blocks are given by

$$
\begin{equation*}
\mathcal{G}_{l k+i, m k+j}=T_{l k+i} \mathcal{G}_{l k+1, m k+1} \check{T}_{m k+j} \tag{5.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{G}_{l k+1, m k+1}=\left[T_{l k}\right]^{-1} \mathcal{G}_{(l-1) k+1, m k+1}, \tag{5.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{G}_{1, m k+1}=-\left[A_{m k+1}^{\text {left }} T_{m k+1}+B_{m k+1} T_{m k+2}\right]^{-1} \tag{5.28}
\end{equation*}
$$

### 5.4.1 Discussion

In the RGF approach one had to compute $n$ matrix inversion - one for every layer whilst in the TTM approach, due to the $p$ partitions, only $2 p$ matrix inversions are necessary. Hence for small $p$ this can constitute a considerable increase in time due to the poor scaling for matrix inversion. On the other hand, in the naïve transfer matrix approach all $n$ layers will be progressively multiplied which led to numerical instabilities, however, in the TTM approach only $k$ layers are iteratively multiplied before a matrix inversion is performed to stabilise the result. As a result, there is an inherent trade-off between computational speed and numerical stability; we want to maximise $k$ such that we require as few as possible matrix inversions, however, if $k$ is too large the numerical errors dominate the results. In the remainder of this section we will study the error increasing $k$ will introduce.

Finally, we can recognise that the TTM method generalises both the transfer matrix approach and the RGF algorithm. For $k=1$, such that each partition consists of a single layer, then we recover the usual RGF algorithm. Due to the number of inversions this method is slow but stable. Similarly, for $k=n$, such that the device consists of a single partition consisting of every layer, then we have only a two matrix inversions to compute but the numerical errors diverge. The TTM allows one to work somewhere in the middle, where a trade-off between numerical precision and speed can be made if required.

### 5.4.2 Error analysis of the TTM approach

Within the truncated transfer matrix (TTM) approach the number of layers per partition $k$ is a free variable. Letting $k=1$ we are equivalent to the stable RGF method, whilst if $k=n$ we are in the unstable transfer matrix approach. As a result, to make best use of the algorithm ideally one can a priori estimate the uncertainty that a certain length of partition will introduce. Although the specific numerical error is a difficult problem - depending strongly on the specific matrix on hand we now derive a rough metric to estimate the maximum possible value $k$ can obtain given a certain error threshold.

We consider an idealised $n$ layer device where $C_{i}=B_{i}=C$ and $A_{i}=A$ for every layer; each layer itself being an $L \times L$ dimensional matrix. Letting $-C^{-1} A \equiv 2 X$, then we see that the first $k T$ matrices are computed by

$$
\begin{align*}
T_{n} & =I  \tag{5.29}\\
T_{n-1} & =2 X \\
& \vdots \\
T_{n-k} & =2 X T_{n-k+1}-T_{n-k+2}
\end{align*}
$$

We now wish to estimate the numerical error introduced by inverting $T_{n-k}$. In error analysis there is a useful rule of thumb for the relative error $\epsilon$ of a matrix inversion as a function of the eigenvalues: Given an $N \times N$ matrix with eigenvalues $\left\{\lambda_{i}\right\}$, the relative error of the inversion is approximately [50]

$$
\begin{equation*}
\epsilon \sim L \epsilon_{M} \frac{\max \left(\left\{\lambda_{i}\right\}\right)}{\min \left(\left\{\lambda_{i}\right\}\right)} \tag{5.30}
\end{equation*}
$$

where $\epsilon_{M}$ is the relative error induced by the floating point arithmetic. We introduce the quantity $\xi \equiv\left|\max \left(\left\{\lambda_{i}\right\}\right)-\min \left(\left\{\lambda_{i}\right\}\right)\right|$ denoting the spread of the eigenvalues. The question is now how to estimate the maximum and minimum eigenvalues of $T_{n-k}$. From Eq. (5.29), although these are matrix valued expressions, we see they are identical to the recurrence relation defining the second Chebyshev polynomials
$U_{n}(x)$, with [37]

$$
\begin{align*}
U_{0}(x) & =1  \tag{5.31}\\
U_{1}(x) & =2 x \\
& \vdots \\
U_{n}(x) & =2 x U_{n-1}(x)-U_{n-2}(x)
\end{align*}
$$

We illustrate the behaviour of these polynomials in Fig. 5.5. The reason we draw


Figure 5.5: Graph of a subset of the Chebyshev polynomials of the second kind $U_{n}$.
this parallel is given the eigenvectors $\left\{\lambda_{i}\right\}$ of $2 X$, we note that the eigenvalues of $T_{n-k}$ can be evaluated using the Chebyshev polynomials

$$
\begin{equation*}
\operatorname{eig}\left(T_{n-k}\right)=U_{k}\left(\left\{\lambda_{i}\right\}\right) \tag{5.32}
\end{equation*}
$$

As a result, we can rewrite Eq. (5.30) - the estimate error of inverting $T_{n-k}$ - as

$$
\begin{equation*}
\epsilon \sim N \epsilon_{M} \frac{\max \left(U_{k}\left(\left\{\lambda_{i}\right\}\right)\right)}{\min \left(U_{k}\left(\left\{\lambda_{i}\right\}\right)\right)} . \tag{5.33}
\end{equation*}
$$

We now look to estimating this ratio for some set of eigenvalues $\left\{\lambda_{i}\right\}$. To do so, we note that for $|x|<1, U_{k}$ is bounded, whilst for $x>1$ it grows exponentially, hence we can obtain a rough bound to the ratio by letting $\min \left(U_{k}\left(\left\{\lambda_{i}\right\}\right)\right)$ be near the right most zero of the function, whilst $\max \left(U_{k}\left(\left\{\lambda_{i}\right\}\right)\right) \sim \max \left(U_{k}(\{\xi\})\right)$ - namely as far right as possible whilst having at least one eigenvalue near the the right most zero. Assuming the distance between a zero of the polynomial and an eigenvalue is proportional to the density of eigenvalues, then $\min \left(U_{n}\left(\left\{\lambda_{i}\right\}\right)\right) \sim 1 / L$. Similarly, as
shown in Appendix B.2, we can approximate

$$
\begin{equation*}
\max \left(U_{n}\left(\left\{\lambda_{i}\right\}\right)\right) \sim \frac{w^{k+1}}{w-w^{-1}} \tag{5.34}
\end{equation*}
$$

where $w=\exp \left[\cosh ^{-1}(\xi)\right]$. As a result, the total estimate of the error is of the order

$$
\begin{equation*}
\epsilon \sim L^{2} \epsilon_{M} \frac{w^{k+1}}{w-w^{-1}} \tag{5.35}
\end{equation*}
$$

Rearranging Eq. (5.35), for some chosen error $\epsilon$ we can extract an estimate for the maximum number of layers $k$ per partition

$$
\begin{equation*}
k(\epsilon)<\frac{1}{\ln (w)} \ln \left(\frac{\epsilon\left(w-w^{-1}\right)}{L^{2} \epsilon_{M}}\right)-1 . \tag{5.36}
\end{equation*}
$$

Letting $\epsilon \sim 10^{-5}$, and $\xi=4 t$ we can place an estimate on $k$ such that the error introduced by inverting $T_{n-k}$ is on the order of $10^{-5}$ as a function of the size of the block matrices $L$


Figure 5.6: Maximum number of layers per partition such that the error introduced by the TTM method is on the order of $10^{-5}$.

### 5.5 Comparison of different algorithms

Having now introduced a new technique for tri-diagonal block matrix inversion, we wish to compare it the existing literature. To this end, we consider a prototypical quantum transport problem - the conductance of a square tight-binding system and compare both the results and the time required for each algorithm.

### 5.5.1 Conductance as a function of Green's functions

The conductance $G(E) \equiv 1 / R$, where $R$ is the resistance, of a device returns the ease at which current can pass through it as a function of the incident electron energy. As the conductance is a common measurement in solid-state systems, then its simulation is a standard result. Although we do not derive it here for brevity, the conductance can be expressed as a function of the Green's functions of the device [27]. As a result, by constructing the Hamiltonian for the system and solving the corresponding Gorkov ${ }^{1}$ equation.

To this end we begin by considering a 2D lattice constructed of some central region connected on two opposite edges by semi-infinite leads. The system is as depicted in Fig. 5.7. To solve the system we first separate the Hamiltonian for


Figure 5.7: Diagram of square tight-binding system with leads attached to two opposite ends. We compute the conductance of the lattice square.
the leads from that the Hamiltonian of the central region and treat them as a perturbation to the device. Although this will be treated formally in Chapter 6 when we study Josephson junctions, we can view this as equivalent to the RGF procedure of identifying a self energy term $\Sigma$ to couple the layers of the lead to the layers of the central region. Now assuming that the leads are homogenous and in thermal equilibrium, such that each layer and the hopping between layers is identical, we can use highly efficient algorithms to find said self energies [51,52].

Before we continue we must briefly introduce a new concept. If we looked at the central region isolated form the leads, due to its relatively small size - say a few hundred lattice sites - we expect the density of states to be a set of delta functions; indicating that there are sharp resonances at certain energies with long lifetimes. This is distinct from the device when coupled to the leads, where in the density of states we expect peaks with some considerable spectral width as the lifetime of the resonances are strongly reduced; electrons like to leak from the device into the leads [27]. For a simple 1D wire this is illustrated in Fig. 5.8. The quantity which provides this broadening of the density of states is known as the level-width function $\Gamma_{\text {left } / \text { right }}(E)$, and is given by [27]

$$
\begin{equation*}
\Gamma_{\text {left } / \mathrm{right}}(E)=\left(\Sigma_{\text {left } / \mathrm{right}}^{\dagger}(E)-\Sigma_{\text {left } / \mathrm{right}}(E)\right) \tag{5.37}
\end{equation*}
$$

[^14]where the left/right subscript indicates the broadening due to the left or right lead respectively. Now given the Green's function of the device $\mathcal{G}$, partitioned in the


Figure 5.8: Log plot of the density of states (DOS) for an ideal 1D chain of 20 lattice sites. When no leads are attached we see sharp resonances in the DOS corresponding to long-lived resonances which are sharply peaked in energy; these correspond to the eigenmodes of the 1D chain. When the chain is coupled to the semi-infinite leads - which act as electronic reservoirs - we see that the eigenmodes broaden considerably to produce a smeared peak in the DOS. This corresponds to a greater availability of states with a reduced lifetime as resonances can now decay into the leads.
same blocks as the Hamiltonian Eq. (5.1), we can compute the conductance as

$$
\begin{align*}
G(E) & =\operatorname{Tr}\left[\mathcal{G}_{L, 1}^{R}(E) \Gamma_{\text {left }}(E) \mathcal{G}_{1, L}^{A}(E) \Gamma_{\text {right }}(E)\right] \\
& \equiv \operatorname{Tr}\left[\mathcal{G}_{L, 1}^{R}(E) \Gamma_{\text {left }}(E) \mathcal{G}_{L, 1}^{R}{ }^{\dagger}(E) \Gamma_{\text {right }}(E)\right] \tag{5.38}
\end{align*}
$$

where the trace is now over all space.

### 5.5.2 Benchmarking different algorithms

We now wish to compute the conductance of an $L \times L$ grid connected to two leads. According to Eq. (5.38), this amounts to computing the bottom-left block of the causal Green's function $\mathcal{G}_{L, 1}^{R}$. To compute this matrix element, we will use both the recursive Green's function (RGF) approach of Section 5.2 and the truncated transfer matrix (TTM) approach of Section 5.4. Additionally, for a different perspective we will compare all results with the modern open-source standard in numerical transport problems Kwant. Rather than solving a 'Green's function problem' Kwant solves the 'scattering problem', which is akin to describing how waves from the leads will scatter when incident upon the device [39]. It should be noted that Kwant is written in Python whilst we used a Matlab implementation for the RGF and TTM methods, and that no attempt was made to optimise the Kwant code. As a result
only a qualitative comparison can be made between the Kwant results and the Green's function approaches.

To compute the conductance, we consider an $L \times L$ square device with a single orbital at each lattice site. On two opposite edges, semi-infinite leads of width $L$ are connected - see Fig. 5.7. By constructing the single-particle Hamiltonian for the system we can use the RGF and TTM algorithm to compute the matrix element $\mathcal{G}_{L, 1}^{R}$. Using the Green's function we can solve Eq. (5.38) to find the conductance through the device. As a brief example, for a device with dimensions $L=20$ we plot the computed conductance in Fig. 5.9. From Fig. 5.9, we note the sharp


Figure 5.9: Conductance of a $20 \times 20$ lattice connected to two semi-infinite leads using the RGF approach. We note that both Kwant and the TTM method gave equivalent plots to the eye hence only one line is plotted here.
quantisation of the conductance. Due to the small width of the device, only a discrete number of modes exist which electrons from the leads can tunnel through, hence the quantisation.

We now let the dimensions of the 2D lattice vary, and compute the conductance using the RGF approach, the TTM approach with 4,6 , and then 12 layers per partition, and finally using Kwant. We also fix the energy such that the conductance is proportional to $L$. In Fig. 5.10 we plot the time required for the different methods to compute the conductance. To provide a fairer comparison we do not include the time required for constructing the systems of equations within the respective algorithms, only including the computation time. From a complexity analysis one can compute that Kwant will scale at $\mathcal{O}\left(L^{3}\right)$, whilst both RGF and the TTM will scale at $\mathcal{O}\left(L^{4}\right)$ [39]. As a result we can plot the continuation of the data to determine the long term temporal behaviour of the algorithms.

The first notable observation is that the TTM approach is similar in time to the standard RGF but shifted downwards by approximately an order of magnitude. This is to be expected as with $k=6$ the TTM involves six fewer matrix inversions than


Figure 5.10: Time required to compute the conductance of a simple $L \times L$ device at a single point in energy using all three methods. By using the time complexity of each algorithm we can continue the plots to the large $L$ limit.
the RGF. Furthermore, although we used only a naive implementation of Kwant we see that it becomes faster than the RGF approach at around $L \sim 3000$ layers, with a computation time of approximately an hour. This is in contrast to the TTM approach which, although scales in time the same as the RGF, it becomes slower to Kwant at around $L \sim 30,000$ layers at a computation time of approximately three years. As they have the same time complexity, the TTM approach will always be faster than the RGF in the long $L$ limit.

Additionally, a central question with the TTM approach was how many layers to include in a partition such that numerical instabilities do not overrun the calculation. To study this we compared the conductance as computed from the TTM method for a range of $k$ layers per partition to that computed from the RGF algorithm. For a comparison we simply computed the absolute difference between the two computations

$$
\begin{equation*}
\epsilon \equiv\left|G_{\mathrm{TTM}}-G_{\mathrm{RGF}}\right| \tag{5.39}
\end{equation*}
$$

Although the RGF approach will itself have some numerical error associated to it, as it is the standard method in the literature it is reasonable to benchmark the TTM approach to it. For three different numbers of layers per partition, we plot the computed error $\epsilon$ in Fig. 5.11. In Eq. (5.36) we derived an expression estimating the maximum number of layers per partition $k$ such that the inversion is stable. Indeed in Fig. 5.6 we plotted $k$ as a function of $L$ such that the error introduced would be on the order $\epsilon \sim 10^{-5}$. In that plot it indicated that the TTM approach is stable when $k<6$ for devices up to $L \sim 10^{3}$, however, it shows that after a few hundred lattice sites the $k=12$ cases quickly becomes unstable. These results are paralleled by Fig. 5.11, indicating that Eq. (5.36) is a reasonable metric for inversion stability.


Figure 5.11: Absolute difference between the conductance computed from the RGF and the TTM algorithm for various layers per partition. The dashed grey line indicates an arbitrary threshold error of $10^{-5}$.

## Chapter 6

# Josephson junctions with no spin-orbit coupling 


#### Abstract

States defined as eigenfuctions of the Bogoliubov quasi-particle number operator contain phase-coherent superpositions of states with the same total number of electrons, but different numbers in the two regions. However, if the regions are independent these states must be capable of superposition with arbitrary phases. On switching the transfer term the particular phases chosen will affect the predicted tunnelling current.


-B. Josephson, Possible new effects in superconducting tunneling

## Chapter Summary

The overarching purpose of this thesis is to study transport in coupled superconducting systems: devices known as Josephson junctions. In this chapter we will introduce the Josephson current and the mechanism as to which the current is carried through the device. We will then fully outline the numerical procedure required to compute the Josephson current. Beginning with an idealised device, we will compare the numerical results of our calculations with analytic scattering theory to verify our simulations. We will then probe superconducting constrictions to study the implementation of self-consistency within our model by looking for depairing current as indicated by existing theory. Finally, we will study the $\pi$-phase flip observed in junctions under an external magnetic field by comparing our results to previous numerical work. To simplify the present results we will ignore any spin-orbit coupling.

### 6.1 Dynamics within a Josephson junction

In the early sixties it was observed that in the absence of a potential bias, current can flow through junctions formed by two superconductors separated by a gap. Known as Josephson junctions, these devices have found incredible use in a diverse number of applications; most famously as the building blocks for superconducting quantum interference devices (SQUIDs) [53]. Although Josephson junctions can appear in a diverse range of physical architectures, we shall focus on the specific case of nanowire Josephson junctions: two superconductors separated by a thin wire of width $W$ and length $L$. A crude diagram is shown in Fig. 6.1.


Figure 6.1: Illustration of the prototypical nanowire Josephson junction studied in this chapter. In red we see the two superconducting leads which extend to positive and negative infinity, whilst in blue we see a depiction of the long thin nanowire separating the two bulk superconductors.

### 6.1.1 Josephson current

We begin our study of Josephson junctions by outlining the characteristic behaviour - namely, the phase dependent flow of supercurrent. For a system of two superconductors separated by some gap, the wavefunctions of the two superconductors - assuming a weak enough gap between them - will interfere. Assuming the superconductors have macroscopic wavefunctions with phases denoted by $\phi_{1}$ and $\phi_{2}$ respectively, then the dynamic parameter characterising the interference is the gauge invariant phase difference $\varphi$ defined by [54]

$$
\begin{equation*}
\varphi \equiv \int_{1}^{2}(\boldsymbol{\nabla} \phi-\mathbf{A}) \cdot \hat{l} \mathrm{~d} s \equiv \int_{1}^{2} \tilde{\mathbf{A}} \cdot \hat{l} \mathrm{~d} s \tag{6.1}
\end{equation*}
$$

where $\hat{l}$ is the unit-vector parallel to the gap separating the two superconductors, and $\tilde{\mathbf{A}}$ is the potential energy per unit element of current. Using this potential energy, we can write the energy $F$ of the device as [55]

$$
\begin{equation*}
F=\int \tilde{\mathbf{A}} \cdot \mathbf{j} \mathrm{d} V \tag{6.2}
\end{equation*}
$$

where $\mathbf{j}$ is the current density. Taking a functional derivative we can write the current density, using Eq. (6.2), as

$$
\begin{equation*}
\mathbf{j}=\frac{\delta F}{\delta \tilde{\mathbf{A}}} \tag{6.3}
\end{equation*}
$$

As the free energy $F$ is characterised by $\varphi$, which is simply a phase factor, then $F(\varphi)$ is necessarily a periodic function in the phase difference and can be written as a Fourier series. However, such that the free energy is at a minimum when $\varphi=0-$ as this is the case inside a bulk homogenous superconductor ${ }^{1}$ - we can approximate the free energy to first order by

$$
\begin{equation*}
F(\varphi)=-b \cos (\varphi) \tag{6.4}
\end{equation*}
$$

where $b$ is some Fourier coefficient. Hence solving Eq. (6.3), we find that

$$
\begin{equation*}
\mathbf{j}=\frac{\delta F}{\delta \varphi} \frac{\delta \varphi}{\delta \tilde{\mathbf{A}}}=b \sin (\varphi) \hat{l} \tag{6.5}
\end{equation*}
$$

where the current is flowing along $\hat{l}$ and through the junction. This electrical current with sinusoidal dependence on the bulk phase difference was first determined by Josephson in Ref [2] and is commonly known as the Josephson current. Although Eq. (6.5) relies upon a number of approximations, the fundamental idea is that the energy of the system is dependent on the interference between the two superconductors, which itself is dependent on the gauge invariant vector potential $\tilde{\mathbf{A}}$. Hence varying the energy with respect to the vector potential - which is akin to varying the phase between the superconductors - leads to a change in the junction's energy which results in the flow of current. We now look to a description of the nature of this current and the physical mechanism by which it is carried.

### 6.1.2 Andreev bound states

In a clean heterostructure formed by a non-superconducting material sandwiched between two superconductors, it is not clear a priori what the physical mechanism is such that current - the flow of charges carriers, be them electrons or holes - can move across the device. To understand the nature of the current we consider an electron in the normal region with some energy $E$ incident upon one of the superconductors. As described in Fig. 3.4, the excitation spectrum of a superconductor around the Fermi wavevector $\mathbf{k}_{F}$ has two distinct branches: electron-like excitations with positive velocity, and hole-like excitations with negative velocity. Hence when incident upon the superconductor some of the electron's wave will transmit through as an electron-like excitation, whilst the rest will reflected back. By assuming a perfectly clean interface there is no mechanism by which the electron will be reflected

[^15]back as another electron, however, the electron-hole pairing potential $\Delta$ within the superconductor allows for the scattering of electrons into holes through the production of a Cooper pair - the Feynman diagram for this process illustrated in Fig. 3.2. As a result, within this ideal clean interface, the reflected component of the of the incident electron wave will always be a hole-like excitation.

To understand the nature of the reflected hole, we note that the change in the magnitude of the momentum $\delta p$ during the reflection can be given by

$$
\begin{equation*}
\delta p \sim \frac{\partial p}{\partial t} \delta t \tag{6.6}
\end{equation*}
$$

where $\partial_{t} p$ is the 'force' inducing the reflection, and $\delta t$ denotes the characteristic time for the reflection process. Assuming a clean interface, this force must be proportional to the strength of the scattering potential $\Delta$ within the superconductor divided by the distance over which it is felt, hence $\partial_{t} p \sim \Delta / \xi[56]$. Similarly, as the incoming electron has velocity characterised by $v_{F}$ then the time for reflection is on the order $\delta t \sim \xi / v_{F}$. As a result the change in momentum can be given by

$$
\begin{equation*}
\delta p \sim \frac{\partial p}{\partial t} \delta t \sim \frac{\Delta}{\xi} \frac{\xi}{v_{F}}=p_{F} \frac{\Delta}{p_{F} v_{F}} \equiv p_{F} \frac{\Delta}{\mu_{F}} \tag{6.7}
\end{equation*}
$$

where we have substituted in the definition of the Fermi energy $\mu_{F}$. However, as first noted by Andreev, a good approximation for many systems is that $\Delta \ll \mu_{F}$ such that superconductivity lives in a thin shell around the Fermi surface, hence from Eq. (6.7) one can has that $\delta p \sim 0$ [57]. Furthermore, as the velocity must change direction in this process, then in this approximation - now known as the 'Andreev approximation' - the incident electron must be retro-reflected as a hole such that the magnitude of the momentum is mostly unchanged after scattering. As a result, for an electron with energy $E>\Delta$, the incident electron can either be retro-reflected as a hole or be transmitted as an electron-like excitation in the superconductor; as the energy of the incident electron increases, the probability of the electron being transmitted also increases [58]. However, for $E<\Delta$, due to the gapped nature of the superconductor, there are no available states within the superconductor for the electron to transmit to, as a result the electron will be entirely retro-reflected as a hole! In Fig. 6.2 we use the results of Ref [58] to plot the probabilities for the incident electron to be either retro-reflected as a hole or transmitted as an electronic excitation within the superconductor.

Returning to the Josephson junction - where the normal material is sandwiched between the two superconductors - when electrons within the normal region with $E<\Delta$ are incident upon one of the superconductors they will be retro-reflected as a hole in nigh the opposite direction. This hole will then be incident on the other superconductor, where, as there are no accessible hole-like excitations in the superconductor, will itself be retro-reflected as an electron. This process of retroreflection gives rise to electron-hole bound states localised within the normal region known as Andreev bound states (ABS) [22]. These ABS efficiently carry charge


Figure 6.2: Transmission and reflection coefficients for a normal electron with energy $E$ incident upon a superconductor with gap $\Delta$ computed using the formulas of Ref [58]. Note in the clean limit the electron is either reflected as a hole or is transmitted into an electron-like excitation within the superconductor.


Figure 6.3: Illustration depicting how Andreev bound states (ABS) carry current between the two superconductors. The pair of counter-propagating electrons and holes within the normal region define the ABS.
of $2 e$ across the junction, with this contribution to the total current known as the bound state current [23]. We illustrate this process in Fig. 6.3. Although we will predominantly focus on the bound state current, for $E>\Delta$ excitations can still be carried through the junction; either by some retro-reflection with finite lifetime or by direct tunnelling of excitations from one superconductor to the other [23]. This contribution is known as the continuum contribution; for $E>\Delta$ there is a continuum of states within the superconductors to tunnel from and to. From Fig. 6.2 we note that electrons with energies slightly above $\Delta$ will have a significant, but not unity, probability of being reflected as a hole. As a result, they will form what are known as a 'leaky' Andreev bound states: coherent counter-propagating electrons and holes but with a finite lifetime as they have some probability of decaying into the leads [59].


Figure 6.4: Numerical model a of one-dimensional Josephson junction. In the left and right superconductors there is a spatially constant order parameter, which is identically zero in the gap. The gauge has been chosen such that the order parameter to the left is real, whilst the right has phase $\varphi$ such that the total phase difference between the superconductors is identically $\varphi$. For now we assume constant chemical potential $\mu$ alongside constant on-site energies $\epsilon$, inter-lattice site distances $a$, and hopping parameters $t$. The length of the gap separating the two superconductors is denoted by $L$.

### 6.2 Simulating prototypical Josephson junctions

To illustrate the mechanisms of this thesis, we now simulate the dynamics of prototypical Josephson junctions - namely, a one-dimensional nanowire Josephson junction consisting of two semi-infinite superconducting leads connected to a central non-superconducting region of length $L$. We depict this basic device in Fig. 6.4. Although the behaviour of this device is well known, by studying it numerically we can validate our numerical results.

For simplicity we will ignore all external electromagnetic fields and assume that throughout the entire system all lattice variables, such as the chemical potential $\mu$, the on-site energies $\epsilon$, the inter-lattice site distance $a$, and the inter-site hopping $t$, are constant. Furthermore, we choose to work in a gauge such that the order parameter in the left lead is the real valued $\Delta_{L}=|\Delta|$, whilst in the right lead it possesses a phase $\Delta_{R}=|\Delta| e^{i \varphi}$ such that the phase difference across the junction is identically $\varphi$. Finally, with no scattering potentials in the device we are working in the so called 'clean' junction limit. To parametrise a cross over to the 'dirty' limit - devices possessing scattering sites - we add the somewhat contrived potential $U(x)=U_{0} a \delta(\mathbf{x})$ to the centre of the device ${ }^{2}$. It should be noted that the clean/dirty comparison here concerns the ratio between the mean free path of the electron versus the length of the device, rather than the clean/dirty dichotomy for diffusive superconductors [60].

### 6.2.1 Exemplar numerical solver

In Chapter 3 we derived expressions for the bound states density and the current through a Josephson junction as a function of the free Green's functions. Furthermore, we also introduced the Nambu-Gorkov equation which, when solved, computes

[^16]the free Green's functions in question. However, to numerically solve this problem we must convert it to one a computer may understand through a process of discretisation - the contents of Chapter 4. In this section, we put the pieces together to illustrate the entire workflow to compute the dynamics of a Josephson junction.

### 6.2.1.1 Tuning the model

To begin, one must first define the regime (short junction limit, dirty limit, ...) the device is working in. Conventionally, these limits are defined using continuum variables, however, in our lattice model we can only tune the lattice parameters $\left\{\epsilon, t, \mu, \Delta, U_{0}\right\}$. We now discuss the relevant quantities to be considered to define the characteristic behaviour of the device.

In Eq. (4.38) we computed the wavelength of the electron as a function of the lattice parameters to be

$$
\begin{equation*}
\lambda_{F} \equiv \frac{2 \pi}{k_{F}}=\frac{2 \pi a}{\arccos \left(\frac{\epsilon-\mu}{2 t}\right)} . \tag{6.8}
\end{equation*}
$$

Hence, for the system to model a confined electron, we require that $\lambda_{F}>a$ which places a constraint on $\epsilon, \mu$, and $t$.

Additionally, for superconductors an important macroscopic parameter is the coherence length $\xi$ of the Cooper pairs, which can be given by [10]

$$
\begin{equation*}
\xi_{0} \equiv \frac{\hbar v_{F}}{\Delta \pi} \tag{6.9}
\end{equation*}
$$

As before, in Eq. (4.39) we derived an expression for the Fermi velocity $v_{F}$ for our lattice system, hence the coherence length as a function of the lattice parameters can be given by

$$
\begin{equation*}
\xi_{0}=\frac{a \sqrt{4 t^{2}-(\epsilon-\mu)^{2}}}{\pi \Delta} . \tag{6.10}
\end{equation*}
$$

Furthermore, an important property of devices is their transparency - namely, the transmission through the structure. In the 1D model being considered here, the transmission probability $T_{r}$ through the structure can be given by [27]

$$
\begin{equation*}
T_{r}=\left(1+\left(\frac{U_{0}}{\hbar v_{F}}\right)^{2}\right)^{-1} \tag{6.11}
\end{equation*}
$$

where we note that for $U_{0}=0$ then $T_{r}=1$ and for $U_{0} \rightarrow \infty$ then $T_{r} \rightarrow 0$ as expected.

Finally, as we are interested in comparing to analytic scattering theory results, which are only valid in the Andreev regime, we must know if we are working in this limit. As this only requires that $\mu \gg \Delta$, then it is a relatively straight-forward constraint to apply.

### 6.2.1.2 Discretised system

Using the results of Section 3.3.1, we can partition the Hamiltonian as

$$
\begin{equation*}
H=H_{L}+H_{L C}+H_{C}+H_{C R}+H_{R} \tag{6.12}
\end{equation*}
$$

where $H_{L}, H_{C}$, and $H_{R}$ contain the dynamics within the left, central, and right regions of Fig. 6.4 respectively, whilst $H_{L C}$ and $H_{R C}$ contain the dynamics of the coupling. Using the results of Chapter 4, the discretised Hamiltonian for the central region can be given as

$$
\begin{equation*}
H_{C}=\sum_{i=-L / 2}^{L / 2} \psi_{i}^{\dagger}\left(t^{\prime}\right)\left[\epsilon-U_{0} \delta_{i, 0}-\mu\right] \psi_{i}\left(t^{\prime}\right)-t \sum_{\langle i, j\rangle}^{L}\left(\psi_{i}^{\dagger}\left(t^{\prime}\right) \psi_{j}\left(t^{\prime}\right)+\psi_{j}^{\dagger}\left(t^{\prime}\right) \psi_{i}\left(t^{\prime}\right)\right) \tag{6.13}
\end{equation*}
$$

Similarly, using Eq. (3.20) we can write the discretised Hamiltonians for the superconducting leads as

$$
\begin{align*}
H_{L / R} & =\sum_{\alpha \in L / R}\left(\psi_{\alpha}^{\dagger}\left(t^{\prime}\right)[\epsilon-\mu] \psi_{\alpha}\left(t^{\prime}\right)+\psi_{\alpha}^{\dagger}\left(t^{\prime}\right) \Delta_{\alpha} \psi_{\alpha}^{*}\left(t^{\prime}\right)+\psi_{\alpha}^{\top}\left(t^{\prime}\right) \Delta_{\alpha}^{\dagger} \psi_{\alpha}\left(t^{\prime}\right)\right) \\
& -t \sum_{\langle\alpha, \beta\rangle \in L / R}\left(\psi_{\alpha}^{\dagger} \psi_{\beta}\left(t^{\prime}\right)+\psi_{\beta}^{\dagger} \psi_{\alpha}\left(t^{\prime}\right)\right), \tag{6.14}
\end{align*}
$$

where $\alpha \in L$ corresponds to all sites with $\alpha<-L / 2$ and $\alpha \in R$ corresponds to all sites with $\alpha>L / 2$. Akin to the hopping terms introduced in Chapter 4, to couple the different regions of the Hamiltonian we introduce a parameter $V_{L / R}$ which parametrises the interaction between the lattice sites in the left/right leads with those of the central region by

$$
\begin{equation*}
H_{L C / C R}=\psi_{L / R}^{\dagger}\left(t^{\prime}\right) V_{L / R} \psi_{i}\left(t^{\prime}\right)+\psi_{i}^{\dagger}\left(t^{\prime}\right) V_{L / R}^{*} \psi_{L / R}\left(t^{\prime}\right) \tag{6.15}
\end{equation*}
$$

where $L$ denotes the final site of the left lead at $j=-L / 2$, whilst $R$ denotes the first on the right lead at $j=L / 2$.

### 6.2.1.3 Computing observables

We now look to computing some observables of interest, to do se we must first compute the various Green's functions for the system. To begin, we must compute the self-energy contribution from the left and right leads $\Sigma_{L / R}$; from Eq. (3.52) these are given by the formulas

$$
\begin{equation*}
\Sigma_{L}(E)=\mathcal{V}_{L}^{\dagger} \mathcal{G}_{0,0}^{0}(E) \mathcal{V}_{L} \quad \text { and } \quad \Sigma_{R}(E)=\mathcal{V}_{R}^{\dagger} \mathcal{G}_{L+1, L+1}^{0}(E) \mathcal{V}_{R} \tag{6.16}
\end{equation*}
$$

where $\mathcal{G}_{0,0}^{0}$ and $\mathcal{G}_{L+1, L+1}^{0}$ denote the free Green's functions at the ends of the two leads - known as the surface Green's functions of the isolated leads. As these are components of the Green's functions for the equilibrium leads isolated from the rest
of the system, then using the results of Chapter 4 we can find these block matrix elements by solving the Nambu-Gorkov equation. However, as the leads are assumed to be semi-infinite, then solving the Nambu-Gorkov equation would be tantamount to inverting an infinite matrix. However, we can work around this problem entirely by making use of an iterative algorithm which, although assumes a finite lead size, will converge to the correct result - see Ref [51] for an example of such an algorithm.

Given the self-energy terms $\left(\Sigma^{R}, \Sigma^{<}\right)$from these iterative algorithms, we can then compute the relevant Green's functions of the system from Eq. (3.51):

$$
\begin{align*}
& \mathcal{G}_{C, C}^{R}(E)=\left(\mathcal{G}_{C, C}^{0^{R}}(E)^{-1}-\Sigma^{R}(E)\right)^{-1}, \\
& \mathcal{G}_{C, C}^{<}(E)=\mathcal{G}_{C, C}^{R}(E) \Sigma^{<}(E) \mathcal{G}_{C, C}^{A}(E),  \tag{6.17}\\
& \mathcal{G}_{C, L}^{<}(E)=\mathcal{G}_{C, C}^{R}(E) \mathcal{V}_{C, L} \mathcal{G}^{0<}{ }_{L, L}^{<}(E)+\mathcal{G}_{C, C}^{<}(E) \mathcal{V}_{C, L} \mathcal{G}_{L, L}^{0 A}(E) .
\end{align*}
$$

From these Green's functions for the device, we can compute the observables of interest - namely, the density of states $D(E)$ which is given by Eq. (3.53):

$$
\begin{equation*}
D(E)=\operatorname{Tr}\left[\mathcal{G}_{C, C}^{R}-\mathcal{G}^{R_{C, C}^{\dagger}}\right] \tag{6.18}
\end{equation*}
$$

and the steady-state current through the device using Eq. (3.58):

$$
\begin{equation*}
I=\frac{e}{2} \int \mathrm{~d} E \operatorname{Re}\left\{\operatorname{Tr}\left[\tau_{z} \mathcal{G}_{C, L}^{<}(E) \mathcal{V}_{L, C}-\tau_{z} \mathcal{G}_{C, R}^{<}(E) \mathcal{V}_{L, C}\right]\right\} \tag{6.19}
\end{equation*}
$$

### 6.2.2 Analytic theory

Although the non-equilibrium Green's function (NEGF) formalism is purely computational, we must introduce some theory to identify what to expect in the numerical results. As described in Section 6.1.2, the current through the junction will be carried by Andreev bound states (ABS) - counter-propagating electron-hole pairs. As these are constructed from electronic states of the nanowire, we must determine the behaviour of these states first.

The Hamiltonian for the pure nanowire is written as

$$
\begin{equation*}
H=\int \mathrm{d} \mathbf{x} \psi^{\dagger}(x)\left[-\frac{\hbar^{2}}{2 m_{e}} \nabla^{2}+U_{0} a \delta(\mathbf{x})-\mu\right] \psi(x) \tag{6.20}
\end{equation*}
$$

By working within the Andreev approximation we know that $\mu \gg \Delta$, however, we also assume that $\mu \gg U_{0}$ such that the chemical potential is the dominant energy scale of the system. Within this continuum model with dispersion $E(k)=\frac{\hbar^{2} k^{2}}{2 m_{e}}-\mu$, the Fermi wavevector is given by

$$
\begin{equation*}
k_{F}=\frac{\sqrt{2 m_{e} \mu}}{\hbar}, \tag{6.21}
\end{equation*}
$$

In Fig. 6.5 we plot the dispersion relation for this regime. We note that for a thin


Figure 6.5: Dispersion relation of non-superconducting nanowire in momentum space. The colour-bar depicts the curvature of the dispersion relation, with a negative slope corresponding to left-moving states, whilst a positive slope corresponds to right-moving states. By zooming in on the dispersion over a small energy range around the Fermi level - exactly where superconductivity lives - we see the presence of two isolated states with different handedness.
shell around the Fermi level - which, as the chemical potential is the dominant energy scale, is precisely where the dynamics of the system reside - the states can be linearised into a set of spin degenerate left-moving and right-moving states. To do so, we expand the field $\psi(x)$ around the Fermi wavevector by a linear combination of right moving $\psi_{R}(x)$ and left moving $\psi_{L}(x)$ components:

$$
\begin{equation*}
\psi(x)=e^{-i k_{F} x} \psi_{L}(x)+e^{i k_{F} x} \psi_{R}(x) \tag{6.22}
\end{equation*}
$$

where we assume that $\psi_{L}(x)$ and $\psi_{R}(x)$ vary on length scales much greater than $k_{F}^{-1}$ [61]. Under this substitution the laplacian produces the term

$$
\begin{align*}
\nabla^{2} \psi(x) \rightarrow & e^{-i k_{F} x}\left[-k_{F}^{2}-2 i k_{F} \nabla+\nabla^{2}\right] \psi_{L}(x)  \tag{6.23}\\
& +e^{i k_{F} x}\left[-k_{F}^{2}+2 i k_{F} \nabla+\nabla^{2}\right] \psi_{R}(x)
\end{align*}
$$

Now by ignoring quickly oscillating terms proportional to $e^{ \pm 2 i i_{F} x}$, and expanding out the kinetic term of Hamiltonian Eq. (6.20) to order $\mathcal{O}\left(k_{F}\right)$, we can rewrite the Hamiltonian for the bare nanowire as

$$
\begin{align*}
H & =\int \mathrm{d} \mathbf{x} \psi_{L}^{\dagger}(x)\left[i \hbar v_{F} \partial_{x}+U_{0} \delta(\mathbf{x})\right] \psi_{L}(x) \\
& +\int \mathrm{d} \mathbf{x} \psi_{R}^{\dagger}(x)\left[-i \hbar v_{F} \partial_{x}+U_{0} \delta(\mathbf{x})\right] \psi_{R}(x)  \tag{6.24}\\
& +U_{0}\left(\psi_{L}^{\dagger}(0) \psi_{R}(0)+\psi_{R}^{\dagger}(0) \psi_{L}(0)\right),
\end{align*}
$$

where $v_{F} \equiv \frac{\hbar k_{F}}{m_{e}}$ in the continuum model. The delta function scattering within the wire now couples the right and left moving states at the site of the scattering. As a result, for no scattering potential, $U_{0}=0$, the left-moving and right-moving states are completely decoupled whilst in the presence of the scattering they mix to form standing waves within the nanowire.

As mentioned previously, within the Andreev approximation it is possible to derive analytic results using scattering theory. We do not derive these results here (see Refs $[23,53,59,60]$ for a more substantial review), but rather simply state the governing behaviour. To begin, the number of ABS within the device increases as the length of the central region increases [62]. As a result, for a short junction there are only two possible ABS , which we label by $E_{L / R}$ [59]. The subscript L and R denote whether the ABS is constructed from a left-moving electron and a right-moving hole, or a right-moving electron with a left-moving hole.

Assuming a transmission for the junction of $T_{r}$, the energy of the two ABS can be given by [59]

$$
\begin{equation*}
E_{L / R}(\varphi)= \pm \Delta \sqrt{1-T_{r} \sin ^{2}(\varphi / 2)} \tag{6.25}
\end{equation*}
$$

Additionally, assuming that we are working at zero temperature the current carried by each of those states is given by [59]

$$
\begin{equation*}
I_{L / R}=\mp \frac{e \pi}{\hbar} T_{r} \sin (\varphi / 2) \frac{\cos (\varphi / 2)}{\sqrt{1-T_{r} \sin ^{2}(\varphi / 2)}} . \tag{6.26}
\end{equation*}
$$

### 6.2.3 Short clean junctions

We now simulate the dynamics of the 1D nanowire junction depicted in Fig. 6.4. To begin, we consider so called 'short' junctions, where the length $L$ of the device is much shorter than the superconducting coherence length $\xi$.

To impose the short junction limit, we first set $\Delta / t=10^{-3}$ such that from Eq. (6.10) the coherence length is on the order $\xi / a \sim 10^{3}$. As a result, by setting the length of the device $L / a=30$, we are certainly in the correct regime. Similarly, to enforce the Andreev approximation such that the analytic scattering theory is valid, we set $\mu / t=1.8$ such that $\Delta \ll \mu$. Additionally, as we are utilising a 1D lattice model, we require that the width $W$ of the constriction is smaller Fermi wavelength $\lambda_{F}$ such that the physical wire is indeed one-dimensional from the perspective of the electron. From Eq. (6.8), by setting the on-site potential to $\epsilon / t=2$, we are comfortably working in this 1 D regime as $\lambda_{F}=4 a$. Finally, to work in the clean limit we set $U_{0}=0$ such that we have perfect transmission through the device.

### 6.2.3.1 Numerical results

Following the discussion within Section 6.2.1, with the aforementioned parameters we can discretise our system and solve the relevant Green's functions. As we are interested in the current carried by the Andreev bound states, we only consider the energy range ${ }^{3} E \in[-\Delta, \Delta]$. We also sweep across the phase difference $\varphi$ across the junction, varying from 0 to $2 \pi$. From solving Eq. (6.18), we can compute the density of states $D(\varphi, E)$ of the system which we plot the logarithm of in Fig. 6.6. The first
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Figure 6.6: Heatmap of the $\log$ of the total density of states $D(\varphi, E)$ as a function the phase difference $\varphi$ and energy $E$. Note that the logarithm is taken as the resonances are so sharp a $\log$ plot is needed to resolve them. Overlaid are the analytical expressions for the ABS dispersion relation resolved using Eq. (6.25).
noticeable feature of this plot is the sharp peaks in the logarithm of the density of states. Indeed the peaks are so sharp that if we plotted simply the density of states and not the logarithm, they would not be resolvable. If the Andreev regime was exact, these states would have infinite lifetime and hence would appear as delta functions in the density of states, however, in this discrete model this is never the case and there is always some inherent numerical broadening. However, the sharpness of these peaks indicates we are working close to the theoretical ideal regime.

Similarly, by solving Eq. (6.19), we can compute the current across this device as carried by the states of Fig. 6.6. By working in the zero temperature limit, so we can compare with the analytic results of Eq. (6.26), we plot the numerical results in Fig. 6.7. Again, we see excellent agreement with the analytic expressions. The most interesting aspect of this plot is the sudden change in the current at $\varphi=\pi$. This is merely an artefact of working at zero temperature, as then the Fermi function of Eq. (2.45) imposes a sharp cut-off such that only states below the Fermi level are accessible. As a result, reading off Fig. 6.6, for $\varphi<\pi$ only the state $E_{R}$ is available, and hence a current of $I_{R}=\frac{e \pi}{\hbar} \sin (\varphi / 2)$ is carried, however, for $\varphi>\pi$ the available state is $E_{L}$ which carries a current of $I_{L}=-\frac{e \pi}{\hbar} \sin (\varphi / 2)$. By increasing the temperature, we broaden the Fermi function allowing both $E_{L}$ and $E_{R}$ to be occupied which mixes the left-moving and right-moving current recovering the familiar sine wave for the Josephson current - we plot the current through the device for a range of temperatures in Fig. 6.8.


Figure 6.7: Supercurrent through ideal 1D Josephson junction at zero temperature. The abrupt change at $\varphi=\pi$ is due to being at zero temperature, as only states with negative energy are accessible; from Fig. 6.6 we note that at $\varphi=\pi$ the accessible state flips from $E_{R}$ to $E_{L}$.

### 6.2.4 Short dirty junctions

In the previous section we assumed that the device had perfect transmission - the 'clean' limit. We now wish to include the effects of disorder within the nanowire. To still compare with analytic results, we add disorder in a somewhat contrived way by adding the potential $U(x)=U_{0} \delta(\mathbf{x})$ to the device. In this way we can easily control the transmission through the device using Eq. (6.11).

We repeat the method of Section 6.2.3 to evaluate numerically both the density of states and the current through the dirty structure. To understand the effects of changing the transmission, we tune the scattering potential $U_{0}$ such that the transmission takes the values

$$
\begin{equation*}
T_{r} \in\{1,0.99,0.75,0.5\} . \tag{6.27}
\end{equation*}
$$

We plot the resulting set of Andreev bound states in Fig. 6.9. Note unlike in Fig. 6.6, we have numerically isolated the peaks of the density of states and simply plotted those as a line plot. Furthermore, in the filled markers, we have overlaid the analytic ABS spectrums from the scattering theory.

The most noticeable feature of Fig. 6.9 is that at $\varphi=\pi$ a gap opens in the spectrum; this is due to the impurity coupling left-moving and right-moving states such that an avoided crossing forms where $E_{L}$ and $E_{R}$ were previously degenerate. Furthermore, as the strength of the scattering site increases, and hence the transmission reduces, we see the gap widens as the left and right moving states are progressively more coupled. The close fit between the numerical formulas derived from scattering theory of Eq. (6.25) and our numerical results is an excellent validation.


Figure 6.8: Supercurrent through a short one-dimensional Josephson junction at a range of temperatures. The current for all of these plots is carried by the ABS of Fig. 6.6. By increasing the temperature we recover the familiar sine wave.


Figure 6.9: Overlay of all of the ABS spectrums for a range of transmissions through the device. The coloured lines are the peaks of the numerical spectrum, whilst the markers are the result of the closed form scattering results.

Again working in the zero temperature limit, we plot the resulting supercurrent carried by the bound states of Fig. 6.9 in Fig. 6.10. To compare with the analytic theory, we plot the numerical results in the unbroken lines, then overlay the results of Eq. (6.26) with the discrete markers. The first observation is again the close match between the analytic results and our computational results. Furthermore, we observe that Fig. 6.10 looks very similar to Fig. 6.8; in both cases we are observing
a cross-over between a discontinuous current carrying $\sin (\varphi / 2)$ and a continuous current carrying $\sin (\varphi)$ - even though in one we are sweeping transmission and in the other temperature. In the finite temperature case current could flow through both the left-moving and right-moving states, whilst in the reduced transmission case the left-moving and right-moving states themselves are coupled. As a result, in both cases current is carried by a superposition of the two and the results appear similar. As a result, we observe a smooth sinusoidal current as these coupled states form standing waves in the device which cannot carry current [59].


Figure 6.10: Supercurrent at zero Kelvin through a short, dirty, one-dimensional Josephson junction with a range of transmissions.

### 6.3 Self-consistent order parameter

In Section 3.1.2 we performed a mean-field decoupling and introduced a gap parameter $\Delta$ which described the background field of Cooper pairs. Although we motivated it by introducing a bosonic Cooper pair field where the gap parameter was the expectation value of that field $\langle\Delta(x)\rangle$, it is worth remembering that at their core the Cooper pairs are simply paired electrons. Hence it is very reasonable to question the relationship between $\Delta$ and the Green's function $\mathcal{G}$ - which itself is a function of $\Delta$. Indeed, for given some Green's function $\mathcal{G}$, the gap parameter can be computed via the relation derived in Appendix A.5:

$$
\begin{equation*}
\Delta(\mathbf{x})=i g \int \mathrm{~d} E \operatorname{Tr}\left[\left(i \sigma_{2}\right) F^{<}(E, \mathbf{x}, \mathbf{x})\right] \tag{6.28}
\end{equation*}
$$

where $F^{<}(E)$ is the $(1,2)$ block component of $\mathcal{G}^{<}$, and $g$ is the electron-phonon coupling coefficient. As a result, there is a cyclicity to the order parameter in the


Figure 6.11: Flowchart outlining the self-consistent procedure to compute the order parameter within the device. By supplying an initial guess for the order parameter usually a homogenous solution - one can iteratively solve the Nambu-Gorkov equation of Eq. (3.32), the self-consistency relation of Eq. (6.28), then utilise some algorithm to produce a new guess considering all of the information at hand - as in Ref [63]. When the value of $\Delta$ is invariant under a loop to some chosen precision the solution has converged.
numerical model: one must assume a given order parameter such that one can numerically solve the Nambu-Gorkov equation, but then by solving Eq. (6.28) one finds a new 'guess' for the order parameter which can be used to recompute the Green's function ad nauseam.

Although this may appear somewhat involved, the numerical recipe is relatively straightforward: For a given Josephson junction, we first pick bulk values of the order parameter in the three region $\left(\Delta_{L}, \Delta_{C}, \Delta_{R}\right)$ such that the junction is working in the expected regime. We now tune the coupling constant $g$ such that $\Delta$ is invariant after solving Eq. (6.28). To do so we construct bulk lattices with periodic boundary conditions and tune $g$ within each region such that the self-consistent order parameter approaches the required bulk value. Now that the bulk order parameters have been chosen - which supply the initial conditions - and the coupling constant has been tuned for a bulk model, we can self-consistently solve for the order parameter in the real device using Eq. (6.28) in conjunction with the Nambu-Gorkov equation. This is plotted graphically in Fig. 6.11

Unfortunately, this self-consistent procedure can struggle with convergence. The difficulty is that after assuming the bulk solutions for the initial 'guess' for the order parameter $\Delta^{0}$, then by solving Eq. (6.28) we are left with a new order parameter $\Delta^{0^{\prime}}$ which factors in the previous guess $\Delta^{0}$. The questions is how to best choose the next guess $\Delta^{1}$ such that the process will eventually converge? Anecdotally, we found best success using a Broyden-like algorithm to make the next guess for the order parameter - see Ref [63] for a full description of these methods. In Ref [64], the order parameter is self-consistently solved and they too remark that they had to use a Broyden-like algorithm to solve convergence issues.

### 6.3.1 Superconducting constrictions

To validate our implementation of self-consistency, we must search for solutions to to order-parameter which cannot be explicitly computed a priori, then let the system find the solution itself. To do so, we consider superconducting constriction: Josephson junctions formed entirely of superconductors, where a superconducting constriction ( $S^{\prime}$ ) is sandwiched between two bulk superconducting leads ( S ) - in a device known as a S-S'-S Josephson junction. An example 2D S-S'-S device is illustrated in Fig. 6.12. Often when Josephson junction are discussed it is implicit that


Figure 6.12: Diagram of a simple 2D superconducting constriction. The material is assumed to be homogenous throughout the device, the only difference being that the width $W$ of the constriction is significantly smaller than the width of the superconducting leads on either side.
the gap between the two superconducting reservoirs is some non-superconducting material. However, a more general formalism is that it simply be a 'weak-link' namely any material where the critical current is less than in the bulk superconducting electrodes [60]. Tautologically this is true for a non-superconducting region separating the two superconductors, but curiously, if one has a superconducting nanowire or filament which, due to its sharp constriction, has a reduced critical current then this too can constitute a weak-link.

In Section 6.1.1 we discussed how in a short S-N-S junction the current is predominantly transported through Andreev bound states formed within the normal region. However, in a superconducting constriction the condensate itself can carry the current as it does not necessarily vanish in the constriction as in a S-N-S junction. To study current flow in superconductors, we consider a bulk superconductor possessing an order parameter of the form $\Delta(\mathbf{x})=|\Delta| e^{i \chi(\mathbf{x})}$, where as per Eq. (3.8) the magnitude is assumed to be constant. As $\Delta(x)$ describes the charged condensate within a superconductor, the current through the system is proportional to usual quantum-mechanical expression for current density [19]

$$
\begin{equation*}
\mathbf{j}(x)=-\frac{i e \hbar}{2 m_{e}}\left(\Delta^{*}(x) \boldsymbol{\nabla}[\Delta(x)]-\boldsymbol{\nabla}\left[\Delta^{*}(x)\right] \Delta(x)\right)=\frac{e \hbar}{m_{e}}|\Delta|^{2} \nabla \chi(x) \tag{6.29}
\end{equation*}
$$

As the magnitude $|\Delta|^{2}$ describes the density of the charged condensate, then by comparing with the usual expression for current density $\mathbf{j}=\rho e \mathbf{v}$, we can identify $\mathbf{p} \equiv \hbar \boldsymbol{\nabla} \chi(x)$ as the momentum per Cooper pair [19]. Hence the local current density
in the superconducting constriction is proportional to the gradient of the phase at that point in space.

Returning to the superconducting constriction, if we assume that left lead's order parameter is given by $\Delta_{L}=|\Delta|$ and the right lead's by $\Delta_{R}=|\Delta| e^{i \varphi}$, such that there is a phase difference between the bulk leads of $\varphi$. The lowest energy current carrying solution is a linear drop of the phase along the constriction [65]

$$
\begin{equation*}
\Delta(x)=|\Delta| e^{i \varphi x / L} \tag{6.30}
\end{equation*}
$$

such that the current flow is along the entire constriction - we denote this by the linear solution. However, as noted in Ref [66], there is another solution for the condensate along the constriction where the phase drop appears as a step function

$$
\begin{equation*}
\Delta(x)=|\Delta| e^{i \Theta(x-L / 2)} \tag{6.31}
\end{equation*}
$$

As a result, the current flow is localised to only a small region of the wire - this is known as, for reasons that will be explained later, the solitonic solution.

### 6.3.1.1 Initial guess for order parameter in each solution

As we are utilising a self-consistent procedure to compute the two different current solutions, we must supply appropriate initial guesses such that the self-consistent procedure converges to the different solutions. To construct such guesses, we must consider the nature of the solutions themselves.

For simplicity, we assume that the constriction has length $L$ and set $\varphi=0$ such that there is no phase difference between the bulk leads. As a result, the linear solution can be given by the constant solution $\Delta_{\text {linear }}(x)=|\Delta|$. However, as $\varphi$ is a phase variable then the order parameter in the constrictions has an entire family of solutions given by

$$
\begin{equation*}
\Delta_{k}(x)=|\Delta| e^{i 2 k \pi x / L} \tag{6.32}
\end{equation*}
$$

Although for $k>0$ these states are energetically unfavourable due to the higher current density, they satisfy the required boundary condition that $\arg (\Delta(L))-$ $\arg (\Delta(0))=0$; the difference between the solutions is that they each wind around the $x$-axis $k$ times. We do not prove it here, but this winding number is a topologically protected quantity such that for small deformations in the order parameter, this winding number is unchanged ${ }^{4}$. This inherently gives rise to topological defects - also known as topological solitons - which are solutions to the order parameter separating the topologically distinct winding solutions. We can illustrate the free energy as a function of the condensate phase $\chi$ in Fig. 6.13.

Langer and Ambegaokar in Ref [66] determined analytic results for the solitonic solution across an ideal one-dimensional constriction. Using their results, we plot
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Figure 6.13: Illustrative diagram of the free energy surface of the superconducting filament. The global minima occurs at $\chi=0$, as indicated by the purple dot, there is also a local minima occurring at $\chi=(2 \pi) / L$, indicated by the blue dot. We have drawn a path traversing from the global minima to the nearest local minima; in doing so we have passed through a meta-stable saddle point solution - illustrated by the brown dot. The value of the order parameter within the constriction decomposed into its magnitude $|\Delta|$ and phase $\chi$ at each of the points of interest: the global minima, the saddle point, and the local minima.
the magnitude and phase of the order parameter at each of the three points marked in Fig. 6.13 - namely, the global minima, the solitonic solution, and a local minima. The most striking observation of Fig. 6.13 is the jump in condensate phase corresponds to the diminishment of the order parameter within the solitonic solution. Due to the highly localised current flow, the energy density is large enough to break the Cooper pairs resulting in a localised reduction of $|\Delta|$ in an effect known as the depairing current [60]. Regardless, for an initial guess for the order parameter in the solitonic solution we can approximate the jump in phase by a simple step function, and the drop in magnitude by a simple triangle-wave. The initial guesses for the linear solutions are much simpler due to the constant gradient in the phase and the constant magnitude of the order parameter.

### 6.3.1.2 Tuning the numerical model

We now explicitly consider the device depicted in Fig. 6.12 - namely, a pair of large semi-infinite superconducting leads connected by a long 1D superconducting constriction. As in Ref [64], we set $\epsilon=\mu=0$ throughout the system such that dynamics for a bare electron at some energy $E$ is equivalent that of a hole at the same energy. Additionally, such that a step function order parameter is not a reasonable approximation, we must work in a long junction limit such that $L \gg \xi$ [60]. To do this end, we set $\Delta / t=0.1$ such that $\xi \sim 10$, and let $L=80$. Finally, such that the leads act as effective reservoirs of phase we set their width to be 25 lattice sites such that the order parameter converges to the required bulk value.

Additionally, we arbitrarily set the bulk phase difference across the junction to be $\varphi=1.05 \pi$ such that the left lead has order parameter $\Delta=|\Delta|$ and the right has $\Delta=|\Delta| e^{1.05 \pi}$. Letting the constriction lie along the $x$-axis, to converge to the 'linear' solution we choose as an initial guess for the order parameter as

$$
\begin{equation*}
\Delta_{\text {linear }}(x)=|\Delta| \exp \left[i \frac{1.05 \pi x}{L}\right] \tag{6.33}
\end{equation*}
$$

To converge to the 'solitonic' solution, the initial guess for the order parameter within the constriction is

$$
\begin{equation*}
\Delta_{\text {solitonic }}(x)=|\Delta| \min \left(\left|\frac{2 x}{L}-1\right|, 1\right) \exp \left[i 1.05 \pi \theta\left(x-\frac{L}{2}\right)\right] \tag{6.34}
\end{equation*}
$$

where $\theta(x)$ is the usual unit step function. With these two initial guesses, we can now undergo the procedure outlined in Section 6.3 to determine the self-consistent solutions for the order parameter. In doing so, after $\sim 10^{2}$ iterations we reach numerical convergence and find two different solutions for the order parameter; we plot the results for the resulting magnitude and phase in Figs. 6.14 and 6.15 respectively. Note to test robustness of the converged solutions we perturbed the initial guesses and they still converged to the same solution up to numerical precision.

Visually, the two converged solutions have characteristics highly reminiscent of their idealised initial guesses. This is particularly visible in Fig. 6.14 where the magnitude of the order parameter across the constriction oscillates around the constant bulk value, whilst in the solitonic solution the magnitude decays to nearly zero at the centre of the constriction. Similarly, for the phase of the order parameter across the constriction in Fig. 6.15, we note that the phase linearly varies from 0 to $1.05 \pi$ whilst in the solitonic solution the phase oscillates around a step function. As these converged solution are stable under perturbations of the initial guesses, and qualitatively agree with the existing literature (see Refs $[64,68]$ ) then this validates the self-consistent procedure.

Considering Fig. 6.14 we note the appearance of ripples in the magnitude of the order parameter within the leads. These were first observed in Ref [69] and correspond to constructive interference along semi-classical ballistic trajectories; in the absence of scattering sites waves originating from the leads will scatter against the constriction and produce interference patterns. Furthermore, in all plots we note spatial oscillations with a wavelength of $2 a$, the smallest resolvable oscillations. These oscillations are seen in Refs [68] and [64], and are attributed to Friedel oscillations which would indeed have a wavelength of $\lambda_{F} / 2=2 a$ - exactly as observed here. Indeed, the period and decay of the oscillations in the magnitude of the order parameter across the constriction in the linear solution appears identical to Friedel oscillations observed in Ref [70] within the context of linear drops in the chemical potential of disordered chains; this gives weight to the argument that the condensate scatters when incident upon the constriction [71]. Contrastingly, within the solitonic solution, the decay of the oscillations does not seem to be localised around
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Figure 6.14: Magnitude of the converged self-consistent order parameter within the superconducting constriction. The top two colour-plots plot the magnitude of the order parameter over the entire device for both the linear and the solitonic solutions normalised by the bulk order magnitude. In the lower line-plot we plot the magnitude across just the centreline - through the constriction - for both solutions. In this figure we can see that in both solutions the magnitude of the order parameter converges to the bulk value as expected. Similar results were obtained in Ref [64].
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Figure 6.15: Phase of the converged self-consistent order parameter within the superconducting constriction. The top two colour-plots plot the complex phase $\chi$ of the order parameter over the entire device for both the linear and the solitonic solutions. In the lower line-plot we plot just the phase across the centreline - through the constriction for both solutions. As with Fig. 6.14, although the two solutions exhibit very different behaviour we see that the phase $\chi$ approaches the correct bulk values as required. Similar results were obtained in Ref [64].
the constriction, but rather at the centre of the device; furthermore this decay does not appear to be exponential as expected within a Friedel model. As a result, it is difficult to prescribe a physical origin to the oscillations observed in the solitonic solution.

### 6.4 Simulating junctions under an external magnetic field

Thus far in the work we have retained spin-degeneracy in our simulations by ignoring any spin-dependent fields. We now consider the case of a superconducting-normalsuperconducting Josephson junction - a normal material sandwiched between two superconductors - where an external magnetic field is applied to the normal region.

### 6.4.1 Dynamics of a junction in a magnetic field

In Section 6.2.1 we computed the bound state density and current through clean and dirty Josephson junctions in the absence of magnetic fields. In those cases the current was carried entirely by two Andreev bound states (ABS) which were labelled by either right moving or left moving states. However, when we include spin into our system, we must now understand how this extra degree of freedom effects the resulting ABS.

To this end, we write the Hamiltonian for the pure nanowire under an external magnetic field along the $z$-axis - ignoring for now any superconductivity - as

$$
\begin{equation*}
H=\int \mathrm{d} \mathbf{x} \psi^{\dagger}(x)\left[-\frac{\hbar^{2}}{2 m_{e}} \nabla^{2}+U_{0} a \delta(\mathbf{x})-g \mu_{B} B \sigma_{z}-\mu\right] \psi(x) \tag{6.35}
\end{equation*}
$$

We also assume that the dominant energy scale is set by the chemical potential $\mu \gg \Delta, U_{0}, g \mu_{B} B$, such that we can still linearise the normal-state dispersion relation around the Fermi wavevectors $k_{F}$. This is illustrated in Fig. 6.16. Note the fact that $\mu \gg \Delta$ implies we are still working in the Andreev approximation regime. Repeating the procedure outlined in Section 6.2.2, to order $\mathcal{O}\left(k_{F}\right)$, we can rewrite the Hamiltonian for the bare nanowire as

$$
\begin{align*}
H & =\int \mathrm{d} \mathbf{x} \psi_{L}^{\dagger}(x)\left[i \hbar v_{F} \partial_{x}+U_{0} \delta(\mathbf{x})-g \mu_{B} B \sigma_{z}\right] \psi_{L}(x) \\
& +\int \mathrm{d} \mathbf{x} \psi_{R}^{\dagger}(x)\left[-i \hbar v_{F} \partial_{x}+U_{0} \delta(\mathbf{x})-g \mu_{B} B \sigma_{z}\right] \psi_{R}(x)  \tag{6.36}\\
& +U_{0}\left(\psi_{L}^{\dagger}(0) \psi_{R}(0)+\psi_{R}^{\dagger}(0) \psi_{L}(0)\right) .
\end{align*}
$$

Motivated by Fig. 6.16, we now introduce the interior spinor by

$$
\begin{equation*}
\psi_{\mathrm{in}}=\binom{\psi_{R_{\downarrow}}}{\psi_{L \downarrow}}, \tag{6.37}
\end{equation*}
$$



Figure 6.16: Dispersion relation of nanowire under an external magnetic field. The colour-bar depicts the curvature of the dispersion relation: a negative slope corresponds to left-moving states, whilst a positive slope corresponds to right-moving states. By zooming in on the dispersion over a small energy range around the Fermi level we see the presence of an inner mode and an outer mode, each consisting of a right-moving and left-moving state. Essentially the spin-degenerate states of Fig. 6.5 have been split by the external magnetic field.
and the exterior spinor by

$$
\begin{equation*}
\psi_{\mathrm{ext}}=\binom{\psi_{R \uparrow}}{\psi_{L \uparrow}} \tag{6.38}
\end{equation*}
$$

such that we can split the Hamiltonian into two decoupled Hamiltonians: $H=$ $H_{\text {in }}+H_{\text {ext }}$, where

$$
\begin{equation*}
H_{\mathrm{in}}=\int \mathrm{d} \mathbf{x} \psi_{\mathrm{in}}^{\dagger}(x)\left[-i \hbar v_{F} \partial_{x} \tau_{z}+U_{0}\left(I+\tau_{x}\right) \delta(\mathbf{x})-g \mu_{B} B\right] \psi_{\mathrm{in}}(x) \tag{6.39}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{\mathrm{ext}}=\int \mathrm{d} \mathbf{x} \psi_{\mathrm{ext}}^{\dagger}(x)\left[i \hbar v_{F} \partial_{x} \tau_{z}+U_{0}\left(I+\tau_{x}\right) \delta(\mathbf{x})+g \mu_{B} B\right] \psi_{\mathrm{ext}}(x) \tag{6.40}
\end{equation*}
$$

The main difference between Eq. (6.36) and Eqs. (6.39) and (6.40) is that we have decoupled the Hamiltonian from a pair of coupled left-moving and right-moving spinors into a pair of decoupled inner and exterior spinors. However, the scattering potential $U_{0}$ now mixes the left-moving and right-moving components of each spinor, but not the spinor's themselves; the scattering potential cannot perform spin-flips.

Denoting the inner and outer bands by energies of the inner and outer bands by $E_{ \pm}$respectively, the continuum dispersion relation is thusly modified as

$$
\begin{equation*}
E_{ \pm}=\frac{\hbar^{2} k^{2}}{2 m_{e}}-\mu \pm g \mu_{B} B \tag{6.41}
\end{equation*}
$$

Similarly, the respective Fermi wavevector $k_{F}$ for each band is given by

$$
\begin{align*}
k_{F}^{ \pm} & =\sqrt{\frac{2 m_{e} \mu}{\hbar^{2}} \mp \frac{2 m_{e} g \mu_{B} B}{\hbar^{2}}} \\
& =\sqrt{k_{F}^{2} \mp \frac{2 m_{e} g \mu_{B} B}{\hbar^{2}}}  \tag{6.42}\\
& \sim k_{F} \mp \frac{m_{e} g \mu_{B} B}{\hbar^{2} k_{F}}=k_{F} \mp \frac{g \mu_{B} B}{\hbar v_{F}}
\end{align*}
$$

where the last approximation assumes that $g \mu_{B} B \ll \frac{\hbar^{2} k_{F}}{2 m_{e}}$. As a result, we introduce a phase parameter $\theta_{B}$ to parametrise the strength of the magnetic field by

$$
\begin{equation*}
\theta_{B} \equiv \frac{2 g \mu_{B} B L}{\hbar v_{F}} . \tag{6.43}
\end{equation*}
$$

From Eq. (6.42), we can determine that $\theta_{B}$ corresponds to the phase the electrons and holes will pick up as they perform a round-trip of length $2 L$ in the normal region whilst under an external magnetic field [72].

### 6.4.2 Simulating clean junctions under an external magnetic field

We now simulate the dynamics of the one-dimensional junction under an external magnetic field. We utilise the same lattice parameters as in Section 6.2.3. With regard to the magnetic field, we tune the strength of the field $B$ such that $\theta_{B}$ in Eq. (6.43) varies from 0 to $\pi$. In Fig. 6.17 we plot the bound state density within the nanowire for a range of $\theta_{B}$.

Compared to the density of states shown in Fig. 6.6, we now see four bound states instead of two. This is as we no longer have spin degeneracy and are now observing both spin-up and spin-down and right-moving and left-moving states. Additionally, we see in Fig. 6.17 that as $\theta_{B}$ increases, the two bands move up and down relative to each other; this is simply the two spin-bands being Zeeman shifted. However, when $\theta_{B}=\pi$ the bands coalesce and are degenerate again. To understand this phenomena, we return to the description of ABS in Section 6.1.2: For energies $|E|>\Delta$ Andreev bound states of finite lifetime are present as they can tunnel into the superconductor. However, although the Zeeman shift pushes previously bound states out of the gap, it also necessarily cycles states from below the gap inside. As a result, the total number of bound states within the gap remains unchanged. When $\theta_{B}=\pi$, an Andreev state below the Fermi level has now been brought up in energy such that it is degenerate with the initial state, which itself has been pushed up in energy such that it has finite lifetime and no longer bound.

In Fig. 6.18 we plot the current for each of the applied external magnetic fields at zero temperature. The most startling result is the appearance of a $\pi$ phase shift in the current-phase relationship when $\theta_{B}=\pi$. Indeed this effect was first


Figure 6.17: Heatmap of the $\log$ of the total density of states $D(\varphi, E)$ as a function the phase difference $\varphi$ and energy $E$ for a range of magnetic field strengths parametrised by $\theta_{B}$ from Eq. (6.43). Similar results were observed in Ref [72].


Figure 6.18: Supercurrent through a one-dimensional clean Josephson junction under an external magnetic field at zero temperature. The different plots overlaid correspond to a different external magnetic field strength $B$ which is parametrised through the angle $\theta_{B}$. Similar results were observed in Ref [72].


Figure 6.19: Supercurrent through a one-dimensional clean Josephson junction under an external magnetic field at a temperature of $T=\Delta\left(2 k_{B}\right)^{-1}$. The different plots overlaid correspond to a different external magnetic field strength $B$ which is parametrised through the angle $\theta_{B}$.
clearly predicted in Ref [73] and observed experimentally in Refs [74, 75]. The appearance of this result can be inferred from Fig. 6.17 alone: as we are working at zero temperature only states with energies below the Fermi level are occupied; initially for $\varphi<\pi$ this is a right-moving state carrying positive current, whilst for $\varphi>\pi$ this is a left-moving state carrying negative current. However, under the external magnetic field the states move relative to each other such that when $\theta_{B}=\pi$, for $\varphi<\pi$ now the left-moving state is below the Fermi-level, whilst for $\varphi>\pi$ the right-moving state is below the Fermi-level. As a result, we see a 'flip', or $\pi$-phase shift in the Josephson current as the direction of the current carrying states has flipped. Note that the discontinuities of the current are due to working at zero temperature; at finite temperature the Fermi function broadens the Fermi level such that states both above and below the Fermi level can be occupied. In this regime, current can be carried by both the left-moving and right-moving states resulting in a smoothing of the discontinuities. We plot the results for finite temperatures in Fig. 6.19.

In Fig. 6.19 we now observe the smooth sine wave and the pronounced $\pi$ phase flip as expected from conventional theory [72]. To probe the nature of these phase flips, we can parametrise the current phase relation by $I=I_{C}(B) \sin \left(\varphi+\varphi_{0}(B)\right)$, where $\varphi_{0}$ is the phase shift induced by the external magnetic field, and $I_{C}$ is the modified critical current. By sweeping the magnetic field strength, we can extract critical current and phase shifts which we plot in Fig. 6.20

In Fig. 6.20 we can observe oscillations in the critical current which were first predicted by Buzdin in Ref [73]. These oscillations in the critical current correspond


Figure 6.20: The critical current and phase shift induced by the external magnetic field. On the left the critical current drops when the phase shift experiences a $\pi$ flip as the current must pass through zero to experience a $\pi$-phase flip - with more precision we should see the critical current drop to zero at points of transition. Similar results were observed in Ref [72].
to the $\pi$-flips within the phase, as the current must necessarily go through zero to flip. It is only due to numerical imprecision that we do not see the critical current vanishing when the phase flips. We also observe that the phase shift $\varphi_{0}$ flip-flops between 0 and $\pi$ as we sweep through the external magnetic field strength. Note that the rounded transitions as we jump in phase is simply due to numerical imprecisions in parametrising the phase shift $\varphi_{0}$ at small critical currents.

### 6.4.3 Simulating dirty junctions under an external magnetic field

In Section 6.4.2 we observed that the magnetic field splits the Andreev bound states according to their spin, but did not couple the left-moving states with the rightmoving. However, in Eqs. (6.39) and (6.40) we noted that the inclusion of the scattering potential will indeed couple the left-moving and right-moving components of each spin-band.

We now repeat the simulation of Section 6.4.2 with the same lattice parameters except with the inclusion of a scattering potential within the nanowire. We also fix the external magnetic field such that $\theta_{B}=0.4 \pi$ and instead vary the scattering potential such that the transmission coefficient varies from 1 to 0.5 . We plot the resulting bound state densities in Fig. 6.21.


Figure 6.21: Heatmap of the $\log$ of the total density of states $D(\varphi, E)$ of a Josephson junction under an external magnetic field as a function the phase difference $\varphi$ and energy $E$ and for a range of transmission coefficients. For each plot the magnetic field is tuned such that $\theta_{B}=0.4 \pi$

From Fig. 6.21 we note that as the transmission decreases - and hence the coupling between the left and right moving states increases - we see an avoided crossing opening at $\varphi=\pi$ as the scattering potential is now coupling these states. This avoided crossing increases as the scattering potential increases due to the increased mixing of left-moving and right-moving states. Furthermore, we note that some of the crossings appear to remain degenerate; these are crossings of left-moving and right-moving states with different spin as the impurity is a spin-independent scatterer and cannot perform spin-flips. A final feature of note is that when the scattering potential is large enough, a gap forms within the ABS spectrum. To observe the effects of this gapped spectrum, we plot the current through the device for the varying transmissions in Fig. 6.22 - again working at zero temperature for clarity.

The prominent trend in the current-phase relations is that as the transmission coefficient decreases, the maximum current is reduced and the shape of the current is 'smoothed'. Indeed there is a competition between the external magnetic field which splits the two spin bands, and the scattering potential which opens an avoided crossing in the spectrum. However, for a large enough scattering strength we necessarily open a gap in the spectrum leading to only a single current carrying state being occupied at zero temperature. As a result, we transition from a $B$-field dominated device characterised by discontinuities in the current, to a scattering dominated regime with a smooth current as only a single mixed state is occupied


Figure 6.22: The zero-temperature supercurrent corresponding to Fig. 6.21 overlaid on the same axis. For each current, the colour indicate the transmission through that particular junction. An external magnetic field is applied in all of the plots such that $\theta_{B}=0.4 \pi$.
for any phase difference $\varphi$. At finite temperatures these effects are washed out and we simply see a sine wave which decays in amplitude as the scattering is increased.

## Chapter 7

## Anomalous Josephson current

The critical current between an ordinary and extraordinary superconductor is strongly dependent on the angle between the surface of the sample and the crystal axes... The minimum energy of the contact does not always correspond to the point $\varphi=0$.
-V.B. Geshkenbein and A.I. Larkin, The Josephson effect in superconductors with heavy fermions

## Chapter Summary

The purpose of this thesis is to outline the $S U(2)$ gauge covariant description of transport in non-equilibrium systems, and apply it to transport through Josephson junctions. Although we have mostly ignored spin to better clarify the preceding discussion, we now study the effects of spin dependent interactions on the transport; for brevity we will focus on transport through Josephson junctions possessing Rashba spin-orbit coupling under an external magnetic field. In this situation rather than observing a simple Josephson effect, we will observe anomalous current - the flow of current even at zero phase bias in the junction.

To study this, we will consider four separate physical systems: junctions with transverse sub-band mixing due to spin-orbit coupling, junctions with a spin-flipping term in the Hamiltonian, junctions containing disorder, and finally 'topological' junctions where the proximitised leads contain the effects of spin-orbit coupling which quantitatively changes the induced superconducting correlations. In each case we will study the appearance of the anomalous effect, and in the case of the junctions with disorder we will model experimental data probing the anomalous Josephson effect.


Figure 7.1: Nanowire Josephson junction where the red regions indicate the bulk superconducting leads, whilst the blue region depicts the nanowire. The axis is chosen such that $\hat{l}$ is the axis of transport, and $\hat{d}$ is normal to the substrate and hence the direction of the Rashba spin-orbit interaction.

### 7.1 Anomalous Josephson current

Given two superconductors with a phase difference of $\varphi$ separated by a weak-link, the usual Josephson effect states that a current proportional to $\sin (\varphi)$ will flow. In Section 6.4.2 we found that under an external magnetic field, the Josephson current could undergo a so-called $\pi$-flip and be proportional to $\sin (\varphi+\pi)$. However, as noted by Buzdin in Ref [76], if both time-reversal and spatial-inversion symmetry are broken within the junction then an arbitrary phase shift $\varphi_{0} \in(0, \pi)$ can be induced such that

$$
\begin{equation*}
I(\varphi) \propto \sin \left(\varphi+\varphi_{0}\right) \tag{7.1}
\end{equation*}
$$

This effect, known as the anomalous Josephson effect, has recently been experimentally measured in various different Josephson junction architectures [77, 78].

### 7.1.1 Origin of anomalous Josephson current

Before we study numerically the anomalous Josephson effect, we must derive the origin of the effect. We begin by considering a semiconducting nanowire on some substrate which two superconducting leads have been deposited onto. The axis is orientated such that the $l$-axis is parallel to the nanowire, and the $d$-axis is parallel to the normal of the substrate plane - see Fig. 7.1 for an illustration. As a result, the interfacial electric field between the nanowire and the substrate then points in the $d$-axis such that single particle Hamiltonian can be given by [31]

$$
\begin{equation*}
H_{\text {s.p. }}=-\frac{\hbar^{2}}{2 m_{e}} \nabla^{2}-i \alpha \nabla \cdot(\boldsymbol{\sigma} \times \hat{d})-\mu \tag{7.2}
\end{equation*}
$$

For this device, the eigenvectors of Eq. (7.2) are given by $|\Psi\rangle=e^{i k \hat{l} \cdot \mathbf{r}}|\chi\rangle$, where


Figure 7.2: Dispersion relation for a one-dimensional nanowire with spin-orbit coupling and setting $B=0$. The colour-bar depicts the curvature of the dispersion relation: a negative slope corresponds to left-moving states, whilst a positive slope corresponds to right-moving states. By looking at a small region around the Fermi level - generally $\mu \pm \Delta$ as this is the region where superconducting effects play a role - we note the presence of four separate bands: a pair of spin-up and spin-down left moving states, and a pair of right-moving spin-up and spin-down states. The point along the x -axis at which each state crosses the Fermi level defines the Fermi wavevector for each state.
$|\chi\rangle \equiv a|\uparrow\rangle+b|\downarrow\rangle$ for some coefficients $a$ and $b$, such that

$$
\begin{equation*}
H_{\text {s.p. }}|\Psi\rangle=\left[\frac{\hbar^{2} k^{2}}{2 m_{e}}+\alpha k \boldsymbol{\sigma} \cdot(\hat{d} \times \hat{l})-\mu\right]|\Psi\rangle=E|\Psi\rangle \tag{7.3}
\end{equation*}
$$

Rotating the spin-basis such that it is parallel to $\hat{l} \times \hat{d}$, we plot the dispersion relation of Eq. (7.3) in Fig. 7.2. The key observation is that by linearising the system around the Fermi level - exactly as done in Section 6.4.1 - we obtain four different states depending on the spin, and direction of travel, of the electron state; the Fermi wavevectors of these states are denoted by $k_{F, \uparrow / \downarrow}^{</>}$where $<$denotes leftmoving, whilst > right-moving.

As described in Section 6.1.2, the supercurrent through this device will be predominantly carried by Andreev bound states (ABS): bound states consisting of a counter-propagating electron and hole pair with different spins. As these states are constructed from the available electronic states, in the spin-orbit coupled nanowire they can either be constructed from the outer states - those with larger wavevector - of Fig. 7.2, or the inner states - those with smaller wavevector; this separation of inner and outer states was first introduced in Section 6.4 within the context of the $\pi$-flip. Furthermore, assuming we are working in the Andreev approximation such that $\Delta \gg \mu_{F}$, then from Eq. (6.7) an Andreev bound state constructed from, say, the outer states will not scatter into the inner states. For an 'outer' ABS, the total
phase shift of the electron and hole as they traverse the normal region of length $L$ - more simply the net phase they pick up as they cross the gap - is given by [72]

$$
\begin{equation*}
\phi_{\text {out }} \equiv L\left(k_{F, \uparrow}^{>}+k_{F, \downarrow}^{<}\right), \tag{7.4}
\end{equation*}
$$

whilst for an 'inner' bound state it is given by

$$
\begin{equation*}
\phi_{\mathrm{in}} \equiv L\left(k_{F, \uparrow}^{<}+k_{F, \downarrow}^{>}\right) . \tag{7.5}
\end{equation*}
$$

Letting $\gamma$ be some constant proportional to the ratio of the density of states of the outer ABS relative to the inner ABS then we can introduce another phase parameter

$$
\begin{equation*}
\phi \equiv \gamma \phi_{\mathrm{out}}+(1-\gamma) \phi_{\mathrm{in}}, \tag{7.6}
\end{equation*}
$$

which acts to measure the net phase picked up across the junction. This quantity - expressed in a slightly different form - was first introduced by Krive et al. in Ref [79] and further expanded upon by Yokoyama et al. in Ref [72].

Regarding anomalous current through the junction, we note that the ground state, and hence the state with no current flow, occurs when the phase gained by traversing the junction is completely compensated by the phase offset of the bulk leads [80]. As a result, if $\phi \neq 0$ then this implies a phase asymmetry in the junction such that the ABS will carry a net phase shift across the gap. For zero phase difference between the two bulk superconducting leads, this net phase gain is not offset and, as a result, anomalous current will flow.

### 7.1.2 Conditions for observing anomalous current

As discussed in Section 7.1.1, to observe an anomalous current the Andreev bound states (ABS) must carry a net phase $\phi$ across the junction. Although there are many possible ways one can enforce this, we shall focus on two general schemes which are very common in the literature: systems exhibiting dispersion relation asymmetry, and systems with a spin-flipping field.

### 7.1.2.1 Systems with a spin-flipping term

The minimal model exhibiting anomalous Josephson effects due to a spin-flipping term in the Hamiltonian is illustrated in Fig. 7.3. It consists of a one-dimensional system with spin-orbit interaction, exactly as discussed in Section 7.1.1, however, we now add a magnetic field in the plane perpendicular to $\hat{d}$. As described in Section 7.1.1, the strong spin-orbit interaction polarises the spins along the $\hat{l} \times \hat{d}$ axis, hence the component of the magnetic field along the $\hat{l}$ axis acts to tilt the spins, and will induce spin-flips in the system. For a discrete model, we plot the numerical dispersion relation for a nanowire with the inclusion of the spin-flipping field in Fig. 7.4


Figure 7.3: Schematic of the minimal model exhibiting anomalous current due to a spinflipping term. The 1D nanowire wire is aligned along the $\hat{l}$ direction, whilst the Rashba spin-orbit interaction points along the perpendicular $\hat{d}$ direction. The magnetic field has some component in both the $\hat{l}$ and the $\hat{l} \times \hat{d}$ axis.


Figure 7.4: Dispersion relation corresponding to the device in Fig. 7.3. In grey we have plotted the dispersion relation where $B=0$, exactly as plotted in Fig. 7.2. By linearising the states around the Fermi level, we can see that the inner spinors have been coupled by the inclusion of the magnetic field perpendicular to the spin-polarisation axis.

The consequence of the spin-flipping term, as visible in Fig. 7.4, is the opening of an avoided crossing in the dispersion relation between the inner states of opposite spin. By positioning the Fermi level within this gap, we reduce the density of states of the inner states, as left-moving spin-up electrons will now couple with rightmoving spin-down electrons to form standing waves within the device [59]. Letting $k_{F}$ and $k_{\alpha}$ correspond to the characteristic wavevectors of the Fermi level and the spin-orbit interaction respectively, then the component of the magnetic field aligned with the spins shifts the Fermi wavevectors such that [72]

$$
\begin{array}{ll}
k_{F, \uparrow}^{>}=-k_{F}-k_{\alpha}+\frac{g \mu_{B} B}{\hbar v_{F}} & k_{F, \downarrow}^{<}=k_{F}+k_{\alpha}+\frac{g \mu_{B} B}{\hbar v_{F}} \\
k_{F, \uparrow}^{<}=-k_{F}+k_{\alpha}-\frac{g \mu_{B} B}{\hbar v_{F}} & k_{F, \downarrow}^{>}=k_{F}-k_{\alpha}-\frac{g \mu_{B} B}{\hbar v_{F}} \tag{7.7}
\end{array}
$$

As a result, the phases picked up by the inner and outer ABS are given by $\phi_{\text {out }}=$ $-\phi_{\text {in }}=\frac{2 g \mu_{B} B}{\hbar v_{F}}$. Using Eq. (7.6), the net phase across the junction is given by

$$
\begin{equation*}
\phi=(2 \gamma-1) \frac{2 g \mu_{B} B}{\hbar v_{F}}, \tag{7.8}
\end{equation*}
$$

where $\gamma$ is proportional to the ratio of the density of states of the inner and the outer states. Critically, the spin-flipping term modulates the density of the inner states such that $\gamma \neq \frac{1}{2}$. As a result $\phi \neq 0$, and a net phase is picked up as Andreev bound states traverse the normal region; this will lead to an anomalous Josephson current.

### 7.1.2.2 Systems with dispersion relation asymmetry



Figure 7.5: Schematic of the minimal model exhibiting anomalous current due to a dispersion relation asymmetry. Note that the nanowire is now a 2D lattice such that we have transverse sub-bands. The magnetic field now points completely in the $\hat{l} \times \hat{d}$ direction.

The minimal model exhibiting anomalous Josephson effects due to dispersion relation asymmetry is illustrated in Fig. 7.5. Note that the lattice corresponding to the nanowire must be two-dimensional, containing lattice sites along both the axis of transport $\hat{l}$, and along the spin-polarisation axis $\hat{l} \times \hat{d}$, and we have also applied a magnetic field along the $\hat{l} \times \hat{d}$ axis. Due to the confinement along the $\hat{l} \times \hat{d}$ axis, our system will possess transverse sub-bands states. Critically, the Rashba spin-orbit interaction will couple different sub-bands of opposite spin and produce asymmetry in the resulting bandstructure. As an example, we plot the band-structure for a system possessing two sub-bands in Fig. 7.6 - see Appendix C. 2 for a description of this calculation.

Ignoring for now the external magnetic field, the sub-band coupling heavily modulates the inner states, whilst leaving the outer states mostly invariant - this can be clearly seen in the inset of Fig. 7.6. As a result, the Fermi velocity of the outer states $v_{F, \text { out }}$, which can be well approximated by the initial Fermi velocity $v_{F}$, can be distinguished from the Fermi velocity of the inner states $v_{F, \text { in }}$. When we include the effects of the magnetic field along the $\hat{l} \times \hat{d}$ direction, we can rewrite Eq. (7.7)


Figure 7.6: Dispersion relation corresponding to Fig. 7.5. On the full bandstructure on the left, the parabolas in grey correspond to the dispersion relation in the absence of spin-orbit coupling; we see that they consist of two sets of parabolas shifted in energy these are the transverse subbands. The spin-orbit coupling mixes the subbands of different spin, however, by linearising the states around the Fermi level we only notice a shift in the wavevectors of the inner spinor.
as [72]

$$
\begin{array}{ll}
k_{F, \uparrow}^{>}=-k_{F}-k_{\alpha}+\frac{g \mu_{B} B}{\hbar v_{F, \text { out }}} & k_{F, \downarrow}^{<}=k_{F}+k_{\alpha}+\frac{g \mu_{B} B}{\hbar v_{F, \text { out }}} \\
k_{F, \uparrow}^{<}=-k_{F}+k_{\alpha}-\frac{g \mu_{B} B}{\hbar v_{F, \text { in }}} & k_{F, \downarrow}^{>}=k_{F}-k_{\alpha}-\frac{g \mu_{B} B}{\hbar v_{F, \text { in }}} \tag{7.9}
\end{array}
$$

such that $\phi=\frac{g \mu_{B} B L}{2 \hbar}\left(v_{F, \text { out }}^{-1}-v_{F, \text { in }}^{-1}\right)$. Once again, as $\phi \neq 0$ we expect to observe anomalous current.

To conclude, to observe an anomalous Josephson effect within devices possessing some Rashba-spin orbit coupling we must apply an external magnetic field such that

$$
\begin{equation*}
(\hat{l} \times \hat{d}) \cdot \hat{B} \neq 0 \tag{7.10}
\end{equation*}
$$

Although Eq. (7.10) is the oft-cited condition that must be met such that one will measure an anomalous Josephson effect (see Refs $[6,76,78,81]$ ) we note that although Eq. (7.10) must be met, it is not, by itself, sufficient. Indeed we must still introduce some asymmetry between the inner and outer states; either by mixing sub-bands to induce Fermi velocity asymmetry between the inner and outer states as in Fig. 7.6, or by coupling the inner states with a magnetic field with some component perpendicular to $\hat{l} \times \hat{d}$ as in Fig. 7.4. For a superconducting constriction the argument is outlined in Appendix C.3, however, the idea is the same in that we simply require a net phase pickup across the junction.

### 7.2 Simulating anomalous Josephson current

As described in Section 7.1.1, the origin of the anomalous Josephson effect - current flow at zero phase bias of the bulk superconductors - is due to the interplay between
spin-orbit coupling and an external magnetic field. We now look to simulating the effect numerically for the cases outlined in Section 7.1.2 - namely, systems with dispersion asymmetry and systems with a spin-flipping term. To clarify the current section, we will ignore the effects of any spin effects in the superconducting leads leaving this discussion for Section 7.4.

### 7.2.1 Discretised Hamiltonian for both systems

For the remainder of this section we will be considering the physical device pictured in Fig. 7.1; a semiconducting nanowire on some substrate which two superconducting leads have been deposited onto. We assume that the device is two-dimensional where the central region has length denoted by $L$ and width by $W$. The axis is orientated such that the $x$-axis is parallel to the nanowire and the $y$-axis is normal to the substrate plane. As a result, the interfacial electric field between the nanowire and the substrate then points in the $z$-axis such that the Rashba spin-orbit term can be given by [31]

$$
\begin{equation*}
H_{\text {spin-orbit }}=\frac{\alpha_{R}}{\hbar}(\hat{z} \times \hat{\mathbf{p}}) \cdot \boldsymbol{\sigma} . \tag{7.11}
\end{equation*}
$$

As for the external magnetic field, we assume it is applied solely in the $x z$-plane and is parameterised by an angle $\theta$. Considering these assumptions, we can use Section 3.3.1 to write the full Hamiltonian for the proximitised nanowire as

$$
H=\int \mathrm{d} x\left(\begin{array}{ll}
\psi^{\dagger}(x) & \psi^{\top}(x)
\end{array}\right)\left(\begin{array}{cc}
H_{\text {nanowire }} & i \Delta S(x) \sigma_{y}  \tag{7.12}\\
-i \Delta^{*} S(x) \sigma_{y} & -H_{\text {nanowire }}^{*}
\end{array}\right)\binom{\psi(x)}{\psi^{*}(x)}
$$

where

$$
\begin{equation*}
H_{\text {nanowire }}=\frac{\hat{\mathbf{p}}^{2}}{2 m_{e}}+(1-S(x))\left(i \alpha \hat{p}_{x} \sigma_{z}-i \alpha \hat{p}_{z} \sigma_{x}-g \mu_{B} \mathbf{B} \cdot \boldsymbol{\sigma}\right)-\mu \tag{7.13}
\end{equation*}
$$

describes the single particle Hamiltonian for the isolated nanowire with Rashba spin-orbit coupling and an externally applied magnetic field, and

$$
\begin{equation*}
S(x) \equiv \Theta(-x-L / 2)+\Theta(x-L / 2) \tag{7.14}
\end{equation*}
$$

acts as a generalised step-function to turn terms of the Hamiltonian off and on in different regions of the device $-\Theta(x)$ is the usual Heaviside step-function.

Concerning the discretised Hamiltonian, as in Section 6.2.1 we separate the device into three distinct regions: the left lead, the central region, and the right lead. In the left and right leads we assume a homogenous superconductivity with no external magnetic field or spin-orbit terms. This is in contrast to the central region which we assume to be non-superconducting and with some intrinsic spin-orbit coupling. As a result, for the left lead $L$, and the right lead $R$, we assume the same

Hamiltonian utilised in Section 6.2.1, namely:

$$
\begin{align*}
H_{L / R} & =\sum_{\alpha \in L / R}\left(\psi_{\alpha}^{\dagger}\left(t^{\prime}\right)[\epsilon-\mu] \psi_{\alpha}\left(t^{\prime}\right)+\psi_{\alpha}^{\dagger}\left(t^{\prime}\right) \Delta_{\alpha} \psi_{\alpha}^{*}\left(t^{\prime}\right)+\psi_{\alpha}^{\top}\left(t^{\prime}\right) \Delta_{\alpha}^{\dagger} \psi_{\alpha}\left(t^{\prime}\right)\right) \\
& -t \sum_{\langle\alpha, \beta\rangle \in L / R}\left(\psi_{\alpha}^{\dagger} \psi_{\beta}\left(t^{\prime}\right)+\psi_{\beta}^{\dagger} \psi_{\alpha}\left(t^{\prime}\right)\right) \tag{7.15}
\end{align*}
$$

where $\alpha \in L / R$ sums over all lattice sites in the respective lead and $\langle\cdots\rangle$ implies summing over nearest neighbours in each lead. For the central region, we set $\Delta=0$ such that the material is non-superconducting, and include the term

$$
\begin{equation*}
H_{\mathbf{B}}=\sum_{\mathbf{x} \in C} \psi_{\mathbf{x}}^{\dagger} g \mu_{B} \mathbf{B}(x) \cdot \boldsymbol{\sigma} \psi_{\mathbf{x}} \tag{7.16}
\end{equation*}
$$

where $\mathbf{x} \in C$ denotes summing over all sites in the central region, to include the effects of the magnetic field. We recall the useful phase parameter $\theta_{B}$ introduced in Section 6.4 to parametrise the phase shift induced by the external magnetic field:

$$
\begin{equation*}
\theta_{B} \equiv \frac{2 g \mu_{B} B L}{\hbar v_{F}} \tag{7.17}
\end{equation*}
$$

in general we will refer to $\theta_{B}$ rather than the explicit value for $\mathbf{B}$. Using Section 4.1.5 to include the effect of the Rashba spin-orbit coupling, we add spin dependent phase shifts to the hopping parameters as per

$$
\begin{align*}
t_{\left(n_{x}, n_{z}\right),\left(n_{x}+1, n_{z}\right)} & \rightarrow t_{\left(n_{x}, n_{z}\right),\left(n_{x}+1, n_{z}\right)} \exp \left[-\frac{i a m_{e} \alpha_{R}}{\hbar^{2}} \sigma_{z}\right]  \tag{7.18}\\
t_{\left(n_{x}, n_{z}\right),\left(n_{x}, n_{z}+1\right)} & \rightarrow t_{\left(n_{x}, n_{z}\right),\left(n_{x}, n_{z}+1\right)} \exp \left[\frac{i a m_{e} \alpha_{R}}{\hbar^{2}} \sigma_{x}\right] .
\end{align*}
$$

### 7.2.2 Model with dispersion relation asymmetry

As described in Section 7.1.1, to induce an anomalous Josephson effect we must include some asymmetry within the system. One possibility outlined was the inclusion of Fermi velocity asymmetry between the inner and outer spinors - a model for this is depicted in Fig. 7.5, where the transverse sub-bands couple with the spin-orbit coupling to induce Fermi velocity asymmetry. To this end, in this section we set $n_{z}=8$ such that our simulation is two-dimensional, yet set $\lambda_{F}=16 a$ such that the device has the same physics as a one-dimensional wire ${ }^{1}$. Finally, unless otherwise stated we set the temperature to be $T=150 \mathrm{mK}$.

[^19]Given a two-dimensional device in the $x z$-plane with a spin-orbit vector pointing in the $\hat{y}$-axis, we can write the single-particle Hamiltonian as

$$
\begin{equation*}
H_{\text {s.p. }}=\frac{\mathbf{p}^{2}}{2 m_{e}}+i \alpha p_{x} \sigma_{z}-i \alpha p_{z} \sigma_{x}-\mu \tag{7.19}
\end{equation*}
$$

Here we see how the spin-orbit terms - those linear in momentum - couple the $x$ and $z$ components of the electron's momentum through its spin. As a result, assuming that $n_{z} \ll n_{x}$ such that the direction of transport is along the $x$-axis, then the dispersion relation for the $x$-component of the momentum will have coupled subbands - we plot an example for two transverse bands in Fig. 7.6. See Appendix C. 2 for a more in-depth analysis of the effect of this sub-band mixing.

To observe an anomalous current we must satisfy the condition of Eq. (7.10) that

$$
\begin{equation*}
(\hat{x} \times \hat{y}) \cdot \hat{B} \neq 0 \tag{7.20}
\end{equation*}
$$

As a result, we set $\mathbf{B}=B \hat{z}$ such that the magnetic field is identically aligned with the vector perpendicular to both the axis of transport $x$ and the spin-orbit direction $\hat{y}$. Using the lattice parameters outlined in Section 7.2.1, we sweep the strength of the externally applied magnetic field by varying $\theta_{B}$ from 0 to $5 \pi / 4$. To begin, we compute the density of states of the two-dimensional device using the procedures outlined in Section 6.2.1. We plot the results in Fig. 7.7.

In Fig. 7.7 we can see the familiar band-splitting due to the Zeeman field which was explained in Section 6.4, however, we now see that the bands are not just being shifted vertically in energy, but also horizontally as a function of the phase difference $\varphi$ across the junction. To explore the consequences of this shift in the bound state density, we plot the current-phase relation in Fig. 7.8.

The striking feature of this plot is that as the magnetic field increases, we see phase shifts in the resulting Josephson current - rather than observing zero current at $\varphi=0$ we observe zero current at $\varphi=-\varphi_{0}$. This is the predicted anomalous Josephson current predicted to exist in this device due to the sub-band mixing and the external magnetic field. As discussed in Section 7.1.1, we can parametrise the anomalous Josephson current as

$$
\begin{equation*}
I(\varphi)=I_{C}(B) \sin \left(\varphi+\varphi_{0}(B)\right) \tag{7.21}
\end{equation*}
$$

where $\varphi_{0}$ is the phase shift and $I_{C}$ is the change in critical current. By sweeping $\theta_{B}$ from 0 to $2 \pi$ we can extract the critical current $I_{C}$ and the phase shift $\varphi_{0}$ which we plot in Fig. 7.9.

This analysis was first done for systems exhibiting Fermi velocity asymmetry due to sub-band asymmetry in Ref [72] where they observed the same oscillations in the critical current and the jumps in the phase shift $\varphi_{0}$ as in Fig. 7.9. To validate that the induced phase shift is due to Eq. (7.10) in combination with the sub-band mixing, we set $\mathbf{B}=B \hat{x}$ whilst maintaining sub-band mixing and observed no anomalous


Figure 7.7: Heatmap of the logarithm of the total density of states $D(\varphi, E)$ as a function the phase difference $\varphi$ and energy $E$ for a two-dimensional device with Rashba spin-orbit coupling. A magnetic field is applied in the $z$-axis - the axis of spin-polarisation induced by the spin-orbit coupling - such that the induced phase shift varies from 0 to $5 \pi / 4$. Similar results were observed in Ref [72].
physics. Setting $\mathbf{B}=B \hat{y}$ but removing the term $i \alpha p_{z} \sigma_{x}$ from the Hamiltonian, also resulted in no anomalous current.

### 7.2.3 Model with a spin-flipping term

In Section 7.2 .2 we introduced Fermi velocity asymmetry through sub-bands coupling which allowed for the observation of an anomalous Josephson effect. However, in Section 7.1.2 we noted that one could also observe the same physics by considering a one-dimensional system with a component of the magnetic field perpendicular to the spin-polarisation axis. This is depicted in Fig. 7.3.

To study this, we consider the same lattice model as outlined in Section 7.2.1, except we now set $n_{z}=1$ such that the device is purely one-dimensional and there is no possibility of sub-band coupling. Furthermore, we generalise the magnetic field such that it is given by

$$
\mathbf{B}=\left(\begin{array}{lll}
B_{x} & 0 & B_{z}
\end{array}\right)=B\left(\begin{array}{lll}
\cos (\theta) & 0 & \sin (\theta) \tag{7.22}
\end{array}\right) .
$$

In this manner we still meet the condition of Eq. (7.10) necessary to observe the anomalous Josephson effect; the $B_{z}$ term is aligned with the spin-orbit polarisation and acts to drive the anomalous current, whilst the $B_{x}$ component tilts the spin direction and opens an avoided crossing in the spectrum as depicted in Fig. 7.4. We


Figure 7.8: Current phase relation for a two-dimensional device with Rashba spin-orbit coupling at $T=150 \mathrm{mK}$. A magnetic field is applied in the $z$-axis - the axis of spinpolarisation induced by the spin-orbit coupling - such that the induced phase shift varies from 0 to $5 \pi / 4$. The corresponding bound states which carry the current are shown in Fig. 7.7. Similar results were observed in Ref [72].
still use the parameter $\theta_{B}$ to parametrise the magnetic field strength, however, we now define it such that it considers only the magnetic field along the $\hat{z}$-axis:

$$
\begin{equation*}
\theta_{B_{z}} \equiv \frac{2 g \mu_{B} B_{z} L}{\hbar v_{F}} . \tag{7.23}
\end{equation*}
$$

To tune the Fermi level such that it is placed between the avoided crossing induced by the spin-tilting $B_{x}$ field, we swept the value for the Fermi level till we saw the most pronounced Josephson effect; this ending up being when $\mu=\epsilon_{\alpha}$. By setting $g \mu_{B} B_{z}=10 \Delta$ and varying $\theta_{B_{z}}$ from 0 to $5 \pi / 4$, we plot the resulting density of states in Fig. 7.10.

In Fig. 7.10 the ABS have been split into distinct inner and outer bands, each consisting of two bound states themselves. Furthermore, by changing the magnetic field strength the two bands do not cross. Although, under the external magnetic field the two bound states of the inner band do move up and down relative to each other - reminiscent of Fig. 6.17 - we note that the outer band seems to be shifted horizontally in phase, albeit in a somewhat asymmetric fashion. To probe the consequences of this, working at $T=150 \mathrm{mK}$ we plot the resulting supercurrent in Fig. 7.11.

Within Fig. 7.11 the anomalous Josephson effect is apparent as we see the sinusoid shifting to the left in phase. As in Section 7.2.2, we can parametrise the shifted sine wave using Eq. (7.21). In doing so we plot the extracted critical current and phase shift $\varphi_{0}$ in Fig. 7.12


Figure 7.9: Extracted values for the critical current $I_{C}$ and anomalous phase shift $\varphi_{0}$ as we vary the magnetic field applied along the $z$-axis to a two-dimensional Josephson junction with Rashba spin-orbit coupling. The sub-band mixing induced by the spin-orbit coupling combined with the magnetic field aligned with the spins drives the anomalous current.

Although there are quantitative differences between Fig. 7.12 and Fig. 7.9, they do share qualitative features - namely, a critical current and phase shift which oscillates with the external magnetic field.

### 7.3 Modelling an experimental device

Thus far we have validated our results by comparing to a range of different theoretical results from a range of groups using different computational techniques. However, although we have reproduced many of the 'classic' Josephson junction results, such as the sinusoidal Josephson relation of Fig. 6.8, or the $\pi$ phase flip of Fig. 6.19, many of which have been found experimentally by different groups, we have not yet modelled experimental data using our numerical model. To this end, we will consider a recent experiment performed by Strambini et al. (see Ref [78] for the published results) where they observe a Josephson junction 'battery' which converts an external magnetic field passing through a material possessing some Rashba spinorbit coupling into a phase bias across the superconducting leads.

### 7.3.1 Review of experiment

In the actual experiment, they made use of a superconducting quantum interference device (SQUID) to measure the phase shift in the Josephson junction, however, for brevity we will outline only the salient features of the device relative to this thesis.


Figure 7.10: Heatmap of the $\log$ of the total density of states $D(\varphi, E)$ through a onedimensional Josephson junction as a function the phase difference $\varphi$ and energy $E$. We apply a magnetic field of strength $g \mu_{B} B_{x}=10 \Delta$ in the $x$-axis and tune the magnetic field strength in the $z$-axis such that $\theta_{B_{z}}$ varies from 0 to $5 \pi / 4$. We also set $\mu=\epsilon_{\alpha}$ to best observe the anomalous Josephson effect.

To this end, the device in question can be well modelled by Fig. 7.13: two trivial aluminium superconducting leads separating a InAs nanowire possessing some Rashba spin-orbit coupling with an external magnetic field applied. In the experiment the nanowire penetrates several coherence lengths into the superconductor thus a sharp transition between the superconducting leads and the normal region is not realistic, but rather we must include an 'intermediate' region where the nanowire experiences a proximity induced pairing potential. This intermediate region sandwiches a normal region, which as usual, possesses no order parameter. The values of the different terms of the Hamiltonian are illustrated in Fig. 7.13. Furthermore, to better match the diffusive device, we add a Gaussian potential at each lattice site to include the effects of disorder. We found that the presence of this disorder, which breaks the homogeneity of the device, was critical to modelling the data.

In the experiment they applied a magnetic field perpendicular to the axis of transport and the normal vector of the substrate - the axis of the Rashba spin-orbit coupling - hence the experiment satisfies the condition Eq. (7.10) necessary for the appearance of an anomalous Josephson effect. Furthermore, as this is a real device with many transverse sub-bands which would be coupled by the spin-orbit coupling, we expect to observe an anomalous current as described in Section 7.2.2.


Figure 7.11: Current phase relation for a one-dimensional Josephson junction possessing Rashba spin-orbit coupling under an external magnetic field. We apply a magnetic field of strength $g \mu_{B} B_{x}=10 \Delta$ in the $x$-axis and tune the magnetic field strength in the $z$-axis such that $\theta_{B_{z}}$ varies from 0 to $5 \pi / 4$. We also set $T=150 \mathrm{mK}$, and let $\mu=\epsilon_{\alpha}$ to best observe the anomalous Josephson effect.

### 7.3.2 Numerical results

To tune the numerical model to the physical system, we first set the effective mass to $m_{e}=0.023 m$, the bulk superconducting gap in the aluminium leads to $\left|\Delta_{\mathrm{Al}}\right|=$ $340 \mu \mathrm{eV}$, and the proximitised superconducting gap in the InAs nanowire as $\left|\Delta_{\mathrm{InAs}}\right|=$ $200 \mu \mathrm{eV}$ [82]. For the nanowire, we set the $g$ factor to 4 , and the Rashba spin-orbit strength to $\alpha=8 \times 10^{-11} \mathrm{eV} \mathrm{m}$, which we will discuss later. Additionally, we set the chemical potential $\mu$ and the lattice spacing $a$ such that the Fermi velocity is given by $v_{F} \sim 10^{6} \mathrm{~ms}^{-1}$. Additionally, we set the average strength of the Gaussian impurities such that the resulting mean free path is given by $l_{e} \sim 100 \mathrm{~nm}$ (refer to Ref [83] for a detailed account of these computations). These parameters then give a coherence length of $\xi=200 \mathrm{~nm}$. Finally, we set the physical dimensions of the normal region of the device to have a width of 20 nm and a length of 40 nm . By doing so the lattice model is two-dimensional and, as a result of the confinement, will produce transverse sub-bands. As a result, with the inclusion of a magnetic field, from Section 7.2 .2 we expect to observe an anomalous current due to the dispersion relation asymmetry induced by the confined sub-bands. We also set the temperature to $T=50 \mathrm{mK}$ to match the experimental setup.

To measure the phase shift, we begin by aligning the nanowire in the $x$-axis and applying the spin-orbit vector in the $y$-axis such that hopping the $z x$-plane accrues a phase shift as described in Section 7.2.2. To induce a phase shift we then apply a magnetic field in the $y$-axis. By parametrising the resulting current phase relation by $I \propto \sin \left(\varphi-\varphi_{0}\right)$, we can extract the phase shift $\varphi_{0}$ produced.


Figure 7.12: Extracted values for the critical current $I_{C}$ and anomalous phase shift $\varphi_{0}$ as we vary the magnetic field applied along the $z$-axis to a one-dimensional Josephson junction with Rashba spin-orbit coupling. We have also applied a magnetic with with strength $10 \Delta$ in the $x$-axis to couple the inner spinors.

Without knowing the explicit impurity distribution of the device, we must average the resulting phase shift over a range of chosen impurities. To do so, we first select an impurity distribution then compute the phase shift $\varphi_{0}$ in the resulting Josephson current. We then redraw from the impurity distribution and repeat the process such that we have an ensemble of different phase shifts. Finally, to match with the experiment we consider the extrinsic phase shift of the device defined as $\varphi_{\mathrm{ex}} \equiv 2 \varphi_{0}$; this is an artifact of the experimental device involving a SQUID which possesses two Josephson junctions.

In Fig. 7.14 we plot, in dark blue, the mean extrinsic phase shift at different magnetic field strengths whilst around this line, in light blue, we plot one standard deviation. In the orange markers we overlay the experimental data taken from Ref [78]. Overall, the behaviour of the numerical model closely matches the experimental results. The most striking features is the linear regime for $-15 \mathrm{mT} \lesssim B \lesssim 15 \mathrm{mT}$, followed by a sharp transition to a saturated regime for magnetic fields outside of this. The fact that the computational model also observes these features allows us to potentially understand why they are present in the data - we leave this for future work. We should comment that increasing the magnetic field further decreases, and eventually destroys the phase shift. This is in contrast to the ideal theory present in Ref [78] where the phase shift approaches a non-zero asymptote.

Although we see a good fit to the data, we must discuss the physical parameters used to fit it - namely, some of the parameters chosen do not agree entirely with that


Figure 7.13: Diagram of the device being modelled to recreate the experimental data of Ref [78]. Physically, the device consists of two aluminium leads separated by an indium arsenide nanowire. A magnetic field is applied along the $z$-axis. The two bulk leads consist of bulk s-wave superconductors, however, connected to them is a region of proximitised nanowire. As a result, this region contains a superconducting gap, Zeeman term, and spin-orbit coupling. In the centre of the device is a region of un-proximitised nanowire.
of the experiments. For instance, we set the $g$ factor to 4 and the Rashba spin-orbit strength to $8 \times 10^{-11} \mathrm{eV} \cdot \mathrm{m}$, whilst we would expect these values to be closer to 12 and $3 \times 10^{-11} \mathrm{eV} \cdot \mathrm{m}$ respectively for an InAs nanowire. Similarly, in the supplementary section of Ref [78] they measure the mean free path to be 30 nm and estimate the coherence length to be closer to 100 nm , which is a factor of approximately $2-3$ smaller than our parameters. Additionally, their nanowires have a radius closer to 90 nm and have an un-proximitised length of around 100 nm , again a factor of approximately $2-3$ greater than our parameters. Furthermore, in our simulations the behaviour of the junction as a function of the parameters does not seem to be particularly smooth - small changes in the chosen parameters lead to large shifts in the behaviour of the junction. As a result, we had to carefully tune each parameter till we saw the phase saturation at approximately $\phi_{\mathrm{ex}}= \pm \pi / 2$. Anecdotally it seems the disorder strength, together with the length of the device, plays the critical role in determining this; we leave this analysis for a later work.

### 7.4 Topological Josephson junctions

In Section 7.2 we numerically explored the anomalous Josephson current in devices where the leads were assumed to be bulk superconductors with no spin-splitting or spin-orbit terms present. However, in devices where the normal region is only covered by a thin layer of superconducting material the magnetic field can penetrate the device easily. Similarly, if the superconductor is deposited over parts of the nanowire larger than the coherence length of the condensate, we must also include spin-orbit effects in the leads. As the bulk leads supply the superconducting correlations


Figure 7.14: Extrinsic phase shift for a system described by Fig. 7.13 as a function of the external magnetic field. The thick blue line corresponds to an average phase shift for an ensemble of impurity strengths, whilst the light blue region surrounding it plots one standard deviation from the mean. The orange markers overlaid are the experimental data taken from Ref [78].
which drive the Josephson effect, then the physics of the leads strongly determines the resulting dynamics. As a result, by including spin effects in the leads, the correlations will be qualitatively different to bulk s-wave leads (see Ref [84] for more reasoning on this). In this section we explore how these correlations modify the anomalous Josephson effect, and in turn how we can use anomalous current to detect topological transitions.

### 7.4.1 Hamiltonian for the system

For the remainder of this chapter we will be considering the device pictured in Fig. 7.15; a semiconducting nanowire on some substrate upon which two thin superconducting leads have been deposited. The axis is orientated such that the $x$-axis is parallel to the nanowire and the $y$-axis is parallel to the normal of the substrate plane. As a result, we can utilise the Hamiltonian of Section 7.2.1 as the physics of the two systems are identical. However, to allow for the spin-orbit coupling and Zeeman splitting to be present in the leads we must modify Eq. (7.13) to read as

$$
\begin{equation*}
H_{\text {nanowire }}=\frac{\hat{\mathbf{p}}^{2}}{2 m_{e}}+i \alpha \hat{p}_{x} \sigma_{z}-i \alpha \hat{p}_{z} \sigma_{x}-g \mu_{B} \mathbf{B} \cdot \boldsymbol{\sigma}-\mu \tag{7.24}
\end{equation*}
$$



Figure 7.15: Illustration of the device considered in Section 7.4. The superconducting leads in red are only a thin layer relative to the London penetration depth such that an external magnetic field penetrates them completely. Furthermore, rather than treating the leads as bulk superconductors, we rather treat the portions of the nanowire which are proximitised by the deposited superconductor as the bulk leads; this assumes the the superconducting coherence length is much smaller than the proximitised regions such that they do indeed act as reservoirs for the condensate.
where we have removed the generalised step-function. We also introduce a parameter which parametrises the strength of the spin-orbit interaction $\epsilon_{\alpha}$ by

$$
\begin{equation*}
\epsilon_{\alpha} \equiv \frac{m_{e} \alpha^{2}}{2 \hbar^{2}} \tag{7.25}
\end{equation*}
$$

we can also parametrise the spin-orbit interaction by the wavevector

$$
\begin{equation*}
k_{\alpha} \equiv \sqrt{\frac{2 m_{e} \epsilon_{\alpha}}{\hbar^{2}}}=\frac{m_{e} \alpha}{\hbar^{2}} \tag{7.26}
\end{equation*}
$$

Finally, to simplify the problem, we set the chemical potential to zero and assume that

$$
\begin{equation*}
\epsilon_{\alpha} \gg g \mu_{B} B, \Delta \tag{7.27}
\end{equation*}
$$

such that the dominant energy contribution is due to the spin-orbit coupling.

### 7.4.2 Topology in superconducting quantum wires

An emerging field in condensed matter is that of 'topological materials' with the application of algebraic topology for the purpose of classifying physical phenomena. Topology, tautologically, is the study of topological spaces; for physicists the main application is in the study and classification of smooth manifolds. A central question in topology is if given two manifolds, is it possible to continuously deform one manifold into the other, then reverse the deformation to return to the original manifold? If this is possible, the manifolds are said to be homeomorphic and share the same topological properties [67]. To ground the conversation, our object of interest are gapped Hamiltonians - systems with a finite energy difference between the ground and first excited states. In a gapped system the ground state is 'protected' from higher states by the presence of the gap; in contrast to un-gapped systems where a system initially prepared in the ground state can be easily excited to another state


Figure 7.16: Energy gap of a one-dimensional superconducting system with the dominant energy scale being the spin-orbit interaction as the external magnetic field is tuned. The gap is defined as the difference between the positive and negative branches of the quasiparticle spectrum. We have shaded the regions depending on the sign of $g \mu_{B}|B|-\Delta$, where we note that the regions also define the closing and opening of the gap.
by a perturbation. Indeed, given two gapped Hamiltonians we want to know if it is possible to deform one into the other without destroying the gap; do the two Hamiltonians have the same topology?

In the context of the proximitised nanowires with Hamiltonians given by Eq. (7.12) we note that by setting $\mu=B=0$, then due to the superconducting gap - which for now we will assume to be present throughout the entire nanowire - the trivial excitation spectrum will be gapped due solely to the superconducting gap. However, by letting $B$ vary, such that it solely parametrises the Hamiltonian, we want to know for what values of $B$ is the energy gap preserved - i.e. what magnetic fields define changes in the topological phase. To this end, assuming the magnetic field is applied down the length of the nanowire $\mathbf{B}=B \hat{x}$, we can diagonalise the single-particle Hamiltonian of Eq. (7.12) to find the following single particle spectrum [85]

$$
\begin{align*}
E(k)_{ \pm}^{2}=\left(g \mu_{B} B\right)^{2} & +\Delta^{2}+\left(\frac{\hbar^{2} k^{2}}{2 m_{e}}\right)^{2}+(\alpha k)^{2} \\
& \pm \sqrt{\left(g \mu_{B} B \Delta\right)^{2}+\left(\frac{\alpha \hbar^{2} k^{3}}{2 m_{e} \hbar}\right)^{2}+\left(\frac{g \mu_{B} B \hbar^{2} k^{2}}{2 m_{e}}\right)^{2}} \tag{7.28}
\end{align*}
$$

We plot the energy gap as a function of the external magnetic field along the axis of the nanowire in Fig. 7.16. In this plot we can see that the gap closes at the critical value $g \mu_{B}|B|=\Delta$. Denoting the Hamiltonian at $B=0$ as being in the trivial phase, we note for a Hamiltonian characterised by $g \mu_{B}|B|>\Delta$, we cannot deform the spectrum into the trivial Hamiltonian's without closing the energy gap. As a result we view Hamiltonians parametrised by $g \mu_{B}|B|>\Delta$ as being in the topological phase [3]. For a magnetic field in the plane of the nanowire parametrised by an angle
$\theta$ :

$$
\begin{equation*}
\mathbf{B}=B(\cos (\theta) \quad 0 \quad \sin (\theta)) \tag{7.29}
\end{equation*}
$$

the conditions for the nanowire to be in the topological phase (assuming $\mu=0$ ), which we do not prove here, is given by $[3,86]$

$$
\begin{equation*}
g \mu_{B}|B|>\Delta \quad \text { and } \quad g \mu_{B}|B| \sin (\theta)<\Delta . \tag{7.30}
\end{equation*}
$$

### 7.4.3 Dynamics within spin-orbit coupled nanowires

We now study the nature of the low-energy states within the nanowire, as it is these electronic states which will construct the current carrying Andreev bound states (ABS).

From the assumptions outlined in Section 7.4.1, we can write the Hamiltonian for the bare, un-proximitised nanowire as

$$
\begin{equation*}
H_{\text {nanowire }}=\int \mathrm{d} x \psi^{\dagger}(x)\left(-\frac{\hbar^{2} \mathbf{D}^{2}}{2 m_{e}}-\hbar \rho_{0}-\epsilon_{\alpha}\right) \psi(x) \tag{7.31}
\end{equation*}
$$

where the $S U(2)$ gauge fields are given by

$$
\begin{equation*}
\rho_{\mu}=\left(\frac{g \mu_{B} B}{\hbar}\left(\cos (\theta) \sigma_{x}+\sin (\theta) \sigma_{z}\right) \quad k_{\alpha} \sigma_{z} \quad 0 \quad 0 \quad 0\right) \tag{7.32}
\end{equation*}
$$

and the spin-orbit energy shift, which now appears as a chemical potential, of the form

$$
\begin{equation*}
\epsilon_{\alpha}=\frac{m_{e} \alpha^{2}}{2 \hbar^{2}} . \tag{7.33}
\end{equation*}
$$

To simplify Eq. (7.31), we apply an $S U(2)$ gauge transformation to transform to a rotating-spin basis $\psi(x) \rightarrow \tilde{\psi}(x) \equiv s(x) \psi(x)$ where

$$
\begin{equation*}
s(x)=e^{i k_{\alpha} x \sigma_{z}} . \tag{7.34}
\end{equation*}
$$

As the transformation of the components of $\rho_{\mu}$ are given by

$$
\begin{equation*}
\rho_{\mu} \rightarrow s \rho_{\mu} s^{\dagger}-i s \partial_{\mu} s^{\dagger} \tag{7.35}
\end{equation*}
$$

then the gauge field transforms as

$$
\begin{equation*}
\rho_{\mu} \rightarrow g \mu_{B} B\left(\cos (\theta)\left[\cos \left(2 k_{\alpha} x\right) \sigma_{x}-\sin \left(2 k_{\alpha} x\right) \sigma_{y}\right]+\sin (\theta) \sigma_{z} \quad 0 \quad 0 \quad 0 \quad 0\right), \tag{7.36}
\end{equation*}
$$

where we made use of Appendix C.1. In this rotating-spin basis it appears that we have 'removed' the spin-orbit term, however, it has only been shifted into an effective magnetic field which rotates down the length of the nanowire.

As a result, we can write the bare un-proximitised nanowire Hamiltonian in the rotating-spin basis as

$$
\begin{equation*}
H_{\text {nanowire }}=\int \mathrm{d} x \tilde{\psi}^{\dagger}(x)\left(-\frac{\hbar^{2} \partial_{x}^{2}}{2 m_{e}}-\tilde{\mathbf{B}}(x) \cdot \boldsymbol{\sigma}-\epsilon_{\alpha}\right) \tilde{\psi}(x) \tag{7.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\mathbf{B}}(x)=g \mu_{B} B\left(\cos (\theta) \cos \left(2 k_{\alpha} x\right) \quad \cos (\theta) \sin \left(2 k_{\alpha} x\right) \quad \sin (\theta)\right) . \tag{7.38}
\end{equation*}
$$

Making use of the Nambu spinors in the rotated frame $\tilde{\Psi}^{\dagger}=\left(\tilde{\psi}^{\dagger} \tilde{\psi}^{\top}\right)$, we can now rewrite the full Hamiltonian for the proximitised ${ }^{2}$ nanowire in the rotating-spin basis by

$$
\begin{equation*}
H=\int \mathrm{d} x \tilde{\Psi}^{\dagger}(x)\left[\left(-\frac{\hbar^{2} \partial^{2}}{2 m_{e}}-\epsilon_{\alpha}-\tilde{B}_{x} \sigma_{x}-\tilde{B}_{z} \sigma_{z}\right) \tau_{z}-\tilde{B}_{y} \sigma_{y}-\Delta(x) \tau_{y} \otimes \sigma_{y}\right] \tilde{\Psi}(x) \tag{7.39}
\end{equation*}
$$

### 7.4.3.1 Linearisation of states

In the linearisation process of Section 6.4.1 we projected the fermionic creation and annihilation operators around the left and right Fermi points $\pm k_{F}$. We repeat this projection, however, when the spin-orbit energy is the dominant contribution the left and right Fermi points are found at the spin-orbit wavevector $\pm k_{\alpha}-$ see Fig. 7.17 for justification. Indeed, we decompose the spin-rotated field $\tilde{\psi}(x)$ into a left-moving $\psi_{L}(x)$ and right-moving $\psi_{R}(x)$ component by

$$
\begin{equation*}
\tilde{\psi}(x)=e^{-i k_{\alpha} x} \psi_{L}(x)+e^{i k_{\alpha} x} \psi_{R}(x) \tag{7.40}
\end{equation*}
$$

where we have projected onto the leading wavevector $\pm k_{\alpha}$. We further assume that $\psi_{L / R}$ vary over length scales much larger than $k_{\alpha}^{-1}$ such that $\psi_{L / R}$ account for small shifts in the wavevector around the Fermi points.

As in Section 6.4.1, we introduce the interior and exterior spinors by

$$
\begin{align*}
\psi_{\mathrm{in}} & =\binom{\psi_{R \uparrow}}{\psi_{L \downarrow}}  \tag{7.41}\\
\psi_{\mathrm{ext}} & =\binom{\psi_{L \uparrow}}{\psi_{R \downarrow}} \tag{7.42}
\end{align*}
$$

We can fully decouple Eq. (7.39) into two disjoint Hamiltonians

$$
\begin{equation*}
H=H_{\mathrm{in}}+H_{\mathrm{ext}} \tag{7.43}
\end{equation*}
$$

[^20]

Figure 7.17: Dispersion relation of non-superconducting nanowire under an external magnetic field where the nanowire possesses some intrinsic spin-orbit coupling which provides the characteristic energy of the system. The colour-bar depicts the curvature of the dispersion relation: a negative slope corresponds to left-moving states, whilst a positive slope corresponds to right-moving states. By zooming in on the dispersion over a small energy range around the spin-orbit energy $\epsilon_{\alpha}$ we see the presence of an inner mode and an outer mode. The outer modes consists of a right-moving and left-moving state, whilst the inner mode consists of a left/right moving pair which have been mixed by the external magnetic field.
where one describes the inner spinor

$$
H_{\mathrm{in}}=\int \mathrm{d} x\left(\begin{array}{ll}
\psi_{\mathrm{in}}^{\dagger} & \psi_{\mathrm{in}}^{\top}
\end{array}\right)\left(\begin{array}{cc}
h_{\mathrm{in}}-g \mu_{B} B \cos (\theta) \sigma_{x} & \Delta i \sigma_{y}  \tag{7.44}\\
-\Delta i \sigma_{y} & -h_{\mathrm{in}}^{*}+g \mu_{B} B \cos (\theta) \sigma_{x}
\end{array}\right)\binom{\psi_{\mathrm{in}}}{\psi_{\mathrm{in}}^{*}}
$$

and the other the exterior

$$
H_{\text {ext }}=\int \mathrm{d} x\left(\begin{array}{ll}
\psi_{\text {ext }}^{\dagger} & \psi_{\text {ext }}^{\top}
\end{array}\right)\left(\begin{array}{cc}
h_{\text {ext }} & \Delta i \sigma_{y}  \tag{7.45}\\
-\Delta i \sigma_{y} & -h_{\text {ext }}^{*}
\end{array}\right)\binom{\psi_{\text {ext }}}{\psi_{\text {ext }}^{*}}
$$

where

$$
\begin{equation*}
h_{\mathrm{in}}=-i \alpha \partial_{x} \sigma_{z}-g \mu_{B} B \sin (\theta) \sigma_{z} \tag{7.46}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{\mathrm{ext}}=i \alpha \partial_{x} \sigma_{z}-g \mu_{B} B \sin (\theta) \sigma_{z} . \tag{7.47}
\end{equation*}
$$

Although the inner and outer Hamiltonians are highly similar - both possessing a magnetic field along the $z$-axis - the critical difference is the presence of the $g \mu_{B} B \cos (\theta) \sigma_{x}$ term which is present only in the inner Hamiltonian. As described in Section 7.1.1, this coupling of the inner states induced by the component of the magnetic field perpendicular with the spin-polarisation axis will induce anomalous current.

### 7.4.4 Probing the topological limit

We now consider the system outlined in Section 7.4.1 - namely, a one-dimensional nanowire with two thin superconducting leads coating the ends. As written in that
section, the nanowire possesses a Rashba spin-orbit term which defines the dominant energy scale of the system. We assume the same lattice parameters as in Section 6.4, however, to impose the spin-orbit term as the dominant energy contribution we tune the Rashba coefficient $\alpha_{R}$ such that $\epsilon_{\alpha}$ from Eq. (7.25) takes the value $\epsilon_{\alpha}=10 t$. Furthermore, we set $\mu=0$ to simplify the analysis.

To probe the topological junction, we first set $\theta=\pi / 2$ such that the magnetic field is purely in the $z$-direction - namely, perpendicular to the nanowire and parallel to the spin-orbit spin polarisation direction. As a result, the condition of Eq. (7.10) is not satisfied and we do not expect to see an anomalous Josephson effect. For a range of magnetic field strengths we plot the resulting Andreev bound states (ABS) in Fig. 7.18.


Figure 7.18: Heatmap of the $\log$ of the total density of states $D(\varphi, E)$ for a onedimensional Josephson junction as a function the phase difference $\varphi$ and energy $E$. A magnetic field is applied in the $z$-axis, parallel to the spin-polarisation axis supplied by the strong spin-orbit coupling.

From Fig. 7.18, as the external magnetic field parallel to the spin-polarisation axis is increased, the ABS split into two disjoint bands. The disjointed nature of the two bands is expected as for a magnetic field solely in this direction, we can map the Hamiltonians of Eqs. (7.44) and (7.45) onto the Hamiltonian of Section 6.4.1 by a simple basis rotation. Although, in that case, as the magnetic field increased it cycled bound states in and out of the region $E \in[-\Delta, \Delta]$ - namely, the magnetic field would push a state out of gap and into the continuum, whilst at the same time pulling a state out of the continuum and into the gap. However, in this case the magnetic field penetrates the proximitised nanowires themselves. As a result, the


Figure 7.19: Current phase relations at zero temperature corresponding to the density of states of Fig. 7.18. The different plots overlaid correspond to a different external magnetic field strength $B_{z}$ along the spin-polarisation axis.
gapped region itself shifts in energy according to $E \in\left[-\Delta \pm g \mu_{B} B_{z}, \Delta \pm g \mu_{B} B_{z}\right]$. Working at zero temperature, we plot the current corresponding to Fig. 7.18 in Fig. 7.19 where we observe that the supercurrent forms a plateau around $\varphi=0$. In Fig. 7.18 we note that as the magnetic field increases, the left-moving and rightmoving states of different spin bands cross; as they do so, the current carried by the left-moving and right-moving states of the lower spin-band cancel each other out to produce the observed plateau. In the extreme case of $g \mu_{B} B \geq \Delta$, the leftmoving and right-moving states of only a single spin-band are accessible as only they have energy below the Fermi level, hence the current is completely cancelled. Furthermore we do not observe an anomalous Josephson current as expected.

We now apply the magnetic field such that it is applied parallel to the nanowire and perpendicular to the spin-polarisation axis by setting $\theta=0$. Although we do satisfy Eq. (7.10), as there is no spin-tilting or sub-band mixing we do not expect to see any anomalous effects. As before, we plot the resulting Andreev bound state densities in Fig. 7.20.

In Fig. 7.20 we first note that one pair of bound states is entirely invariant to the change in the external magnetic field; these are the Andreev states formed by the exterior spinors as they do not feel the external magnetic field along the $x$-axis. However, we note that as the inner magnetic field increases in strength, curiously the gap of the inner modes shrinks rather than just being shifted as in Fig. 7.18. Indeed when the magnetic field has values of $g \mu_{B} B_{x} \geq \Delta$, the inner band disappears entirely! As described in Section 7.4.2, when $g \mu_{B} B_{x}>\Delta$ we are now longer in the


Figure 7.20: Heatmap of the $\log$ of the total density of states $D(\varphi, E)$ of a onedimensional Josephson junction as a function the phase difference $\varphi$ and energy $E$. The external magnetic field is parallel to the nanowire and perpendicular to the spin-polarisation axis supplied by the strong spin-orbit coupling.
trivial phase but rather in a topological phase. A sign of this topological phase transition is the disappearance of the inner Andreev states [87]. As further evidence to the vanishing of the inner mode, we plot the current, again working in the zero temperature limit, corresponding to Fig. 7.20 in Fig. 7.21. The first observation is that for no external magnetic field the maximum current has a value of $e \Delta / \hbar$ at $\varphi \sim \pi$. However, by increasing the field strength down the nanowire, although the shape of the current phase relation remains unchanged, the maximum current decreases steadily. We see that the maximum current through the device modulates from a maximum of $I_{C}=e \Delta / \hbar$ when $B=0$ to a minimum of $I_{C}=0.5 e \Delta / \hbar$ when $g \mu_{B} B>\Delta$. As the inner bound state should vanish in the topological phase, one of the two current carrying states are no longer accessible. As each ABS can carry a maximum current of $0.5 e \Delta / \hbar$, then as a result, the maximum critical current halves.

### 7.4.5 Anomalous current in topological junctions

We reproduce the numerical model outlined in Section 7.4.4 except we now let the magnetic field be directed in the $x z$-plane. As described in Section 7.2.3, if there is a component of the magnetic field in both the $z$ and $x$-axis we should observe anomalous Josephson currents. To probe the relationship between anomalous current and the topological phase, we first set the external magnetic field to be of the form

$$
\begin{equation*}
\mathbf{B}=\frac{0.75 \Delta}{g \mu_{B}}(\cos (\theta) \quad 0 \quad \sin (\theta)) \tag{7.48}
\end{equation*}
$$



Figure 7.21: Current phase relations at zero temperature corresponding to the ABS of Fig. 7.20. The different plots overlaid correspond to a different external magnetic field strength $B_{x}$ along the axis of the nanowire. We note that by increasing the magnetic field strength, the maximum supercurrent - the critical current - decreases as half of the current carrying states vanish.
such that we are in the trivial phase as $|\mathbf{B}|<|\Delta|$. We plot the corresponding bound state density for a range of angles $\theta$ in Fig. 7.22.

Although a relatively complex set of plots, we can recognise familiar cases from Section 7.4.4: when $\theta=0$ the inner gap is reduced in strength and when $\theta=\pi / 2$ the bands are uncoupled and Zeeman shifted in energy. For angles $\theta \in(0, \pi / 2)$ we see how the bound states transition between the two regimes; this mixing produces a number of crossings within the spectrum as the angle changes. Critically, we note that for all values of $\theta$ there are always four reasonably distinct bands, which is to be expected as we are in the trivial phase. To explore the ramifications of mixing the two different regimes, we plot the current phase relations in Fig. 7.23.

The most noticeable feature of Fig. 7.23 is the appearance of a plateau in the critical current that forms around $\varphi \sim \pi$. This can be understood from Fig. 7.22 whereby changing $\theta$ the occupation of the various bound states change as the states mix between the $\theta=0$ and $\theta=\pi / 2$ regimes. However, we do not see any appreciable anomalous Josephson current, although for $\varphi=\pi$ we do note that the current shifts slightly from $I=0$. The reason being that the inner and outer states are both available to carry current hence from the results in Section 7.1 we do not see an appreciable anomalous current.

We now probe the topological regime by setting the external magnetic field to be of the form

$$
\begin{equation*}
\mathbf{B}=\frac{1.25 \Delta}{g \mu_{B}}(\cos (\theta) \quad 0 \quad \sin (\theta)) \tag{7.49}
\end{equation*}
$$



Figure 7.22: Heatmap of the $\log$ of the total density of states $D(\varphi, E)$ for a onedimensional Josephson junction as a function the phase difference $\varphi$ and energy $E$. The magnitude of the magnetic field is set to $B=\frac{0.75 \Delta}{g \mu_{B}}$ such that we are in the trivial phase. In each plot we vary the angle within the $x z$-plane that the magnetic field points.


Figure 7.23: Current phase relations at zero temperature corresponding to Fig. 7.22. The magnitude of the magnetic field is set to $B=\frac{0.75 \Delta}{g \mu_{B}}$ such that we are in the trivial phase. $\theta$ parametrises the direction of the magnetic field in the $x z$-plane.


Figure 7.24: Heatmap of the $\log$ of the total density of states $D(\varphi, E)$ as a function the phase difference $\varphi$ and energy $E$ for a range of magnetic field angles. The magnitude of the magnetic field is set to $B=\frac{1.25 \Delta}{g \mu_{B}}$ such that we are in the topological phase.
such that $|\mathbf{B}|>|\Delta|$ and we are in the topological phase. We plot the corresponding bound state density for a range of angles $\theta$ in Fig. 7.24. The $\theta=0$ and the $\theta=\pi / 2$ cases are to be expected, with the complete disappearance of the inner modes for $\theta=0$ and the full Zeeman shift of the states when $\theta=\pi / 2$. However, the striking difference between Fig. 7.24 and Fig. 7.22 is that by parametrising the crossover between $\theta=0$ and the $\theta=\pi / 2$ regimes in the topological phase, the number of bound states is no longer conserved. Indeed when $\theta=0$ and we are in the topological phase, we begin with only two states, then when $\theta=\pi / 2$ such that we are back in the trivial phase, we must return to four bound states. As a result, by changing $\theta$ we can modulate the amount of current which is carried by the inner and outer spinors available to form Andreev bound states. As described in Section 7.1, this asymmetry will lead to an anomalous current. We plot the resulting supercurrent for these bound states in Fig. 7.25 in both the zero-temperature limit and at $T=0.15 \mathrm{~K}$. In this figure see that when $\varphi=k \pi$ for $k \in \mathbb{Z}$, the supercurrent is not identically zero - namely, we are observing some anomalous Josephson effects.

The study of the anomalous Josephson effect in topological junction was first performed by Ref [86] where they observed a current phase relation identical to Fig. 7.25. As here, they note that the component of the magnetic field parallel to the spins 'drives' the effect, whilst the component parallel to the nanowire is necessary to break the symmetry of the inner and outer spinors. In their work they also derive the maximum anomalous current $I_{h}$ capable of being induced by the magnetic field, which is defined as $I_{h} \equiv e g \mu_{B} B_{z} / \hbar$ - see Appendix C. 3 for more discussion on this


Figure 7.25: Current phase relations for a one-dimensional Josephson junction corresponding to Fig. 7.24. The magnitude of the magnetic field is set to $B=\frac{1.25 \Delta}{g \mu_{B}}$ such that, using Eq. (7.30), for $\theta \lesssim 0.9 \pi$ we are in the topological phase. On the left is the zerotemperature limit, whilst on the right the simulation is repeated at $T=0.15 \mathrm{~K}$. Similar results were observed in Ref [86].
point. Denoting the current at $\varphi=0$ as the anomalous current $I_{\mathrm{an}}$, we plot the magnitude of the anomalous current as a function of the magnetic field strength in Fig. 7.26 where we have included a dotted red to outline the theoretical boundary between the topological and the trivial phases. We normalise the anomalous current by the maximum current induced by the magnetic field $I_{h}$. The central feature of this plot is the appearance of a plateau of maximal anomalous current. We note that the plateau of anomalous current resides entirely in the topological phase and decays in the trivial regime - this is expected as the condition for anomalous current requires an asymmetry between the current carried by the inner and outer spinors, which is most true in the topological phase due to the vanishing of the inner set of Andreev bound states.

Although we have implemented a somewhat naïve model, most critically ignoring any g -factor anisotropy as one would expect of such nanowires [88], we consider the following experimental proposal depicted in Fig. 7.27.

It consists of a nanowire on some substrate with a thin superconducting layer deposited on the ends of the nanowire. Importantly, the bulk superconductor is simply connected topologically such that the bulk phase is constant across the superconductor. The substrate is then placed on a gate material such that we can tune both the chemical potential in the nanowire, but also the strength of the Rashba spin-orbit term. Placing such a device in a vector magnet allows an external magnetic field to be applied in the plane of the nanowire with variable angle $\theta$ and strength $B$. Indeed with an appropriate lead setup such that one could measure current flow through


Figure 7.26: Heatmap of the anomalous current $I_{\text {an }}$ normalised by the maximum anomalous current $I_{h}$ of Eq. (C.20) as a function of the magnetic field parallel to the nanowire ( $x$-axis) and the magnetic field parallel to the spins ( $z$-axis). In the red dotted line we have outlined the boundaries between the topological and trivial phases.
the nanowire, we could use this device to test for topological phase transitions in the nanowire by looking for the plateau in current observed in Fig. 7.26.

Similarly, although we have styled the observation of the anomalous Josephson effect as an experimental technique to determine whether the nanowire is in the topological or trivial phase, it could instead be utilised for a number of technological applications. For example, with some leads to carry bias current in and out of the nanowire, the device would act as a superconducting diode with the anomalous current preferring a direction of current flow; the junction will have an asymmetric critical current - bias current in one direction will exceed the critical current and cause a voltage drop across the junction, whilst current in the other direction will remain supercurrent. Devices with a similar architecture, and much the same physics, have been recently proposed [89]. However, one should be wary of the amount of anomalous current expected, for an induced gap in the nanowire on the order of $10^{-1} \mathrm{meV}$ [82], the maximum anomalous current will be on the order of $10 \mathrm{nA}-$ some proposals have even predicted it to be on the order of 10 pA [90]. As a result, the experimental apparatus depicted in Fig. 7.27 may be unsuitable and a device embedded in a superconducting ring may be required such that a superconducting interference device (SQUID) can detect minuscule changes in the current - precisely as done in Ref [78].


Figure 7.27: Experimental proposal leveraging the anomalous current produced in the topological Josephson junction. The device consists of a nanowire with some intrinsic spin-orbit term on a substrate layer placed on a gate material. A thin superconducting layer is then etched on the device such that it covers the ends of the nanowire and has no holes for flux to pass through - such that the bulk phase across the superconductor is constant. The device is then placed in a vector magnet such that a variable magnetic field can be applied in the plane of the substrate. With such a device we would expect to be able to probe the anomalous Josephson current - from which we can infer information on the topological phase of the nanowire.

## Chapter 8

## Conclusion

We have introduced, and in most cases, derived the formalism required to simulate transport in superconducting systems out-of-equilibrium. Furthermore, we explicitly did so with the inclusion of a generic $S U(2)$ gauge field which allows for the inclusion of spin-orbit coupling and the observation of the resulting spin-currents from a more theoretically grounded perspective, rather than with some ad-hoc substitution. As an example of these methods, we studied the interplay between Rashba spin-orbit coupling and an external magnetic field on the bandstructure of a two-dimensional lattice model. This led to the appearance of intricate fractals. These particular fractals, which do not seem to be present in the literature, could manifest in the experimental energy spectrum of Moiré lattices under external electric and magnetic fields (see Ref [36] for a similar use of Moiré lattices).

Similarly, after describing the standard matrix inversion algorithms utilised to solve the central equation of superconducting transport - namely the Nambu-Gorkov equation - we introduced a novel matrix inversion algorithm not found in the literature. The algorithm, which we denote by the truncated transfer matrix method, trades numerical stability with computational speed. Although difficult to derive analytical formulae describing the trade-off for arbitrary matrices, we found that within the context of transport, for minimal numerical error one can gain reasonable improvements in runtime. By using this new algorithm we can sweep over a denser range of parameter space in less time, greatly increasing efficiency.

We also made an in-depth numerical case study of nanowire Josephson junctions working in a number of regimes. For the case of no external magnetic fields, and in the absence of spin-orbit coupling, we compared our non-equilibrium Green's functions results with that of scattering theory. In doing so we found agreement up to numerical precision. We then extended these results to the study of superconducting constrictions where the current through the device is carried by a helical condensate. Making use of a self-consistent solver we observed the appearance of a solitonic solution as predicted to exist within these devices, which validates the robustness of the physics within the modelling. We then returned to superconducting-normalsuperconducting junctions under an external magnetic field. Within this regime we saw the appearance of $\pi$ phase flips in the device behaviour; where the dependence of the supercurrent on the phase difference across the function flips as a function of the
external magnetic field. The results we obtained agree with the existing literature, further validating the simulation tool.

In the last chapter we included the effects of spin-orbit coupling within the nanowire through the introduction of an $S U(2)$ gauge field. The interplay between spin-orbit coupling and an external magnetic field drives the so-called anomalous Josephson effect, where current flows in the absence of a phase bias. We introduced a condition that must be met to observe this physics, and explored the resulting anomalous currents for a range of devices. By introducing the language of topology within nanowires, we showed how in the topological phase an anomalous current can be produced. By sweeping parameter space we found the regions of external magnetic field which produced an anomalous current agree precisely with both the topological conditions and the existing literature - providing a metric to detect whether one is in a topological phase or not. We then concluded the discussion with a sketch of an experimental device which could probe these observed effects. Finally, we modelled some experimental data exhibiting anomalous Josephson physics. This data observed a linear phase shift at small magnetic fields, followed by a saturation at larger fields. Our modelling is capable of simulating the device behaviour over all magnetic field strengths, something the analytic theory in the paper cannot do; understanding the mechanism behind this is an ongoing project.

Finally, although we described the powerful $S U(2)$ transport formalism, we only leveraged it to analyse the fractals in lattice bandstructures and to simplify the discussion on anomalous currents. However, by studying the conserved currents of this gauge field - namely, the spin current densities within the system - there is a vast range of exciting theoretical possibilities, such as non-equilibrium spin-currents in superconducting systems, which have yet to be studied. As a result, although we demonstrated some capabilities of the $S U(2)$ non-equilibrium Green's function formalism, there is much exciting work to do on both the numerical and theoretical side. For example, within the context of transport through Josephson junctions, although previous modelling can also observe anomalous Josephson current, through the extra data available in the non-equilibrium Green's function approach - such as the density of states and the conductance - we can begin to describe why we observe the saturation in the phase shift at large magnetic fields. We leave this for a later work.

## Appendix A

## Chapters Two and Three

## A. 1 Example Green's function in equilibrium

As an example of the benefit of equilibrium systems we will compute the following 2-point correlator

$$
\begin{equation*}
G_{q, q^{\prime}}^{<}\left(t, t^{\prime}\right)=\frac{i}{\hbar}\left\langle\psi_{q^{\prime}}^{*}\left(t^{\prime}\right) \psi_{q}(t)\right\rangle, \tag{A.1}
\end{equation*}
$$

where $\psi_{k}$ are spin-less fermionic operators obeying the standard fermionic anticommutation relations Eq. (2.22). We assume that our equilibrium system consists of free spin-less fermions at temperature $T$ and at chemical potential $\mu$ such that the Hamiltonian can be given by

$$
\begin{equation*}
H_{0}=\sum_{k}\left(\epsilon_{k}-\mu\right) \psi_{k}^{*} \psi_{k} \equiv \sum_{k} \xi_{k} \psi_{k}^{*} \psi_{k} \tag{A.2}
\end{equation*}
$$

where $\epsilon_{k}$ are the energies of the single-particle states. As everything is currently written in the Heisenberg representation, the time dependence of all operators is given by

$$
\begin{equation*}
\psi_{q}(t)=e^{i H_{0} t / \hbar} \psi_{q} e^{-i H_{0} t / \hbar} . \tag{A.3}
\end{equation*}
$$

Using the anti-commutation relations of the fermionic operators to note that

$$
\begin{equation*}
H_{0} \psi_{q}=\sum_{k} \xi_{k} \psi_{k}^{*} \psi_{k} \psi_{q}=\sum_{k} \xi_{k} \psi_{q} \psi_{k}^{*} \psi_{k}-\psi_{q} \xi_{q}=\psi_{q}\left(H_{0}-\xi_{q}\right) \tag{A.4}
\end{equation*}
$$

we can simplify Eq. (A.3) to write the time dependence as

$$
\begin{equation*}
\psi_{q}(t)=\psi_{q} e^{-i \xi_{q} t / \hbar} \tag{A.5}
\end{equation*}
$$

Because of the simplicity of this expression, we can show that the anti-commutator of the time-dependent operators becomes

$$
\begin{equation*}
\left\{\psi_{q^{\prime}}^{*}\left(t^{\prime}\right), \psi_{q}(t)\right\}=\psi_{q^{\prime}}^{*}\left(t^{\prime}\right) \psi_{q}(t)+\psi_{q}(t) \psi_{q^{\prime}}^{*}\left(t^{\prime}\right)=\delta_{q^{\prime}, q} e^{i \xi_{q}\left(t^{\prime}-t\right) / \hbar} \tag{A.6}
\end{equation*}
$$

Taking the statistical average of this anti-commutator we find that

$$
\begin{align*}
\delta_{q^{\prime}, q} e^{i \xi_{q^{\prime}}\left(t^{\prime}-t\right)} & =\operatorname{Tr}\left[e^{-\beta H_{0}} \psi_{q^{\prime}}^{*}\left(t^{\prime}\right) \psi_{q}(t)\right]+\operatorname{Tr}\left[e^{-\beta H_{0}} \psi_{q}(t) \psi_{q^{\prime}}^{*}\left(t^{\prime}\right)\right], \\
& =\left\langle\psi_{q^{\prime}}^{*}\left(t^{\prime}\right) \psi_{q}(t)\right\rangle+\operatorname{Tr}\left[e^{-\beta\left(H_{0}-\xi_{q^{\prime}}\right)} \psi_{q^{\prime}}^{*}\left(t^{\prime}\right) \psi_{q}(t)\right], \\
& =\left(1+e^{\beta \xi_{q}}\right)\left\langle\psi_{q^{\prime}}^{*}\left(t^{\prime}\right) \psi_{q}(t)\right\rangle, \tag{A.7}
\end{align*}
$$

where in the penultimate line we made use of the cyclic nature of the trace ${ }^{1}$ combined with Eq. (A.4). Returning now to the original Green's function of Eq. (2.40), using Eq. (A.7), we can solve it as

$$
\begin{equation*}
G_{q, q^{\prime}}^{<}\left(t, t^{\prime}\right)=\frac{i}{\hbar}\left(1+e^{\beta \xi_{q}}\right)^{-1} \delta_{q^{\prime}, q} e^{i \xi_{q^{\prime}}\left(t^{\prime}-t\right) / \hbar}=\frac{i f\left(\xi_{q}\right)}{\hbar} \delta_{q, q^{\prime}} e^{i \xi_{q}\left(t-t^{\prime}\right) / \hbar}, \tag{A.8}
\end{equation*}
$$

where $f\left(\xi_{q}\right)$ is the usual Fermi function for fermions evaluated at energy $\xi_{q}$.

## A. 2 Fluctuation-dissipation theorem

Assuming that our equilibrium system consists of interacting spin-less fermions at temperature $T$ with some generic Hamiltonian $H$, the lesser Green's function can be given by

$$
\begin{equation*}
G_{q, q^{\prime}}^{<}\left(t, t^{\prime}\right)=\frac{i}{\hbar \operatorname{Tr}\left[e^{-\beta H}\right]} \operatorname{Tr}\left[e^{-\beta H} \psi_{q^{\prime}}^{*}\left(t^{\prime}\right) \psi_{q}(t)\right] . \tag{A.9}
\end{equation*}
$$

Using the cyclic properties of traces this can be written as

$$
\begin{align*}
G_{q, q^{\prime}}^{<}\left(t, t^{\prime}\right) & =\frac{i}{\hbar \operatorname{Tr}\left[e^{-\beta H}\right]} \operatorname{Tr}\left[e^{-\beta H} e^{\beta H} \psi_{q}(t) e^{-\beta H} \psi_{q^{\prime}}^{*}\left(t^{\prime}\right)\right] \\
& =\frac{i}{\hbar}\left\langle\psi_{q}(t-i \beta) \psi_{q^{\prime}}^{*}\left(t^{\prime}\right)\right\rangle \\
& =-G_{q, q^{\prime}}^{>}\left(t-i \beta, t^{\prime}\right) . \tag{A.10}
\end{align*}
$$

Assuming that the Green's function only depends on the relative difference between the two times, rather than their specific values, by Fourier transforming Eq. (A.10) with respect to $\tau=t^{\prime}-t$, we get the important identity

$$
\begin{equation*}
G_{q, q^{\prime}}^{>}(E)=-e^{E \beta} G_{q, q^{\prime}}^{<}(E) \tag{A.11}
\end{equation*}
$$

Now using the definition of the spectral function in Eq. (2.43) we find that

$$
\begin{equation*}
-i G_{q, q^{\prime}}^{<}(E)=f(E) A_{q, q^{\prime}}(E) \tag{A.12}
\end{equation*}
$$

where $f$ is the usual Fermi function and $A$ is the spectral weight function introduced in Eq. (2.44).

[^21]
## A. 3 Cooper instability

Having introduced the BCS interaction of Eq. (3.2), we must explore its repercussions - with the appearance of the hallmarks of superconductivity, such as the repulsion of magnetic fields, certainly not obvious from the BCS interaction alone! To this end, we will explore the behaviour of these paired electrons - the Cooper pairs - under the weak BCS interaction.

More formally, as per Eq. (2.46), we separate the full Hamiltonian of the superconductor into $H=H_{0}+H_{\mathrm{BCS}}$, where $H_{0}$ describes the dynamics of an equilibrium electron system, and $H_{\mathrm{BCS}}$ is given by Eq. (3.2). Explicitly working in the interaction picture, we consider the correlation between the annihilation of two electrons at time $t=0$ and position $\mathbf{r}$ followed by the creation of two electrons at some time $t$ later and at position $\mathbf{r}+\mathbf{l}$

$$
\begin{equation*}
C(\mathbf{l}, t)=\frac{1}{i \hbar}\left\langle T\left\{\mathcal{S} \psi_{\downarrow}^{*}(\mathbf{r}+\mathbf{l}, t) \psi_{\uparrow}^{*}(\mathbf{r}+\mathbf{l}, t) \psi_{\uparrow}(\mathbf{r}, 0) \psi_{\downarrow}(\mathbf{r}, 0)\right\}\right\rangle \tag{A.13}
\end{equation*}
$$

where $\mathcal{S}=T \exp \left\{\frac{1}{i \hbar} \int H_{\mathrm{BCS}}^{\prime}\right\}$ is the scattering matrix formulated in the interaction picture. This is formally a four point electron correlator, but can also be viewed as the usual Green's function for a Cooper pair. Expanding out the interaction term and utilising the generalised Wicks' theorem of Section 2.2.5, we can decompose the correlator $C$ into a number of Feynman diagrams


To zeroth and first order in the asymptotic expansion, there are only two diagrams - precisely the first two shown in Eq. (A.14). However, every higher order term can be partitioned into two distinct partitions: those containing any crossed interactions and those without. To second order in the expansion there is only one of each precisely the crossed and uncrossed diagrams - which are given graphically below

and


Although it can be proven exactly, assuming that the electron density in the superconductor is large enough, we can safely ignore all diagrams that contain crossed interaction lines and factor in only the contributions from the uncrossed diagrams [10]. Heuristically, in a dense system the contribution from diagrams which minimise the mean distance between interaction sites dominate those which rely on the electrons travelling large distances before interacting. As the uncrossed diagrams minimise the mean distance between interactions compared to the crossed diagrams, we can
consider only these diagrams [10]. As a result we can write all contributing diagrams and sum them in an appropriate fashion as described below


In this manner, we have expanded out the correlator, then re-summed it by identifying the most important family of interactions. As a result we have written the infinite number of diagrams as only two - the free propagation of the two Cooper pairs, plus the case where they interact once with some renormalised interaction strength. We now aim to evaluate the strength of this renormalised interaction.

We can write the final line of Eq. (A.16) as

$$
\begin{equation*}
C(\mathbf{l}, t)=G^{2}(\mathbf{l}, t)+\int \mathrm{d} x \mathrm{~d} y G^{2}\left(\mathbf{x}, t_{x}\right) \Gamma\left(\mathbf{y}, t_{y}\right) G^{2}\left(\mathbf{l}-\mathbf{x}-\mathbf{y}, t-t_{x}-t_{y}\right) \tag{A.17}
\end{equation*}
$$

where $G(\mathbf{l}, t)$ is the Green's function for an electron with no BCS interaction present and

$$
\begin{equation*}
\Gamma\left(\mathbf{y}, t_{y}\right)=g \delta(y)+g \int \mathrm{~d} w G^{2}\left(\mathbf{y}-\mathbf{w}, t_{y}-t_{w}\right) \Gamma\left(\mathbf{w}, t_{w}\right) \tag{A.18}
\end{equation*}
$$

This $\Gamma$ is known as the vertex strength and accounts for the renormalised interaction between the Cooper pairs [10]. We can now Fourier transform Eq. (A.18) to isolate $\Gamma$, which, making use of the convolution theorem, provides

$$
\begin{equation*}
\Gamma(\mathbf{q}, \omega) \equiv g+g \sum_{\mathbf{p}} \int \mathrm{d} \omega^{\prime} G\left(\mathbf{p}, \omega^{\prime}\right) G\left(\mathbf{q}-\mathbf{p}, \omega-\omega^{\prime}\right) \Gamma(\mathbf{q}, \omega) \tag{A.19}
\end{equation*}
$$

Rearranging we can isolate the interaction strength

$$
\begin{equation*}
\Gamma(\mathbf{q}, \omega)=\frac{g}{1-g \sum_{\mathbf{p}} \int \mathrm{d} \omega^{\prime} G\left(\mathbf{p}, \omega^{\prime}\right) G\left(\mathbf{q}-\mathbf{p}, \omega-\omega^{\prime}\right)} \tag{A.20}
\end{equation*}
$$

Making a further simplification that the interaction is entirely homogenous in space and time, then we only need to evaluate the term $\Gamma(\mathbf{0}, 0)^{2}$. When $(\mathbf{q}, \omega)=(\mathbf{0}, 0)$, the convolved Green's functions in the denominator of Eq. (A.20) can be written

[^22]as [92]
\[

$$
\begin{equation*}
\sum_{\mathbf{p}} \int \mathrm{d} \omega^{\prime} G\left(\mathbf{p}, \omega^{\prime}\right) G\left(-\mathbf{p},-\omega^{\prime}\right)=\sum_{\mathbf{p}} \int \mathrm{d} \omega^{\prime} \frac{1-f\left(\xi_{\mathbf{p}}\right)}{\omega^{\prime}+i \eta-\xi_{\mathbf{p}}} \frac{f\left(\xi_{\mathbf{p}}\right)}{-\omega^{\prime}+i \eta-\xi_{\mathbf{p}}} \tag{A.21}
\end{equation*}
$$

\]

where $f$ is the Fermi function and $\xi_{\mathbf{p}}$ is the energy level of that momentum state. As each momentum state consists of a simple pole, this can be computed as [93]

$$
\begin{align*}
\sum_{\mathbf{p}} \int \mathrm{d} \omega^{\prime} G\left(\mathbf{p}, \omega^{\prime}\right) G\left(-\mathbf{p},-\omega^{\prime}\right) & =\sum_{\mathbf{p}} \frac{1-2 f\left(\xi_{\mathbf{p}}\right)}{2 \xi_{\mathbf{p}}}  \tag{A.22}\\
& =\int_{-\infty}^{\infty} \mathrm{d} \epsilon \rho(\epsilon) \frac{1-2 f(\epsilon)}{2 \epsilon}
\end{align*}
$$

where in the last line we have replaced a sum over momentums with an integral over energies by including the density of momentum states at each energy $\rho(\epsilon)=$ $\sum_{\mathbf{p}} \delta\left(\epsilon-\xi_{\mathbf{p}}\right)$. The final integral in Eq. (A.22) is divergent, however, as the interaction is limited to a shell of energies around the Fermi energy $\sim E_{F} \pm \hbar \omega_{D}{ }^{3}$ and that the Fermi function $f$ cuts off the singularity at energies below $k_{B} T$ then

$$
\begin{equation*}
\sum_{\mathbf{p}} \int \mathrm{d} \omega^{\prime} G\left(\mathbf{p}, \omega^{\prime}\right) G\left(-\mathbf{p},-\omega^{\prime}\right)=\rho\left(E_{F}\right) \int_{k_{B} T}^{\hbar \omega_{D}} \frac{\mathrm{~d} \epsilon}{\epsilon}=\rho\left(E_{F}\right) \ln \left(\frac{\hbar \omega_{D}}{k_{B} T}\right) \tag{A.23}
\end{equation*}
$$

As a result the 'total' interaction strength is given by

$$
\begin{equation*}
\int \mathrm{d} x \Gamma\left(\mathbf{x}, t_{x}\right)=\frac{g}{1-g \rho\left(E_{F}\right) \ln \left(\frac{\hbar \omega_{D}}{k_{B} T}\right)} . \tag{A.24}
\end{equation*}
$$

Interestingly, we note that for temperatures close to a critical temperature $T_{c} \equiv$ $\frac{\hbar \omega_{D}}{k_{B}} \exp \left[-g \rho\left(E_{F}\right)\right]$ the total interaction strength diverges and is no longer bounded. From the Feynman diagrams of Eq. (A.16), we managed to write the scattering of two Cooper pairs as a single attractive interaction with strength $\Gamma$. However, we now see that for certain temperatures the total strength of this interaction becomes unbounded and the attraction between Cooper pairs over any distance in space becomes infinite! Indeed this divergence in the propagator indicates that the process of perturbing the electronic Fermi sea under a BCS interaction breaks down - we can no longer view Cooper pairs as 'paired' electrons which travel in a background electronic sea [10]. Rather we must find a new mean-field which takes into account the strongly bound Cooper pairs.
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## A. 4 Commutator trick

We first prove a useful commutator 'trick' that will be used extensively through this thesis. Given a Hamiltonian of the form

$$
\begin{equation*}
H \sim \int \mathrm{~d} x^{\prime} \prod_{i}^{n_{A}} A_{i}\left(x^{\prime}\right) \prod_{i}^{n_{B}} B_{i}\left(x^{\prime}\right) \prod_{i}^{n_{C}} C_{i}\left(x^{\prime}\right) \tag{A.25}
\end{equation*}
$$

where we have omitted spacetime arguments for brevity. And some operator $X(x)$ such that for all $k$

$$
\begin{equation*}
\left\{C_{k}\left(x^{\prime}\right), X(x)\right\}=0 \quad \text { and } \quad\left\{A_{k}\left(x^{\prime}\right), X(x)\right\}=\delta\left(x-x^{\prime}\right) \tag{A.26}
\end{equation*}
$$

and for all but a finite number of spacetime point ${ }^{4}$

$$
\begin{equation*}
\left[B_{k}\left(x^{\prime}\right), X(x)\right]=0 \tag{A.27}
\end{equation*}
$$

Then

$$
\begin{align*}
H X(x)= & \int \mathrm{d} x^{\prime} \prod_{i}^{n_{A}} A_{i}\left(x^{\prime}\right) \prod_{i}^{n_{B}} B_{i}\left(x^{\prime}\right) \prod_{i}^{n_{C}} C_{i}\left(x^{\prime}\right) X(x)  \tag{A.28}\\
= & \sum_{k}^{n_{A}}(-1)^{n_{C}+n_{A}-k}\left[\prod_{i, i \neq k}^{n_{A}} A_{i}(x) \prod_{i}^{n_{B}} B_{i}(x) \prod_{i}^{n_{C}} C_{i}(x)\right] \\
& +(-1)^{n_{C}+n_{A}} \int \mathrm{~d} x^{\prime} X(x) \prod_{i}^{n_{A}} A_{i}\left(x^{\prime}\right) \prod_{i}^{n_{B}} B_{i}\left(x^{\prime}\right) \prod_{i}^{n_{C}} C_{i}\left(x^{\prime}\right) \\
= & \sum_{k}^{n_{A}}(-1)^{n_{C}+n_{A}-k} \frac{\delta H}{\delta A_{k}(x)}+(-1)^{n_{C}+n_{A}} X(x) H
\end{align*}
$$

In the second equality of Eq. (A.28), as there are only finite points in the integrand where $B_{k}$ does not commute with $X$, then the measure of these extra terms in the integral is zero and can be discarded. Hence the commutator of this complicated Hamiltonian can be simply computed by

$$
\begin{equation*}
[H, X(x)]=\sum_{k}^{n_{A}}(-1)^{n_{C}+n_{A}-k} \frac{\delta H}{\delta A_{k}(x)}+(-1)^{n_{C}+n_{A}} X(x) H-X(x) H \tag{A.29}
\end{equation*}
$$

and in the usual case when $n_{C}+n_{A}$ is even ${ }^{5}$ then

$$
\begin{equation*}
[H, X(x)]=\sum_{k}^{n_{A}}(-1)^{n_{C}+n_{A}-k} \frac{\delta H}{\delta A_{k}(x)} \tag{A.30}
\end{equation*}
$$

[^24]If however $X$ anti-commutes with $C$ instead of $A$, we get the expression $[H, X(x)]=$ $\sum_{k}^{n_{C}}(-1)^{n_{C}-k} \frac{\delta H}{\delta C_{k}(x)}$.

## A. 5 Self-Consistent Relation

We note that the order parameter is defined as

$$
\begin{equation*}
\Delta_{0}(\mathbf{x})=g\left\langle\psi^{\top}(x)\left(i \sigma_{2}\right) \psi(x)\right\rangle \tag{A.31}
\end{equation*}
$$

whilst the lesser electron/hole correlator is defined as

$$
\begin{equation*}
F^{<}\left(x, x^{\prime}\right)=\frac{i}{\hbar}\left\langle\psi(x) \otimes \psi^{\top}(x)\right\rangle . \tag{A.32}
\end{equation*}
$$

As a result, we can express one as a function of the other - defining a self-consistent relationship.

$$
\begin{align*}
\Delta_{0}(\mathbf{x}) & =g\left\langle\psi^{\top}(x)\left(i \sigma_{2}\right) \psi(x)\right\rangle \\
& =-g \operatorname{Tr}\left[\left(i \sigma_{2}\right)\left\langle\psi(x) \otimes \psi^{\top}(x)\right\rangle\right] \\
& =i g \hbar \lim _{t t^{\prime}} \operatorname{Tr}\left[\left(i \sigma_{2}\right) F^{<}\left(x, x^{\prime}\right)\right]  \tag{A.33}\\
& =i g \int \mathrm{~d} E \operatorname{Tr}\left[\left(i \sigma_{2}\right) F^{<}(E, \mathbf{x}, \mathbf{x})\right] .
\end{align*}
$$

## A. 6 Current operator

As in Section 3.3.1, we first partition the system into three distinct regions: left lead, central region, and right lead. We assume exactly the same form of the Hamiltonian which can be partitioned as

$$
\begin{equation*}
H=H_{L}+H_{L C}+H_{C}+H_{C R}+H_{R} \tag{A.34}
\end{equation*}
$$

where $H_{L}, H_{C}$, and $H_{R}$ describe the dynamics of the the isolated left, centre, and right regions respectively and $H_{L C / C R}$ contains the information on the the coupling between regions. We refer to Section 3.3.1 for an explicit form for each of these Hamiltonians, however, as we will see the critical term for current flow is the coupling terms which we repeat here are given in Nambu space by

$$
\begin{equation*}
H_{L C / C R}=\sum_{\alpha / \mathbf{i} / \boldsymbol{\beta}} \Psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}^{\dagger}\left(t^{\prime}\right) \mathcal{V}_{\boldsymbol{\alpha} / \boldsymbol{\beta}, \mathbf{i}} \Psi_{\mathbf{i}}\left(t^{\prime}\right)+\Psi_{\mathbf{i}}^{\dagger}\left(t^{\prime}\right) \mathcal{V}_{\boldsymbol{\alpha} / \boldsymbol{\beta}, \mathbf{i}}^{\dagger} \Psi_{\boldsymbol{\alpha} / \boldsymbol{\beta}}\left(t^{\prime}\right) \tag{A.35}
\end{equation*}
$$

where $\boldsymbol{\alpha}$ denotes a lattice site in the left lead, $\boldsymbol{\beta}$ denotes a site in the right lead, and $\mathbf{i}$ denotes a site in the central region. The $\mathcal{V}_{\boldsymbol{\alpha} / \boldsymbol{\beta}, \mathbf{i}}$ potential contain the coupling between those individual lattice sites.

To begin, we will solely consider the current from the left lead to the central region, $I_{L C}$, which we define as the change in the average number of charges in the
left lead multiplied by the charge per electron [24]

$$
\begin{equation*}
I_{L C}(t) \equiv-e\left\langle\frac{\partial \hat{n}^{\mathrm{left}}}{\partial t^{\prime}}(t)\right\rangle \tag{A.36}
\end{equation*}
$$

where the number operator $\hat{n}^{\text {left }}(t)$ determines the number of charges in the left lead at some time, which we define in particle-hole space as [13]

$$
\begin{equation*}
\hat{n}^{\mathrm{left}}(t)=\frac{1}{2} \sum_{\lambda \in L} \tau_{z} \Psi_{\lambda}^{\dagger}(t) \Psi_{\boldsymbol{\lambda}}(t) \tag{A.37}
\end{equation*}
$$

where we included $\tau_{z}$ as the holes carry an opposite charge to the electrons. The factor of half is so not to double count the hole contribution; we arbitrarily doubled our degrees of freedom to include holes. As all operators are currently in the Heisenberg picture, then by utilising Heisenberg's equation of motion Eq. (2.28), we write Eq. (3.56) as

$$
\begin{align*}
I_{L C}(t) & \equiv-e\left\langle\frac{\partial \hat{n}^{\text {left }}}{\partial t^{\prime}}(t)\right\rangle \\
& =\frac{e}{2 i \hbar}\left\langle\left[H, \hat{n}^{\text {left }}(t)\right]\right\rangle \\
& =\frac{e}{2 i \hbar} \sum_{\boldsymbol{\lambda} \in L} \tau_{z}\left\langle\left[H, \Psi_{\boldsymbol{\lambda}}^{\dagger}(t) \Psi_{\boldsymbol{\lambda}}(t)\right]\right\rangle  \tag{A.38}\\
& =\frac{e}{2 i \hbar} \sum_{\boldsymbol{\lambda} \in L} \tau_{z}\left(\left\langle\left[H, \Psi_{\boldsymbol{\lambda}}^{\dagger}(t)\right] \Psi_{\boldsymbol{\lambda}}(t)\right\rangle+\left\langle\Psi_{\boldsymbol{\lambda}}^{\dagger}(t)\left[H, \Psi_{\boldsymbol{\lambda}}(t)\right]\right\rangle\right)
\end{align*}
$$

where in the last equality we have broken the commutator into two terms. Expanding out the Hamiltonian using Eq. (A.34), we note that as $\Psi_{\lambda}$ acts only on the left lead, then $\left[H_{C / C R / R}, \Psi_{\lambda}^{\dagger}\right]=\left[H_{C / C R / R}, \Psi_{\lambda}\right]=0$ as $H_{C}, H_{C R}$, and $H_{R}$ do not act on the left lead. However, as $H_{L}$ and $H_{L C}$ do indeed act on the left lead, more care must be taken in evaluating those contributions. Indeed, by making use of Eq. (A.29), we can show that

$$
\begin{equation*}
\left[H_{L}, \Psi_{\lambda}^{\dagger}(t)\right] \Psi_{\boldsymbol{\lambda}}(t)=-\Psi_{\boldsymbol{\lambda}}^{\dagger}(t)\left[H_{L}, \Psi_{\boldsymbol{\lambda}}(t)\right] \tag{A.39}
\end{equation*}
$$

and that

$$
\begin{align*}
{\left[H_{L C}, \Psi_{\boldsymbol{\lambda}}^{\dagger}(t)\right] \Psi_{\boldsymbol{\lambda}}(t) } & =\Psi_{\mathbf{i}}^{\dagger}(t) \mathcal{V}_{\boldsymbol{\lambda}, \mathbf{i}}^{\dagger} \Psi_{\boldsymbol{\lambda}}(t)  \tag{A.40}\\
\Psi_{\boldsymbol{\lambda}}^{\dagger}(t)\left[H_{L C}, \Psi_{\boldsymbol{\lambda}}(t)\right] & =-\Psi_{\boldsymbol{\lambda}}^{\dagger}(t) \mathcal{V}_{\boldsymbol{\lambda}, \mathbf{i}} \Psi_{\mathbf{i}}(t)
\end{align*}
$$

Substituting these expressions into Eq. (A.38), we have that

$$
\begin{align*}
I_{L C}(t) & =\frac{e}{2 i \hbar} \sum_{\lambda \in L} \tau_{z}\left\langle\Psi_{\mathbf{i}}^{\dagger}(t) \mathcal{V}_{\lambda, \mathbf{i}}^{\dagger} \Psi_{\lambda}(t)-\Psi_{\lambda}^{\dagger}(t) \mathcal{V}_{\lambda, \mathbf{i}} \Psi_{\mathbf{i}}\right\rangle \\
& =\frac{e}{2 i \hbar} \sum_{\lambda \in L} \operatorname{Tr}\left[\tau_{z}\left\langle\Psi_{\mathbf{i}}^{*}(t) \otimes \Psi_{\lambda}^{\top}(t)\right\rangle \mathcal{V}_{\lambda, \mathbf{i}}^{\dagger}-\tau_{z} \mathcal{V}_{\lambda, \mathbf{i}}\left\langle\psi_{\lambda}^{*}(t) \otimes \psi_{\mathbf{i}}^{\top}(t)\right\rangle\right]  \tag{A.41}\\
& \equiv \frac{e}{2} \sum_{\lambda \in L} \operatorname{Tr}\left[\tau_{z} \mathcal{V}_{\lambda, \mathbf{i}} \mathcal{G}_{\mathbf{i}, \boldsymbol{\lambda}}^{<}(t, t)-\tau_{z} \mathcal{G}_{\lambda, \mathbf{i}}^{<}(t, t) \mathcal{V}_{\lambda, \mathbf{i}}^{\dagger}\right],
\end{align*}
$$

where the trace is over the spin and particle-hole subspace. We can simplify this expression further by noting that $\mathcal{G}_{\lambda, \mathbf{i}}^{<}=-\mathcal{G}_{\mathbf{i}, \boldsymbol{\lambda}}^{<}{ }^{\dagger}$ such that we can write the expression for the left lead current as [13]

$$
\begin{align*}
I_{L C}(t) & =\frac{e}{2} \sum_{\lambda \in L} \operatorname{Tr}\left[\tau_{z} \mathcal{V}_{\lambda, \mathbf{i}} \mathcal{G}_{\mathbf{i}, \boldsymbol{\lambda}}^{<}(t, t)+\tau_{z}\left(\mathcal{V}_{\lambda, \mathbf{i}} \mathcal{G}_{\mathbf{i}, \boldsymbol{\lambda}}^{<}(t, t)\right)^{\dagger}\right]  \tag{A.42}\\
& =e \sum_{\lambda \in L} \operatorname{Re}\left\{\operatorname{Tr}\left[\tau_{z} \mathcal{V}_{\lambda, \mathbf{i}} \mathcal{G}_{\mathbf{i}, \boldsymbol{\lambda}}^{<}(t, t)\right]\right\}
\end{align*}
$$

As in Section 3.3.2, letting $\mathcal{G}\left(\mathbf{x}, \tau_{1} ; \boldsymbol{y}, \tau_{2}\right)$ denote the $(x, y)$ element of some matrix $\mathcal{G}_{X, Y}$ where $\mathbf{x}$ is a lattice site in $X$ and $\mathbf{y}$ is a lattice site in $Y$, we can rewrite the current as

$$
\begin{equation*}
I_{L C}(t)=e \operatorname{Re}\left\{\operatorname{Tr}\left[\tau_{z} \mathcal{G}_{C, L}^{<}(t, t) \mathcal{V}_{L, C}\right]\right\} \tag{A.43}
\end{equation*}
$$

We can repeat this procedure to compute the current from the right lead to the central region

$$
\begin{equation*}
I_{R C}(t)=e \operatorname{Re}\left\{\operatorname{Tr}\left[\tau_{z} \mathcal{G}_{R, L}^{<}(t, t) \mathcal{V}_{R, C}\right]\right\} \tag{A.44}
\end{equation*}
$$

As a result, returning to the current through the entire device in Eq. (3.55), the total current through the junction is given by

$$
\begin{equation*}
I(t)=\frac{e}{2} \operatorname{Re}\left\{\operatorname{Tr}\left[\tau_{z} \mathcal{G}_{C, L}^{<}(t, t) \mathcal{V}_{L, C}-\tau_{z} \mathcal{G}_{C, R}^{<}(t, t) \mathcal{V}_{L, C}\right]\right\} \tag{A.45}
\end{equation*}
$$

As mentioned, we are interested in steady-state currents hence can express the right hand side of Eq. (A.45) as

$$
\begin{equation*}
I=\frac{e}{2} \int \mathrm{~d} E \operatorname{Re}\left\{\operatorname{Tr}\left[\tau_{z} \mathcal{G}_{C, L}^{<}(E) \mathcal{V}_{L, C}-\tau_{z} \mathcal{G}_{C, R}^{<}(E) \mathcal{V}_{L, C}\right]\right\} \tag{A.46}
\end{equation*}
$$

In this manner we have managed to express the steady-state current as a function of the full Green's functions.

## Appendix B

## Chapters Four and Five

## B. 1 Truncated Transfer Matrix Proof

To begin, given a system with $n$ layers, we divide it into $p$ partitions of $k$ layers, and a final partition partition containing the remainder $r$ layers. For simplicity we assume that $k$ evenly divides $n$ such that $n=p k$; as a result $r=0$. We label the partitions such that the first layer is contained within the first partition, whilst the last layer is contained within the $p^{\text {th }}$ partition. With the renormalisation procedures of the RGF approach in mind, we introduce a new superscript index on every quantity to keep track of how many times a quantity has been renormalised. For example, the initial $T$ and $S$ matrices of Eq. (5.5) would now be written as

$$
\begin{array}{cc}
T_{n}^{(0)}=I & T_{n-1}^{(0)}=-C_{n-1}^{-1} A_{n} \\
\check{T}_{1}^{(0)}=I & \check{T}_{2}^{(0)}=-A_{1} C_{1}^{-1} . \tag{B.2}
\end{array}
$$

as no self-energy terms have been introduced thus far. For brevity we have neglected the $S$ and $\mathscr{S}$ matrices. Similarly, within this notation the $g_{n-i+1}$ matrix of the RGF algorithm defined in Eq. (5.3) would now be written as $g_{n-i+1}^{(i)}$ as it is renormalised after every layer. Returning to the transfer matrix approach, we can now iteratively construct the first $k$ matrices as usual. The final quantities within the first and last partitions are given by:

$$
\begin{align*}
T_{n-k+1}^{(0)} & =-C_{n-k+1}^{-1}\left(A_{n-k+2} T_{n-k+2}^{(0)}+B_{n-k+2} T_{n-k+3}^{(0)}\right)  \tag{B.3}\\
\check{T}_{k}^{(0)} & =-\left(\check{T}_{k-1}^{(0)} A_{k-1}+\check{T}_{k-2}^{(0)} B_{k-2}\right) C_{k-1}^{-1} . \tag{B.4}
\end{align*}
$$

Having reached the edges of the initial partitions, instead of computing the next matrices in the transfer matrix series we compute their inverses directly

$$
\begin{align*}
& {\left[T_{n-k}^{(0)}\right]^{-1}=-\left(A_{n-k+1} T_{n-k+1}^{(0)}+B_{n-k+1} T_{n-k+2}^{(0)}\right)^{-1} C_{n-k}}  \tag{B.5}\\
& {\left[\check{T}_{k+1}^{(0)}\right]^{-1}=-C_{k}\left(\check{T}_{k}^{(0)} A_{k}+\check{T}_{k-1}^{(0)} B_{k-1}\right)^{-1}} \tag{B.6}
\end{align*}
$$

We now aim to stitch the first and last partitions to their neighbouring partitions. In the RGF approach we made the substitution $A_{i} \rightarrow A_{i}-B_{i} g_{i+1} C_{i}$ to couple all layers to the right of the $i^{\text {th }}$ layer with the $i^{\text {th }}$ layer. It is possible to show that $g_{i+1}=T_{i}^{(0)} T_{i-1}^{(0)} C_{i-1}^{-1}$ [49], and hence to couple the neighbouring partitions we make the substitution

$$
\begin{equation*}
A_{n-k} \rightarrow A_{n-k}^{\mathrm{right}} \equiv A_{n-k}+B_{n-k} T_{n-k+1}^{(0)}\left[T_{n-k}^{(0)}\right]^{-1} \tag{B.7}
\end{equation*}
$$

where the superscript 'right' on $A_{n-k}$ keeps track of the fact that the layer has been renormalised to include the effects of all layers to the right. One can do the same for $A_{n-p k+1}$ to include the effects of all the layers to its left by

$$
\begin{equation*}
A_{k+1} \rightarrow A_{k+1}^{\text {left }} \equiv A_{k+1}+\left[\check{T}_{k+1}^{(0)}\right]^{-1} \check{T}_{k}^{(0)} B_{k} \tag{B.8}
\end{equation*}
$$

Critically we can now simply restart the transfer matrix approach in the neighbouring partitions with the renormalised $A$ matrices, namely

$$
\begin{array}{cc}
T_{n-k}^{(1)}=I & T_{n-k-1}^{(1)}=-C_{n-k-1}^{-1} A_{n-k}^{\text {right }} \\
\check{T}_{k+1}^{(1)}=I & \check{T}_{k+2}^{(1)}=-A_{k+1}^{\text {left }} C_{k+1}^{-1} \tag{B.10}
\end{array}
$$

where now the superscript index has increased as we have renormalised the quantities. This process can be iterated for the remaining layers, progressively working through the device and at the boundary between partitions renormalising every quantity.

In Ref [43] they show that

$$
\begin{equation*}
\mathcal{G}_{i, j}=T_{i} \Theta \check{T}_{j}, \text { for } i \geq j \tag{B.11}
\end{equation*}
$$

Using the superscript notation, assuming that the $i^{\text {th }}$ layer is contained within the $l^{\text {th }}$ partition and that the $j^{\text {th }}$ layer is contained within the $m^{\text {th }}$ partition, then we can express the inverse as

$$
\begin{equation*}
\mathcal{G}_{i, j}=-T_{i}^{(0)}\left[A_{1} T_{1}^{(0)}+B_{1} T_{2}^{(0)}\right]^{-1} \check{T}_{j}^{(0)}, \text { for } i \geq j \tag{B.12}
\end{equation*}
$$

where all of the superscript indices are identically zero as in the initial transfer matrix approach none of the quantities are ever renormalised. Although this appears reasonable, the presence of terms such as $T_{1}^{(0)}$ in Eq. (B.11) pose some difficulties as in the truncated transfer matrix approach (TTM) we compute quantities that have been renormalised multiple times such as $T_{1}^{(p-1)}$. However, by comparing Eqs. (B.3) and (B.9) we observe that

$$
\begin{equation*}
T_{n-k-1}^{(1)}=T_{n-k-1}^{(0)}\left[T_{n-k}^{(0)}\right]^{-1} \tag{B.13}
\end{equation*}
$$

Hence there is a relationship between matrices of different partitions. Generalising this, and assuming that the $i^{\text {th }}$ layer is contained within the $l^{\text {th }}$ partition, we find

$$
\begin{equation*}
T_{i}^{(l-1)}=T_{i}^{(0)} \prod_{q=1}^{l-1}\left[T_{n-q k}^{(q-1)}\right]^{-1} \tag{B.14}
\end{equation*}
$$

where the ordering of the product is taken as $\prod_{i=1}^{n} A_{i} \equiv A_{1} \ldots A_{n}$.

From Eq. (B.11), we have that

$$
\begin{equation*}
\mathcal{G}_{n, m k+j}=-\left[A_{1} T_{1}^{(0)}+B_{1} T_{2}^{(0)}\right]^{-1} \check{T}_{m k+j}^{(0)}, \text { for } 1 \leq j<k \tag{B.15}
\end{equation*}
$$

However, by renormalising the $m k+1$ layer to factor in all layers to its left as

$$
\begin{equation*}
A_{m k+1} \rightarrow A_{k+1}^{\text {left }} \equiv A_{m k+1}+\left[\check{T}_{m k+1}^{(m)}\right]^{-1} \check{T}_{m k}^{(m)} B_{k} \tag{B.16}
\end{equation*}
$$

then an application of the RGF states that

$$
\begin{equation*}
\mathcal{G}_{n, m k+j}=-\left[A_{m k+1}^{\text {left }} T_{m k+1}^{(0)}+B_{m k+1} T_{m k+2}^{(0)}\right]^{-1} \check{T}_{m k+j}^{(m)}, \text { for } 1 \leq j<k . \tag{B.17}
\end{equation*}
$$

Hence, for $j, i \in[1, k)$ we can use Eq. (B.14) to write Eq. (B.18) as

$$
\begin{align*}
\mathcal{G}_{l k+i, m k+j}= & -T_{l k+i}^{(0)}\left[A_{m k+1}^{\mathrm{left}} T_{m k+1}^{(0)}+B_{m k+1} T_{m k+2}^{(0)}\right]^{-1} \check{T}_{m k+j}^{(m)} \\
= & -T_{l k+i}^{(p-l-1)} \prod_{q=p-l-1}^{1} T_{(p-q) k}^{(q-1)}\left[\left(A_{m k+1}^{\mathrm{left}} T_{m k+1}^{(p-m-1)}\right.\right. \\
& \left.\left.+B_{m k+1} T_{m k+2}^{(p-m-1)}\right) \prod_{q=p-m-1}^{1} T_{(p-q) k}^{(q-1)}\right]^{-1} \check{T}_{m k+j}^{(m)} \\
= & -T_{l k+i}^{(p-l-1)} \prod_{q=p-l-1}^{p-m-2}\left[T_{(p-q) k}^{(q-1)}\right]^{-1}\left[A_{m k+1}^{\mathrm{left}} T_{m k+1}^{(p-m-1)}+B_{m k+1} T_{m k+2}^{(p-m-1)}\right]^{-1} \check{T}_{m k+j}^{(m)} \tag{B.18}
\end{align*}
$$

We can now drop the superscript indices as the subscript index contains all the required information to write

$$
\begin{equation*}
\mathcal{G}_{l k+i, m k+j}=T_{l k+i} \mathcal{G}_{l k+1, m k+1} \check{T}_{m k+j}^{(m)}, \tag{B.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{G}_{l k+1, m k+1}=\left[T_{l k}\right]^{-1} \mathcal{G}_{(l-1) k+1, m k+1} \tag{B.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{G}_{1, m k+1}=-\left[A_{m k+1}^{\mathrm{left}} T_{m k+1}+B_{m k+1} T_{m k+2}\right]^{-1} \tag{B.21}
\end{equation*}
$$

and for completeness $\mathcal{G}_{0, m k+1}=I$.

## B. 2 Chebychev Approximation

We begin by assuming that $2 X$ is an $N \times N$ matrix, and hence has $N$ eigenvalues - the set of which we denote by $\left\{\lambda_{i}\right\}$. We introduce another critical parameter $\xi$, which denotes the spread of the eigenvalues $\xi \equiv\left|\max \left(\left\{\lambda_{i}\right\}\right)-\min \left(\left\{\lambda_{i}\right\}\right)\right|$. From Fig. 5.5, we see that for $x \in(-1,1)$, the Chebyshev polynomials oscillates somewhat sinusoidally, but for $|x|>1$ it appears to grow exponentially.

We now look to estimating the ratio

$$
\begin{equation*}
\frac{\max \left(U_{k}\left(\left\{\lambda_{i}\right\}\right)\right)}{\min \left(U_{k}\left(\left\{\lambda_{i}\right\}\right)\right)} \tag{B.22}
\end{equation*}
$$

for some set of eigenvalues $\left\{\lambda_{i}\right\}$. To do so, we note that for $|x|<1, U_{k}$ is bounded, whilst for $x>1$ it grows exponentially, hence we can obtain a rough bound to the ratio by letting $\min \left(U_{k}\left(\left\{\lambda_{i}\right\}\right)\right)$ be near the right most zero of the function, whilst $\max \left(U_{k}\left(\left\{\lambda_{i}\right\}\right)\right) \sim \max \left(U_{k}(\{\xi\})\right)$ - namely as far right as possible whilst having at least one eigenvalue near the the right most zero.

As a result, by assuming that distance an eigenvalue is to a zero is proportional to the density of eigenvalues, then $\min \left(U_{n}(\{e\})\right) \sim 1 / N$. We now look to estimate

We can parameterise $U_{k}(x)$ by [94]

$$
U_{k}(x)= \begin{cases}\frac{\sin ((k+1) \operatorname{acos}(x))}{\sin (\operatorname{acos}(x))} & |x|<1  \tag{B.23}\\ \frac{\sinh \left(\left(k+1 \cosh ^{-1}(x)\right)\right.}{\sinh \left(\cosh ^{-1}(x)\right)} & |x| \geq 1\end{cases}
$$

We shall focus on the case of $x>1$, to this end we parameterise $x$ by some $w$ by

$$
\begin{equation*}
x=\frac{w+w^{-1}}{2} . \tag{B.24}
\end{equation*}
$$

As a result,

$$
\begin{align*}
U_{k}(w) & =\frac{\sinh ((k+1) \ln (w))}{\sinh (\ln (w))} \\
& =\frac{\sinh \left(\ln (w)^{k+1}\right)}{\sinh (\ln (w))}  \tag{B.25}\\
& =\frac{\exp \left[\ln \left(w^{k+1}\right)\right]-\exp \left[-\ln \left(w^{k+1}\right)\right]}{2} \frac{2}{w-w^{-1}} \\
& =\frac{w^{k+1}-w^{-(k+1)}}{w-w^{-1}}
\end{align*}
$$

As a result, for a reasonably large $k$, we have that

$$
\begin{equation*}
U_{k}(w)=\frac{w^{k+1}}{w-w^{-1}} \tag{B.26}
\end{equation*}
$$

## Appendix C

## Chapters Six and Seven

## C. 1 Baker-Campbell-Hausdorff Identity

An identity of the Baker-Campbell-Hausdorff relation is that

$$
\begin{equation*}
e^{X} Y e^{-X}=\sum_{n=0}^{\infty} \frac{\left[(X)^{n}, Y\right]}{n!} \tag{C.1}
\end{equation*}
$$

where

$$
\begin{equation*}
(X)^{n} \equiv \underbrace{[X, \ldots,[X,[X, Y]] \ldots]}_{n \text { times }} \tag{C.2}
\end{equation*}
$$

We consider the case of $X=i A \sigma_{i}$ and $Y=B \sigma_{j}$. We progressively compute the commutators as ${ }^{1}$

$$
\begin{align*}
{\left[i A \sigma_{i}, B \sigma_{j}\right] } & =(-1)^{0}(i A)(B)(2 i) \epsilon_{i j k} \sigma_{k} \\
{\left[i A \sigma_{i},(i A)(B)\left(2 i \epsilon_{i j k}\right) \sigma_{k}\right] } & =(-1)^{0}(i A)^{2}(B)(2 i)^{2} \epsilon_{i j k} \epsilon_{i k j} \sigma_{j} \\
& =(-1)^{1}(i A)^{2}(B)(2 i)^{2} \sigma_{j} \\
{\left[i A \sigma_{i},(-1)^{1}(i A)^{2}(B)(2 i)^{2} \sigma_{j}\right] } & =(-1)^{1}(i A)^{3}(B)(2 i)^{3} \epsilon_{i j k} \sigma_{k}  \tag{C.3}\\
{\left[i A \sigma_{i},(-1)^{1}(i A)^{3}(B)(2 i)^{3} \epsilon_{i j k} \sigma_{k}\right] } & =(-1)^{1}(i A)^{4}(B)(2 i)^{4} \epsilon_{i j k} \epsilon_{i k j} \sigma_{j} \\
& =(-1)^{2}(i A)^{4}(B)(2 i)^{4} \sigma_{j}
\end{align*}
$$

[^25]As a result

$$
\begin{align*}
e^{i A \sigma_{i}} B \sigma_{j} e^{-i A \sigma_{i}} & =\sum_{n=0}^{\infty}\left\{\frac{\left[(X)^{(2 n)}, Y\right]}{(2 n)!}+\frac{\left[(X)^{(2 n+1)}, Y\right]}{(2 n+1)!}\right\} \\
& =\sum_{n=0}^{\infty} B\left\{\frac{(-1)^{n}(i A)^{2 n}(2 i)^{2 n}}{(2 n)!} \sigma_{j}+\frac{(-1)^{n}(i A)^{2 n+1}(2 i)^{2 n+1}}{(2 n+1)!} \epsilon_{i j k} \sigma_{k}\right\} \\
& =\sum_{n=0}^{\infty} B\left\{\frac{(-1)^{n}(2 A)^{2 n}}{(2 n)!} \sigma_{j}-\frac{(-1)^{n}(2 A)^{2 n+1}}{(2 n+1)!} \epsilon_{i j k} \sigma_{k}\right\} \\
& =B\left(\cos (2 A) \sigma_{j}-\sin (2 A) \epsilon_{i j k} \sigma_{k}\right) \tag{C.4}
\end{align*}
$$

## C. 2 Spin-orbit dispersion relation

We follow the procedure and notation of Ref [95]; repeating it here for convenience but also to explicitly work with our more general Hamiltonian. We denote the wavefunction by the state $|\psi\rangle \equiv \sum_{\sigma} \sum_{l m} \chi_{l m}^{\sigma}|l m \sigma\rangle$ where $|l m \sigma\rangle \equiv c_{l m \sigma}^{\dagger}|0\rangle$ for some vacuum state $|0\rangle ; l$ and $m$ denote lattice sites on the 2D lattice, whilst $\sigma$ is the spin-index.

We can write out the full Hamiltonian as

$$
\begin{align*}
H=\sum_{l m \sigma} & \epsilon n_{l m \sigma}-\sum_{l m} c_{l, m, \sigma}^{\dagger}\left(g \mu_{B} B \sigma_{y}\right)_{\sigma^{\prime}}^{\sigma} c_{l, m, \sigma^{\prime}}-t \sum_{l m \sigma}\left(c_{l+1, m, \sigma}^{\dagger} c_{l, m, \sigma}+c_{l, m+1, \sigma}^{\dagger} c_{l, m, \sigma}+\text { h.c. }\right) \\
& -t_{\alpha} \sum_{l m \sigma \sigma^{\prime}}\left(c_{l, m+1, \sigma}^{\dagger}\left(i \sigma_{x}\right)_{\sigma^{\prime}}^{\sigma} c_{l, m, \sigma^{\prime}}-c_{l+1, m, \sigma}^{\dagger}\left(i \sigma_{y}\right)_{\sigma^{\prime}}^{\sigma} c_{l, m, \sigma^{\prime}}+\text { h.c. }\right) \tag{C.5}
\end{align*}
$$

where $\epsilon=4 t-\mu$. Schrödinger's equation now states that

$$
\begin{equation*}
H|\Psi\rangle=E|\Psi\rangle \tag{C.6}
\end{equation*}
$$

Left multiplying Eq. (C.6) by $\langle i j s|$ we find that

$$
\begin{align*}
&(\epsilon-E) \chi_{l m}^{ \pm} \mp i g \mu_{B} B \chi_{l m}^{\mp}-t\left(\chi_{l-1, m}^{ \pm}+\chi_{l+1, m}^{ \pm}+\chi_{l, m-1}^{ \pm}+\chi_{l, m+1}^{ \pm}\right) \\
&-i t_{\alpha}\left(\chi_{l, m-1}^{\mp}-\chi_{l, m+1}^{\mp}\right) \mp t_{\alpha}\left(\chi_{l-1, m}^{\mp}-\chi_{l+1, m}^{\mp}\right)=0 \tag{C.7}
\end{align*}
$$

We also pause to define the vector

$$
A_{l}^{\sigma}=\left(\begin{array}{c}
\chi_{l, 1}^{\sigma}  \tag{C.8}\\
\chi_{l, 2}^{\sigma} \\
\vdots \\
\chi_{l, n_{y}}^{\sigma}
\end{array}\right)
$$

and the matrices

$$
\begin{gather*}
H_{0}=\left(\begin{array}{ccccc}
\epsilon & -t & 0 & \cdots & 0 \\
-t & \epsilon & -t & \cdots & 0 \\
0 & -t & \epsilon & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \ddots & \epsilon
\end{array}\right)  \tag{C.9}\\
T_{\alpha}^{\mp}=\left(\begin{array}{ccccc}
\mp i g \mu_{B} B & i t_{\alpha} & 0 & \cdots & 0 \\
-i t_{\alpha} & \mp i g \mu_{B} B & i t_{\alpha} & \cdots & 0 \\
0 & -i t_{\alpha} & \mp i g \mu_{B} B & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \ddots & \mp i g \mu_{B} B
\end{array}\right) \tag{C.10}
\end{gather*}
$$

Additionally, as our system has translation symmetry along the $x$-axis, we know that $A_{l+1}^{\sigma}=\lambda A_{l}^{\sigma}$, where $\lambda=e^{i k_{x} a}$. Finally, we can rewrite Eq. (C.7) as the matrix equation

$$
\begin{equation*}
\left(H_{0}^{ \pm}-E\right) A_{l}^{ \pm}-t \lambda A_{l}^{ \pm}-t A_{l-1}^{ \pm}+T_{\alpha} A_{l}^{\mp} \mp t_{\alpha} A_{l-1}^{\mp} \pm \lambda t_{\alpha} A_{l}^{\mp}=0 \tag{C.11}
\end{equation*}
$$

Which we can write as

$$
\left(\begin{array}{cccc}
H_{0}^{+}-E & T_{\alpha}^{-} & -t & -t_{\alpha}  \tag{C.12}\\
T_{\alpha}^{+} & H_{0}^{-}-E & t_{\alpha} & -t \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
A_{l}^{+} \\
A_{l}^{-} \\
A_{l-1}^{+} \\
A_{l-1}^{-}
\end{array}\right)=\lambda\left(\begin{array}{cccc}
t & -t_{\alpha} & 0 & 0 \\
t_{\alpha} & t & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
A_{l}^{+} \\
A_{l}^{-} \\
A_{l-1}^{+} \\
A_{l-1}^{-}
\end{array}\right)
$$

By solving this generalised eigenvalue problem we can extract the values of $\lambda$ for each energy $E$. Checking $|\lambda|=1$ such that it corresponds to a phase, we can extract $k_{y} a$ as required. From this we can plot the resulting dispersion relation.

## C. 3 Anomalous current in superconducting constriction

In Chapter 7 we discussed the anomalous Josephson effect in the context of S-NS junctions where there was a non-superconducting material separating the two superconductors. However, here we will discuss the same effect for junctions formed from superconducting constrictions, or weak links where the normal region is small relative to the coherence length. Critically we will see that the effect is due to a net phase that the condensate picks up by traversing the junction due to the spin-orbit coupling and the Zeeman field.

To begin, we will consider a 1D Josephson junction formed from a superconducting constriction and tuned such that the dominant energy contribution comes from the spin-orbit coupling. We let the constriction lie in the $\hat{l}$ direction and assume
a generic $S U(2)$ gauge field of the form $\boldsymbol{\rho}=k_{\alpha} \boldsymbol{\sigma} \times \hat{d}$, where $\hat{d}$ is the directional vector of the spin-polarisation. From Section 7.4.3, we note that we can decouple the Hamiltonian into 'external' and 'internal' systems where

$$
H_{\mathrm{in} / \mathrm{ext}}=\int \mathrm{d} x\left(\begin{array}{cc}
\psi_{\mathrm{in} / \mathrm{ext}}^{\dagger} & \psi_{\mathrm{in} / \mathrm{ext}}^{\top}
\end{array}\right)\left(\begin{array}{cc}
h_{\mathrm{in} / \mathrm{ext}} & \Delta i \sigma_{y}  \tag{C.13}\\
-\Delta i \sigma_{y} & -h_{\mathrm{in} / \mathrm{ext}}^{*}
\end{array}\right)\binom{\psi_{\mathrm{in} / \mathrm{ext}}}{\psi_{\mathrm{in} / \mathrm{ext}}^{*}}
$$

where the contribution from the kinetic term of $h_{\text {in } / \text { ext }}$ is given by the expanding out the covariant derivative $\mathbf{D}$ to order $\mathcal{O}\left(k_{\alpha}^{0}\right)$ :

$$
\begin{equation*}
\text { K.E. } \propto\left(\mathbf{D}^{2}+\boldsymbol{\rho}^{2}\right) \sim i k_{\alpha}(\boldsymbol{\sigma} \times \hat{d}) \cdot \nabla-k_{\alpha}^{2}+\mathcal{O}\left(k_{\alpha}^{0}\right) \tag{C.14}
\end{equation*}
$$

As a thought experiment, we let the order parameter possess a helical phase along the axis of the nanowire $\hat{l}$ :

$$
\begin{equation*}
\Delta_{0} \rightarrow \Delta_{0} \exp (2 i q \hat{l} \cdot \boldsymbol{r}) \tag{C.15}
\end{equation*}
$$

and that there are no external magnetic fields. From Section 6.3.1, this implies that the condensate flows in the direction $\hat{l}$ - down the nanowire - with a centre of momentum of $2 \hbar q$. Physically we will have current flow through the device, even in the absence of a bulk phase difference - we can recognise this lack of phase bias as indicating an anomalous current. We now perform a $U(1)$ gauge transform to remove the helical phase

$$
\begin{equation*}
\psi_{\mathrm{in} / \mathrm{ext}} \rightarrow \exp (-i q \hat{l} \cdot \mathbf{r}) \psi_{\mathrm{in} / \mathrm{ext}} \tag{C.16}
\end{equation*}
$$

As a result, the covariant derivative also transforms as

$$
\begin{equation*}
\mathbf{D} \rightarrow \nabla-i q \hat{l}+i k_{\alpha} \boldsymbol{\sigma} \times \hat{d} . \tag{C.17}
\end{equation*}
$$

As before, in this linearised model the kinetic contribution to the Hamiltonian can be computed by expanding out the covariant derivative to order $\mathcal{O}\left(k_{\alpha}^{0}\right)$, resulting in:

$$
\begin{equation*}
\text { K.E. } \propto\left(\mathbf{D}^{2}+\boldsymbol{\rho}^{2}\right) \rightarrow q k_{\alpha}(\boldsymbol{\sigma} \times \hat{d}) \cdot \hat{l}+i k_{\alpha}(\boldsymbol{\sigma} \times \hat{d}) \cdot \nabla-k_{\alpha}^{2}+\mathcal{O}\left(k_{\alpha}^{0}\right) \tag{C.18}
\end{equation*}
$$

We note the second term in Eq. (C.18) is the usual coupling between the kinetic momentum and the spin-orbit field, whilst the first term, due to the coupling between the $U(1)$ and $S U(2)$ gauge fields, is an effective magnetic field introduced by the change in $U(1)$ gauge. Indeed by rewriting this term we can see the gauge equivalence between these two picture:

$$
\underbrace{\arg \left(\Delta_{0}\right)=2 q \hat{l} \cdot \boldsymbol{r} \text { and } \mathbf{B}=0}_{\text {Current flows down nanowire }} \Leftrightarrow \underbrace{\arg \left(\Delta_{0}\right)=0 \text { and } \mathbf{B}=-\frac{\hbar^{2} q k_{\alpha}}{2 m} \hat{d} \times \hat{l}}_{\text {Current flows down nanowire }}
$$

where we have highlighted that as they simply correspond to a different choice in $U(1)$ gauge, they necessarily correspond to the same physical system - namely, anomalous current flowing down the nanowire.

Returning to our original system, as the leads connected to the device are bulk systems then they supply an order parameter with a constant phase; the order parameter is not in a helical phase [96]. However, we now note that if a magnetic field $\mathbf{B}=|\mathbf{B}| \hat{B}$ is applied to the system such that

$$
\begin{equation*}
(\hat{d} \times \hat{l}) \cdot \hat{B} \neq 0 \tag{C.19}
\end{equation*}
$$

then as per the previous thought experiment current will flow down the nanowire - precisely the anomalous Josephson effect. As a result, Eq. (C.19) is the oft-cited condition that must be met such that one will measure an anomalous Josephson effect [81]. Although this was in the context of superconducting constrictions, the condition Eq. (C.19) must be satisfied to see the anomalous current as can be argued from purely symmetry arguments as in Ref [90].

Returning to the spin-orbit coupled nanowires of Section 7.4.3, we note that we partitioned the Hamiltonian into two uncoupled inner and outer bands. From Eqs. (7.46) and (7.47), the fundamental difference between the single particle Hamiltonians between the two bands was the sign difference in the kinetic terms: $\pm i \alpha \partial_{x} \sigma_{z}$. As a result, for the same phase difference across the junction, the two resulting pairs of ABS will carry current in different directions. Although this seems to indicate anomalous current will always cancel pairwise, as the magnetic field along the direction of the nanowire increases in strength, from Fig. 7.20 the superconducting gap of the inner spinors decreases. Indeed, when in the topological phase the inner bound states vanish entirely, as a result there will be a net anomalous current carried by the exterior states [86]. Hence in the nanowire model, there is a direct link between the appearance of an anomalous phase and whether the wire is in a topological or trivial phase. Finally, we note that in Ref [96] they determined that the maximum anomalous current, which we denote by $I_{h}$, is given by the formula

$$
\begin{equation*}
\max \left(I_{\mathrm{an}}\right) \equiv I_{h}=\frac{e g \mu_{B} \mathbf{B} \cdot \hat{d}}{\hbar} \tag{C.20}
\end{equation*}
$$

When plotting the anomalous current we will regularly normalise with respect to $I_{h}$.
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[^0]:    ${ }^{1}$ Conventionally the scalar potential is also bundled with the temporal derivative to produce a canonical 4-momentum. As we are interested in non-relativistic effects we do not need to be so strict in treating time and space on the same footing and it will become easier to keep them separate.

[^1]:    ${ }^{2}$ It is worth noting that in non-relativistic quantum mechanics, where physical space is given by $\mathbb{R}^{3}$ and time by $\mathbb{R}$, that spacetime is given by $\mathbb{R} \times \mathbb{R}^{3}$ as time does not mix with the spatial dimensions. This is in contrast to relativistic quantum mechanics where spacetime has a Minkowski structure.
    ${ }^{3}$ Note that the components of the $S U(2)$ gauge field are currently written as functions of the electromagnetic fields - experimentally observable quantities! This appears to be a contradiction as it is well known that we cannot measure gauge fields. However, it is of course as this is just written for a particular gauge and the $S U(2)$ gauge fields themselves are indeed not measurable. For example, if the vector potential was given as $\mathbf{A}=(-\cos (z) \sin (z) \quad 0)$, then $\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A}=$ A. Although this would appear as if we are measuring the gauge field, it is simply that for a specific choice of gauge the gauge field is equivalent to the magnetic field which indeed is measurable. If we performed a $U(1)$ gauge transformation we would no longer have $\mathbf{B}=\mathbf{A}$.

[^2]:    ${ }^{4}$ Note that $\{A, B\} \equiv A B+B A$.
    ${ }^{5}$ Note that $\psi \otimes \psi^{\top}=\binom{\psi_{\uparrow}(x)}{\psi_{\downarrow}(x)} \otimes\left(\begin{array}{ll}\psi_{\uparrow}(x) & \left.\psi_{\downarrow}(x)\right)=\left(\begin{array}{ll}\psi_{\uparrow}(x) \psi_{\uparrow}(x) & \psi_{\uparrow}(x) \psi_{\downarrow}(x) \\ \psi_{\downarrow}(x) \psi_{\uparrow}(x) & \psi_{\downarrow}(x) \psi_{\downarrow}(x)\end{array}\right) .\end{array}\right.$

[^3]:    ${ }^{6} \mathrm{~A}$ grand canonical ensemble is simply a system in thermal equilibrium where particle number is not necessarily conserved. As we are interested in transport where particles flow between two reservoirs (leads) this is a very natural ensemble to work with.
    ${ }^{7}$ For the remainder of this thesis, instead of writing $H-\mu \hat{N}$ as the time evolution operator in the grand-canonical ensemble, we will simply write $H$ to clean up the notation. However, it should be remembered that we are always working in a grand-canonical ensemble and hence there will always be a $-\mu \hat{N}$ term implicit in $H$. When we do explicit calculations this will be evident.
    ${ }^{8}$ What's in a name? The standard progression for scientific naming goes possessive, adjectival, then (if one is lucky) uncapitalised adjectival (Abel's group $\rightarrow$ Abel group $\rightarrow$ abelian group). The

[^4]:    'Green's function' was indeed following this trend (Green's function $\rightarrow$ Green function) but for some reason bucked this trend in the mid 90's [15] and is now commonly known as the Green's function in the literature. We shall use this nomenclature.

[^5]:    ${ }^{9}$ We define the generalised step function as $\Theta_{\mathcal{C}}\left(t-t^{\prime}\right)=\int_{\mathcal{C}}^{t} \mathrm{~d} \tau \delta_{\mathcal{C}}\left(\tau-t^{\prime}\right)$ where $\delta_{\mathcal{C}}$ is the generalised delta function and is defined such that $\int_{\mathcal{C}} \mathrm{d} \tau \delta_{\mathcal{C}}(\tau-t)=1$ for $t \in \mathcal{C}$.

[^6]:    ${ }^{1}$ Heuristically, the time for an electron to traverse an ion in the lattice is $\sim \hbar E_{F}^{-1}$. This slightly distorts the lattice which takes $\sim \omega_{D}^{-1}$ ( $\omega_{D}$ being the Debye frequency) to relax to its equilibrium position. As $\omega_{D}^{-1} \gg \hbar E_{F}^{-1}$ then the displaced ion can induce another electron to traverse the ion before itself relaxes - hence the apparent attractive interaction. [10]
    ${ }^{2}$ Note we have illustrated the point-like interaction via a wavy line. This is as we are working in a many-body system and hence assume there are a number of distinct particles present. As a result the wavy interaction indicates that the attraction can be between two different particles.

[^7]:    ${ }^{3}$ Mean-field theory is only valid when the quantum fluctuations around the mean-field are irrelevant. The free energy of a fluctuation is of magnitude $k_{B} T$ and must act over a volume $\xi_{0}^{3}$ where $\xi_{0}$ is the coherence length - thus $F_{\text {fluc }} \sim k_{B} T / \xi_{0}^{3}$. Hence at low temperatures, and for highly correlated quantum effects, the disorder induced by quantum fluctuations is negligible and a mean-field theory is valid.

[^8]:    ${ }^{4}$ We have denoted the hole by an outgoing dashed line but it could also be drawn with an incoming full line - exactly the same as for the electron. This is as a hole moving backwards in spacetime is equivalent to an electron moving forwards (equivalent to how anti-particles are drawn in Feynman diagrams).

[^9]:    ${ }^{5}$ Here we are only considering two-component particle-hole spinors as we are currently neglecting the extra spin degree of freedom; with no applied magnetic fields the spin structure is trivial. This is in contrast to Section 3.1 .2 where we were still considering a system with a non-trivial spin structure.

[^10]:    ${ }^{6}$ The $H_{\mathrm{sp}}^{*}$ appears as for this equation of motion it is convenient to integrate the non-interacting part of the BCS Hamiltonian by parts beforehand which introduces a hermitian conjugate.

[^11]:    ${ }^{7}$ Note that in Eq. (3.27) we have made use of the spinorial anti-commutating relations defined in Eq. (2.22).

[^12]:    ${ }^{1}$ This is the reason that experimental observations of the Hofstadter butterfly lagged the theoretical developments, as it required the use of Moiré lattices with their enlarged lattice spacing.

[^13]:    ${ }^{2}$ Regions where the bandstructure is approximately linear in momentum such that two opposing cones appear.

[^14]:    ${ }^{1}$ Although the derivation of the Nambu-Gorkov equation had superconducting systems in mind, if $\Delta=0$, then we can block partition the electron and hole components exactly. As a result we can simply solve for $\mathcal{G}_{1,1}$ - the electron correlator - independently; this is known as simply Gorkov's equation.

[^15]:    ${ }^{1}$ For systems that break time-reversal symmetry or spatial inversion symmetry this condition is not necessarily true as we will see later in the thesis.

[^16]:    ${ }^{2} a$ is the unit-cell length and cancels the inverse length units of the delta function.

[^17]:    ${ }^{3}$ It should be noted that as we are always working in a grand canonical ensemble all energies are measured relative to $\mu$.

[^18]:    ${ }^{4}$ More correctly, we can view our problem onto considering maps of the form $f:[0,1] \rightarrow S^{1} \mid f(0)=$ $f(1)=0$. The fundamental group $\pi_{1}$ of this mapping is then given simply by $\mathbb{Z}$ - where the integer corresponds to the number of winds [67].

[^19]:    ${ }^{1}$ As outlined in Section 6.2.3, as long as the Fermi wavelength $\lambda_{F}$ is greater than the width of the device, then from the electron's perspective the device is quasi-1D regardless of the number of lattice sites in the $z$-axis

[^20]:    ${ }^{2}$ Using Appendix C. 1 one can show that the superconducting order parameter is unchanged in the rotating basis.

[^21]:    ${ }^{1}$ As we are dealing with traces of operators, the validity of this trace is indeed not obvious. However, the $\exp \left\{-\beta H_{0}\right\}$ term bounds the expression such that the trace as an operation is well-defined see [91] for a thorough discussion.

[^22]:    ${ }^{2}$ This is as $\Gamma(\mathbf{0}, 0)=\int \mathrm{d} x \Gamma\left(\mathbf{x}, t_{x}\right)$ and hence corresponds to the 'total' interaction strength in space and time.

[^23]:    ${ }^{3}$ As the lattice takes on the order $\sim \omega_{D}^{-1}\left(\omega_{D}\right.$ being the Debye frequency $)$ seconds to relax to its equilibrium position then the energy scale phonon induced superconductivity can act over is $\sim \hbar \omega_{D}$ [10].

[^24]:    ${ }^{4}$ Implicitly we assume that all points this commutator is finite.
    ${ }^{5}$ Generally either $n_{A}=n_{C}$ or $n_{A}=0$ and $n_{C}=2$.

[^25]:    ${ }^{1}$ Note in the following the indices are never being summed over.

