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Abstract

M
ULTI-agent systems (MAS) consist of interacting entities, which can

work together to solve complex problems that are difficult for an in-

dividual agent to possibly achieve. Formation control is a way to

achieve collaborations in MAS by changing the motions of each agent and the distri-

bution of the relative positions between agents.

In recent years, formation control for MAS, especially for heterogeneous MAS with

different entities, has been intensively studied due to its wide range of applications in

aerospace, intelligent transportation, and smart logistics. However, truly distributed,

and reliable operations of MAS formations are difficult in practice with multiple con-

straints from interaction and physical systems. For instance, their interactive infor-

mation is commonly locally incomplete and unreliable due to limited communication

capabilities and potential cyber-attacks, and their physical systems are inevitably sub-

ject to unmodeled dynamics, dynamic barriers, etc. Therefore, the distributed and

robust formation control for MAS is significant, and the transformation from control

theoretical discoveries to real-world applications is essential.

In this thesis, a series of distributed formation control strategies are developed for het-

erogeneous multi-agent systems to ensure reliable operations, optimised performance,

and flexible collaborations under interaction and physical system constraints. To eval-

uate the impacts of new strategies in practical systems, these discoveries are applied

to autonomous vehicles in time-varying formations for target tracking and patrolling,

collaborative collision avoidance, and area scanning.

First, formation control problems and methods for MAS are reviewed under two-

layer constraints: 1) interaction layer constraints include local information, switching

topologies, limited communication resources, cyber-attacks, etc. 2) physical system

layer constraints include complex heterogeneous dynamics, multiple disturbances, un-

certain even unknown model, limited real-time optimization and computing capabil-

ities, physical barriers, etc. Then, we propose novel distributed adaptive observers,

event-triggered mechanisms, and resilient control methods to guarantee the stability

and resilience of MAS at the interaction layer. For physical system layer constraints,

robust heterogeneous formation control, optimal collision avoidance algorithm, and
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Abstract

reinforcement learning-based model-free control strategies are provided to ensure safe

operations, optimized performance, and flexible collaborations among different agents

in dynamic environments. To address the practical collaborative problems, the devel-

oped control methods are applied in autonomous vehicles to perform collaborative

tasks by dynamic formations. The results demonstrate the effectiveness, robustness,

and resilience of the proposed strategies.
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Chapter 1

Introduction

T
HIS chapter presents a brief background of multi-agent systems,

formation control problems and applications of multi-agent for-

mations. It is followed by the research motivation of this work

and the original contributions of the thesis. At the end, the structural orga-

nization of the thesis is outlined.
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1.1 Background

1.1 Background

1.1.1 Multi-agent systems

The concept of an agent emerged after the rise of artificial intelligence [1]. It refers to

an entity operating in an environment, which is capable of autonomous action in the

environment in order to meet its design goals [2,3]. The agents can be of any type, such

as software [1], vehicles [4], drones [5], robotic arms [6], etc. There are three points

worth noting from the concept: (1) autonomy means that an agent controls its own

actions; (2) goal-directed behavior emphasizes that an agent changes its behavior to

achieve its goals; and (3) the environment can be physical environment (e.g. in control

engineering filed) or computing environment (e.g. in computer science filed). This

thesis focuses on agents in control engineering.

Multi-agent systems (MAS) are systems composed of multiple interacting agents, which

can work together to solve complex problems that are difficult for an individual agent

to possibly achieve [2]. The advantage of MAS is delivered through (1) interactions

between agents, and (2) collaborations in their actions to achieve some common goals.

In control engineering, MAS can be considered as involving interaction and physical

system layers (or levels) [7]. At the interaction layer, information is exchanged between

individual agents through communication networks or/and sensor perception. At the

physical system layer, each agent is a control system with physical characteristics, and

it has its own influence areas in the shared environment [7].

From the composition of the physical system layer, MAS can be divided into homo-

geneous MAS [8–11] and heterogeneous MAS [12–16]. If the system is composed of

identical agents, it is called homogeneous MAS. On the contrary, different agents with

different dynamics consist of heterogeneous MAS. For example, a homogeneous MAS

consisting of a group of Coachbots (V2.0) is developed to perform dynamic collabo-

rative tasks by a task swapping algorithm, as shown in Fig. 1.1 (a) [8]. A heteroge-

neous MAS demonstrated in Fig. 1.1 (b) is composed of drones and ground-based

self-assembling robots [12]. Drones use their privileged view of the environment to

determine and communicate information to groups of robots on what morphologies to

form to carry out upcoming tasks. Compared with homogeneous MAS, heterogeneous

MAS show greater flexibility in collaborations because different agents have different

capabilities to perform a collaborative task with less cost. From the engineering aspect,

sometimes it is too difficult to equip the same agent with all the necessary modules.
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Chapter 1 Introduction

(b)   Connected vehicles in formations
(a)  Satellite formation flying based on 

System F6 framework

Figure 1.3. Multi-agent formation applications. (a) Satellite formation flying based on System

F6 framework [30] (b) Connected vehicles in formations [34].

1.2 Motivation

As an attractive research area in control engineering and artificial intelligence, dis-

tributed formation technology contributes to efficient, flexible, fast, and powerful col-

laborations of MAS. However, fully distributed, and reliable operations of multi-agent

formations are difficult in practice with multiple constraints from interaction and phys-

ical systems.

As shown in Fig. 1.4, the interaction layer constraints mainly include (1) incomplete lo-

cal information as the communication capabilities of agents and the number of equipped

devices are limited [29,38], (2) dynamic switching topologies on account of their bounded

interaction range [39], (3) limited network resources and communication bandwidth

[40], (4) unreliable cyber-environments due to potential cyber-attacks [41], and other

network-induced issues.

Furthermore, there are inevitable constraints from the physical system layer of MAS,

such as (1) complex heterogeneous dynamics because the agents in MAS may have dif-

ferent motion modes and state orders, (2) multiple disturbances from uncertain envi-

ronments, (3) uncertain even unknown model information in practical systems, (4) lim-

ited real-time optimization and computing capabilities, (5) dynamic barriers in threat

environments, etc.
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Chapter 1 Introduction

1.3 Summary of original contributions

This work aims to design distributed formation control strategies to ensure stability, ro-

bustness, and resilience of MAS under multiple constraints from interaction and phys-

ical system layers. Applying the control strategies to applications such as multi-UGV

and UAV-UGV MAS is also our objective.

The original contributions of this work can be summarized as

1. A novel distributed robust control strategy is proposed for uncertain hetero-

geneous MAS to achieve TVF under switching topologies and multiple distur-

bances. Compared with existing methods for mixed-order heterogeneous MAS

(e.g. a MAS composed of first-order integrators and second-order integrators),

we propose a TVF control strategy for a unified linear heterogeneous MAS with

different orders and dynamics to adapt to complex tasks. An adaptive observer

is developed under switching topologies to estimate the state information of a

reference exosystem only based on local information, which is used for decou-

pling the heterogeneous dynamics from networks. Considering the physical sys-

tem layer constraints of uncertainties, homogeneous disturbances, and heteroge-

neous disturbances, a robust L2 controller is designed for unified heterogeneous

MAS to achieve TVF. A case study of a UAV-UGV TVF for bushfire edge track-

ing and patrolling is presented. Comparative simulation results demonstrate that

our solution has significant advantages in the case of the MAS against multiple

disturbances.

2. A brand-new dual adaptive TVF control scheme is proposed for nonlinear hetero-

geneous MAS to deal with limited network bandwidth constraints. Compared

with linear MAS, a more general system, unified nonlinear heterogeneous MAS,

is considered subject to uncertainties and disturbances. To reduce the frequency

of data transmission, a distributed dual adaptive event-triggered observer is pre-

sented for exosystem estimation, which removes the global communication in-

formation in both observer design and Zeno-free event-triggered strategy design

while saving network resources. A nonlinear p-copy internal model-based for-

mation controller is designed with a dynamic distributed compensator for uncer-

tainties and disturbances, which solves the robust nonlinear heterogeneous TVF

problem. The scheme has been applied to a UAV-UGV MAS and a multi-UGV

MAS for simulation and experimental verification. The results verify that the
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1.3 Summary of original contributions

proposed scheme can significantly reduce communication frequency under the

premise of ensuring the robustness of multi-agent formations.

3. Considering unknown heterogeneous MAS with an unknown exosystem, a novel

reinforcement learning (RL)-based distributed formation optimization is provided

to achieve TVF without collisions. Three new off-policy RL algorithms are pro-

posed to learn the optimal policies of each agent in real time. An observed model-

based RL algorithm or a model-free RL algorithm can be used to estimate the

dynamics and states of a reference exosystem. Another model-free RL algorithm

is integrated with a collision-free formation controller to solve TVF optimization

problems in dynamic environments. Compared with most existing studies fo-

cusing on quadratic objective functions, the developed control method addresses

the non-quadratic optimization problem when the system model is completely

unknown. Comparative simulations demonstrate the real-time learning perfor-

mance and dynamic collision avoidance capability of a UAV-UGV heterogeneous

MAS.

4. Considering one of the typical cyber-attacks, the denial-of-service (DoS) attack,

we propose a novel resilient and robust two-layer controller design with a brand-

new RL condition to address TVF problems for unknown heterogeneous MAS.

The design is distributed and model-free at the cyber-layer and the physical sys-

tem layer. We specify the interaction layer as the cyber-layer as we focus on

network interaction rather than sensing interaction. An event-based resilient ob-

server is provided at the cyber-layer to remove global information of communi-

cation and deal with DoS attacks. The communication load can be reduced under

attacks, and the Zeno behavior can be avoided. In the physical system layer, an

RL rank condition for the TVF controller is developed for unknown heteroge-

neous MAS. Compared with most existing works on off-policy RL for hetero-

geneous MAS, the new rank condition can automatically adjust online data col-

lection time, thereby improving online learning and optimization performance.

Experiments of multi-UGV area scanning formations are conducted. The com-

parative experimental results verify the resilience of the proposed online event

and learning-based control method under different parameters of DoS attacks.
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1.4 Thesis structure

• In Chapter 3, an adaptive observer-based robust L2 formation control strategy

is proposed for uncertain heterogeneous MAS under multiple disturbances and

switching topologies. It has been applied to a UAV-UGV MAS to execute target

tracking and patrolling tasks with simulation verification.

• Chapter 4 provides a dual adaptive event-trigger-based robust formation control

for uncertain nonlinear heterogeneous MAS under limited network resources.

Both simulations and experiments are given for multi-vehicle TVF to verify the

effectiveness of the proposed strategy.

• In Chapter 5, an optimal model-free and collision-free formation control scheme

is developed for unknown heterogeneous MAS with unknown exosystem dy-

namics based on RL. It has been applied to a UAV-UGV MAS for simulation

verification.

• Chapter 6 presents an event and learning-based resilient formation control for

unknown heterogeneous MAS under DoS attacks. We apply the control method

to a multi-UGV system for area scanning TVF with experimental verification.

• Chapter 7 provides a conclusive summary of the thesis, as well as a prospective

view of the further work.

This thesis presented our original findings in a thesis by publication format. As such,

the next five chapters are the five scholarly publications that resulted from my Ph.D.
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Literature Review
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Chapter 2 Literature Review

2.1 Introduction

This chapter first presents a survey on distributed intelligent control of multi-agent

systems (MAS) from the perspective of different constraints at interaction and physical

system layers (or levels). Multiple constraints from two layers such as incomplete local

information, system uncertainties, and limited interaction capabilities affect the perfor-

mance of the entire MAS. A review is conducted on the development of MAS intended

for intelligent control, including consensus problem, formation control, and flocking

control. Based on the two-layer constraints, the research results on intelligent control

are categorized into limited sensing-based control, event-based control, pinning-based

control, resilient control, collaborative control for homogeneous MAS and collabora-

tive control for heterogeneous MAS. The applications of intelligent control for MAS

are reviewed and a discussion about the challenges is presented.

Then, a supplementary literature review on formation control with some new methods

since the publication release is provided with evaluations.

2.2 Publication

P. Shi and B. Yan, “A survey on intelligent control for multiagent systems,” IEEE Trans-

actions on Systems, Man, and Cybernetics: Systems, vol. 51, no. 1, pp. 161–175, 2021.
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In practice, the range of communication capabilities and per-
ception is limited for a single agent. At the physical system
level, constraints, such as uncertainties and complex heteroge-
neous dynamics, can have a severe impact on the performance
of MASs.

As for the work on intelligent control of MASs, it focuses on
three major problems, including consensus problem, formation
control problem, and flocking/swarming problem. As the foun-
dation of research on collaborative intelligence, the consensus
problem of MASs has now been extensively investigated for
all agents to achieve a common goal [3], [7]–[11]. As an exten-
sion to consensus problems, formation control aims at driving
intractable agents to maintain and move as desired geometric
shapes to perform predefined tasks, such as effective search,
patrol, and exploration [6], [12], [13]. As a self-organizing
behavior, flocking or swarming is derived from small-size ani-
mals with lower intelligence [14]–[16], for example, bees, fish
school, and bird swarms, in the process of migrating, cruising,
or avoiding enemies. Swarming is also extended to describe
the behavior of lifeless agents, such as robots. Swarm intelli-
gence not only expands individual capability but also improves
the overall level of survivability.

Depending on different control structures, the approaches
taken for the intelligent control for MASs can be classified
into centralized control [17] and distributed control [18]. In
respect of centralized control, there is a control center or host
in place to coordinate the information transmission and the
final process of task completion. However, the failure of the
control center will hinder the entire system from functioning
as normal. To improve the robustness of the whole MASs, dis-
tributed control approaches have been widely studied, where
all agents determine their behavior separately based on local
information. The design of distributed intelligent control that
only relies on incomplete local information has been a study
focus in recent years [2], [7], [18].

Information interaction and system dynamics play a vital
role in the intelligent control for the entire MASs. At the
interaction level, the information interaction between agents
relies on the capabilities of each agent to carry out sens-
ing and communication. In general, the information level of
practical MASs is subject to a limited range of perception
without communication, limited bandwidth with communica-
tion, limited network resources, and other network-induced
issues. According to the different limitations on the interaction
level, the recently proposed methods to solve MAS collabo-
rative control can be categorized into limited sensing-based
control [19], event-driven control [20], pinning control [21],
and resilient control [22].

At the system level, an overview of theoretic advancements
in consensus, formation control, and flocking control has
been presented for MASs with single-integrator and double-
integrator dynamics under fixed and switching topologies
in [11] and [23]–[25]. In addition to linear MASs, a large
number of works on reliable intelligent control have been
intensively investigated for homogeneous nonlinear MASs
under systems uncertainties and disturbances [7], [26]–[28].
Compared with homogeneous agents, heterogeneous agents
show greater flexibility in task allocation depending on

Fig. 3. Structure of the article.

different capabilities in cooperative operations. As one of the
basic heterogeneous systems, hybrid-order MASs consist of
different order integrator systems were described in [29]–[32].
However, the less restrictive heterogeneous systems with dif-
ferent orders and different dynamics are more commonly
applied in practice. In recent years, the robust output regu-
lation control exercised by general heterogeneous MASs has
attracted a great number of attention [33]–[36]. Subsequently,
it was extended to solve the formation control problem and the
flocking problem encountered by heterogeneous systems. The
challenge still arises from the systems due to the limitations
of uncertainties and heterogeneous dynamics.

In this article, a survey is conducted on the recent study
of MASs in intelligent control considering the constraints of
information interaction level and system level. We try our best
to summarize the relevant research work in recent years, and
apologize for missing some contributions on the topic, if any.

The overall structure of the article is shown in Fig. 3. The
background and basic concepts are introduced in Section I.
Preliminaries and three major problems with intelligent con-
trol for MASs are described in Section II, including consensus,
formation, and flocking problems. In Section III, the recent
advancement of the methodologists to tackle the underlying
problems is described with the constraints of the interaction
level and system level. Then, a review is presented on the
main applications of robotics, complex networks, and trans-
portation in Section IV. The conclusion and challenges ahead
are discussed in Section V.

II. PRELIMINARIES AND KEY PROBLEMS OF INTELLIGENT

CONTROL FOR MASS

In this section, preliminaries about graph theory and three
key issues of intelligent control are recalled, including con-
sensus problem, formation control, and flocking or swarming.

In general, the information exchange among agents is mod-
eled by a directed or undirected graph [37]. In a graph
G = (V,E), V represents a finite nonempty set of nodes and
E is an edge set, which contains ordered pairs of nodes in

Authorized licensed use limited to: University of Adelaide. Downloaded on July 08,2022 at 04:35:19 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 4. Graphs with different features. (a) Directed graph. (b) Undirected
graph. (c) Spanning tree. (d) Connected graph.

a directed graph and unordered pairs of nodes in an undi-
rected graph. For example, (i1, i2) ∈ E indicates that i2 obtains
the information from i1 in a directed graph [Fig. 4(a)], and
i1 and i2 can obtain the information from each other in an
undirected graph [Fig. 4(b)]. The neighbor set of agent i is
Ni = {j ∈ V|(j, i) ∈ E}. A graph contains a spanning tree
if there is a path between one node and all other nodes
[Fig. 4(c)]; a graph is connected if there is a path between
every pair of distinct nodes [Fig. 4(d)]. For a graph G, an adja-
cency matrix A = [aij] specifies the interconnection topology
of MASs, where

aij =
{

0 i = j, or (j, i) /∈ E
1 (j, i) ∈ E.

(1)

The Laplacian matrix L of graph G is L = D − A where
D = diag(d1, d2, . . . , dn) is the degree matrix with diagonal
elements di = ∑

j aij.

A. Consensus Problem

As one of the research foundations for intelligent con-
trol for MASs, consensus refers to all systems reaching an
agreement on certain interests regarding to their states and
the concept comes from distributed computing systems and
management science. A typical consensus theoretical frame-
work was presented in [11], and the framework established
some communication rules among the agent and their neighbor
agents in the networks in order to achieve a common goal. The
study also emphasized that graph theory and Laplace matrix
were the core means to solve the consensus problem. Another
work linked the minimum spanning tree theory in the graph
with the information consensus framework [23] and proposed
the minimum necessary and sufficient condition of information
consensus for MASs under changing topologies, which laid the
foundation for the research of dynamic topologies.

According to the theoretical frameworks, consensus prob-
lems can be divided into leaderless consensus problem and
leader–follower consensus problem.

Problem 1: A general leaderless consensus problem is to
design a controller for a MAS to meet

lim
t→∞

∥∥zi(t)− zj(t)
∥∥ = 0, j ∈ Ni (2)

where zi(t) ∈ Rm and zj(t) ∈ Rm represent the state or output
of ith agent and jth agent, respectively. Ni is the neighbor set
of agent i.

Problem 2: A general leader–follower consensus problem
is to design a controller for a MAS to meet

lim
t→∞‖zi(t)− z0(t)‖ = 0, i = 1, 2, . . . , n (3)

TABLE I
RECENT WORKS ON CONSENSUS PROBLEMS

where zi(t) ∈ Rm represents the state or output of agent i.
z0(t) ∈ Rm is a common desired trajectory for all agents to
track asymptotically.

Remark 1: It is worth noting that the leader can be a real
physical system, or a virtual reference system designed accord-
ing to the tasks. The final consensus of all agents without
reference to their initial conditions in the leader–follower con-
sensus problem. In terms of the leaderless consensus problem,
all agents finally reach a consensus, which is related to the
initial state of the system and the information interaction
topology.

A summary of recent works on Problems 1 and 2 is outlined
in Table I, corresponding to different features and constraints
from system level and interaction level.

B. Formation Control Problem

Formation control is designed to drive the moving
interacting agents to achieve or maintain a specified geom-
etry for a coordinated goal. The formation control problem
can be uniformly summarized into a consensus-based struc-
ture [70], after considering the reference formation dynamics
and the motion characteristics of the agent.

Most results on formation control have focused on two
main problems: 1) leaderless formation control problem and
2) formation tracking problem.

Problem 3: A general leaderless formation control problem
is to design a controller for a MAS to meet

lim
t→∞

∥∥(
zi(t)− zj(t)

) − (
fi − fj

)∥∥ = 0, j ∈ Ni (4)

where (fi − fj) represents the reference formation deviation
between agent i and agent j.

Problem 4: A general formation tracking problem is to
design a controller for a MAS to meet

lim
t→∞‖zi(t)− fi0 − z0(t)‖ = 0, i = 1, 2, . . . , n (5)

where fi0 ∈ Rm is a referent formation deviation regards to
a desired trajectory z0(t) ∈ Rm. If fi0 is a dynamic formation
variable, the problem is extended to a time-varying formation
problem.

Remark 2: Note that formation control Problems 3 and 4
can be viewed as extensions of consensus Problems 1 and 2,
respectively, with respect to a reference formation deviation.
For example, as shown in Fig. 5, the agent i needs to maintain a
diamond formation deviation (fi − fj) with its neighbor agent j,
in leaderless formation control Problem 3. Therefore, the main
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Fig. 8. Event-based intelligent control.

and velocity control law of the navigational feedback, respec-
tively. They are designed to meet c1, c2 > 0. The flocking
reference position p0 ∈ Rm and velocity v0 ∈ Rm indicate a
rendezvous point, which can be viewed as a group objective.
The connectivity preservation of formation control was also
been discussed in [25].

Based on the basic flocking framework, flocking control
solutions to Problem 5 were provided based on potential
field [14] and learning-based approach [15], [16]. Without a
communication channel, learning vision-based flocking algo-
rithms was proposed for multidrone swarms [15]. Flocking
control was developed for a first-order MAS subject to limited
heterogeneous interaction range [100]. However, connectivity
preservation is still a challenge for high-order nonlinear MASs,
when the sensing capability of the agent is insufficient.

B. Event-Based Intelligent Control

The communication-based MASs make up for the lack of
perception of some agents and effectively realize collaboration
by directly interacting with the information of interest through
the network. However, limited network resources and commu-
nication bandwidth have largely restricted information trans-
mission between agents. Event-based distributed interaction
mechanisms were proposed to alleviate this limitation [9],
[47]–[57]. Without collecting the state information of all
agents at every moment, the distributed event-triggered strat-
egy can better save communication resources and effectively
reduce the frequency of information transmission between
agents and update of agent control protocols.

The structure of event-based distributed intelligent control
is shown in Fig. 8, where each agent independently determines
its own behaviors. The trigger determines the interaction time
interval of each agent according to the measurement error from
the sampler and the collaboration error from the controller. The
controller updates the local information and possible reference
information at each trigger moment. Note that the possible ref-
erence information here refers to the consensus reference, or
the formation reference, or the flocking reference information.
For the leaderless consensus problem in Problem 1, there is
no external reference information. The event-based distributed
trigger strategy mainly involves three key issues: 1) how to
determine the trigger time; 2) how to design the distributed
control laws; and 3) how to exclude the unlimited trigger phe-
nomenon, Zeno phenomenon [122]. We take the event-based
control for second-order MASs (10) as an example.

1) Trigger Mechanism: It is designed to determine the trig-
ger time in next step tik+1. The recent works mainly focus
on two common mechanisms, event-triggered mechanism, and
self-triggered mechanism, as follows:

(1) tik+1 = inf
{
t > tik|f (ei) > g(ei, φi)

}
(2) tik+1 = tik + σi (12)

where f (ei) and g(ei, φi)) are the trigger functions based on
measurement error ei and collaboration error φi. The next time
is triggered if the condition is met. Note that the trigger func-
tions are only based on local information without the prior
information of the topology matrix by adding adaptive laws in
f (ei) or g(ei, φi) [47]–[50]. The second mechanism is the self-
triggered strategy, where the time interval of next broadcast σi

can be calculated based on the information of the current trig-
ger time without the need to continuously monitor the changes
of events [104]. Although event monitoring costs are reduced,
additional computational costs are added.

There are two common designs of measurement error

(1) ei(t) = x̂i(t)− xi(t) = xi
(
tik

) − xi(t)

(2) ei(t) = x̂i(t)− xi(t) = eA
(
t−tik

)
xi

(
tik

) − xi(t) (13)

where tik is the kth trigger time of agent i, and x̂i(t) repre-
sents the estimation of xi in the time period t ∈ [tik, tik+1). The
state value at the time of the last trigger is used in the first
strategy [48], [51]–[54]. The second approximation scheme of
xi(t) is based on the system state matrix A. System model-
based estimation more accurately approximates the state of
the system during the time period [49], [50].

The design of the collaboration error is based on differ-
ent intelligent control problems. For leader–follower consensus
Problem 2, formation control in Problem 4, and flocking track-
ing control in Problem 5, the collaborative errors are generally
formed as

(1) φi(t) =
∑
j∈Ni

aij
(
x̂j(t)− x̂i(t)

) + ai0
(
x̂0(t)− x̂i(t)

)
(14)

(2) φi(t) =
∑
j∈Ni

aij

((
x̂j(t)− x̂i(t)

) −
(

f̂j(t)− f̂i(t)
))

+ ai0

((
x̂0(t)− x̂i(t)−

(
f̂i0(t)− x̂i(t)

))
(15)

(3) φi(t) =
∑
j∈Ni

aij
(
v̂j(t)− v̂i(t)

)

+ c1
((

p̂0(t)− p̂i(t)
)) + c2

((
v̂0(t)− v̂i(t)

)
(16)

where x̂0(t) is the state estimation of a real leader or a vir-
tual leader indexed by number zero, which can be regarded as
consensus reference. If the agent i is informed by the leader,
ai0 = 1, otherwise, ai0 = 0. f̂i(t) is the estimation of formation
reference at time t ∈ [tik, tik+1) [83]. As for leaderless consen-
sus Problem 1 and formation control without a reference leader
in Problem 3, the terms related to ai0 are zero [51], [52]. For
flocking control in (16), the collaborative error composes of
the velocity consensus error and flocking tracking error, where
x̂0(t) = [p̂0(t), v̂0(t)] is the estimation of a flocking reference
trajectory with position and velocity [103].
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2) Control Strategies: are also designed in terms of intel-
ligent control Problems 1–5. For consensus and formation
control problems, the controller aims to eliminate collaborative
errors by

ui(t) = Kiφi(t) (17)

where Ki is the control law matrix based on ARE (alge-
braic Riccati equation) [9], [47], [49] and LMI (linear matrix
inequality) [13], [48], [83]. Quantized event-triggered con-
trol is another improvement direction to save more network
resources under limited bandwidth by the quantized control
law

ui(t) = Kiqu(φi(t)) (18)

where qu is a quantized function to convert the collaborative
error into a discrete form [48], [53].

For flocking control in Problem 5, one form of control
protocol is

ui(t) =
∑
j∈Ni

ψ
(∥∥p̂j − p̂i

∥∥
σ

)(
nij

) + φi(t) (19)

where ψ is a potential function [101]–[103] to remain
close to neighbors without collisions. Another control strat-
egy is based on the distributed model predictive control
by solving optimization problems to satisfy the flocking
rules [104], [106].

3) Proof That the Zeno Phenomenon Is Excluded: If an
event is triggered infinitely within a finite time, the phe-
nomenon is called Zeno phenomenon [122]. In the study of
an event-based mechanism, one of the key tasks is to exclude
Zeno phenomenon. One widely used method is to prove that
there must be a positive lower bound on the interval length
between any two trigger moments [57], [105], [106]

tik+1 − tik ≥ τ > 0 (20)

where τ is a positive constant that ensures the Zeno phe-
nomenon is excluded.

The work in [123] also looked at the issue, and proposed
another method. That is, if Zeno’s behavior is assumed to exist,
then there is at least a gathering point for the time-triggered
sequence. By verifying that this assumption contradicts the
existing attributes of the system, it is proved that Zeno’s
behavior can be excluded.

In addition to deal with the limited bandwidth of commu-
nication networks, event-based strategies are used to solve
other problems subject to time delay [55], [56], [123],
network attacks [22], [57], [74], switching topologies [9], and
multiplicative faults [47]. However, to the best of our knowl-
edge, there is a lack of fully distributed trigger strategies and
methods to effectively exclude Zeno behavior, which does
not involve any global information (such as the number of
agents, Laplace matrix, etc.), especially for generalized linear
and complex nonlinear MASs.

C. Pinning-Based Intelligent Control

The realization of information collaboration for MASs usu-
ally requires the assumption of the original connectivity of

Fig. 9. Pinning-based intelligent control.

the communication topology [23]. However, this assumption is
difficult to be satisfied especially for MASs under time-varying
topologies. Moreover, for real-world large-scale MASs, such
as complex power grids and multidrone light show systems,
there are generally a large number of nodes or control points
in their communication networks. It is usually difficult and
expensive to put controllers to all nodes to control the whole
system. Pinning-based control is one of the effective solutions
for the issues. The basic idea of pinning control is by adding a
pinner to control a small fraction of agents so that the whole
MASs can achieve collaborative performance. As shown in
Fig. 9, a pinner (or virtual leader) is added to the system and
defines its desired trajectory, according to different intelligent
control Problems 1–5. The pinner only controls some pinned
agents (agent 2, agent 3, and agent 7) from different groups
(G1, G2, and G3) to ensure global collaboration, and the choice
of pinned agent to inform the reference information is via the
pinning strategies. Therefore, the realization of global collab-
oration and the design of pinning strategies are two key issues
of the pinning-based intelligent control.

1) Global Collaboration: Pinning control is widely used to
solve the synchronization of complex dynamic networks [58],
[59], which is also a special case of leader–follower consensus
problems defined in Problem 2 [53], [60]. The general first-
order MASs composed of n agents under pinning control are
modeled as

ẋi(t) = f (xi(t), t)+ c
n∑

j=1

aij�
(
xj(t)− xi(t)

)

+ cdi�(s(t)− xi(t)) (21)

where xi(t) ∈ Rm and f (xi(t), t) are the state and nonlinear
dynamic function of the ith agent, respectively. Coefficients
c and di are the coupling strength and pinning control gain,
respectively. � ∈ Rn×n represents the inner coupling matrix.
s(t) ∈ Rm denotes the state of a pinner modeled as

ṡ(t) = f (s(t), t)

where f (s(t), t) is a nonlinear continuously differentiable func-
tion related to dynamic characteristics of the pinner [21].
One way to ensure consensus for whole MASs is to design
suitable coupling strength, pinning control gain, and inner
coupling matrix based on the Laplacian matrix, including
the extension of the Laplacian matrix and the submatrix of
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the Laplacian matrix (see [21] for details). However, this
approach depends on the properties of the global commu-
nication matrix. The global information is difficult to obtain
when the Laplacian matrix is time varying or stochastic due
to the random selection of pinned agents. In order to over-
come this drawback, adaptive pinning consensus strategies
have been proposed for the first-order system without relying
on any global information. At the same time, by introducing
the adaptive rate in the coupling strength and control gain,
the conservativeness of the Laplacian-based method has been
reduced [21], [59].

In addition to the consensus problem, pinning-based control
is also extended to solve formation tracking in Problem 4 [88]
and flocking control in Problem 5 [107], [108]. A pinner or
a virtual leader is used to provide the reference path for the
agents to perform a collaborative task, such as the task of
multidrone formation to reach a designated location with the
desired trajectory. The relative formation reference respect for
the virtual leader is also considered. The work in [88] provided
a pinning-based control for nonlinear multidrone formation.
Although a pinner describes the desired path of MASs, agents
usually do not strictly follow the pinner when they encounter
obstacles to avoid in the environment. In terms of the flocking
problems defined in Problem 5, the pinner can be regarded
as the flocking center with the desired trajectory. Pinning-
based strategies for the flocking motion of a MAS have been
developed under switching topologies [107] and sampled-data
frameworks [108] to minimize the total cost considering pinner
tracking, velocity consensus, and obstacle avoidance functions.

2) Pinning Strategies: They are investigated to determine
the minimum number of nodes to be controlled and the spe-
cific pinned agents. Existing pinning strategies mainly include
the random pinning strategy and the specific pinning strategy.
The strategy of random selection first searches for strongly
connected components [21] to assign groups of agents, and
then randomly selects one agent in the group for control.
Another method is to first arrange the nodes in descending
order according to the difference between the out-degree and
the in-degree, and select the first l nodes for control [60]. Both
methods need to verify that the pinner is the root node, and
there is at least one directed spanning tree in the entire MASs.
It is difficult to ensure the connectivity of the original network,
especially for arbitrary or changing topologies. Through a rea-
sonable selection of pinned agents, the connectivity under the
dynamic topology can be guaranteed at each moment. Many
works have pointed out that the specific pinning strategy is
more effective than the random pinning strategy in reducing
the number of pinned agents [58], [60], [107].

Pinning-based control has been also introduced into some
methodologies in control theory, such as the impulsive con-
trol [124], robust H∞ control [125] and finite-time con-
trol [126] to improve the system performance under time delay
and disturbances.

D. Resilient Control

MASs are likely to suffer from malicious attacks and cor-
ruption of sensory data or manipulation of actuators inputs,

which can severely and adversely affect system performance.
For example, in a denial-of-service attack (DoS), the attacker
intends to deny access to the data by making it unavailable to
systems. Recently, considerable efforts have been made based
on resilient control to detect and defend against attacks for
MASs in terms of consensus, formation control, and flocking
control defined in Problems 1–5.

A novel event-based resilient control was proposed in [61],
which controlled the input signal rather than the state measure-
ment error to solve leaderless consensus in Problem 1 under
DoS attacks. For leader–follower consensus in Problem 2
under DoS attacks, the work in [62] provided a distributed
fixed-time observer and an improved resilient observer to accu-
rately estimate the leader’s information, thus eliminating or
weakening the influence of DoS. Reliable formation track-
ing control for MAS under quantized communication and
false data injection (FDI) attacks was investigated in [89]
based on a distributed filter with adaptive attack compensator.
Both the system reliability in the attacked case and original
performance in a no-attack case can be guaranteed with the
developed filter. It can also achieve cooperative output regu-
lation of MAS when the communication is not quantized but
with potential attacks. For the unbounded malicious attacks, a
fully distributed attack-resilient control protocol was proposed
in [90] to solve the time-varying formation tracking problem
defined in Problem 4. The bounded system stability and uni-
formly ultimately bounded synchronization performance have
been guaranteed. Considering the presence of noncooperative
robots, Saulnier et al. [109] developed a resilient flocking con-
trol approach for Problem 5. The proposed dynamic connec-
tivity management and switching control strategies restricted
the communication topology within the resilient threshold and
allowed the mobile robots to achieve consensus along with the
motion.

To the best of our knowledge, there are still a lack of effec-
tive detection and deference theoretical frameworks for MASs
under multiple attacks.

E. Intelligent Control for Homogeneous MASs

MASs can be divided into homogeneous and heterogeneous
systems, depending on whether the system dynamics are the
same or not. In addition to the limitations of the interaction
level, the constraints of the system level include nonlin-
ear dynamics, heterogeneous dynamics, system uncertainties,
external interference, and actuator and sensor failures.

For linear homogeneous MASs, there are a large number
of works on consensus Problems 1 and 2 [38], [39], [63],
formation control Problems 3 and 4 [91], [92], and flock-
ing control Problem 5 [110], [111]. However, in practical
applications, an agent is always subject to nonlinear dynam-
ics, such as the fight control for multidrone formation [88]
and flocking control for robots [102]. Various nonlinear con-
trol approaches have been developed for nonlinear MASs
under uncertainties and bounded external disturbances, includ-
ing adaptive control [64], backstepping scheme [88], sliding
mode control [7], [93], neural network [27], [93], and fuzzy
control [115]. Sliding mode control has been widely used to
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control nonlinear systems with uncertainties and unknown dis-
turbances, as the controllers can be designed to compensate
for the uncertainties and disturbances.

Unforeseen threats may occur in system components, such
as sensors, actuators, and controllers. Passive fault-tolerant
control is one of the popular methods for managing phys-
ical faults or damages, with adaptive strategies. The work
in [127] investigated a H∞ consensus protocol together with
an adaptive compensator to tolerate sensor and actuator faults
for Problem 1. In [128], a cooperative adaptive fault-tolerant
fuzzy control was proposed to solve leader–follower consen-
sus Problem 2 of networked MASs with time-varying actuator
faults. Adaptive formation control laws for Problem 4 were
designed for unmanned aerial vehicles (UAVs) to tolerate actu-
ator faults [129]. As a typical method of fault-tolerant control,
adaptive controllers are used for compensating physical faults
and passively tolerate system failures without changing the
controller structure. However, the fixed structure has conser-
vative problems and cannot optimize the system performance.
To overcome the shortcomings, active fault-tolerant control
strategies have been proposed for MASs. The active strate-
gies usually include two functions: 1) fault detection and
2) control reconfiguration [128], [130], [131]. However, most
of the existing research results assume that the system will
not diverge during the time period of fault detection. This
assumption is limited to multiple failures and severe physical
damage.

F. Intelligent Control for Heterogeneous MASs

During the past decades, research on intelligent control has
gradually shifted from homogeneous MASs to heterogeneous
MASs. One reason is that it is difficult to equip the same
agents with all the necessary sensing and computing equip-
ment. Even for the same agents with the same equipment, it
is not truly homogeneous MASs due to asynchronous clocks
and uncertainties. Most important of all, heterogeneous MASs
have more advantages in terms of formation flexibility and
complex task decomposition because of the different functions
of individuals.

The primary research on heterogeneous MASs is focused on
hybrid-order MASs, such as consensus Problem 1 of first-order
and second-order hybrid MASs [66] and formation Problem 3
of first-order and fourth-order hybrid MASs [77]. Graph
theory-based matrix methods and Lyapunov theory are used
to solve intelligent problems of hybrid-order MASs, but the
global communication matrix is required especially for high-
order hybrid MASs. Another approach for hybrid-order MASs
aims to convert the mixed-order MASs into the same-order
MASs and achieve the state consensus of the corresponding
order by adding virtual zero states [30]. However, expanding
the dimensions of agents may increase the computational load.
State consensus is almost impossible for the general heteroge-
neous systems with different orders and different dynamics.
Therefore, the output regulation for a single system is the
focus, which can be extended to solve the output consensus
problem of heterogeneous MASs [65]. Under the assumption
that there exists a solution to the regulation equation [132],

Fig. 10. Output regulation-based intelligent control for heterogeneous MASs.

the output consensus of heterogeneous MASs is solvable.
Subsequently, the approach was promoted to solve the prob-
lems of formation control Problems 3 and 4 [79], [82], [133]
and flocking control Problem 5 [118].

A general intelligent control framework of heterogeneous
MASs is shown in Fig. 10, where the output of exosystem
v includes reference information that needs to be tracked and
disturbances need to be rejected. Since only a part of the agents
can be informed by the exosystem, an observer is designed
to estimate the output of the exosystem v̂ through collabora-
tive error φi. The intelligent control problem of heterogeneous
MASs is transformed into the stabilization problem of dis-
tributed augmented systems by a regulator. The regulator is
composed of a stabilizer and p-copy internal model to stabi-
lize the system and compensate for uncertainties, receptively.
Augmented systems consist of a real agent and an internal
model compensator. This method fundamentally uncouples the
dynamics of heterogeneous agents and realizes the regulation
of exosystem in a distributed manner.

A unified uncertain heterogeneous MAS with n agents of
different orders can be modeled as

ẋi = Awixi + Bwiui + Ewiv

yi = Cwixi + Dwiui + Fwiv, i = 1, 2, . . . , n (22)

where xi ∈ Rni , ui ∈ Rmi , and yi ∈ Rpi represent the
state, input, and output variables of the ith agent, respectively.
Matrices �wi = �i+��i are the corresponding system matrices
with uncertainties ��i, where � = A,B,C,D,E,F.

The dynamic of an exosystem can be described as follows:

v̇ = Sv (23)

where v ∈ Rn0 represent the state/output variables of the
exosystem, which contains the reference information accord-
ing to different intelligent Problems 1–5. For example, the
dynamic of a time-varying formation [82] is considered as ḟi =
Ai

f fi, and the signal of exosystem v includes the information
of virtual leader x0, time-varying formation dynamics fi, and
disturbance ω.

In order to achieve intelligent collaboration, the general
stabilizer and internal model compensator are designed as
follows:

ui = Kx
i xi + Kz

i zi

żi = 
1zi +
2ei (24)

where zi is the state of the dynamic compensator. (
1, 
2) is
the p-copy internal model pair of S, based on the internal
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Fig. 11. Applications of intelligent control for MASs.

model principle [132]. The control law Ki = (Kx
i , Kz

i ) is
obtained by the Lyapunov stability theory [82], [132]. The
controller aims to eliminate regulation error, which is defined
according to different intelligent control Problems 1–5. For
example, for the leader–follower consensus in Problem 2, the
error is defined as ei = yi − v̂; for time-varying formation
tracking in Problem 4 [79], [82], ei = yi − v̂ − fi.

It should be noted that the observer converts the collabora-
tive error φi to regulation error ei based on the observation v̂.
Therefore, the design of observers is the core of decoupling
heterogeneous dynamics and realizing distributed architec-
ture. In [82], the adaptive distributed observer was proposed
under the assumption that the exosystem dynamics S were
globally known. Note that the design of the p-copy internal
model system also required a known exosystem dynamic
matrix. Model-based adaptive controls still involve global
information, until an off-policy reinforcement learning strategy
was investigated to make up the disadvantages [134].

The intelligent control for linear heterogeneous systems
can also be extended to nonlinear systems to deal with
consensus problems [30], [67], [68], formation control
problems [79], [80], [94]–[96], and flocking control prob-
lems [120]. It is worth noting that this method is only
applicable to leader-involved Problems 2, 4, and 5. For the
leaderless problems as defined in Problems 1 and 3, it will
raise a big challenge to discover the common internal model
in heterogeneous systems in the absence of the exosystem.
Learning-based approaches may be a possible way to address
the problems.

IV. APPLICATIONS OF INTELLIGENT CONTROL FOR MASS

In this section, we present the achievements of intelligent
control for MAS applications in the following directions:
robotics, computer networks, transportation, and others. A
summary of these applications is outlined in Fig. 11 and
Table IV.

A. Robotics

The application of MASs on robotics has received exten-
sive attention, especially on UAVs, unmanned ground vehicles
(UGVs), and autonomous underwater vehicles (AUVs). The
work in [135] proposed a modular architecture of multiUAV

TABLE IV
APPLICATIONS OF INTELLIGENT CONTROL FOR MASS

collaboration system for search and rescue missions. The
framework has been verified and evaluated by outdoor exper-
iments of four prototype UAVs. A multiUAV collaborative
approach in disaster management and civil security appli-
cations has been validated with real UAVs and wireless
sensor networks [136]. Formation protocols and consensus
approaches were used to achieve time-varying formations,
which were tested and verified by distributed outdoor exper-
iments with five quadrotors [138]. Relative information of
neighboring UAVs can be used to construct a time-varying
formation control protocol for swarm systems. An outdoor
target enclosing experiment was carried out for three follower
quadrotor UAVs to enclose a leader quadrotor UAV by time-
varying formations [139]. In [140], a life support robot system
was developed to perform domestic services that are useful
to the well being of the elderly with walking disabilities.
A frequent task during life support is the fetching of daily
containers, such as serving drinks and food [140].

Furthermore, a large number of results on the forma-
tion control for hardware multivehicle platforms have been
verified under laboratory conditions. A distributed forma-
tion control approach for multirotor UAVs was proposed and
embedded into the onboard computational units to make them
able to keep a balanced formation in 2-D and three dimen-
sional environments [137]. The proposed formation control
approach was proved to be feasible for arbitrary formation
by both simulations and real-system experiment. In order to
lead the UGVs moving into the desired formation quickly, a
cooperative coevolutionary algorithm-based distributed model
predictive control was proposed in [144], which can greatly
improve the performance of formation control as performed
by three mobile robots. An adaptive self-organizing map neu-
ral network was applied to keep the formation when agents
move along the desired path [145]. Both simulations and real
AUV systems demonstrated the fault-tolerant characteristic in
obstacle avoidance and the benefit of balancing the workload
and energy. A modified constrained adaptive controller was
proposed to resolve the communication delay and actuator sat-
uration [146]. Simulation and experimental validation showed
that the method can effectively compensate for the effects of
state delay in 2 and 5 s, respectively. Follower AUVs were
able to follow the desired path within the accuracy of 5 cm.

B. Complex Networks

The resource-aware consensus theory of the MASs provides
a theoretical reference for smart grid applications. In [147],
the MAS-based algorithm has been applied to control voltage
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and capacitor to optimally set the system. An event-triggered
strategy is proved to be an effective method to reduce the
communication burden of a network. The two-level reinforce-
ment learning-based controller was proposed in [148], where
the parameters were optimized by particle swarm. The results
verified the feasibility of the proposed method. Within the
decentralized system integrity protection set up, data-driven
anomaly detection, and adaptive load rejection were studied
in [149]. Anomaly detection has been converted to a multiclas-
sification problem and can be performed by individual agents,
but all the interconnected agents devoted to the final decision.
Meanwhile, the proposed adaptive load rejection strategy can
reduce the DoS attacks.

The application of MASs can be extended to the Internet
of Things (IoT) where objects range from sensors to wearable
devices. Agent-based resilient control plays a vital role in IoT
networks. It is essential to effectively identify the malicious
node and prevent further damage. A combined multiagent
and multilayered game formulation was proposed in [150],
which incorporated a trust model to assess the node/object.
The proposed model can significantly improve the accuracy of
intrusion detection by experimental test. IoT inevitably intro-
duces a vast amount of real-time data. A multiagent-based real-
time scheduling architecture was presented to optimally assign
tasks according to the real-time status of machines [151].

C. Transportation

The large-scale intelligent transportation system is one of
the typical applications of MASs. Taking the dimension,
complicated dynamics, and uncertainties into consideration,
Lin et al. [152] proposed a centralized multiagent control
method with a serial framework. Agents communicate with their
neighbors through a model-based predictive control method.
Using the traffic data provided by the city of Toronto, an adap-
tive reinforcement learning-based traffic signal controller was
proposed in [153], which can work in two modes: 1) decentral-
ized and 2) centralized. However, the dynamic and complex
traffic conditions make it difficult for the model-based and
reinforcement learning-based models to make good decisions.
In [154], a multiagent recurrent deep deterministic policy gra-
dient algorithm was proposed to control the traffic light in land
traffic. Decisions were made independently by each agent, thus
avoiding the poor performance caused by an unstable environ-
ment. Autonomous driving is another application in intelligent
control, among the key complex problems, the formation will be
outstanding. Due to the formation changes with the traffic flow
and conditions, a dynamic coordination graph was proposed
to model the constantly changing topology to coordinate the
maneuvers of grouped vehicles in [155], which was proved to
be effective than some expert rules.

D. Others

The applications of MASs are not limited to the above-
mentioned fields. They have also been widely applied to
aerospace, agriculture, industrial production, and medical
treatment, to name but a few.

V. CONCLUSION AND FUTURE RESEARCH CHALLENGES

In this article, we presented a survey of distributed intel-
ligent control for MASs. Focusing on the constraints from
the interaction level and system level, the recent results have
been reviewed in terms of consensus problem, formation con-
trol problem, and flocking control problem. However, this is
far from an exhaustive literature review and some important
results might be missed due to the limitation of our knowl-
edge. Furthermore, there still exist several challenges in this
area deserving further study.

1) Security is highly challenging for MASs. Most existing
works design resilient and robust strategies separately
on interaction level and system level. For instance,
distributed resilient control under attacks and commu-
nication problems tends to use network-level design,
where the individual agent with high-fidelity dynam-
ics is usually simplified, and fault-tolerance control
mainly focuses on homogeneous system-level robust-
ness. However, the separated security control design on
two levels fails to realize quick stability and recover
to optimal performance, which poses a threat to the
survival of MASs under multiple threats and unknown
environments. Therefore, high-reliability intelligent con-
trol under both two-level threats is still an open problem
to be solved in the future.

2) The design of fully distributed intelligent control and
its optimization is still considered as open issues.
Although many studies have focused on distributed con-
trol approaches, some global information, such as the
total number of the agents and the Laplace matrix of
the communication topology are still being involved
for high-order MASs in intelligent control designs.
Verification on global stability, connectivity preserva-
tion under dynamic topology, proof of nonZeno phe-
nomenon, and optimization of task assignments are
usually not designed with a fully distributed frame-
work. Adaptive control strategies and learning-based
techniques are used to resolve this imperfect. However,
they inevitably increase the computational load. In real-
world applications, agents subject to limited computing
capability need to perceive, make decisions, and take
actions independently, which raises higher requirements
for fully distributed algorithms and optimization tech-
niques.

3) The research on intelligent control for heterogeneous
MASs should be enhanced, especially in both theoretic
research and applications of heterogeneous multive-
hicle systems. Although the works on heterogeneous
MASs have received extensive attention in the past
decades, most of them focused on the fundamental
consensus problems and theoretic research. In fact,
it is difficult to build truly homogeneous MASs in
practical applications. The intelligent control of hetero-
geneous vehicles, such as UAVs, UGVs, and AUVs,
is more promising in practical applications to achieve
multidimensional collaboration under complementary
capabilities.
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4) Verifications for distributed intelligent control strate-
gies in large-scale practical application scenarios are
urgently needed. Most existing results are obtained
under laboratory conditions with centralized structures.
For large-scale MASs, very few studies are carried out
in the actual application environment, which leads to
the urgent requirements of verifications in the actual
application environment.
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2.3 Supplementary literature review

2.3.1 Learning-based formation control

With the development of machine learning and computing technologies, learning-

based formation control approaches have attracted the attention of many researchers in

recent years. In practice, the system model is usually uncertain or even completely un-

known, and traditional model-based or partial model-based control methods [45] are

not adequate to solve control problems of complex unknown MAS. Learning-based

control, also known as data-driven control, offers possible solutions to deal with un-

known dynamics by designing the controller based entirely on experimental data col-

lected from the plant [46]. Existing data-driven control methods includes model-free

adaptive control (MFAC) methods [47–49], reinforcement learning (RL)-based control

approaches [50, 51], etc.

• MFAC methods have attracted significant attention in the field of MAS because

they provide control systems with the ability to automatically learn and improve

from experience [47–49]. A data-driven distributed formation control algorithm

has been proposed for an unknown heterogeneous MAS based on MFAC to trans-

form the unknown MAS into an equivalent virtual dynamic linearization data

model [47]. The work in [49] developed an MFAC protocol for MAS to achieve

formations and construct the agent models dynamically based on a linearization

method only from input and output data. However, MFAC methods have lim-

itations in the estimation of complex unknown dynamics when uncertainty or

nonlinearity is too strong.

• RL has been proved to effectively achieve online optimization and remove com-

plex nonlinear model information as it can maximize agents’ reward in unknown

environments [50, 51]. For instance, off-policy RL has been developed to deal

with formation control problems [51–53] and output regulation problems [54,55].

Off-policy RL means the target policy differs from the behavior policy in RL, oth-

erwise, it is called on-policy RL [56]. Compared with on-policy RL, off-policy

RL has a great advantage in learning efficiency due to its parallel learning strat-

egy. In recent years, off-policy deep RL algorithms are used to obtain the optimal

control decision for high-order complex systems [57]. It combines the advan-

tages of deep learning and reinforcement learning and directly allows the agent
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to make decisions through the deep neural networks without the need to manu-

ally design the state space [58]. However, complex deep RL algorithms, such as

deep deterministic policy gradient [59] and deep-Q-network [3], usually require

high-performance computers to train a large amount of data offline. The issue

on how to achieve real-time online performance when applying RL to practical

distributed MAS with limited computing capability and energy demands further

studies.

2.3.2 Collision-free formation optimization

Since the energy of agents is limited and collisions may occur in dynamic environ-

ments, optimal control with collision avoidance is another requirement that must be

considered in formation control. Considerable advancements have been made for dy-

namic path planning using such approaches as heuristic [60] and artificial potential

field (APF)-based approaches [61–63]. APF-based approaches have been widely used

in multi-vehicle formations. In recent years, a control barrier function (CBF)-based

safety-critical control has been proposed to protect systems from accident risks, such

as avoiding collisions of autonomous vehicles [64]. In fact, the APF function has been

proved to be a special case of CBF [65]. Two designs are provided to solve safety-

critical problems. One is based on control Lyapunov function-control barrier function-

quadratic programming (CLF-CBF-QP) to guarantee stability and safety simultane-

ously. The other is adding a safety filter based on control barrier function-quadratic

programming (CBF-QP) after nominal controllers [66]. However, APF-based and CBF-

based methods are still partially model-based, and only quadratic objective functions

are considered in most existing optimization for collision avoidance. Therefore, how to

design an optimal collision-free scheme for fully unknown MAS under non-quadratic

objectives deserves further investigation.
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Chapter 3
Robust Formation Control for Multi-agent Systems Based on Adaptive

Observers

3.1 Introduction

This chapter provides a novel distributed robust control strategy for uncertain hetero-

geneous multi-agent systems (MAS) to achieve time-varying formations (TVF) under

switching topologies and multiple disturbances. Compared with mixed-order hetero-

geneous MAS (e.g. a MAS composed of first-order integrators and second-order in-

tegrators), a unified linear heterogeneous MAS with different orders and dynamics is

considered in this chapter. An adaptive observer is developed under switching topolo-

gies to estimate the state information of a reference exosystem only based on local in-

formation, which is used for decoupling the heterogeneous dynamics from networks.

Considering the physical system layer constraints of uncertainties, homogeneous dis-

turbances, and heterogeneous disturbances, a robust L2 controller is designed for uni-

fied heterogeneous MAS to achieve TVF. Finally, a case study of a UGV-UAV TVF for

bushfire edge tracking and patrolling is presented. Comparative simulation results

demonstrate that our solution has significant advantages in the case of the MAS against

multiple disturbances.

3.2 Publication

B. Yan, P. Shi, C. -C. Lim and C. Wu, “Robust formation control for multiagent sys-

tems based on adaptive observers,” IEEE Systems Journal, vol. 16, no. 2, pp. 3139–3150,

2022.
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unknown and unmodeled disturbances cannot be observed as
part of exosystems, and there are not as trivial to handle them in
the output regulation framework. To the best of our knowledge,
the robust formation control problem for heterogeneous MASs
under multiple disturbances has not been fully investigated,
which motivates us for the current article.

Overall, this investigation has the following main
contributions.

1) Compared with mixed-order heterogeneous MASs [7], [8],
a TVF control strategy is presented for a more general linear
heterogeneous MAS with different orders and dynamics to adapt
to complex and realistic tasks such as those found in bushfire
tracking and patrolling.

2) Compared with the research conducted in [7] and [22], a
distributed adaptive observer is designed to estimate the states
of the reference system without requiring the global information
of the communication topology, so that the dynamics ofn agents
can be decoupled from the network. The design is expanded and
is applicable to any switching topologies under the spanning tree
assumption (Assumption 2) with an average dwell time-based
condition.

3) Differing from [23] and [26], both homogeneous distur-
bance and heterogeneous disturbances are considered in the
proposed bounded L2 controller for heterogeneous uncertain
MASs. Comparative simulations demonstrate that our solution
can effectively improve the robustness under unknown hetero-
geneous disturbances.

The notation used is standard throughout this article.⊗ stands
for the Kronecker product. ||X|| is the norm of a matrix X or a
vector X . Matrices 0 and I are all-zeros matrix and unit matrix
with corresponding dimensions. diag(v) represents a diagonal
matrix constructed by the vector v. blkdiag(A1,A2, . . . ,An)
denotes the block diagonal matrix created by aligning the input
matrices. col(x1, x2, . . . , xn) is the column vector consisting of
vector x1 to vector xn.

II. PROBLEM FORMULATION

A heterogeneous MAS with n agents of different orders and
dynamics can be modeled as

ẋi = Aixi +Biui, yi = Cixi, i = 1, 2, . . . , n (1)

wherexi ∈ Rni , ui ∈ Rmi , and yi ∈ Rpi represent the state, in-
put, and output variables of the ith agent, respectively. Matrices
Ai, Bi, and Ci are the system state, input, and output matrices,
respectively. When system uncertainties and disturbances are
taking into account, system (1) has the following form:

ẋi = Ãixi + B̃iui + D̃iω + Ei�i

yi = Cixi, i = 1, 2, . . . , n (2)

where matrices

Ãi = Ai +ΔAi, B̃i = Bi +ΔBi, D̃i = Di +ΔDi

refer to the system matrices �̃i, consisting of the normal matri-
ces �i and uncertainty matrices Δ�i of the ith agent, where
� = A, B, D. The uncertainty matrices are assumed to be
bounded, and belong to an open neighborhoodW of the original
point. Note that the set of W does not need to be small. Similar
assumptions have been found in [12] and [25].

The disturbance considered here is homogeneous disturbance
ω ∈ Rq and heterogeneous disturbance �i ∈ Rqi . When the

dynamics of the disturbance like environment disturbance acts
identically on n agents, we call it the homogeneous disturbance
which generated by

ω̇ = Aωω (3)

where the state matrixAω is amused to be known as its dynamics
can be approximated by a Fourier series. The input matrix of ω
in (2) is D̃i.

When the disturbance acting on n agents is different, it is
called the heterogeneous disturbance �i. The input matrix of
the heterogeneous disturbance is Ei. For some highly nonlinear
unknown disturbances, we regard them as heterogeneous dis-
turbance�i which is assumed to be unknown and unobservable
but bounded.

In the desired formation, a virtual leader which acts as the
root node of the formation graph is modeled as

ẋ0 = A0x0, y0 = C0x0 (4)

where x0 ∈ Rn0 and y0 ∈ Rp0 denote the system state and
output variables, respectively, with A0 and C0 being the system
state and output matrices, respectively. Note that there is no
external control input to the virtual leader, and it is assumed that
only a subset of agents can get access to the virtual leader.

To define the shape of the formation for n agents, it requires
n TVF systems to output the time-varying displacement of each
agent relative to the virtual leader. The n TVF systems are
designed as

ḟi = Af
i fi, yfi = Cf

i fi, i = 1, 2, . . . , n (5)

where fi ∈ Rnf and yfi ∈ Rpf are the state and output variables
of the TVF, respectively. Matrices Af

i and Cf
i are the state

and output matrices, respectively. Note that each TVF is only
designed for each agent, it is assumed that every agent knows
its respective TVF.

Remark 1: Although the agents have different orders and
different dynamics, they can still send their variables of common
interest such as positions as their outputs. Since it is difficult to
ensure that the states with different orders achieve consensus, it
is more practical to investigate, for the heterogeneous MASs, the
output consensus problems than the state consensus problems.
Therefore, we assume that the dimension of the position outputs
pi = p0 = pf of systems (1), (2), (4), and (5) is the same. The
assumption is pertinent to formation control problems of MASs
when completing different tasks. An example of a tracking and
patrolling task is given in the simulation section to illustrate the
design of the virtual leader and the TVF.

We introduce the following definitions, control problems and
assumptions for developing the main result given in Section III.

Definition 1: For any initial condition, system (1) with a
virtual leader (4) is said to achieve output consensus if the
following condition holds:

lim
t→∞

||Cixi − C0x0|| = 0, i = 1, 2, . . . , n. (6)

Definition 2: For any initial condition, system (1) with a
virtual leader (4) and a reference formation (5) is said to achieve
formation output consensus if the following condition holds:

lim
t→∞

||Cixi − C0x0 − Cf
i fi|| = 0, i = 1, 2, . . . , n. (7)
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Problem 1: Robust formation output control problem is to
design a controller to meet the following condition:

lim
t→∞

||ei|| = 0, i = 1, 2, . . . , n (8)

where ei = Cixi − C0x0 − Cf
i fi is the formation error, for

system (2) with a virtual leader (4) and a reference formation (5),
when�i = 0, andΔ�i ∈W , whereW is an open neighborhood
of Δ�i = 0.

Problem 2: Bounded L2 robust formation output control
problem is to design a controller to meet the following condition:

∫ ∞

0

eTi ei dt ≤ γ2i

∫ ∞

0

�T
i �i dt, i = 1, 2, . . . , n (9)

for system (2) with virtual leader (4) and reference formation
(5), when �i ∈ L2[0,+∞] [27], and Δ�i ∈W , where W is an
open neighborhood of Δ�i = 0.

The information flow among the MAS composed of n agents
and the virtual leader is generally described based on graph
theory [28]. We consider two cases: (a) The graph of the MAS
Gs is a static direct graph G; and (b) Gs is a dynamic direct
graphGσ(t) that is switched among {G1, G2, . . . , GM} under a
switching signal σ(t) : [0,+∞) → {1, 2, ..,M} [29].

Assumption 1: Matrix Av
i = blkdiag(A0, Aω, A

f
i ) has no

eigenvalues with negative real part.
Assumption 2: (a) [21] If Gs = G, assume that graph G has

a spanning tree and the virtual leader is the root node.
(b) [29] If Gs = Gσ(t), assume that there exists an infinite

sequence of uniformly bounded, nonoverlapping time intervals
[tk, tk+1) with tk+1 − tk < g for some positive g, over which
the graph is time-invariant. Each graph Gi, i ∈ {1, 2, . . . ,M}
has a spanning tree and the virtual leader is the root node.

Assumption 3: The pair (Ai, Bi) is stabilizable.
Assumption 4: For any λ ∈ σ(Av

i ),

rank

[
Ai − λIni

Bi

Ci 0

]
= ni + pi, i = 1, 2, . . . , n

where σ(Av
i ) denotes the spectrum of Av

i .
Remark 2: Note that Assumption 1 is to avoid collisions

among agents caused by tracking stable virtual leader and TVF
to zero, and ensure no disturbances will automatically disappear.
We can see similar assumptions in [23]. Different requirements
for information consensus under static and switching topologies
are given in Assumption 2 [21], [29]. Note that the existence of
the common internal model dynamics of heterogeneous agents
is guaranteed by Assumptions 4 [12], [30].

III. MAIN RESULTS

In this section, a distributed adaptive observer is proposed
for a common reference exosystem to decouple the dynamics of
the agents from static and switching communication topologies.
Then, two robust formation control strategies are designed to
solve Problems 1 and 2, respectively.

A. Distributed Adaptive Observer

For the robust formation output control problems, a common
reference exosystem consists of the virtual leader and the ho-
mogeneous disturbance as

ξ̇ = Aξξ, yξ = Cξξ (10)

where the state variable is ξ = col(x0, ω), and Aξ =
blkdiag(A0, Aω) and Cξ = [C0,0] are the system state and
output matrices, respectively. The formation error is rewritten
as

ei = Cixi − Cξξ − Cf
i fi. (11)

By Assumption 2, we index the virtual leader by number 0,
and the Laplacian matrices of G and Gσ(t) are

Ln+1 =

[
0 01×n

L0 L1

]
, L

σ(t)
n+1 =

[
0 01×n

L
σ(t)
0 L

σ(t)
1

]
(12)

where L1 = L+An0
, and Lσ(t)

1 = Lσ(t) +A
σ(t)
n0 . The Lapla-

cian matrices only for n agents under G and Gσ(t) are L and
Lσ(t), respectively. The Laplacian matrices between the virtual
leader and n agents underG andGσ(t) areL0 andLσ(t)

0 , respec-
tively. The adjacency matrices corresponding to Laplacian ma-
trices (L,L0) and (Lσ(t), L

σ(t)
0 ) are (Ann = [aij ], An0 = [ai0])

and (A
σ(t)
nn = [aij(t)], A

σ(t)
n0 = [ai0(t)]), respectively.

We design a distributed adaptive observer to estimate states
of virtual leader and homogeneous disturbance as

˙̂
ξi = Aξ ξ̂i − (R−1P ) (θi + φi)ψi, i = 1, 2, . . . , n

ψi =

n∑

j=1

aij

(
ξ̂i − ξ̂j

)
+ ai0

(
ξ̂i − ξ

)
, Gs = G

ψi =

n∑

j=1

aij(t)
(
ξ̂i − ξ̂j

)
+ ai0(t)

(
ξ̂i − ξ

)
, Gs = Gσ(t)

θ̇i = ψT
i (PR

−1P )ψi θi(0) > 0

φi = ψT
i Pψi

(13)
where ξ̂i denotes the estimation of ξ for ith agent. Matrix P is a
positive definite matrix that satisfies the inequality

(Aξ)TP + PAξ − PR−1P < 0 (14)

and R is a given symmetric and positive definite matrix.
We define the observation error as ξ̃i = ξ̂i − ξ for ith agent,

and denote the related vectors and matrices of the MAS by

ξ = In ⊗ ξ, ξ̂ = col(ξ̂1, ξ̂2, . . . , ξ̂n), ξ̃ = col(ξ̃1, ξ̃2, . . . , ξ̃n)

Θ = diag(θ1, θ2, . . . , θn), Φ = diag(φ1, φ2, . . . , φn)

Ψ = col(ψ1, ψ2, . . . , ψn), ϕ = col(φ1, φ2, . . . , φn).

It follows from (12) that

Ψ = (L1 ⊗ I)ξ̂ + (L0 ⊗ I)ξ = (L1 ⊗ I)ξ̃, Gs = G

Ψ = (L
σ(t)
1 ⊗ I)ξ̂ + (L

σ(t)
0 ⊗ I)ξ = (L

σ(t)
1 ⊗ I)ξ̃, Gs = Gσ(t).

(15)
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Based on (13), the derivatives of variables ξ̃, Ψ, and ϕ under
static and switching topologies are

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

˙̃
ξ = (In ⊗Aξ − (Θ + Φ)L1 ⊗R−1P )ξ̃
Ψ̇ = (In ⊗Aξ − (Θ + Φ)L1 ⊗R−1P )Ψ

= (L1 ⊗ I)
˙̃
ξ, Gs = G

ϕ̇ = ΨT
[
In ⊗

(
PAξ + (Aξ)TP

)

−
(
LT
1 + L1

)
(Θ + Φ)⊗ PR−1P

]
Ψ

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

˙̃
ξ = (In ⊗Aξ − (Θ + Φ)L

σ(t)
1 ⊗R−1P )ξ̃, Gs = Gσ(t)

Ψ̇ = (In ⊗Aξ − (Θ + Φ)L
σ(t)
1 ⊗R−1P )Ψ

= (L
σ(t)
1 ⊗ In)

˙̃
ξ, Gs = Gσ(t), t ∈ [tk, tk+1)

ϕ̇ = ΨT
[
−
(
(L

σ(t)
1 )T + L

σ(t)
1

)
(Θ + Φ)⊗ PR−1P

+In ⊗ (PAξ + (Aξ)TP )]Ψ, Gs=G
σ(t), t ∈ [tk, tk+1)

.

(16)

Remark 3: Note that observer (13) can still be applied in
the absence of disturbance by setting ω = 0. The matrix Cξ =
[C0,0] in (10) is designed to ensure that the error signal (11) used
for formation control is not affected by disturbance. Therefore,
the observer is suitable for controller design with or without
disturbance.

We recall the following results in order to derive our main
results in the sequel.

Lemma 1 [31]: Under Assumption 2, all the
eigenvalues of L1 and L

σ(t)
1 have positive real parts,

and there exist symmetric positive definite diagonal
matrices M = diag(m1,m2, . . . ,mn), mi > 0 and
Mσ(t) = diag(m

σ(t)
1 ,m

σ(t)
2 , . . . ,m

σ(t)
n ), m

σ(t)
i > 0 satisfying

ML1 + LT
1M ≥ λ0I and Mσ(t)L

σ(t)
1 + (L

σ(t)
1 )TMσ(t) ≥

λ
σ(t)
0 I, where λ0 > 0 and λ

σ(t)
0 > 0 are the minimum eigen-

values of ML1 + LT
1M and Mσ(t)L

σ(t)
1 + (L

σ(t)
1 )TMσ(t),

respectively.
Lemma 2 [32] (Young’s inequality): Assuming that a, b, p,

and q are positive real numbers, and p and q are such that
1

p
+

1

q
= 1, then ab ≤ ap

p
+
bq

q
.

Lemma 3 [12]: The pair (Σ1,Σ2) incorporates the p-copy
internal model of any given square matrix A with any given
integer p > 0, if the pair satisfy the form

Σ1 = T

[
S1 S2

0 Σ1

]
T−1, Σ2 = T

[
S3

Σ2

]
(17)

where T is any nonsingular matrix, S1, S2, and S3 are any
constant matrices,

Σ1 = blkdiag(β11, . . . , β1p)andΣ2 = blkdiag(β21, . . . , β2p).

If the minimal polynomial of A is expressed as

λn + α1λ
(n−1) + · · ·+ α(n−1)λ + αn

then (β1j , β2j) is stabilizable for j = 1, 2, . . . , p in the form of

β1j =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 . . . 0

0 0 . . . 0
...

...
...

...
0 0 . . . 1

−αn −α(n−1) . . . −α1

⎤
⎥⎥⎥⎥⎥⎥⎦
, β2j =

⎡
⎢⎢⎢⎢⎢⎢⎣

0

0
...
0

1

⎤
⎥⎥⎥⎥⎥⎥⎦
. (18)

B. Robust Formation Output Control Problems

Based on the distributed adaptive observer (13), the robust for-
mation output controllers are designed under system uncertain-
ties and homogeneous disturbance, with and without subjecting
to additional heterogeneous disturbance.

When heterogeneous disturbance �i = 0, the heterogeneous
MAS (2) is simplified to

ẋi = Ãixi + B̃iui + D̃iω

yi = Cixi, i = 1, 2, . . . , n. (19)

Considering the n TVF in (5), the n extended exosystems are
defined as

v̇i = Av
i vi, yvi = Cv

i vi (20)

where the system state variable is vi = col(ξ, fi), with Av
i =

blkdiag(Aξ, Af
i ), and Cv

i = [Cξ, Cf
i ] representing the system

state and output matrices, respectively.
The augmented system of (19), (20), and (11) is

ẋi = Ãixi + B̃iui + F̃ivi

yi = Cixi, i = 1, 2, . . . , n

ei = Cixi − Sivi (21)

where

F̃i = [0, D̃i,0], Si = [C0,0, C
f
i ]

The state feedback control law is designed as

ui = Kx
i xi +Kz

i zi

żi = Σ1
i zi +Σ2

i (Cixi − Cξ ξ̂i − Cf
i fi) (22)

where zi is the state of the dynamic compensator, Kx
i and Kx

i
are the control laws for xi and zi, and (Σ1

i ,Σ
2
i ) is the p-copy

internal model pair ofAv
i constructed by Lemma 3, based on the

internal model principle [12]. Construct the Riccati equation as

(Aδ
i )

TPi+PiA
δ
i−

1

εi1
PiB

δ
iR

−1
i (Bδ

i )
TPi + (εi1 + εi2)Qi=0

(23)
where

Aδ
i =

[
Ai 0

Σ2
iCi Σ

1
i

]
, Bδ

i =

[
Bi

0

]
.

The control law is chosen as

Ki = [Kx
i K

z
i ] = − 1

2εi1
R−1

i BT
i Pi (24)

where matrixPi is the symmetric positive definite solution of the
Riccati (23), for given εi1 > 0, εi2 > 0 and symmetric positive
definite matrices Qi and Ri.
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In the presence of additional heterogeneous disturbance, the
heterogeneous MAS is recast as

ẋi = Ãixi + B̃iui + F̃ivi + Ei�i

yi = Cixi, i = 1, 2, . . . , n

ei = Cixi − Sivi. (25)

The structure of the robust control law is the same as that in
(22)–(24), but matrix Pi is the solution of the associated Riccati
equation

(Aδ
i )

TPi + PiA
δ
i −

1

εi1
PiB

δ
iR

−1
i (Bδ

i )
TPi +

1

γ2i
PiEiE

T
i Pi

+
1

γ2i
CT

i Ci + (εi1 + εi2)Qi = 0 (26)

for given εi1 > 0, εi2 > 0, 0 < γi < 1 and symmetric positive
definite matrices Qi and Ri.

The main result of this article follows.
Theorem 1: Consider systems (2)–(5) satisfying Assump-

tions 1–4. (a) When�i = 0 andGs = G, Problem 1 is solvable
by distributed observer (13) and state feedback controller (22),
if conditions (14) and (23) are satisfied.

(b) When �i = 0 and Gs = Gσ(t), Problem 1 is solvable
by distributed observer (13) and state feedback controller (22)
under conditions (14) and (23), if the average dwell time of each
agent is longer than a positive threshold that can be decreased
by choosing a sufficiently large initial value of θi.

Proof: (a) For the situation that �i = 0 and Gs = G, substi-
tuting (24) into (23) gives

(Ac
i )

TPi + PiA
c
i < −(εi1 + εi2)Qi < 0 (27)

where

Ac
i = Aδ

i +Bδ
iKi =

[
Ai +BiK

x
i BiK

z
i

Σ2
iCi Σ1

i

]
.

Thus, Ac
i is Hurwitz from (27). From [12, Lemma 1.20], if Ac

i

is Hurwitz, then Ãc
i is also Hurwitz under Assumption 4, for any

Δ�i ∈W .
Substituting of state feedback law (22) into uncertain hetero-

geneous MAS (21) yields

δ̇i = Ãc
iδi + B̃c

i vi + Jδ
i ξ̃i

ei = Cc
i δi − Sivi (28)

where δi = col(xi, zi), and

B̃c
i =

[
F̃i

−Σ2
iC

v
i

]
, Jδ

i =

[
0

−Σ2
iC

ξ

]
, Cc

i = [Ci 0].

Based on [12, Lemma 1.27], if Ac
i is Hurwitz and (Σ1

i ,Σ
2
i )

incorporates a p-copy internal model ofAv
i , the following equa-

tions:

Πx
iA

v
i = (Ãi + B̃iK

x
i )Π

x
i + B̃iK

z
i Π

z
i + F̃i

Πz
iA

v
i = Σ1

iΠ
z
i +Σ2

i (CiΠ
x
i − Si) (29)

have a unique solution (Πx
i ,Π

z
i ), which satisfies

0 = CiΠ
x
i − Si. (30)

Constructing a new variableΠv
i = col(Πx

i ,Π
z
i ) and substitut-

ing it into (29) and (30) leads to

Πv
iA

v
i = Ãc

iΠ
v
i + B̃c

i

0 = Cc
iΠ

v
i − Si. (31)

From system (21) and (31), the dynamics of the state error δ̃i =
δi −Πv

i vi is

˙̃
δi = Ãc

iδi + B̃c
i vi + Jδ

i ξ̃i −Πv
iA

v
i vi

= Ãc
iδi + B̃c

i vi + Jδ
i ξ̃i − Ãc

iΠ
v
i vi − B̃c

i vi

= Ãc
i δ̃i + Jδ

i ξ̃i. (32)

Similarly, the formation error in Problem 1 and Problem 2 is
rewritten as

ei = Cc
i δi − Sivi = Cc

i δ̃i + (Cc
iΠ

v
i − Si)vi = Cc

i δ̃i. (33)

Under the controller in (22), closed-loop system (21) can be
expressed as

˙̃
δi = (Ãδ

i + B̃δ
iK

x
i )δ̃i + Jδ

i ξ̃i = Ãc
i δ̃i + Jδ

i ξ̃i

ei = Cc
i δ̃i, i = 1, 2, . . . , n. (34)

We define Lyapunov functions as

V = V1 + V2 + V3 (35)

where

V1 =

n∑

i=1

(δ̃i)
TPiδ̃i (36)

V2 =

n∑

i=1

mi

2
(2θi + φi)φi (37)

V3 =

n∑

i=1

mi

2
(θi − a1 − a2)

2 (38)

wheremi is defined in Lemma 1, and a1 and a2 are constants to
be decided later.

From (13) and (22), it follows:

mi > 0, θi > 0, φi ≥ 0, Pi > 0

Therefore, V ≥ 0.
Differentiating V1 along the trajectory of (36) gives

V̇1 =

n∑

i=1

δ̃Ti

[
(Ãδ

i + B̃δ
iK

x
i )

TPi + Pi(Ã
δ
i + B̃δ

iK
x
i )
]
δ̃i

+
n∑

i=1

ξ̃Ti (J
δ
i )

TPiδ̃i +
n∑

i=1

δ̃Ti PiJ
δ
i ξ̃

T
i .

(39)
Substituting feedback control law (24) into (39) results in

V̇1 =

n∑

i=1

δ̃Ti

[
(Ãδ

i )
TPi + PiÃ

δ
i −

1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi

− 1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi

]
δ̃i
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+

n∑

i=1

ξ̃Ti (J
δ
i )

TPiδ̃i +

n∑

i=1

δ̃Ti PiJ
δ
i ξ̃

T
i . (40)

From Lemma 2, using Young’s inequality obtains

V̇1 ≤
n∑

i=1

δ̃Ti

[
(Ãδ

i )
TPi + PiÃ

δ
i −

1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi

− 1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi + εi1Qi

]
δ̃i

+

n∑

i=1

ξ̃Ti

[
1

εi1
||Pi||2

∣∣∣∣Q−1
i

∣∣∣∣(Jδ
i )

TJδ
i

]
ξ̃i. (41)

Substituting (13) and (16) into the derivation of V2 gives

V̇2 =

n∑

i=1

[mi(θi + φi)φ̇i +miθ̇iφi]

= ΨT
[
M(Θ + Φ)⊗

(
PAξ + (Aξ)TP

)

−M(Θ + Φ)
(
LT
1 + L1

)
(Θ + Φ)⊗ PR−1P

]
Ψ

+ΨT
[
MΦ⊗ PR−1P

]
Ψ. (42)

Under Assumption 2 and Lemma 1, applying inequalityL1M +
ML1 > λ0I to (42) yields

V̇2 ≤ ΨT
[
M(Θ + Φ)⊗

(
PAξ + (Aξ)TP

)

−λ0(Θ + Φ)2 ⊗ PR−1P
]
Ψ

+ΨT
[
MΦ⊗ PR−1P

]
Ψ. (43)

Similarly, taking the derivation of V3 along a trajectory in (38)
implies

V̇3 =
n∑

i=1

mi(θi − a1 − a2)θ̇i

= ΨT
[
(MΘ− a1M − a2M)⊗ PR−1P

]
Ψ

= ΨT
[
(MΘ− a1M)⊗ PR−1P

]
Ψ

− ξ̃T
[
a2MLT

1 L1 ⊗ PR−1P
]
ξ̃. (44)

Based on (41)–(44), we have

V̇ = V̇1 + V̇2 + V̇3

≤
n∑

i=1

δ̃Ti

[
(Ãδ

i )
TPi + PiÃ

δ
i −

1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi

− 1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi + εi1Qi

]
δ̃i

+ΨT
[
M(Θ + Φ)⊗

(
PAξ + (Aξ)TP

)

−λ0(Θ + Φ)2 ⊗ PR−1P
]
Ψ

+ΨT
[
(MΘ+MΦ− a1M)⊗ PR−1P )

]
Ψ

+ ξ̃T
[
1

εi1
||Pi||2

∣∣∣∣Q−1
i

∣∣∣∣ ∣∣∣∣Jδ
i

∣∣∣∣2

−a2MLT
1 L1 ⊗ PR−1P

]
ξ̃. (45)

If condition (23) is met, then

(Aδ
i )

TPi + PiA
δ
i −

1

εi1
PiB

δ
iR

−1
i (Bδ

i )
TPi

+ εi1Qi = −εi2Qi < 0. (46)

From (46) and [12, Lemma 1.20], we can see that

(Ãδ
i )

TPi + PiÃ
δ
i −

1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi

− 1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi + εi1Qi = −εi2Qi < 0. (47)

There exists a parameter a1 to satisfy a1 >
5mi

2λ0
, based on

condition (14) and Young’s inequality in Lemma 2, then we
have

M(Θ + Φ) =
M√
λ0

√
λ0(Θ + Φ) ≤ M2

2λ0
+

λ0(Θ + Φ)2

2

and

ΨT
[
M(Θ + Φ)⊗

(
PAξ + (Aξ)TP

)

− λ0(Θ + Φ)2 ⊗ PR−1P )
]
Ψ

+ ΨT
[
(MΘ+MΦ− a1M)⊗ PR−1P )

]
Ψ

≤ ΨT
[
M(Θ + Φ)⊗

(
PAξ + (Aξ)TP − PR−1P

)]
Ψ

< 0. (48)

Meanwhile, we select a2 to satisfy the following inequality:

a2 >
||Pi||2

∣∣∣∣Q−1
i

∣∣∣∣ ∣∣∣∣Jδ
i

∣∣∣∣2

εi1miλmin(LT
1 L1)||P ||2 ||R−1||

then

ξ̃T
[
1

εi1
||Pi||2

∣∣∣∣Q−1
i

∣∣∣∣ ∣∣∣∣Jδ
i

∣∣∣∣2 − a2MLT
1 L1 ⊗ PR−1P

]
ξ̃

< 0. (49)

It turns out from (46)–(49) that V̇ < 0, hence the error

lim
t→∞

ξ̃i = 0, lim
t→∞

ψi = 0, lim
t→∞

δ̃i = 0, lim
t→∞

ei = 0.

Therefore, Problem 1 is solved for systems (2)–(5) under the
static graph.

(b) Now, we discuss the situation when �i = 0 and Gs =

Gσ(t). Under Assumption 2, graph Gσ(t) and matrix Lσ(t)
1 are

fixed on each interval [tk, tk+1). We chose the same V in (35)
as pairwise Lyapunov function and the same (a1, a2), where
λ0 = λ

σ(t)
0 and L1 = L

σ(t)
1 . Similar to the proof of part (a), we

can obtain that V̇ < 0 on each interval [tk, tk+1). Therefore,
each linear time-invariant subsystem of the following system is
asymptotically stable:

˙̃
ξ = (In ⊗Aξ − (Θ + Φ)L

σ(t)
1 ⊗R−1P )ξ̃ = Aσ(t)

c ξ̃. (50)

It turns out that state matrices Aσ(t)
c of each closed-loop sub-

system are Hurwitz, and there exists a Lyapunov function
V4 = ξ̃TP σ(t)ξ̃ with quadratic form that satisfies

Aσ(t)
c P σ(t) + P σ(t)(Aσ(t)

c )T < 0 (51)
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on each interval [tk, tk+1). If we define the piece-
wise Lyapunov function for observer error as V4, and
A

σ(t)
c P σ(t) + P σ(t)(A

σ(t)
c )T = −Wσ(t), we can conclude that

V̇4 < −λmin(W
σ(t))V4 in each time interval, where λmin(W

σ(t))
represents the minimum eigenvalue of Wσ(t). As P σ(t) is
a switching matrix, there exists a constant μ ≥ 1, such that
P k ≤ μP l, k, l ∈ {1, 2, . . . ,M}. Similar to the dwell-time-
based works in [31], it follows that limt→∞ ξ̃i = 0 if the average
dwell time of each agent is longer than a positive threshold

τ > τ ∗ =
Inμ

λmin(W σ(t))
. (52)

Under Assumption 2, Lσ(t)
1 is a bounded symmetric positive

definite matrix when t ∈ [0,+∞). In view of (13), Φ is not less
than zero, andΘ is an increasing function greater than zero when
t ∈ [0,+∞). We conclude that the threshold can be decreased by
increasing the initial value of adaptive parameter Θ. Therefore,
τ ∗ becomes sufficiently small by choosing a sufficiently large
initial value of θi, that is, θi(0) for i = 1, 2, . . . , n.

It can also be verified by Barbalat’s Lemma [33]. The piece-
wise Lyapunov function V4 satisfies

V4 ≥ 0, V̇4 < 0

on each time interval. Similar to the analysis in [24], it follows

from (16) that ‖ ˙̃ξ‖ is bounded over [0,+∞) by choosing a
sufficiently large θi(0), and V̈4 is also bounded. By Barbalat’s
Lemma

lim
t→∞

ξ̃i = 0. (53)

Note that V1 can be designed as a common Lyapunov function
candidate for δ̃i because no switching signal σ(t) is involved in
V1. It follows from (53) that

lim
t→∞

δ̃i = 0, lim
t→∞

ei = 0.

Thus, Problem 1 is solved under switching topologies. �
The second result of this article is as follows.
Theorem 2: Consider systems (2)–(5) satisfying Assump-

tions 1–4. (a) When �i ∈ L2[0,∞] and Gs = G, Problem 2
is solvable by distributed observer (13) and state feedback
controller (22), if conditions (14) and (26) are satisfied.

(b) When �i ∈ L2[0,∞] and Gs = Gσ(t), Problem 2 is
solvable by observer (13) with a sufficiently large θi(0) under
condition (14) and controller (22) under condition (26).

Proof: (a) When �i ∈ L2[0,∞] and Gs = G, the closed-
loop error system with controller (22) is altered to

˙̃
δi = Ãc

i δ̃i + Jδ
i ξ̃ + Ei�i, ei = Cc

i δ̃i, i = 1, 2, . . . , n. (54)

Design the Hamiltonian function with the same V in (35) as

J = V̇ +

n∑

i=1

eTi ei −
n∑

i=1

γ2i�
T
1 �i

≤
n∑

i=1

δ̃Ti

[
(Ãδ

i )
TPi + PiÃ

δ
i −

1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi

− 1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi + εi1Qi

]
δ̃i

+

n∑

i=1

�T
i E

T
i Piδ̃i +

n∑

i=1

δ̃Ti PiEi�i +

n∑

i=1

δ̃Ti C
c
i
TCc

i δ̃i

+ΨT
[
M(Θ + Φ)⊗

(
PAξ + (Aξ)TP − PR−1P

)]
Ψ

+ ξ̃T
[
1

εi1
||Pi||2

∣∣∣∣Q−1
i

∣∣∣∣ ∣∣∣∣Jδ
i

∣∣∣∣2

−a2MLT
1 L1 ⊗ PR−1P

]
ξ̃ −

n∑

i=1

γ2i�
T
1 �i. (55)

Inequality (55) can be written as

J ≤ ΨT
[
M(Θ + Φ)⊗

(
PAξ + (Aξ)TP − PR−1P

)]
Ψ

+ ξ̃T
[
1

εi1
||Pi||2

∣∣∣∣Q−1
i

∣∣∣∣ ∣∣∣∣Jδ
i

∣∣∣∣2

−a2MLT
1 L1 ⊗ PR−1P

]
ξ̃

+

n∑

i=1

δ̃Ti

[
(Ãδ

i )
TPi + PiÃ

δ
i −

1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi

− 1

2εi1
PiB̃

δ
iR

−1
i (B̃δ

i )
TPi +

1

γ2i
PiEiE

T
i Pi

+
1

γ2i
CT

i Ci + εi1Qi

]
δ̃i

−
n∑

i=1

(�i −
1

γ2i
ET

i Piδ̃i)
T γ2i (�i −

1

γ2i
ET

i Piδ̃i). (56)

Integrating function J results in
∫ ∞

0

J dt = V (∞)− V (0) +

n∑

i=1

∫ ∞

0

(eTi ei − γ2i�
T
1 �i)dt

≤
∫ ∞

0

ΨT
[
M(Θ + Φ)⊗

(
PAξ + (Aξ)TP − PR−1P

)]
Ψdt

+

∫ ∞

0

ξ̃T
[
1

εi1
||Pi||2

∣∣∣∣Q−1
i

∣∣∣∣ ∣∣∣∣Jδ
i

∣∣∣∣2P

−a2MLT
1 L1 ⊗ PR−1P

]
ξ̃ dt

−
n∑

i=1

∫ ∞

0

δ̃Ti εi2Qiδ̃i dt

−
n∑

i=1

∫ ∞

0

(�i −
1

γ2i
ET

i Piδ̃i)
T γ2i (�i −

1

γ2i
ET

i Piδ̃i) dt

≤ 0. (57)

Since the conditions in (14) and (26) are satisfied, V̇ < 0with the
same value of a1 and a2. The integral of Hamiltonian function
meets

∫∞
0 J dt ≤ 0. In view of (35) and (57), we have the

bounded L2 robust condition (58) holds for i = 1, 2, . . . , n
∫ ∞

0

eTi ei dt ≤ γ2i

∫ ∞

0

�T
i �i dt. (58)

Therefore, Problem 2 is solved under the static graph.
(b) Similar to the analysis of Theorem 1(b), we can show that

the strategies can be extended to switching graph by choosing a
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sufficiently large θi(0). Note that the observer can still decouple
the system dynamics from the network by selecting a large θi(0)
under the switching signal by Barbalat’s Lemma. This completes
the proof. �

Remark 4: By treating disturbances as separable into homo-
geneous and heterogeneous disturbances, Theorem 2 provides a
solution for robust formation control problems under both types
of disturbances.

Remark 5: The proposed formation control strategy differs
from [7] and [22], in that it can automatically adapt to static
graph without requiring information of communication Lapla-
cian matrices. The strategy can be extended to the switching
graph by choosing a sufficiently large θi(0) under Assumption 2.
It is a model-based strategy with known A0 and Aω . It should
be mentioned that an observer has been proposed to estimate
the state matrix of the exosystem in [21], but the knowledge
of minimum eigenvalues of the Laplacian matrix is required. It
is, however, technically challenging to remove both topology
and model information in controller design. A solution that we
are working on is to combine an adaptive observer with an
online iterative reinforcement learning algorithm to realize fully
distributed and model-free strategies [34].

Remark 6: Under Assumption 3 and the definition of p-copy
internal model in (18), the pair (Aδ

i , B
δ
i ) in (23) is stabilizable.

Therefore, Riccati (23) admits a unique positive definite matrix
Pi by givenQi = QT

i > 0,Ri = RT
i > 0, εi1 > 0, and εi2 > 0

[35]. Similarly, there exists a unique definite matrixPi satisfying
Riccati (26) by choosing parameters as Qi = QT

i > 0, Ri =
RT

i > 0, εi1 > 0, εi2 > 0, and 0 < γi < 1. For each agent, γi
in (9) is a robust index, which indicates that the ratio of the L2

function of output error to heterogeneous disturbances is less
than or equal to γi. When the index is less than 1 and closer to
zero, the system is more robust to heterogeneous disturbances.

IV. SIMULATION VERIFICATION

This section presents the design of a tracking and patrolling
formation for bushfire monitoring. Six heterogeneous unmanned
aerial vehicles (UAVs) are deployed to perform the tracking and
patrolling tasks under the proposed formation control strategy
that is subject to a homogeneous main wind disturbance. Ad-
ditional heterogeneous disturbances are introduced to further
verify the performance of the bounded L2 robust formation
output controller.

A. Design of Tracking and Patrolling Formation

A generally accepted spread model for high-speed movement
and high-density free-burning bushfire is the ellipse model [36].
In the wind coordinate system, the bushfire range can be de-
scribed as an expanding ellipse after time t from the ignition
point. With the homogeneous fuel bed and uniform terrain, the
length-to-width ratio of the ellipse is proportional to the wind
speed.

Following the wind direction and fire center provides a way
to track and patrol the edge of the spreading bushfires [30]. The
fire center can be regarded as a virtual leader with system state
x0 = col(xc, yc, ẋc, ẏc) and output y0 = col(xc, yc), where
(xc, yc) and (ẋc, ẏc) denote the position and velocity of the fire

center, respectively. Therefore, the system matrices are

A0 =

⎡
⎢⎢⎣

0 0 1 0

0 0 0 1

0 0 0 0

0 0 0 0

⎤
⎥⎥⎦ , C0 =

[
1 0 0 0

0 1 0 0

]
. (59)

The initial state is given as x0 = [0 1 2 1]T .
In the wind coordinate system, a TVF to patrol the bushfire

boundary can be designed as follows:

fxi = at cos
(
ρt+ d(θ0i )

)

fyi = bt sin
(
ρt+ d(θ0i )

)

ḟxi = a cos
(
ρt+ d(θ0i )

)
− atρ sin

(
ρt+ d(θ0i )

)

ḟyi = b sin
(
ρt+ d(θ0i )

)
+ btρ cos

(
ρt+ d(θ0i )

)
(60)

where fi = [fxi , f
y
i , ḟ

x
i , ḟ

y
i ]

T
I represents the state variable of ith

TVF, and ρ denotes the patrolling rate. Parameters a and b are the
spreading rates of the major axis and the minor axis, respectively.
Notation d(θ0i ) is the initial mapping patrol angle based on the
formation mapping algorithms derived in our previous study [7],
[37].

Taking the reference frame into consideration, the system
matrices in the inertial coordinate system becomes

Af
i = (I2 ⊗D)Af

w(I2 ⊗D)T , Cf
i = C0

Af
w =

⎡
⎢⎢⎢⎢⎣

0 0 1 0
0 0 0 1

ρ2 0 0 −2aρ

b

0 ρ2
2bρ

a
0

⎤
⎥⎥⎥⎥⎦
, D =

[
cosα − sinα
sinα cosα

]
(61)

where D is the direction cosine matrix (DCM) [38] from the
wind coordinate system to the inertial coordinate system, and
α is the rotation angle between the two coordinate systems. We
choose the parameters as a = 0.2, b = 0.1, c = [2 1]T , ρ = 1,
and α = 26.5◦.

Remark 7: The system matrices of n reference formation
models in (5) can differ or be identical for n agents. For ex-
ample, the patrol angular rate ρ in (61) can be different for
agents operating at different altitude planes. We assume that
heterogeneous UAVs are flying at the same altitude plan with a
common patrol rate in the given task. Therefore,Af

i is the same
for each agent. Based on the distributed observer design in [21],
an agent designs its own formation reference model by observing
the spread model information βi = μi

∑n
j=0 aij(t)(βj − βi),

where μi > 0 and βi = col(α1, α2, . . . , αm) is the vector of
minimal polynomial coefficients of Af

i . From the feature of
the internal model design in Lemma 3, the pair (Aδ

i , B
δ
i ) with

observed Σ̂1
i in (22) is still stabilizable. Therefore, Riccati

equations (23) and (26) always have solutions that choose
parameters satisfying the same conditions as those in Remark
6 [21]. Furthermore, the position output deviation of the refer-
ence formation is achieved through the initial mapping patrol
angle d(θ0i ) from the formation matching algorithms based on
deviation reference δθ0 = π/3. For the patrolling task, it is not
necessary for the agents to be evenly distributed on the edge
and there is no requirement to know the agent’s total number.
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Based on our previous study on scalable formation matching
algorithms [7], [37], we know that each agent can determine its
own optimal conflict-free mapping d(θ0i ) based only on local
information. Therefore, the design of the TVF model and the
mapping of the initial state are realized in a distributed manner
for each agent.

B. Robust Formation Control Under Uncertainties and
Homogeneous Disturbance

A heterogeneous MAS is considered with six UAVs consisting
of three Qball-X4 [39] and three Qball2 [7]. Based on the quadro-
tor models in [7], the latitudinal model of UAVs is simplified to
the following linear fourth-order systems:

⎡
⎢⎣
ṗxi
v̇xi
θ̇xi
q̇i

⎤
⎥⎦ =

⎡
⎢⎣
0 1 0 0
0 0 g 0
0 0 0 1
0 0 0 0

⎤
⎥⎦

⎡
⎢⎣
pxi
vxi
θxi
qi

⎤
⎥⎦+

⎡
⎢⎢⎣

0
0
0

km
i Li

Ix
i

⎤
⎥⎥⎦u

x
i

= Ax
i x

x
i +Bx

i u
x
i (62)

⎡
⎢⎣
ṗyi
v̇yi
φ̇yi
ṗi

⎤
⎥⎦ =

⎡
⎢⎣
0 1 0 0
0 0 −g 0
0 0 0 1
0 0 0 0

⎤
⎥⎦

⎡
⎢⎣
pyi
vyi
φyi
pi

⎤
⎥⎦+

⎡
⎢⎢⎣

0
0
0

km
i Li

Iy
i

⎤
⎥⎥⎦u

y
i

= Ay
i x

y
i +By

i u
y
i (63)

where g is the gravity acceleration. For the ith agent, pxi and
pyi represent the horizontal positions in the x and y directions.
Variables θxi , φ

y
i , qi, and pi donate the pitch angle, roll angle,

pitch angular rate, and roll angular rate, respectively. Parameters
kmi and Li are the force coefficient and the lever arm, and Ixi
and Iyi indicate moments of inertia in x and y directions.

Expressing in terms of heterogeneous MAS (2), the system
states and matrices of heterogeneous multi-UAV systems are

xi = col(xxi , x
y
i ) = col(pxi , v

x
i , θ

x
i , qi, p

y
i , v

y
i , φ

y
i , pi)

Ãi = blkdiag(Ãx
i , Ã

y
i ) = blkdiag(Ax

i +ΔAx
i , A

y
i +ΔAy

i )

B̃i = blkdiag(B̃x
i , B̃

y
i ) = blkdiag(Bx

i +ΔBx
i , B

y
i +ΔBy

i ).

For i = 1, 2, 3, kmi = 12N, Li = 0.2m, and Ixi = Iyi =
0.03kg.m2, while for i = 4, 5, 6, kmi = 120N, Li = 0.2m, and
Ixi = Iyi = 0.03kg.m2. The initial positions of the six agents
are taken as (0.5,1)m, (−3,2)m, (−4,0)m, (−6,−1)m, (0,−3)m,
and (−2,0)m, respectively. We take the initial velocities of these
agents as (−0.3,−0.1)m/s, (0,0)m/s, (−3,−2)m/s, (−1,2)m/s,
(−0.3,1)m/s, and (−1,1)m/s, respectively. The initial attitude
angles of UAVs are (0,0)rad, (0,0)rad, (0,−0.1)rad,(0,0)rad,
(0,0)rad, (0,−0.1)rad, and the angular rates are (0.1,0)rad/s,
(0.2,−0.1)rad/s, (−0.2,−0.1)rad/s,(0,0)rad/s, (0,0)rad/s, and
(0,0)rad/s, respectively. Note that the dynamic in z direction
of UAVs is not considered here. They are assumed to fly on the
same height plane with an altitude of 10 m.

Taking into account load changes and the unmodeled dy-
namics, the following system uncertainties are included in this

Fig. 1. Switching topologies of the heterogeneous MAS.

multi-UAV system:

ΔAk
i =

⎡
⎢⎢⎣

0 0.1 0 0

0 −1 0 0

0 0 0 0

0 0 0 0

⎤
⎥⎥⎦ ,ΔB

k
i =

⎡
⎢⎢⎣

0

1

1

0

⎤
⎥⎥⎦ , i = 1, 2, 3, k = x, y

ΔAk
i =

⎡
⎢⎢⎣

0 0.1 0 0

0 −1 0 0

0 0 0 0

1 0 0 0

⎤
⎥⎥⎦ ,ΔB

k
i =

⎡
⎢⎢⎣

0

0

1

0

⎤
⎥⎥⎦ , i = 4, 5, 6, k = x, y.

We treat the main wind disturbance as homogeneous distur-
bance (3) with Aω = 0, ω0 = [ωx

0 , ω
y
0 ]

T = [2, 1]. The homoge-
neous disturbance input matrices and uncertainties are chosen
as

Dk
i = [1 1 1 1]T , ΔDk

i = [0 0 0.5 0]T

D̃i = blkdiag(D̃x
i , D̃

y
i ) = blkdiag(Dx

i +ΔDx
i , D

y
i +ΔDy

i ).

Shown in Fig. 1 is the communication network of the MAS
that switches between topology A and topology B per second.
Note that both topologies A and B have a spanning tree with
node 0 as the root. Matrix R in the distributed adaptive ob-
server in (13) and (14) is set to 0.5I , and the initial variables
θi(0) = 10. Taking into consideration the homogeneous distur-
bance and system uncertainties, we choose the parameters of ro-
bust controller in (22)–(24) as ε1 = [0.05, 0.1, 0.1, 0.1, 0.1, 0.1],
ε2 = [1, 1, 1, 2, 2, 2] and Ri = Qi = I for i = 1, 2, . . . , n.

The simulation results of the observation errors and formation
control of MAS are shown in Figs. 2 and 3, respectively.

We observe from Fig. 2 that the distributed adaptive observer
of each agent tracks the positions of fire center (xc, yc) and
its velocities (vx, vy) within 10 s under switching topologies.
The observation errors of the homogeneous wind disturbance
converge to zero in 10 s. The 3 and 2D positions of agents
are updated every 10 s in Fig. 3. The trajectory of agent 1 is
also provided in Fig. 3. It can clearly be seen that the agents
can track the bushfire center and patrol along the edge of the
spreading ellipse. Regarding the formation errors of MAS (2)
with uncertainties and homogeneous disturbance when using
the adaptive observer in (13) and (14) and robust formation
controllers presented in (22)–(24), the errors converge to zero
within 25 s under switching topologies, as shown in Fig. 3.

C. Robust Formation Control Subject to Uncertainties and
Homogeneous/Heterogeneous Disturbances

When additional heterogeneous disturbances are consid-
ered, the disturbance input matrix is Ek

i = [0 0 0 20] for
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Fig. 2. Observation errors for the fire center and wind disturbance.

Fig. 3. TVF of the heterogeneous MAS subject to system uncertainties and
homogeneous disturbance.

i = 1, 2, . . . , 6, k = x, y. As shown in Fig. 4, a band-limited
white noise �x

1 with 10-dB/Hz noise power and 0.1 s sample
time, and a bounded noise �y

1 = 5 sin(t) are added to the x
channel and the y channel of the first agent, respectively. Another
band-limited white noise �y

2 with 10 dB/Hz noise power and
0.05 s sample time is added to the y channel of the second
agent. Additional noise added to the x channel of the fifth agent
is �x

5 = 10 sin(t). The system parameters, initial states, uncer-
tainty matrices, homogeneous disturbance and parameters of the
distributed adaptive observer are chosen to be the same as above.
To illustrate the robustness of the proposedL2 controller for mul-
tiple disturbances, comparative simulations are conducted with
the robust output regulation method in [23]. The results using
the robust output regulation method in [23] are shown in Fig. 5.
Comparatively, the robust index in (26) of L2 robust controller
in (22) and (24) is set as γ = [0.05, 0.1, 0.1, 0.1, 0.1, 0.1]. The
simulation results under the L2 controller are shown in Fig. 6.

Fig. 5 shows that there are large fluctuations of errors in the
x direction of the first agent and in the y direction of the second

Fig. 4. Additional heterogeneous disturbances of low sinusoidal frequency
and band-limited noise for performance verification.

Fig. 5. TVF of the heterogeneous MAS under system uncertainties and
homogeneous/heterogeneous disturbances by the method in [23].

Fig. 6. TVF of the heterogeneous MAS subject to system uncertainties and
homogeneous/heterogeneous disturbances under the proposed controller.
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agent by the method in [23], under additional heterogeneous
disturbances. After applying the proposed L2 robust formation
controller in system (2) with the same additional heterogeneous
disturbances, the formation errors almost converge to zero after
25 s in Fig. 6. The amplitudes of the error fluctuation have
been greatly reduced compared with that in Fig. 5. Note that
a smaller γi means that the ith agent has stronger abilities to
resist additional heterogeneous disturbances. For the bounded
white noise interference �x

1 and �y
2 , the formation errors on

the corresponding channels are also bounded. For disturbances
�y

1 = 5 sin(t) and �x
5 = 10 sin(t), the formation errors on the

corresponding channels converge to zero. This is because the
internal model dynamics of n extended exosystems in (20)
contain the internal model dynamics of the �y

1 and �x
5 , so the

error-free formation control can be realized on these channels.
Furthermore, the design decouples the heterogeneous dynamic
from communication topologies through distributed adaptive
observers and internal model-based formation controllers, it
improves the robustness of the entire system to individual un-
certainties or failures. Figs. 5 and 6 show that even if agents 1,
2, and 5 are disturbed, other agents will not be affected and can
continue to work under switching topologies.

V. CONCLUSION

In this article, a distributed robust formation control strategy
is proposed for an uncertain heterogeneous multiagent system
with multiple disturbances. A distributed observer is developed
to estimate the virtual leader and homogeneous disturbance
under static and switching topologies. Comparative simulation
studies on the bushfire edge tracking and patrolling verified the
effectiveness and robustness of the proposed strategy. Our future
work will consider the nonlinear formation control problems
for unified heterogeneous MASs based on fuzzy adaptive con-
trol [19], [40] and model-free deep reinforcement learning.
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Chapter 4
Robust Formation Control for Nonlinear Heterogeneous Multi-agent Systems

Based on Adaptive Event-triggered Strategy

4.1 Introduction

Based on the observer-based decoupling idea from Chapter 3, a brand-new dual adap-

tive time-varying formations (TVF) control scheme is proposed in this chapter for non-

linear heterogeneous multi-agent systems (MAS) to deal with limited network band-

width constraints. Compared with linear MAS, a more general system, unified non-

linear heterogeneous MAS, is considered subject to uncertainties and disturbances. To

reduce the frequency of data transmission, a distributed dual adaptive event-triggered

observer is presented for exosystem estimation, which removes the global communi-

cation information in both observer design and Zeno-free event-triggered strategy de-

sign while saving network resources. Then, a nonlinear p-copy internal model-based

formation controller is designed with a dynamic distributed compensator for uncer-

tainties and disturbances, which solves the robust heterogeneous TVF problem. Fi-

nally, both simulation and experiment are conducted for the tracking and patrolling

formation of multiple vehicles. The results verify that the proposed scheme can signif-

icantly reduce communication frequency under the premise of ensuring the robustness

of multi-agent formations.

4.2 Publication

B. Yan, P. Shi and C. -C. Lim, “Robust formation control for nonlinear heterogeneous

multiagent systems based on adaptive event-triggered strategy,” IEEE Transactions on

Automation Science and Engineering, doi: 10.1109/TASE.2021.3103877, 2021.
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networked systems with nonlinear uncertainties. A class of het-
erogeneous MASs comprised of several first-order nonlinear
systems and second-order nonlinear systems was considered
in [20]. However, issues on unified nonlinear heterogeneous
MASs deserve more comprehensive investigations compared
with some typical systems. In addition to output regulation
problems, it remains a big challenge to resolve the conflict
between formation consensus requirements and high-order
nonlinear heterogeneous dynamics.

Furthermore, uncertain system parameters, external distur-
bances, and communication limitations affect the performance
of control systems. Considerable efforts have been made for
MASs under uncertainties and disturbances based on robust
control [21]–[24]. The work in [21] provided a nonlinear
robust control for homogeneous Euler–Lagrange systems to
achieve formation containment against uncertainties. A forma-
tion control for discrete-time uncertain multivehicle systems
was developed in [22] under disturbances. From a practical
point of view, network constraints, such as limited commu-
nication bandwidth and data loss, should also be considered
in the MAS design. Event-triggered control has been regarded
as an effective way to decrease communication load [4], [5],
[25] and robust to attacks/faults [18], [26]. In [4], a quan-
tized event-triggered control was proposed for the consen-
sus problem of homogeneous MASs with disturbances. The
work in [25] studied the robust cooperative output regulation
problem of linear heterogeneous MASs with additive distur-
bances via the celebrated internal model principle. However,
theoretical challenges arise from the formation control of
unified nonlinear heterogeneous MASs considering uncertain-
ties, disturbances, and communication limitations at the same
time. Furthermore, uncertain system parameters will also bring
significant difficulties when designing event-triggered control
strategies.

Motivated by the above observations, we have systemat-
ically studied the problem of robust formation control for
heterogeneous MASs, and the main contributions in this article
are as follows.

1) A time-varying formation control scheme is proposed
for unified nonlinear heterogeneous MASs with dif-
ferent orders and dynamics under uncertainties and
disturbances.

2) Compared with the works in [14], [18], and [19], the pro-
posed strategy based on a brand-new dual adaptive
observer and nonlinear internal model control principle
is distributed without requiring any global information
of communication topology.

3) A novel adaptive event-triggered strategy is designed
by the Riccati equation approach to overcome network
constraints and exclude the Zeno behavior. The strategy
can be applied to actual platforms to significantly reduce
the communication load.

The notation used in this article is standard. X−1 and
Y T represent the inverse of nonsingular and square matrix
X and transpose of matrix Y , respectively. 0 is all-zero
matrix with corresponding dimensions. Notation ⊗ denotes the
Kronecker product, and blkdiag represents the block diagonal

concatenation of matrix input arguments. For n vectors xi , i =
1, . . . , n, col(x1, x2, . . . , xn) = [x T

1 , x T
2 , . . . , x T

n ]T.

II. PROBLEM FORMULATION

A heterogeneous nonlinear MASs with n agents can be
modeled as

ẋi = fi (xi , ui , ω,�i )

yi = hi (xi , ui , ω,�i ), i = 1, 2, . . . , n (1)

where xi ∈ Rni , ui ∈ Rmi , and yi ∈ Rpi represent system
states, input variables, and output variables of the i th agent,
respectively. Functions fi , hi are sufficiently smooth nonlinear
functions. The set of uncertain parameters is �i . The dynamics
of disturbance signal ω ∈ Rnω is described by

ω̇ = Aωω. (2)

Note that the linear system (2) we use to approximate
disturbances with its dynamics is assumed known. Generally,
the nonlinear function of disturbances can be expanded by
the Fourier series and approximated as a combined signal via
trigonometric functions. The state matrix Aω can always be
found from the trigonometric functions to predict changes of
disturbance signals, especially for common disturbances, such
as the main wind environment disturbances.

To implement the distributed formation control for hetero-
geneous MASs, a virtual leader is designed in the desired
formation as

ẋ0 = A0x0

y0 = C0x0 (3)

where x0 ∈ Rn0 and y0 ∈ Rp0 are state variables and output
variables of the virtual leader, respectively. The state matrix
and output matrix of the system are A0 and C0, respectively.
Note that only some agents get the information from the virtual
leader.

In addition to a virtual leader, the shape of formation is
illustrated by time-varying formation (TVF) system

ḟi = A f
i fi

y f
i = C f

i fi , i = 1, 2, . . . , n (4)

where fi ∈ Rn f and y f
i ∈ Rp f are the state and output of TVF,

respectively. The matrices A f
i and C f

i are the state matrix and
output matrix of TVF system, respectively.

Remark 1: As shown in Fig. 1, the output y0 of system
(3) represents the trajectory changes with time of the virtual
leader, which determines the specific position of the whole
formation when performing tasks. Outputs of system (4)
represent the relative displacements of each agent relative
to the virtual leader. For example, with different values of
y f

i from time t1 to time t3, the reference formation changes
from a diamond to a rectangle and then to a parallelogram
in Fig. 1. Therefore, the dynamics of the virtual leader and
TVF determines the desired movement process of MASs for
adapting to different tasks.

We introduce the following definitions to develop our main
results in Section III.
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system has been thoroughly illustrated in [29]. The exosys-
tem has been expanded to the output consensus problem of
MASs to describe an external system that generating tracking
signals and disturbance signals. For heterogeneous MASs,
the exosystem represents an external common goal related to
collaborative tasks. For example, the exosystem in (9) means
that the common goal is to track the virtual leader under
disturbances.

Error system of robust formation output control problem is
rewritten as

ei = yi − yξ − y f
i . (10)

Based on Assumption 2, the virtual leader can be indexed
by number 0, and the whole Laplacian matrix becomes

Ln+1 =
�

0 01×n

L0 L1



(11)

where L1 = L + An0 and L is the Laplacian matrix of
n heterogeneous MASs. The adjacency matrix between the
virtual leader and the multiagent is An0 = diag[ai0].

We design the distributed adaptive observer based on the
event-triggered strategy as

˙̂ξi = Aξ ξ̂i − �
R−1 P

�
θiψi

ψi =
n�

j=1

ai j

�
eAξ (t−tk

i )ξ̂i
�
tk
i

� − e
Aξ

�
t−tk

j

�

ξ̂ j
�
tk

j

��

+ ai0eAξ (t−tk
i )

�
ξ̂i

�
tk
i

� − ξ
�
tk
i

��
t ∈ �

tk
i , tk+1

i

�

θ̇i = ψT
i

�
P R−1 P

�
ψi (12)

where θi(0) >1. For a given positive definite matrices R and
Q, symmetric positive definite matrix P is the solution to the
equation

�
Aξ

�T
P + P Aξ−P R−1 P + Q = 0. (13)

The sequence of time {t0
i , t1

i , . . . , tk
i , . . . |i =

1, 2, . . . , n, k = 0, 1, . . . } is the event-triggered instants
of agent i . The time tk

j is the latest time of agent j before
current time t .

The measurement error of agent i can be constructed as

eξi = eAξ (t−tk
i )ξ̂i

�
tk
i

� − ξ̂i , t ∈ �
tk
i , tk+1

i

�
. (14)

We give the adaptive event-triggered strategy as

tk+1
i = inf

�
t > tk

i | φiθi e
T
ξi

eξi ≥ ψT
i ψi

�
(15)

where the adaptive parameter φi is updated by

φ̇i = eT
ξi
θi

�
P R−1 P

�
eξi , φi(0) > 1. (16)

Defining the observer error variable as ξ̃i(t) = ξ̂i (t)− ξ(t) ,
where ξ(t) = eAξ (t−tk

i )ξ(tk
i ), we denote related column vectors

of n agents by

ξ = In ⊗ ξ(t), ξ̃ = col
�
ξ̃1(t), ξ̃2(t), . . . , ξ̃n(t)

�

ξ̂ = col
�
ξ̂1(t), ξ̂2(t), . . . , ξ̂n(t)

�


 = diag(ψ1, ψ2, . . . , ψn), � = diag(θ1, θ1, . . . , θn)

� = diag(φ1, φ2, . . . , φn), eξ = col
�
eξ1 , eξ2 , . . . , eξn

�
.

From the definition of Laplacian matrix Ln+1 in (11),
it follows that


 = (L1 ⊗ I )ξ̂ + (L0 ⊗ I )ξ + (L1 ⊗ I )eξ

= (L1 ⊗ I )ξ̃ + (L1 ⊗ I )eξ . (17)

In view of (12), the derivatives of the variables are

˙̃ξ = �
In ⊗ Aξ −�L1 ⊗ R−1 P

�
ξ̃ − �

�L1 ⊗ R−1 P
�
eξ

= �
In ⊗ Aξ

�
ξ̃ − �

�⊗ R−1 P
�




̇ = �
In ⊗ Aξ

�



�̇ = 
T
�
In ⊗ P R−1 P

�



�̇ = eξ
T
�
�⊗ P R−1 P

�
eξ . (18)

Recall the following results in order to derive our main
results.

Lemma 1 [30]: If the communication topology G contains
a spanning tree and the virtual leader is the root node,
the matrix L1 in (11) is a nonsingular M-matrix. If the
subgraph G1 without the virtual leader is connected, the matrix
L1 is a nonsingular symmetric matrix.

Lemma 2 [16]: The pair of (
1,
2) is the p-copy internal
model of square matrix A, if the pair has the form


1 = T

�
S1 S2

0 
1



T −1, 
2 = T

�
S3


2



(19)

where T is any nonsingular matrix, Si , i = 1, 2, 3, are any
constant matrices, and for any, p > 0,


1 = blkdiag
�
α11, . . . , α1p

�
, 
2 = blkdiag

�
α21, . . . , α2p

�
.

If the minimal polynomial of A is

λn + a1λ
(n−1) + · · · + a(n−1)λ+ an

then (α1 j , α2 j ) is controllable in the form of

α1 j =

⎡
⎢⎢⎢⎢⎢⎣

0 1 , . . . , 0
0 0 , . . . , 0
...

...
...

...
0 0 , . . . , 1

−an −a(n−1) , . . . , −a1

⎤
⎥⎥⎥⎥⎥⎦
, α2 j =

⎡
⎢⎢⎢⎢⎢⎣

0
0
...
0
1

⎤
⎥⎥⎥⎥⎥⎦

where j = 1, 2, . . . , p.
One of our main results of this article is given as follows.
Theorem 1: Consider systems (1), (3), and (4) satisfying

Assumptions 1–5. The observer error of distributed dual
adaptive observer (12) converges to zero under event-triggered
mechanism (15) and (16), if condition (13) is met. Further-
more, the Zeno behavior can be excluded.

Proof: We define the Lyapunov functions as

V = V1 + V2 + V3 (20)

where

V1 = ξ̃T
�
LT

1 ⊗ P
�
ξ̃ (21)

V2 =
n�

i=1

1

2
(θi − a1)

2 (22)

V3 =
n�

i=1

1

2
(φi − a2)

2 (23)
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where a1 and a2 are constants to be designed later. According
to the design of observer (12) and adaptive law (16), the
following conditions hold:

θi > 1, φi > 1, V > 0.

Differentiating V1 along the trajectory of (21) based on
Lemma 1 gives

V̇1 ≤ ξ̃T
�

LT
1 ⊗

�
P Aξ + �

Aξ
�T

P
�

− 2LT
1�L1 ⊗�

��
ξ̃

− eT
ξ

�
LT

1�L1 ⊗�
�
ξ̃ − ξ̃T

�
LT

1�L1 ⊗�
�
eξ (24)

where � = P R−1 P . Substituting (18) into derivation of V2 in
(22) gives

V̇2 =
n�

i=1

(θi − a1)θ̇i

= 
T ((�− (a1 − 1)In)⊗�)
 −
T (In ⊗�)


≤ ξ̃ T
�
LT

1�L1 ⊗�
�
ξ̃ + eT

ξ

�
LT

1�L1 ⊗�
�
ξ̃

+ ξ̃T
�
LT

1�L1 ⊗�
�
eξ + eT

ξ

�
LT

1�L1 ⊗�
�
eξ

− (a1 − 1)

2
ξ̃T

�
LT

1 L1 ⊗�
�
ξ̃

+ (a1 − 1)eT
ξ

�
LT

1 L1 ⊗�
�
eξ − 
T (In ⊗�)
. (25)

Under the event-triggered schemes in (15) and (16), taking
the derivation of V3 along a trajectory in (23) implies

V̇3 =
n�

i=1

(φi − a2)φ̇i =
n�

i=1

eT
ξi
(φi − a2)θi

�
P R−1 P

�
eξi

≤ 
T (In ⊗�)
 − eT
ξ (a2�⊗�)eξ . (26)

Therefore, the derivation of Lyapunov function V is

V̇ = V̇1 + V̇2 + V̇3

≤ 
T

�
LT

1 ⊗
�

P Aξ + �
Aξ

�T
P

�
− LT

1�L1 ⊗�

− (a1 − 1)

2
LT

1 L1 ⊗�






+ eT
ξ

��
LT

1�L1 − a2�
� ⊗�+ (a1 − 1)LT

1 L1 ⊗�
�
eξ

≤ 
T

�
LT

1 ⊗
�

P Aξ + �
Aξ

�T
P

�
− LT

1 L1 ⊗�

− (a1 − 1)

2
LT

1 L1 ⊗�

�




+ eT
ξ

��
LT

1�L1 − a2�+ (a1 − 1)LT
1�L1

� ⊗�
�
eξ

≤ 
T

�
LT

1 ⊗
�

P Aξ + �
Aξ

�T
P

�

+ LT
1 λmin(L1)

(a1 + 1)

2
⊗ (−�)






+ eT
ξ

��−a2 + a1λmax
�
LT

1 L1
��
�⊗�

�
eξ . (27)

Choosing a1 and a2 to satisfy

a1 >
2

λmin(L1)
− 1, a2 > a1λmax

�
LT

1 L1
�

(28)

then we have

V̇ ≤ 
T
�

LT
1 ⊗

�
P Aξ + �

Aξ
�T

P −�
��

. (29)

From (13), it turns out that V̇ < 0, and hence, the observer
error

lim
t→∞ ξ̃i = 0.

Furthermore, the adaptive variables ψi and φi are bounded.
We now prove that the Zeno behavior can be excluded.

Under event-triggered condition (15), taking the derivations
of φiθi eT

ξi
eξi and ψT

i ψi

d
�
φiθi eT

ξi
eξi

�

dt
= φ̇iθi e

T
ξi

eξi + φi θ̇i e
T
ξi

eξi

+ 2φiθi e
T
ξi

�
Aξeξi − θi WPψi

�

≤ �
φ̇i + θ̇i + 2Aξ + 1

�
φiθi e

T
ξi

eξi

+ �
φiθ

3
i �WP�2�ψT

i ψi (30)

d
�
ψT

i ψi
�

dt
= 2AξψT

i ψi (31)

where WP = R−1 P and �WP� is the norm of matrix WP .
Defining function Ji = (φiθi eT

ξi
eξi )/(ψ

T
i ψi ) and taking the

derivation of Ji

J̇i ≤
d
�
φiθi eT

ξi
eξi

�

dt
ψT

i ψi − �
φiθi eT

ξi
eξi

�d
�
ψT

i ψi
�

dt
ψT

i ψiψ
T
i ψi

≤
� ˙̄φi + ˙̄θi + 1

�
Ji + �

φ̄i θ̄
3
i �WP�2

�
(32)

where the adaptive variables are bounded by φi ≤ φ̄i and
θi ≤ θ̄i . The solution of function Ji is

Ji ≤
�
φ̄i θ̄

3
i �WP�2

�
� ˙̄φi + ˙̄θi + 1

�
�

e
� ˙̄φi + ˙̄θi +1

�
τ − 1

�
(33)

where τ ≤ tk+1
i − tk

i is the smallest time interval and meets
the critical condition of (15)

τ = 1� ˙̄φi + ˙̄θi + 1
� ln

⎛
⎝

� ˙̄φi + ˙̄θi + 1
�

�
φ̄i θ̄

3
i �WP�2

� + 1

⎞
⎠ > 0.

Therefore, the Zeno behavior can be excluded, which com-
pletes the proof.

Remark 5: Compared with the observers designed for a
single uncertain system in [31] and [32], the local interaction
information with an event-triggered mechanism of MASs is
considered in observer (12) for estimating the states of the
exosystem and overcoming network constraints. It should be
emphasized that although the design of parameters a1 and a2

in (28) is based on the minimum eigenvalues of the global
Laplace matrix L1, they only appear in the Lyapunov function
instead of the design of the observer.

B. Nonlinear Robust Formation Output Control

In this section, the robust formation output control is
designed for system (1) under uncertainties and disturbances
based on the observer in (12).

Since the output of TVF (4) is different for each agent, the n
exosystems considering the TVF dynamics are

v̇i = Avi vi , yvi = Sivi (34)
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where vi = col(ξ, fi ), Avi = blkdiag(Aξ , A f
i ), and Si =

[Cξ ,C f
i ]. The augmented system of (1) and (34) with the

formation output error in (7) is transformed to

ẋi = fi (xi , ui , vi ,�i )

v̇i = Avi vi

ei = hi (xi , ui , vi ,�i)− Sivi . (35)

We give the following notations to approximate the nonlin-
ear functions of system (35) by the Taylor expansion series
approach in [16]. For any matrix A, A(n) is define as the
Kronecker product of n A

A(0) = 1, A(1) = A, A(n) = A ⊗ A · · · ⊗ A. (36)

For a vector v = col(v1, v2, . . . , vq), notation v [l] denotes

v [l] = �
v l

1, v
l−1
1 v2, . . . , v

l−1
1 vq , v

l−2
1 v2

2, v
l−2
1 v2v3,

. . . , v l−2
1 v2vq, . . . , v

l
q

�T
. (37)

There exist matrices Ml and Nl satisfy

v [l] = Mlv
(l), v(l) = Nlv

[l]. (38)

The nonlinear functions can be written as

fi (xi , ui , vi ,�i )

= Ai (�i)xi + Bi(�i )ui + Ei(�i)vi + f̃i (xi , ui , vi ,�i )

hi (xi , ui , vi ,�i)

= Ci (�i )xi + Di (�i)ui + Fi (�i )vi + h̃i (xi , ui , vi ,�i ) (39)

where

Ai(�i) = ∂ fi

∂xi
(0, 0, 0,�i ), Bi(�i) = ∂ fi

∂ui
(0, 0, 0,�i )

Ci (�i) = ∂hi

∂xi
(0, 0, 0,�i ), Di (�i) = ∂hi

∂ui
(0, 0, 0,�i )

Ei (�i) = ∂ fi

∂vi
(0, 0, 0,�i ), Fi (�i) = ∂hi

∂vi
(0, 0, 0,�i ).

The smooth nonlinear residuals are f̃i and h̃i that vanish at
(xi , ui , vi ,�i ) = (0, 0, 0, 0).

We design the control law for t ∈ [tk
i , tk+1

i ) as

ui = ki(xi , zi ) = K x
i xi + K z

i zi

żi = gi
�
zi , evi

� = 
i
1zi +
i

2evi

evi = hi (xi , ui , vi ,�i )− Si v̂i (40)

where zi is the state of the dynamic compensator. The obser-
vation of vi is v̂i = col(ξ̂ , fi ), and (
i

1,

i
2) is the p-copy

internal model pair of matrix Ak
i , which is defined as

Ak
i =

⎡
⎢⎢⎢⎣

A[1]
i 0 , . . . , 0
0 A[2]

i , . . . , 0
...

...
. . .

...

0 0 , . . . , A[k]
i

⎤
⎥⎥⎥⎦

A[l]
i = Ml

i

⎡
⎣

l�

j=1

I ( j−1)
qi

⊗ Avi ⊗ I ( j−1)
qi

⎤
⎦Nl

i (41)

where notations A[l]
i and I ( j−1)

qi are defined in (36) and (37)
and qi is the dimension of matrix Avi . Matrices Ml

i and Nl
i

can be calculated based on (38).

The control laws K x
i and K z

i meet condition that

Ãc
i (�i) =

�
Ai(�i)+ Bi(�i)K x

i Bi(�i )K
z
i


i
2

�
Ci (�i)+ Di (�i)K x

i

�

i

1 +
i
2 Di (�i)K

z
i




(42)

is Hurwitz when �i = 0.
The second main result of this article on formation output

control is as follows.
Theorem 2: Consider systems (1), (3), and (4) under

Assumptions 1–5, and the solutions xi(vi ,�i ) and ui(vi ,�i )
of the regulation equations in (8) are degree k > 0 polynomials
in vi . Then, the nonlinear robust formation output control
problem defined in Problem 1 is solved by dual adaptive
observer (12) under event-triggered mechanism (15) and (16)
and state feedback controller in (40), if conditions (13) and
(42) are satisfied.

Proof: Substitution of state feedback law (40) into uncer-
tain heterogeneous MASs (35) yields

δ̇i = εi(δi , vi ,�i )

= Ãc
i (�i)δi + Ẽc

i (�i)vi + J c
i (�i)ṽi + ε̃i(δi , vi ,�i )

v̇i = Avi vi

ei = ρi (δi , vi ,�i)

= hi (xi , ki (xi , zi), vi ,�i)− Sivi (43)

where δi = col(xi , zi ), ṽi = v̂i − vi

Ẽ c
i (�i ) =

�
Ei (�i)

−
i
2(Fi (�i)− Si (�i))




J c
i (�i ) =

�
0

−
i
2 Si (�i)




ε̃i(δi , vi ,�i ) =
�

f̃i (xi , ki (xi , zi ), vi ,�i)
h̃i (xi , ki (xi , zi), vi ,�i)




and Ãc
i (�i ) is given in (42). Based on [16, Th. 1], we have

lim
t→∞ ξ̃i = 0, lim

t→∞ ṽi = 0, lim
t→∞(ei − evi ) = 0

where ṽi = col(0, ξ̃i , 0).
Let

Ãc
i (0) =

�
Ai(0)+ Bi(0)K x

i Bi(0)K x
i


i
2

�
Ci(0)+ Di (0)K x

i

�

i

1 +
i
2 Di (0)K

z
i



(44)

be the nominal part of Ãc
i (�i) when �i = 0. Under

Assumptions 1 and 3, the pair
��

Ai(0) 0

i

2Ci (0) 
i
1



,

�
Bi(0)


i
2 Di(0)


�
(45)

is controllable. Hence, we can choose appropriate (K x
i , K z

i )
such that matrices Ãc

i (0) for i = 1, 2, . . . , n are Hurwitz.
Based on Theorem 2.33 in [16], the matrix Ãc

i (�i) is also
Hurwitz, and the system (35) at (δi , vi ) = (0, 0) is stable in
the sense of Lyapunov.

According to the center manifold theorem in [16] and
Assumptions 4 and 5, there exist a locally defined sufficiently
smooth function δ̄i (vi ,�i) with δ̄i (0, 0) = 0 that meets

∂ δ̄i (vi ,�i)

∂vi
Avi vi = εi

�
δ̄i (vi ,�i), vi ,�i

�
(46)
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the position set [x(θ, t), y(θ, t)] represents the edge of the
bushfires. The length of (at, bt) of the ellipse increases with
time.

To perform the tracking task, a virtual leader is designed as
the moving center of the ellipse. Define the state and output
variables of the virtual leader as x0 = col(xc, yc, ẋc, ẏc) and
y0 = col(xc, yc), respectively. Based on the description of
model (3), the state and output matrices are obtained as

A0 =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦, C0 =

�
1 0 0 0
0 1 0 0



. (52)

In order to patrol the bushfire boundary, the TVF is designed
with the purpose of making agents track the moving fire
center and rotate around the edge of the ellipse. In the wind
coordinate system (Wx ,Wo,Wy), a TVF based on the fire
spread model in (51) is designed as follows:

f x
i = at cos

�
wt + θ0

i

�

f y
i = bt sin

�
wt + θ0

i

�

ḟ x
i = a cos

�
wt + θ0

i

� − atω sin
�
wt + θ0

i

�

ḟ y
i = b sin

�
wt + θ0

i

� + btω cos
�
wt + θ0

i

�
(53)

where ( f x
i , f y

i ) represents the positions of the i th points,
which are distributed over the ellipse, moving along the edge
of the ellipse at an angular rate ω. The initial patrol angle
is θ0

i .
Hence, the dynamics of TVF in (53) satisfy

⎡
⎢⎢⎢⎢⎣

ḟ x
i

ḟ y
i

f̈ x
i

f̈ y
i

⎤
⎥⎥⎥⎥⎦

W

=

⎡
⎢⎢⎢⎢⎢⎣

0 0 1 0
0 0 0 1

ω2 0 0 −2aω

b

0 ω2 2bω

a
0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎣

f x
i

f y
i

ḟ x
i

ḟ y
i

⎤
⎥⎥⎦

W

(54)

where the subscript W denotes that the vector is in the wind
coordinate system. Similarly, the subscript I represents that
the vector is in the inertial coordinate system. The direction
cosine matrices [34] between the two coordinate systems are

DCMW2I =

⎡
⎢⎢⎣

cosα − sin α 0 0
sin α cosα 0 0

0 0 cosα − sin α
0 0 sin α cosα

⎤
⎥⎥⎦

and DCMI2W = DCM−1
W2I = DCMT

W2I .
If the state in (4) is taken as fi = [ f x

i , f y
i , ḟ x

i , ḟ y
i ]T

I ,
the system matrices in the inertial coordinate system become

A f
i = DCMW2I A f

w DCMI2W

A f
w =

⎡
⎢⎢⎢⎢⎢⎣

0 0 1 0
0 0 0 1

ω2 0 0 −2aω

b

0 ω2 2bω

a
0

⎤
⎥⎥⎥⎥⎥⎦
, C f

i =
�

1 0 0 0
0 1 0 0



.

(55)

Fig. 3 shows the tracking and patrolling movement of
the reference formation model regarding the bushfire spread

Fig. 3. Modeling of time-varying reference formation in bushfire edge
tracking and patrolling tasks.

model. The fire center is regarded as the virtual leader, which
moves at the speed c in the direction of the main wind.
Meanwhile, the flaming range is gradually expanding as an
ellipse. Under the virtual leader and TVF design, each agent
moves around the fire center at an angular rate ω on the
moving and gradually expanding ellipse. The path of one of
the agents is also marked by a narrowed line at different times
in Fig. 3. At each moment, multiple agents are distributed on
the edge of the moving ellipse and patrolling around the edge.

B. Example 1—Simulation
An example is considered with a heterogeneous MAS

consisting of two Qball2, two Qball-X4 UAVs [35], [36], and
one Qbot2 UGV [10]. The nonlinear model of UAVs [36] is
given as

φ̇
y
i = pi

ṗi = km
i Li uφi + �

I y
i − I z

i

�
θ̇ x

i ψ̇
z
i

�
/I x

i

θ̇ x
i = qi

q̇i = km
i Li uθi + �

I z
i − I x

i

�
φ̇

y
i ψ̇

z
i

�
/I y

i

ψ̇ z
i = ri

ṙi = km
i Li uψi + �

I x
i − I y

i

�
φ̇

y
i θ̇

x
i

�
/I z

i

ṗx
i = v x

i

v̇ x
i = �

sinψ z
i sin φ y

i + cosψ z
i sin θ x

i cosφ y
i

�
g + dx

i ωx

ṗy
i = v

y
i

v̇
y
i = �− cosψ z

i sin φ y
i + sinψ z

i sin θ x
i cosφ y

i

�
g + d y

i ωy (56)

where, for the i th agent, φ y
i , θ

x
i , and ψ z

i and pi , qi , and ri are
the Euler angles (roll, pitch, and yaw) and Euler angular rates,
respectively. (px

i , py
i ) and (v x

i , v
y
i ) represent the positions and

velocities of the i th agent, respectively. The input variables and
output variables of the UAV system are ui = [uφi , uθi , uψi ]T

and yi = [px
i , py

i ]T, respectively. Note that the dynamic in
the z-direction is not considered here. The aircraft is assumed
to fly in a plane with a safe altitude of 20 m for the tasks.
Notations km

i and Li indicate force coefficient and arm of
force, respectively, and I x

i , I y
i , and I z

i are moments of inertia
in the X -, Y -, and Z -directions, respectively. ω = [ωx, ωy] is
the disturbance, and (dx

i , d y
i ) is the parameter indicating the

influence of disturbance on the system.
The dynamic model of Qbot2 ground robot with disturbance

ω = [ωx, ωy] can be modeled as

ṗx
i = Vi cos(ψi )

ṗy
i = Vi sin(ψi )
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heterogeneous uncertain MASs. First, a distributed dual adap-
tive event-triggered observer is developed to estimate the states
of the virtual leader and disturbances that rely only on local
information. Then, a robust formation controller is designed
based on a nonlinear internal model compensator to tolerate
uncertainties and disturbances. Simulation and experimental
examples demonstrate that the proposed control strategies are
effective in providing a theoretical reference for the application
of formation control in cooperative tracking and patrolling
tasks in search and rescue operations. There are a number
of challenges remaining and deserving our future investiga-
tion, including fault-tolerant problems and performance opti-
mization for heterogeneous MASs. A possible solution is to
combine existing methods, such as event-based fault-tolerant
control [26], switched frameworks [5], [37], fuzzy logic [38],
neural network [39], and reinforcement learning [40] with our
robust formation control strategy.
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Chapter 5
Optimal Robust Formation Control for Heterogeneous Multi-agent Systems Based

on Reinforcement Learning

5.1 Introduction

Considering unknown heterogeneous multi-agent systems (MAS) and an unknown ex-

osystem, this chapter provides a novel reinforcement learning (RL)-based distributed

formation optimization to achieve time-varying formation (TVF) without collisions.

Three new off-policy RL algorithms are proposed to learn the optimal policies of each

agent in real time. An observed model-based RL algorithm or a model-free RL al-

gorithm can be used to estimate the dynamics and states of a reference exosystem.

Another model-free RL algorithm is integrated with a collision-free formation con-

troller to solve TVF optimization problems. Compared with most existing approaches

focusing on quadratic objective functions, the developed control method addresses

the non-quadratic optimization problem when the system model is completely un-

known. Comparative simulations demonstrate the real-time learning performance and

dynamic collision avoidance capability of a UAV-UGV heterogeneous MAS.

5.2 Publication

B. Yan, P. Shi, C. -C. Lim and Z. Shi, “Optimal robust formation control for heteroge-

neous multi-agent systems based on reinforcement learning,” International Journal of

Robust and Nonlinear Control, vol. 32, no. 5, pp. 2683–2704, 2022.
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Chapter 6
Event and Learning-based Resilient Formation Control for Multi-agent Systems

under DoS Attacks

6.1 Introduction

Considering denial-of-service (DoS) attacks, this chapter presents a novel resilient and

robust two-layer controller with a brand-new reinforcement learning (RL) condition

to address TVF problems for unknown heterogeneous MAS. The design is distributed

and model-free at the cyber-layer and the physical system layer. An event-based re-

silient observer is provided at the cyber-layer to remove global information of com-

munication and deal with DoS attacks. The communication load can be reduced under

attacks and the Zeno behavior can be avoided. In the physical system layer, an RL rank

condition for the TVF controller is developed for unknown heterogeneous MAS. Com-

pared with the RL algorithms in Chapter 5, the new rank condition can automatically

adjust online data collection time, thereby improving online learning and optimization

performance. Experiments of multi-UGV area scanning formations are conducted. The

comparative experimental results verify the resilience of the proposed online event and

learning-based control method under different parameters of DoS attacks.

6.2 Publication

B. Yan, Y. Sun, P. Shi and C. -C. Lim, “Event and learning-based resilient formation

control for multi-agent systems under DoS attacks,” submitted, under review.
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Event and learning-based resilient formation

control for multi-agent systems under DoS

attacks
Bing Yan,Yuan Sun, Peng Shi∗, Fellow, IEEE, and Cheng-Chew Lim, Senior Member, IEEE

Abstract

In this paper, a novel resilient time-varying formation control strategy is developed for multi-

agent systems under denial-of-service (DoS) attacks based on an event-triggered observer and online

reinforcement learning. The approach is distributed and model-free with a decoupled two-layer design

for the cyber-layer and the physical system layer. The event-based resilient observer is proposed to

estimate an exosystem under DoS attacks with dual adaptive laws to remove global information of a

communication topology at the cyber-layer. In the physical system layer, an optimal formation output

control is designed for multi-agent systems based on the output regulation framework and off-policy

reinforcement learning with a new rank condition. Finally, experiments with unmanned ground vehicles

for area scanning formations are conducted to verify the effectiveness and resilience of the proposed

online event and learning-based control method.

Index Terms

Resilient event-triggered strategy; reinforcement learning-based formation; multi-agent systems; denial-

of-service attacks

I. INTRODUCTION

Formation control is a way for multi-agent systems (MAS) to perform tasks towards the common

goal by changing the motions of each agent and the distribution of the relative positions between agents

[1]. Operating in complex communication environments, the cyber-layer between agents is threatened

Bing Yan, Yuan Sun, Peng Shi and Cheng-Chew Lim are with the School of Electrical and Electronic Engineering,

University of Adelaide, Adelaide, SA 5005, Australia. (e-mails: bing.yan@adelaide.edu.au, yuan.sun01@adelaide.edu.au,

peng.shi@adelaide.edu.au, cheng.lim@adelaide.edu.au) ∗Corresponding author: Peng Shi.
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by malicious attacks [2], and the physical system layer is subjected to uncertain even unknown model

information and local incomplete information due to limited onboard sensors [3]. The multiple constraints

at the two layers impact the communication security, formation stability, and performance optimization

of the MAS. Therefore, achieving resilient formation control and optimization is a significant challenge

for unknown MAS.

Compared with homogeneous MAS [4], [5], heterogeneous MAS consisting of entities with different

dynamics have been intensively studied due to their flexibility in completing complex tasks [6], [7]. Output

regulation framework with internal model control has been proposed enabling different entities to achieve

output consensus by tracking a common reference system, called an exosystem [8]. The framework has

been extended to solve time-varying formation (TVF) control problems of heterogeneous MAS [9], [10].

However, most of the existing approaches focus on the stability of consensus-based formation systems

or output regulation-based formation systems. Formation performance optimization has not been fully

considered. Furthermore, how to design effective TVF that can execute collaborative tasks in real-world

applications also demands studies.

Since the agents communicate through a shared network, cyber-security issues arising from potential

malicious attacks should be considered. The denial-of-service attack (DoS) is a typical cyber-attack for

MAS in which the perpetrator seeks to block communication between agents and prevent the transmission

of measurement data to the controller [4]. A non-sampling output regulation approach has been provided

to deal with DoS attacks based on Linear Matrix Inequalities and data-driven algorithms [11]. As each

agent is commonly equipped with a certain number of devices, conserving network resources is as

important as ensuring reliable communication. Event-based sampling strategies have been proved to be

effective in improving communication resilience and reducing network load under DoS attacks [12],

[13]. Intensive works on Zeno-free event-triggered strategies have been proposed to solve consensus and

formation control problems for MAS [14], [15]. However, most of the existing resilient methods for DoS

attacks are not distributed due to the use of global graph information, and the dynamic global information

is generally difficult to obtain in real-world applications.

Furthermore, uncertain and even unknown system information challenges the robustness of MAS and

its capability for performance optimization. Although robust formation control approaches [16] can deal

with system uncertainties, it is not sufficient to solve model-free problems. Reinforcement learning (RL)

has been proven to effectively achieve online optimization and remove model information through data-

driven approaches [17]. For instance, off-policy RL has been developed to deal with consensus problems

[18] and output regulation problems [19] without attacks, where off-policy means the target policy differs

from the behavior policy in RL [19]. While RL is a viable solution, for practical use, the resilience and
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the online optimization performance of RL algorithms under attack are still challenging conundrums

deserving further studies.

Therefore, we present a novel event and learning-based formation control strategy in this paper, and

its main contributions are threefold:

1. A novel resilient event-triggered observer with dual adaptive laws is proposed for exosystem

estimation via communication networks under DoS attacks, and the Zeno behavior can be avoided.

Our design ensures efficient estimation under attacks, reduces communication frequency, and removes

the dependence on global communication topology information at the same time.

2. A robust and optimal formation control is provided for uncertain and unknown heterogeneous MAS

based on an off-policy RL algorithm with a new rank condition on the persistence of excitation to achieve

online optimization and automatically adjust online data collection time.

3. The resilient and robust strategy is a two-layer distributed and model-free solution for the time-

varying formation control problem. It can be applied to practical MAS to support safe and efficient

collaborations under DoS attacks when performing tasks via team formations.

II. PROBLEM FORMULATION

Consider a heterogeneous MAS of n agents, in which each agent can be described by

ẋi = Ãixi + B̃iui + D̃iω, yi = C̃ixi, i = 1, 2, ..., n (1)

where xi ∈ Rni , ui ∈ Rmi , yi ∈ Rp, and ω ∈ Rω are the ith agent’s state, input, output variables and

disturbance. Matrices ⋆̃i = ⋆i +∆⋆i, ⋆ = A,B,C,D represent corresponding system matrices and ∆⋆i

is the uncertainties.

In order to decouple the heterogeneous agent dynamics from networks, an exosystem is introduced for

MAS to reach output consensus in the output regulation framework [8]. The exosystem can be regarded as

a common task system generating reference signals for tracking and disturbance signals for elimination.

Therefore, we define an exosystem as

η̇ = Aηη, yη = Cηη, (2)

where η = col(x0, ω) ∈ Rnη is the system state variable, function col denotes a column vector composed

of virtual leader x0 and disturbance ω, and yη ∈ Rp is the output of exosystem. System state and output

matrices are Aη = blkdiag(A0, Aω), and Cη = [C0, 0], where blkdiag(A0, Aω) denotes a block diagonal

matrix created by aligning matrices A0 and Aω. Note that not every agent has access to the exosystem
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information. For example, it is difficult to ensure that every agent in a large-scale MAS can directly

obtain global task information.

To perform tasks towards the common goal, ith time-varying formation systems for ith agent are

ḟi = Af
i fi, yfi = Cf

i fi, i = 1, 2, . . . , n (3)

where fi ∈ Rnf is ith TVF state and yfi ∈ Rp is its output. Its system matrices are Af
i and Cf

i .

System (1) with n augmented formation reference systems consisting a common exosystem and n TVF

systems can be reconstructed as

ẋi = Ãixi + B̃iui + F̃ivi

v̇i = Av
i vi, i = 1, 2, ..., n

ei = C̃ixi − Cv
i vi

(4)

where F̃i = [0, D̃i, 0], Av
i = blkdiag(A0, Aω, A

f
i ), and Cv

i = [C0, 0, C
f
i ]. Variable vi = col(x0, ω, fi) ∈

Rnv
i is augmented state, where nvi = nη + nf , and ei ∈ Rp denotes the formation output error.

Remark 1. Note that the system dynamics ⋆̃i and orders ni can be different in heterogeneous MAS (1). A

common disturbance ω is considered here for agents in their shared environment, such as the main wind

disturbance. Different disturbances for different agents have been studied in our previous work [10].

We introduce the following assumptions used in the paper.

Assumption 1. There are no eigenvalues with negative real parts in matrix Av
i .

Assumption 2. The pair (Ãi, B̃i) is controllable.

Assumption 3. The MAS communication graph contains a spanning tree, where the exosystem is the

root node and other agent nodes are connected.

Assumption 4. For any λ ∈ σ(Av
i ),

rank


 Ai − λIni

Bi

Ci 0


 = ni + pi, i = 1, 2, . . . , n

where Ai is the known state matrix of agent i, and Av
i is the state matrix of the common exosystem.

σ(Av
i ) denotes the eigenvalues of Av

i .

The DoS attacks usually act on the communication channel between agents to prevent the transmission

of data. To describe the attack model [13], the cth DoS interval can be defined as

Dc
a = [dc, dc + σc) , c ∈ N0
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where dc and dc+σc are the off-to-on and on-to-off transitions for DoS interval Dc
a. During time interval

[s, T ), the union of DoS intervals is

Da (s, T ) =

{ ⋃

c∈N0

Dc
a

}⋂
[s, T )

The union of DoS inactive intervals is

Dw (s, T ) = [s, T ) \Da (s, T )

where \ indicates that working communication intervals Dw(s, T ) is to remove attacked intervals Da(s, T )

from interval [s, T ).

Assumption 5. [11] The DoS duration satisfies

|Da(s, T )| ≤ ϵa +
T − s
Rd

(5)

for T > s > 0, where ϵa is positive constant, Rd > 1, and |Da(s, T )| is the time length of Da(s, T ).

Remark 2. Note that Assumption 1 is reasonable for the exosystem and TVF with non-zero dynamics so

that agent does not collide when tracking the exosystem and forming formations. Similar assumptions

can be found in [10], [20]. Assumption 4 is the precondition for the output regulation to be solvable [8],

which ensures that the following equations have a unique solution (Πv
i , U

v
i )

Πx
iA

v
i = ÃiΠ

x
i + B̃iU

v
i + F̃i

Πz
iA

v
i = Σi1Π

z
i +Σi2(C̃iΠ

x
i − Cv

i )

0 = C̃iΠ
x
i − Cv

i

(6)

where Πv
i = col(Πx

i ,Π
z
i ), and the pair (Σi1,Σi2) denotes p-copy internal model pair of Av

i [8]. Assump-

tion 5 means that the attacked duration is not larger than a proportion of the overall interval length, and

similar assumptions are used in the classical DoS attacks in [11].

The optimal resilient TVF control problem considered in this paper is to minimize the following

performance index

min Ji =

∫ ∞

0
(ς̃Ti Qiς̃i + ũTi Riũi)dt, i = 1, 2, ..., n (7)

by designing a controller for system (4) under DoS attacks, where Qi and Ri are given positive definite

matrices, ςi = col(xi, zi) is internal model-based state with compensation variable zi. ũi = ui − Uv
i vi is

the input of internal model-based TVF control and error ς̃i = ςi−Πv
i vi is equivalent to formation output

error ei, where (Πv
i , U

v
i ) is the unique solution of output regulation equation (6).
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to MAS adjacency matrix An0, and aij denotes the element of the agent to agent adjacency matrix Ann.

The event-triggered instants of ith agent are represented by the time sequence {t0i , t1i , . . . , tki , . . . | i =
1, 2, . . . , n, k = 0, 1, . . . }, and tkj is the jth agent’s most recent triggered time. The adaptive event-based

strategy is given as

tk+1
i = inf{t > tki | ϕiθieTηi

eηi
> ψT

i ψi + γ1e
−γ2t} (9)

where γ1 > 0, γ2 > 0, and eηi
is the measurement error constructed as

eηi
= eA

η(t−tki )η̂i(t
k
i )− η̂i, t ∈ [tki , t

k+1
i ) (10)

We update the second adaptive law ϕi in the observer by

ϕ̇i = eTηi
θieηi

, ϕi(t0) > 1 (11)

The observer error is defined as η̃i = η̂i − η, where η = eA
η(t−tki )η(tki ). Defining the following variables

for the whole MAS as

η = In ⊗ η, η̃ = col(η̃1, η̃2, . . . , η̃n)

η̂ = col(η̂1, η̂2, . . . , η̂n)

Ψ = col(ψ1, ψ2, . . . , ψn), Θ = diag(θ1, θ1, . . . , θn)

φ = diag(ϕ1, ϕ2, . . . , ϕn), eη = col(eη1
, eη2

, . . . , eηn
)

where ⊗ represents the Kronecker product, and diag() denotes a square diagonal matrix with the elements

of the input vector. If the Laplacian matrix of n agents is L, the Laplacian matrix for MAS with the

exosystem is

Ln+1 =


 0 01×n

L0 L1


 (12)

where L1 = L + An0 is a nonsingular symmetric matrix under Assumption 3 [21]. From (12), we can

get
Ψ = (L1 ⊗ Inη

)η̂ + (L0 ⊗ Inη
)η + (L1 ⊗ Inη

)eη

= (L1 ⊗ Inη
)η̃ + (L1 ⊗ Inη

)eη

(13)

It can be obtained by taking the derivative of (8) that

˙̃η = (In ⊗Aη −ΘL1 ⊗Kη
i )η̃ − (ΘL1 ⊗Kη

i )eη

= (In ⊗Aη)η̃ − (Θ⊗Kη
i )Ψ

Ψ̇ = (In ⊗Aη)Ψ

φ̇ = eη
T (Θ⊗ Inη

)eη

(14)
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Our first result in this paper is as follows.

Theorem 1. Consider MAS (1) with exosystem (2) and TVF system (3) under DoS attack satisfying

Assumptions 1-5. The observer error of event-based distributed resilient observer (8) with Kη
i = P−1 is

bounded under DoS attacks, if there is a nonsingular symmetric positive definite matrix P that satisfies

the conditions (15)-(17). Furthermore, Zeno behavior can be avoided.

(Aη)TP + PAη − Inη
+ α1P < 0, α1 > 0 (15)

(Aη)TP + PAη − α2P < 0, α2 > 0 (16)

Rdα1 > α1 + α2 (17)

Proof. Considering the normal communication interval t ∈ Dw(0,∞), we define Lyapunov functions as

V = V1 + V2 + V3 (18)

where

V1 = η̃T (In ⊗ P )η̃ (19)

V2 =

n∑

i=1

1

2
(θi − c1)2 (20)

V3 =

n∑

i=1

1

2
(ϕi − c2)2 (21)

where constants c1 and c2 will be designed later. From (8) and (11), it implies that

θi > 1, ϕi > 1, V > 0

Differentiating V1 in (19) yields

V̇1 = η̃T
[
In ⊗

(
PAη + (Aη)TP

)
− 2ΘL1 ⊗ Inη

)
]
η̃

− 2η̃T
(
ΘL1 ⊗ Inη

)
eη

(22)

Differentiating of V2 in (20) based on (14) leads to

V̇2 =

n∑

i=1

(θi − c1)θ̇i

= ΨT ((Θ− (c1 − 1)In)⊗ Inη
)Ψ−ΨT (In ⊗ Inη

)Ψ

= η̃T (L1(Θ− (c1 − 1)In)L1 ⊗ Inη
)η̃ −ΨT (In ⊗ Inη

)Ψ

+ 2η̃T (L1(Θ− (c1 − 1)In)L1 ⊗ Inη
)eη

+ eTη (L1(Θ− (c1 − 1)In)L1 ⊗ Inη
)eη

(23)
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Taking the derivation of (21) under event-triggered schemes in (9)-(11), we obtain

V̇3 =

n∑

i=1

(ϕi − c2)ϕ̇i =
n∑

i=1

eTηi
(ϕi − c2)θieηi

≤ ΨT (In ⊗ Inη
)Ψ− eTη (c2Θ⊗ Inη

)eη + γ1e
−γ2t

(24)

It follows from (22)-(24) that

V̇ = V̇1 + V̇2 + V̇3

= η̃T
[
In ⊗

(
PAη + (Aη)TP

)
− 2ΘL1 ⊗ Inη

]
η̃

+ η̃T [L1(Θ− (c1 − 1)In)L1 ⊗ Inη
]η̃

− 2η̃T
(
ΘL1 ⊗ Inη

)
eη + γ1e

−γ2t

+ 2η̃T (L1(Θ− (c1 − 1)In)L1 ⊗ Inη
)eη

+ eTη (L1(Θ− (c1 − 1)In)L1 ⊗ Inη
− c2Θ⊗ Inη

)eη

(25)

With Young’s inequality, we get

− 2η̃T
(
(ΘL1 − L1ΘL1)⊗ Inη

)
eη

− 2η̃T
(
(c1 − 1)L1L1)⊗ Inη

)
eη

≤ η̃T
(
(ΘL1 − L1ΘL1)⊗ Inη

)
η̃

+ eTη
(
(ΘL1 − L1ΘL1)⊗ Inη

)
eη

+ η̃T
(
c1 − 1

2
L1L1 ⊗ Inη

)
η̃

+ eTη
(
2(c1 − 1)L1L1)⊗ Inη

)
eη

(26)

Substituting (26) into (25) yields

V̇ ≤ η̃T
[
In ⊗

(
PAη + (Aη)TP

)

−(ΘL1 +
c1 − 1

2
L1L1)⊗ Inη

)

]
η̃ + γ1e

−γ2t

+ eTη
[
((c1 − 1)L1L1 − c2Θ+ L1Θ)⊗ Inη

)
]
eη

(27)

Since Θ > I , we obtain

V̇ < η̃T
[
In ⊗

(
PAη + (Aη)TP

)

−(L1 +
c1 − 1

2
L1L1)⊗ Inη

)

]
η̃ + γ1e

−γ2t

+ eTη
[
((c1 − 1)L1L1 − c2 + L1)Θ⊗ Inη

)
]
eη

(28)



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 10

Choosing c1 and c2 to satisfy

c1 >
2(1− λmin(L1))

λ2min(L1)
+ 1

c2 > (c1 − 1)λ2max(L1) + λmax(L1)

(29)

then we have

V̇ < η̃T
[
In ⊗

(
PAη + (Aη)TP − Inη

)]
η̃ + γ1e

−γ2t (30)

From (15), it turns out that

V̇ < −η̃T (In ⊗ α1P )η̃ + γ1e
−γ2t (31)

Inspired by Theorem 1 in [22], we define a new function W = V + γ1

γ2
e−γ2t and calculate its derivative

that Ẇ < 0. Hence, the dual adaptive laws θi and ϕi are bounded. We calculate V̇ + α1V under (15) to

have
V̇ + α1V < η̃T

[
In ⊗

(
PAη + (Aη)TP − Inη

+ α1P
)]
η̃

+ α1ε1 + γ1e
−γ2t < ε2

(32)

where ε1 =
∑n

i=1
(θi−c1)2+(ϕi−c2)2

2 , and ε1 is also bounded when θi and ϕi are bounded. ε2 = α1ε̄1+γ1 >

0, and ε̄1 represents the upper bound of ε1.

For t ∈ Da(0,∞) under DoS attacks, choosing the same Lyapunov function candidate in (18) implies

V̇ − α2V = η̃T
[
In ⊗

(
PAη + (Aη)TP − α2P

)]
η̃

− eTη (c2Θ⊗ Inη
)eη − α2ε1 + γ1e

−γ2t
(33)

Substitution (16) into (33)

V̇ − α2V < γ1e
−γ2t < ε2 (34)

Inspired by Lemma 2 in [11], if (32) and (33) hold then

V (t) ≤ ε2
∫ T

t0

eα2|Da(s,T )|−α1|Dw(s,T )|ds

+ e−α1|Dw(t0,T )|+α2|Da(t0,T )|V (t0)

(35)

Assumption 5 leads to
|Dw(s, T )| = T − s− |Da(s, T )| ,

− α1 |Dw(s, T )|+ α2 |Da(s, T )|

≤ − ρ(T − s) + (α1 + α2) ϵa

(36)

where ρ = α1 − α1+α2

Rd
. If Rd satisfied (17), it obtains from (35) that

V (t) ≤ e(α1+α2)ϵa

(
ε2

∫ T

t0

e−ρ(T−s)ds+ e−ρ(T−s)V (t0)

)

= e(α1+α2)ϵa

(
ε2
ρ

(
1− e−ρT

)
+ e−

√
ρ(T−s)V (t0)

)
.

(37)
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Since given parameters α1, α2 and matrix P in Theorem 1 and known parameters ϵa and Rd in Assumption

5 are bounded, the observer error η̃i is also bounded by

lim sup
t→∞
∥η̃i∥2 ≤

ε3
λmin(P )ρ

(38)

where ε3 = e(α1+α2)ϵaε2 − ρε1 > ε2 − ρε1 > 0, and ε1 representing the initial value of ε1 is also the

lower bound of ε1.

To demonstrate the Zeno behavior can be avoided, taking the derivations of ϕiθieTηi
eηi

and ψT
i ψi +

γ1e
−γ2t

d(ϕiθie
T
ηi
eηi

)

dt
= ϕ̇iθie

T
ηi
eηi

+ ϕiθ̇ie
T
ηi
eηi

+ 2ϕiθie
T
ηi
(Aηeηi

− θiKη
i ψi)

≤ (ϕ̇i + θ̇i + 2∥Aη∥+ 1)ϕiθie
T
ηi
eηi

+ (ϕiθ
3
i ∥Kη

i ∥2)ψT
i ψi

≤ (ϕ̇i + θ̇i + 2∥Aη∥+ 1)ϕiθie
T
ηi
eηi

+ (ϕiθ
3
i ∥Kη

i ∥2)(ψT
i ψi + γ1e

−γ2t)

(39)

d(ψT
i ψi + γ1e

−γ2t)

dt
= 2AηψT

i ψi − γ1γ2e−γ2t (40)

where ∥⋆∥ denotes the norm of matrix ⋆. Defining function Ji =
ϕiθie

T
ηi
eηi

Jf
i

where Jf
i = ψT

i ψi+γ1e
−γ2t >

0 in any finite time with or without DoS attacks. The derivation of Ji under Assumption 1 satisfies that

J̇i ≤
d(ϕiθie

T
ηi
eηi

)

dt
(Jf

i )− (ϕiθie
T
ηi
eηi

)
d(Jf

i )

dt

Jf
i J

f
i

≤ ( ˙̄ϕi +
˙̄θi + 1 + 2||Aη||)Ji + (ϕ̄iθ̄

3
i ∥Kη

i ∥2)

−
(ϕiθie

T
ηi
eηi

)(2AηψT
i ψi − γ1γ2e−γ2t)

Jf
i J

f
i

≤ ( ˙̄ϕi +
˙̄θi + 1 + 2||Aη||+ γ2)Ji + (ϕ̄iθ̄

3
i ∥Kη

i ∥2)

(41)

It follows from (41) that

Ji ≤
(ϕ̄iθ̄

3
i ∥Kη

i ∥2)
( ˙̄ϕi +

˙̄θi + 1 + 2||Aη||+ γ2)
(e(

˙̄ϕi+
˙̄θi+1+2||Aη||+γ2)τ − 1) (42)

where τ ≤ tk+1
i − tki is the smallest time interval under condition of (9).

τ =

ln

(
˙̄ϕi +

˙̄θi + 1 + 2||Aη||+ γ2
ϕ̄iθ̄3i ∥K

η
i ∥2

+ 1

)

˙̄ϕi +
˙̄θi + 1 + 2||Aη||+ γ2

> 0
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Therefore, the Zeno behavior is avoided for any finite time, which completes the proof.

Remark 3. Compared with the resilient observers designed under DoS attack, the eigenvalues of the

Laplacian matrix of global topology are required in [14], [15]. We remove this constraint to fully decouple

the two layers and broaden the application scopes of the proposed distributed resilient observer. Note

that the system matrices of the exosystem are removed in [11] by online learning when Assumption 1

is stricter such that the eigenvalues of matrix Av
i lie on the imaginary axis. Based on our previous work

in [23], the exosystem system matrices can also be removed in the resilient observer.

B. Optimal TVF Control based on RL

We define n estimated reference systems consisting of the observed exosystem and TVF (3) as

˙̂vi = Av
i v̂i, ŷvi = Cv

i v̂i i = 1, 2, ..., n (43)

where v̂i = col(η̂i, fi) ∈ Rnv
i is estimated system state. Av

i = blkdiag(Aη, Af
i ) and Cv

i = [Cη
i , C

f
i ] are

system state and output matrices.

In the physical system layer, the optimal formation output controller is designed as

ui = −Kx
i xi −Kz

i zi

żi = Σi1zi +Σi2êi

êi = yi − Cηη̂i − Cf
i fi

(44)

where zi and (Σi1,Σi2) are defined in (6) and (7). The optimal control law Ki = [Kx
i ,K

z
i ] is obtained

by Algorithm 1. Inspired by the persistence of excitation (PE) condition [19] for online learning, a new

rank condition is given in Condition 1 for Algorithm 1.

Algorithm 1 Online off-policy RL algorithm
1. Apply an admissible control policy uki = −K0

i ςi + edi with a noise term edi for agent i and collect

online data until the rank condition (45) is meet.

2. k ← 0

3. Repeat

4. k ← k + 1

5. Evaluate policy by solve P k
i , K

k+1
i from (57).

6. Until ||Kk+1
i −Kk

i || < ϵ, where ϵ is a small constant.

7. K⋆
i ← Kk+1

i

8. Use ui = −K⋆
i ςi as learned control policy
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Condition 1. There is a sufficiently large integer l > 0 such that

rank (Ξk) =
nςi (n

ς
i + 1)

2
+min

ς
i + nςin

v
i (45)

where ςi = col(xi, zi) ∈ Rnς
i ,

Ξk =

[
Γςiςi ,−2Iςiςi

(
I ⊗

(
Kk

i

)T
Ri

)
− 2Iςiui

(I ⊗Ri) ,

−2Iςivi
]

Γςiςi =
[
ςi ⊗ ςi|t1+∆T

t1
, ςi ⊗ ςi|t2+∆T

t2
, . . . ,

ςi ⊗ ςi|tl+∆T
tl

]T

Iςiςi =

[∫ t1+∆T

t1

ςi ⊗ ςidt,
∫ t2+∆T

t2

ςi ⊗ ςidt, . . . ,
∫ tl+∆T

tl

ςi ⊗ ςidt
]T

Iςiui
=

[∫ t1+∆T

t1

ςi ⊗ uidt,
∫ t2+∆T

t2

ςi ⊗ uidt, . . . ,
∫ tl+∆T

tl

ςi ⊗ uidt
]T

Iςivi
=

[∫ t1+∆T

t1

ςi ⊗ v̂idt,
∫ t2+∆T

t2

ςi ⊗ v̂idt, . . . ,
∫ tl+∆T

tl

ςi ⊗ v̂idt
]T

(46)

for 0 ≤ t1 < t2 < · · · < tl, where Kk
i is ith agent’s update policy matrix of the kth step.

In Condition 1, [t1, tl] indicates the minimum data collection time interval that satisfies the PE

condition.

Now, we are ready to present our second result in this paper.

Theorem 2. Consider MAS (1) with exosystem (2) and TVF system (3) under DoS attack satisfying

Assumptions 1-5. The optimal resilient TVF control problem defined in (7) is solved by event-based

observers (8) at cyber-layer and optimal formation controller (44) with RL Algorithm 1 at physical

system layer.

Proof. Substituting controller (44) into augmented system (4) implies

ς̇i = Ãς
i ςi + B̃ς

i ui + B̃c
i v̂i +Mi1

= Ãc
i ςi + B̃c

i vi +Mi2

ei = C̃c
i ςi − Cv

i vi

(47)
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where

Ãς
i =


 Ãi 0

Σi2C̃i Σi1


 , B̃ς

i =


 B̃i

0


 , B̃c

i =


 F̃i

−Σi2C
v
i




Ãc
i =


 Ãi − B̃iK

x
i −B̃iK

z
i

Σi2C̃i Σi1


 , Mi1 =


 −F̃iṽi

0




Mi2 =


 0

−Σi2C
v
i ṽi


 , C̃c

i = [C̃i 0]

Based on Lemma 1.20 and Lemma 1.27 in [8], perturbed Ãc
i is Hurwitz if Ac

i is Hurwitz under Assumption

4. There is a unique solution (Πx
i ,Π

z
i ) to equation

Πx
iA

v
i =

(
Ãi − B̃iK

x
i

)
Πx

i − B̃iK
z
i Π

z
i + F̃i

Πz
iA

v
i = Σi1Π

z
i +Σi2

(
C̃iΠ

x
i − Cv

i

) (48)

The solution satisfies that

0 = C̃iΠ
x
i − Cv

i

Substituting a new variable Πv
i = col(Πx

i ,Π
z
i ), into (48) yields

Πv
iA

v
i = Ãc

iΠ
v
i + B̃c

i 0 = C̃c
iΠ

v
i − Cv

i (49)

Equation (49) and output regulation equation (6) are equivalent with Uv
i = −Kx

i Π
x
i −Kz

i Π
z
i . Consider

system (4) and (49), the dynamics of the state error ς̃i = ςi −Πv
i vi and formation error ei are

˙̃ςi = Ãc
i ςi + B̃c

i vi +Mi2 −Πv
iA

v
i vi = Ãc

i ς̃i +Mi2 (50)

ei = C̃c
i ςi − Cv

i vi = C̃c
i ς̃i + (C̃c

iΠ
v
i − Cv

i )vi = C̃c
i ς̃i (51)

We rewrite the closed-loop formation error system as

˙̃ςi = Ãc
i ς̃i +Mi2, ei = C̃c

i ς̃i

Since Mi1, Mi2 and ẽi are bounded based on Theorem 1, the optimal resilient TVF control problem

defined in (7) can be addressed in terms of error system

˙̃ςi = Ãς
i ς̃i + B̃ς

i ũi, ũi = −Kiς̃i, ei = C̃c
i ς̃i (52)

by solving the following RL policy iteration equation [24]

ςTi (t+∆T )P k
i ςi(t+∆T )− ςTi (t)P k

i ςi(t)

=

∫ t+∆T

t

[
−ςTi

(
Qi + (Kk

i )
TRiK

k
i

)
ςi

+2(ui − uki )TRiK
k+1
i ςi + 2v̂Ti (B̃

c
i )

TP k
i ςi

]
dt

(53)
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where ∆T is the time interval. Driven by continuously collected data, model information can be learned,

and control policies can be continuously optimized through iteration.

Note ui in (54) and (44) are consistent.

ui = ũi + Uv
i vi

=−Kx
i x̃i −Kz

i z̃i + Uv
i vi

=−Kx
i xi −Kz

i zi

=−Kiςi

(54)

If the MAS model is known, the optimal control law is Ki = R−1
i (B̃ς

i )
TPi, where Pi is the solution of

Riccati equation

(Ãς
i )

TPi + PiÃ
ς
i − PiB̃

ς
iR

−1
i (B̃ς

i )
TPi +Qi = 0 (55)

for given Ri = RT
i > 0 and Qi = QT

i > 0 matrices. When the model information of MAS is unknown,

that is, no knowledge of Ãς
i and B̃ς

i is available, then policy iteration RL provides a solution for (55)

based on the following equation from (53).

ςTi (t+∆T )P k
i ςi(t+∆T )− ςTi (t)P k

i ςi(t)

=

∫ t+∆T

t

[
−
(
ςTi ⊗ ςTi

)
vec
(
Qi + (Kk

i )
TRiK

k
i

)

+2

((
ςTi ⊗ ςTi

)(
I ⊗

(
Kk

i

)T
Ri

)

+
(
ςTi ⊗ uTi

)
(I ⊗Ri)

)
vec
(
Kk+1

i

)

+2
(
ςTi ⊗ v̂Ti

)
vec
(
(B̃c

i )
TP k

i

)]
dt

(56)

where notation vec of matrix X represents vec(X) = [X(1, :), X(2, :), . . . , X(n, :)]T .

From (56), we get

Ξk




vec
(
P k
i

)

vec
(
Kk+1

i

)

vec
(
(B̃c

i )
TP k

i

)


 = Υk (57)

where Υk = −Iςiςi vec
(
Qi + (Kk

i )
TRiK

k
i

)
, and Ξk is defined in (46).

Theorem 3 [24] and Theorem 2 [19] indicate that matrices Pi and Ki from Algorithm 1 converge to

the optimal solutions P ∗
i and K∗

i of the Riccati equation (55). The unique solution for Kk+1
i , P k

i and

(B̃c
i )

TP k
i from (56) can be solved by the least squares method under rank condition (45). The formation

output error is bounded, and it converges to zero when the observation error converges to zero. Therefore,
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Algorithm 1 minimizes the performance index in (7) of the optimal resilient TVF control problem, which

completes the proof.

Remark 4. Note that zi is a dynamic compensator to improve system robustness against uncertainties and

disturbances. Algorithm 1 is an online off-policy RL to solve the optimal resilient TVF control problem

when the system model information is unknown. An initial admissible control policy is needed and a

noise term edi is introduced for stimulating deviation of equation (56) to meet the rank condition given

in Condition 1. Compared to our previous work [23], the newly added rank condition can automatically

adjust online data collection time, thereby improving online learning and optimization performance.

IV. EXPERIMENTAL VERIFICATION

Experiments of the area scanning formation of three unmanned ground vehicles (UGVs) and one virtual

leader are conducted to verify the proposed strategies.

A virtual leader is designed with state x0 = col(xc, yc, ẋc, ẏc) and output y0 = col(xc, yc), where

(xc, yc) is the position of virtual leader. The system state and output matrices are

A0 =




0 0 1 0

0 0 0 1

0 0 0 0

0 0 0 0



, C0 =


1 0 0 0

0 1 0 0


 (58)

The wind disturbance is considered along the virtual leader’s velocity direction with Aw = diag(0, 0)

which represents a constant main wind dynamics. In order to scan the area in an ‘S’ shape, a TVF

system is designed for ith agent with state fi = [fxi , f
y
i , ḟ

x
i , ḟ

y
i , 1]

T , where ḟxi = 0 and fyi = si sin(ωf t)

describe a uniform linear motion along the X-direction and a sinusoidal motion along the Y-direction with

an amplitude si and scanning rate ωf . To model an ‘S’ shape scan task along the movement direction

of the virtual leader, the TVF system matrices in (3) are given as

Af
i = (I2 ⊗D) Af

w (I2 ⊗DT ), Cf
i =


 1 0 0 0 cxi

0 1 0 0 cyi




Af
w =




0 0 1 0 0

0 0 0 1 0

0 0 0 0 0

0 −ω2
f 0 0 0

0 0 0 0 0




, D =


 cosα − sinα

sinα cosα




(59)
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Chapter 7

Conclusion

T
HIS thesis addresses a series of distributed formation control

problems for heterogeneous multi-agent systems (MAS) under

multiple constraints from interaction and physical systems. Ap-

plications for autonomous vehicles are also presented to verify the effec-

tiveness of the proposed methods. This chapter summarizes the research

presented in this thesis and introduces possible future work.
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Chapter 7 Conclusion

7.1 Summary

Formation control of MAS and its applications are considered in this thesis. The main

research works can be summarized as follows:

• A robust L2 bounded formation control strategy is proposed for uncertain hetero-

geneous MAS subject to switching topologies and multiple disturbances. Based

on an adaptive observer and an internal model control, the distributed time-

varying formation (TVF) tracking can be realized under switching topologies,

and the influence of homogeneous disturbances and heterogeneous disturbances

on the system performance can be compensated dynamically. The simulation

results show that the scheme can improve the robustness of the system under

multiple disturbances compared with the traditional control method.

• A solution of the nonlinear TVF control problem is provided for uncertain nonlin-

ear heterogeneous MAS under limited communication bandwidth. To save net-

work resources, a dual adaptive event-triggered observer is designed to estimate

the reference exosystem, and the Zeno phenomenon can be excluded. Nonlinear

formation control approaches are developed based on nonlinear output regula-

tion control for MAS to perform collaborative tasks. The method is applied to

a UAV-UGV MAS for simulations and a practical multi-UGV platform. Simula-

tion and Experimental results demonstrate that the proposed control strategies

are effective in providing a theoretical reference for the application of formation

control in collaborative tracking and patrolling tasks in search and rescue opera-

tions.

• To achieve TVF for unknown MAS with an unknown exosystem in dynamic envi-

ronments, a learning-based collision-free formation optimization strategy is pro-

posed. Two reinforcement learning (RL)-based distributed observers are devel-

oped to learn exosystem dynamics and outputs. An off-policy RL algorithm and

a collision-free optimization are proposed to minimize the non-quadratic forma-

tion objective function for unknown heterogeneous MAS. The results obtained

from the simulation study verify the effectiveness and robustness of the proposed

distributed observer and formation strategies.

• To deal with denial-of-service (DoS) attacks, a resilient two-layer formation con-

trol is provided for uncertain and unknown MAS. For the network layer, a fully
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distributed event-triggered observer is developed to improve communication re-

silience without global graph information under DoS attacks. For the physical

system layer, an optimal formation output control is proposed based on off-

policy RL to remove model information with a new rank condition. Experimen-

tal results after applying to UGVs demonstrate our theoretical discoveries can be

transformed into applications such as multi-vehicle collaborative area scanning.

7.2 Future works

There are a number of challenges remaining and deserving our future investigation:

1. Develop security and safety-critical collaborative control frameworks under

multiple attacks and failures

Together with DoS attacks, other types of cyber-attacks, network-induced prob-

lems, and physical faults need to be considered, such as false data injection at-

tacks [67], zero-dynamics attacks [68], network delay [69], packet loss [70], and

sensor failures [71]. Our future works will focus on developing collaborative

control and optimization frameworks to ensure communication security and for-

mation safety for MAS with multiple cyber-attacks and faults.

2. Enhance learning-based collaborative decision-making for heterogeneous sys-

tems

In addition to multi-agent formation control, collaborative decision-making [72]

is critical for heterogeneous MAS, even for human-machine heterogeneous sys-

tems. However, the unknown environments and unmodeled behaviors make the

collaborative problem more complex and difficult to analyze. Combining deep

RL with decision-making strategies makes it possible to explain unmodeled be-

haviors and achieve optimal decision-making in real-time [73]. Thus, deep RL-

based decision-making strategies will be future studied to achieve deep and har-

monious collaborations between heterogeneous entities.

3. Shorten the gap between collaborative control theories and their real-world

applications

Currently, there is still a gap in the transformations from collaborative control

theories into real-world applications, such as multi-vehicle autonomous driving
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technologies. In the future, I will continue to pay attention to the collaborative

control applications for multiple UAVs, UGVs, AUVs, and human-machine sys-

tems [74].
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