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Deep Learning for Image Deblurring and Reflection Removal

by Jie YANG

This thesis focuses on two highly ill-posed inverse problems in low-level computer

vision, i.e. image deblurring and reflection removal. Digital photos taken in the real-

world are likely to suffer from certain types of degration, for example, the motion

of camera and objects cause image blur, lights from objects in front of glass lead to

reflections that will obstruct the background behind the glass, etc. While in some

scenarios image blur and reflections may be appealing to photographers, more often

they are undesirable, and both image blur and reflections can reduce the performance

of other computer vision systems. In those situations, it is significant to obtain clear

sharp images from corrupted ones by image deblurring and reflection removal. Image

deblurring aims to recover the sharp image alone or with the blur kernel and reflection

removal aims to recover the clear background image alone or with the reflection

image.

We focus to use deep learning based approach to address the image blurring and

reflection removal problem in this thesis. Conventional methods usually rely on man-

ually defined priors and image features, which may not reflect the nature of real data

and the type and range of blur and reflections that can be handled are limited. By

learning from data, we are able to model more general image blur and reflections.

For image deblurring, we focus on removing pixel-wise heterogeneous motion

blur. We propose a fully convolutional network to estimate a dense motion flow from

a blurry image and recovers the clear image from the estimated motion flow. Learn-

ing a prior over the latent image would require modeling all possible image content,

while an easier task is to learn the motion flow instead, which allows the model to

focus on the cause of the blur, irrespective of the image content. Our network is the

first universal end-to-end mapping from the blurred image to the dense motion flow.

To train the network, we simulate motion flows to generate synthetic blurred-image-

motion-flow pairs. The proposed method outperforms the state-of-the-art on both

synthetic and challenging realistic blurred images.

We address the reflection removal problem in two different approaches. The first

is through supervised learning which requires mixed-background-reflection image

triplets as training data. To obtain sufficient training data, we propose to simulate the

reflections from two clear images, which represent background and reflection layer

respectively, using a general reflection model. To remove reflection truly well, we

argue that it is essential to estimate the reflection and utilize it to estimate the back-

ground image. We propose a cascade neural network to estimate both the background

HTTP://WWW.ADELAIDE.EDU.AU
https://ecms.adelaide.edu.au/
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image and the reflection. The network uses the estimated background image to esti-

mate the reflection, and then use the estimated reflection to estimate the background

image, which significantly improves reflection removal.

The second approach is through self-supervised learning, which alleviates the

necessity of ground-truth training data. We propose a reflection removal framework

relying on learning from real-world image pairs with reflection taken from multiple

views. Our method only relies on the supervision from the geometry correspondence

and consistency between the multi-view consistency. A series of novel consistency

losses are introduced to effectively and robustly utilize the imperfect cues derived

from the multi-view consistency. By training on easily obtained real data without

ground-truth, the model generalizes better on real-world images.
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Chapter 1

Introduction

Contents

1.1 Image blurring and Reflection Removal . . . . . . . . . . . . . 1

1.1.1 Image Deblurring . . . . . . . . . . . . . . . . . . . . . . 3

1.1.2 Reflection Removal . . . . . . . . . . . . . . . . . . . . . 4

1.2 Deep Learning Based Methods . . . . . . . . . . . . . . . . . . 5

1.3 Motivations and Objectives . . . . . . . . . . . . . . . . . . . . 7

1.4 Main Contributions . . . . . . . . . . . . . . . . . . . . . . . . 9

This chapter provides an introduction to the problems this thesis aims to address.

We also detail the objectives, methods and the main contributions of our work.

1.1 Image blurring and Reflection Removal

There are three stages of computer vision: low-level vision, mid-level vision and

high-level vision. While high-level vision usually attracts more attention, low-level

vision is a fundamental aspect of computer vision. Low-level vision focuses on pixel-

level information, and involves extracting fundamental image primitives, like edges

and corners, and performing filtering and morphology, etc. More specifically, in this

thesis we will target at image enhancement, which is a typical type of low-level vision

problems. Due to the increasing popularity of using smartphones to capture moments

in daily life and demands to deploy surveillance cameras in public for safety, enor-

mous photos and videos are taken by non-professional devices nowadays. Although

the image sensors and lens in such devices are developing rapidly, the compact size of

the device still limits the capabilities of the embedded photographic components. For
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example, a small device is more prone to the shake during photographing. Moreover,

some types of contamination is difficult to avoid even with professional cameras, for

instance reflections from transparent glass such as windows. Therefore, it is signif-

icant to leverage the power of algorithms to compensate the limited capabilities of

cameras to produce high quality images.

Some typical low-level computer vision tasks include image denoising (Buades,

Coll, and Morel, 2005; Mairal et al., 2009; Gu et al., 2014), image deblurring (Chan

and Wong, 1998; Krishnan, Tay, and Fergus, 2011; Whyte et al., 2012), image

super resolution (Freeman, Jones, and Pasztor, 2002; Glasner, Bagon, and Irani,

2009; Yang et al., 2010), high dynamic range (HDR) imaging (Debevec and Ma-

lik, 2008; Granados et al., 2010; Reinhard et al., 2010), image reflection removal (Li

and Brown, 2014), image inpainting (Bertalmio et al., 2000), etc. These problems,

especially when the input is a single image, usually have ill-posed nature, thus are

very challenging to solve.

Studying these problems has various benefits. Firstly, generating images of bet-

ter quality in itself is appealing to the photographers, especially when the device is

not professional. Some of these techniques are now being incorporated into mod-

ern digital cameras. For example, almost all latest cameras have HDR imaging and

panorama imaging functions built-in, and some smartphones utilize algorithms to

achieve high performance in low-light conditions comparable to DSLR cameras, etc.

Moreover, obtaining higher quality images is a foundation to other mid-level and

high-level computer vision tasks. For computer vision systems, the perception of

the physical world relies on digital images or videos as input and the quality of the

input images or videos has a direct impact on the performance and robustness of the

system. For example, for text recognition, if the target text is very blurry and con-

taminated with some reflections, then it is difficult to correctly recognize the content.

Therefore, applying low-level vision algorithms to enhance the input sources can be

a good pre-processing for high-level computer vision tasks.
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In this thesis, we mainly focus on two particular problems mentioned above:

image deblurring and image reflection removal.

1.1.1 Image Deblurring

Photographs taken in real world sometimes suffer from blurring, which is mainly

caused by the movement of objects, camera shake or defocus. From an artistic per-

spective, blur is sometimes intentional in photography, for example, blurry back-

ground due to shallow depth of field can highlight the foreground, and the motion

blur in background can create a sense of movement in sports photography. However

photographers want to avoid unintended blur in images and for majority of the image

analysis applications blurs ruins useful data, for instance, a blurred object is more

difficult to be recognized than a clear object.

The problem of image deblurring is to restore a latent sharp image from a blurred

image. According to whether the blur kernel is known, image deblurring problems

can be categorized into two types: non-blind deblurring and blind deblurring. Non-

blind deblurring indicates that the blur kernel is assumed to be known and a sharp

image can be induced from both the blurry image and the blur kernel. By contrast,

blind deblurring refers to the situation where the blur kernel is unknown, and the

task therefore becomes estimating both the clear image and the blur kernel from the

degraded image.

A blurred image Y can be modeled as

Y = K ∗X+N, (1.1)

where X denotes the latent sharp image, N refers to additive noise, and K denotes

the blur kernel. Traditionally, the blur kernel is usually assumed to be spatially invari-

ant. However, this assumption is easily violated by complex motion or other factors

in reality. To model more general spatially variant blur, the blur kernel should be

heterogeneous, which means each pixel can have different values in the blur kernel
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map. Numerous methods have been proposed to solve both non-blind (Bar, Kiryati,

and Sochen, 2006; Krishnan and Fergus, 2009; Zoran and Weiss, 2011; Schuler et

al., 2013; Schmidt et al., 2013) and blind deblurring problems (Fergus et al., 2006;

Jia, 2007; Cho and Lee, 2009; Krishnan, Tay, and Fergus, 2011; Whyte et al., 2012;

Pan et al., 2016a). In this thesis, we mainly focus on blind image deblurring since

it is more practical and also more challenging, which is difficult to be addressed by

conventional methods.

1.1.2 Reflection Removal

In urban environment and indoor scenes, glass is ubiquitous. Photos taken through

transparent glass usually contains reflections that interfere with the background con-

tent. Similar to image blurs, although reflections are aesthetic in some scenarios, they

can be annoying when people want to focus on the targets behind the glass and the

reflections in image may hinder the performance of other vision perceptual systems.

The problem of reflection removal is to recover the clear image without reflections.

Reflection removal problem can be viewed as an image decomposition into separate

layers, i.e. background layer and reflection layer in this case. There are infinite pos-

sible decompositions of an image into layers, thus it is also a very ill-posed problem.

Compared to similar problems such as rain removal or fence removal, where rain and

fence have relatively fixed patterns, the pattern of reflections is more diverse, which

makes the two layers more ambiguous to separate.

The image reflection can be modeled as:

I = B+R (1.2)

where I denotes the observed image, B denotes the background layer behind the

glass, and R denotes the reflection layer from the other side of the glass. Different

from image blur model in Equation1.1, where K and N are presumed to be drawn
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from specific distributions, in the reflection model, on the contrary, B and R can

both be natural images in similar conditions.

According to the number of images used, the reflection removal can be divided

into two categories: multiple image reflection removal and single image reflection re-

moval. Multiple image reflection removal employ images from various view points

(Farid and Adelson, 1999; Szeliski, Avidan, and Anandan, 2000; Sarel and Irani,

2004; Gai, Shi, and Zhang, 2012; Sinha et al., 2012; Li and Brown, 2013; Guo, Cao,

and Ma, 2014; Xue et al., 2015; Yang et al., 2016), or capture settings (Agrawal

et al., 2005; Schechner, Kiryati, and Basri, 2000), with the aim of exploiting ad-

ditional information to separate the reflection artifacts from the observed objects.

Single image reflection removal, on the other hand, uses selected image priors to ob-

tain a good approximation of the target object. Although the use of multiple images

somewhat mitigates the massive ill-posed problem created by the reflection removal

formulation, these methods require multiple images from several viewpoints and the

performance is strongly correlated with the quality of the acquired image pairs/se-

quences. In practice, acquisition conditions are non-optimal, which often results in

image degradation, causing occlusions and blurring in the images. Those constrains

make single image methods attract more attention in the community, which is more

accessible to general user. However, the validity of assumptions required by conven-

tional methods is also prone to be violated in real scenes.

1.2 Deep Learning Based Methods

In recent years, deep learning has achieved tremendous success in computer vision.

It not only learns better perception of the high-level content of the image, but also

help to enhance the image from low-level. There has been a significant progress in

many low-level vision problems using deep learning based approaches, such as image

super resolution (Dong et al., 2015; Ledig et al., 2017), image denoising (Mao, Shen,

and Yang, 2016; Zhang et al., 2017b; Lehtinen et al., 2018), etc.
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To apply deep neural networks to such problems, various frameworks and net-

work architectures have been proposed. The basic components of convolutional net-

works is dated back to LeNet proposed by LeCun et al. (1998). The modern convo-

lutional network usually consists of a stack of layers, e.g. convolution layer, pooling

layer, activation layer, fully connected layer, etc, with skip connections helping to

traverse information in the network.

For low-level vision tasks, the target of the network is usually to learn a map-

ping from pixel to pixel. Unlike networks designed for image classification or object

detection, Fully convolutional network (FCN) (Long, Shelhamer, and Darrell, 2015)

proposed for image segmentation transforms image pixels to pixel categories. FCN

consists of a bunch of convolutional layers, with downsampling and upsampling in-

side the network. There is a lot of variation and development to the original FCN

since then, and the commonality is the abandonment of fully connected layer. The

absence of fully connected layer enables the network to accept variable input dimen-

sions and learn a one-to-one correspondence between the input and predicted image

in spatial dimension.

When designing the network, it is important to combine the high-level and low-

level information and integrate multi-scale information through the network. Various

loss functions are employed for the optimization process of the neural networks since

minimizing the pixel-wise loss functions such as mean square error (MSE) between

the estimated output and the ground-truth image usually is not sufficient for these

ill-posed problems. There could be multiple solutions when using MSE loss, and

the network will learn to average among those possible solutions in the pixel space,

resulting in over-smoothed output (Ledig et al., 2017). Therefore it is essential to

introduce intermediate or more advanced loss functions to limit the solution space.

For example, perceptual loss are introduced to measure high-level perceptual and se-

mantic differences between images (Johnson, Alahi, and Fei-Fei, 2016). Adversarial

loss from Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) has

been extensively employed in image-to-image transformation problems (Isola et al.,
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2017; Zhu et al., 2017).

Most approaches utilize supervised learning framework, which requires labelled

training data. The quality and diversity of training data have significant impact on the

generalization ability of the model in real-world scenarios. However, in many prob-

lems, the acquisition of real data with ground-truth is time and labour consuming or

even impossible. One solution is to use synthetic data for training, which requires a

good simulation of the real data. For some problems, the data is easier to generate,

such as image denoising and image super resolution, while in other complex prob-

lems, the gap between synthetic data and real data would affect the generalization of

model trained on synthetic data. Recently, self-supervised and unsupervised meth-

ods have been introduced to address the issue of lack of data in some tasks (Chen

et al., 2018; Laine et al., 2019; Menon et al., 2020). There is potential to leverage the

underlying supervision within data to train the network.

1.3 Motivations and Objectives

The overall objective of this thesis is to develop deep learning based methods for im-

age deblurring and reflection removal problems. Although there are many successful

applications of deep learning in other low-level vision problems, adopting relevant

techniques for image deblurring and reflection removal is still challenging due to

the complex nature of the problems. Conventional methods and previous works of

learning-based methods have various shortcomings, including:

• Relying on manually defined priors and image features

Conventional methods for both image deblurring and reflection removal rely

on certain predefined image priors or regularizers to reduce the space for solv-

ing ill-posed problems. These priors or regularizers may work well on simple

scenarios, e.g. where the motion blur is mild and image reflection has low in-

tensity and is relative blurry compared to background. However, in real-world
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conditions, image blur and reflections can be strong and complex, and the as-

sumptions may be invalid in those cases. Traditional learning-based methods

relies on handcrafted image features which are not robust and usually compu-

tational expensive, thus limit the representation and prediction abilities.

• Lack of training data

When applying deep learning to image deblurring and reflection removal prob-

lems, lack of training data with ground truth becomes a common issue. It is

difficult to capture well-aligned image pairs for image deblurring and image

triplets for reflection removal, and it is also impossible to capture ground-truth

data with moving objects. Therefore, acquisition of sufficient real data for su-

pervised training in these tasks is infeasible. Some researchers begin to simu-

late data to overcome this issue, however, the existing image generation model

for those tasks may not reflect the nature of the real data, which results in poor

generalization on real images.

• Lack of usage of global and mutual information

Some previous work on image deblurring only work on small image patches,

while ignoring global information. And some methods separate the learning

process into different stages, or require additional steps. Global information

and end-to-end learning is expected to provide more guidance to the problem.

In terms of reflection removal, the frameworks proposed before mainly focus

on recovering the background layer, while the correlation between background

and reflection is neglected. The background and reflection contents, either

from single image or multi-view images, are correlated, and the correlation

can be utilized to provide additional information for the learning process.

Motivated by these limitations, we are devoted to develop deep learning based

methods for image deblurring and reflection removal in the following perspectives:
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• For image deblurring, we aim to develop a model which is able to handle spa-

tial variant motion blur. We focus on the cause of the motion blur, i.e. the

motion flow, and design an end-to-end framework for estimation the motion

flow for recovery of the clear image.

• For reflection removal, we address the problem in two different ways. The first

is through supervised learning and we address the lack of training data problem

by using a general reflection generation model. And we design a framework

to consider the correlation between background and reflection. The second

is through self-supervised learning which seeks supervision from multi-view

images with reflections and design framework and loss functions to utilize the

geometry correspondence and consistency between those images.

1.4 Main Contributions

The main contributions of this thesis include a deep learning based method for het-

erogeneous motion blur removal and two frameworks for image reflection removal.

We address the problem of lacking real training data by simulating the heterogeneous

motion blur and image reflection, and also by proposing a self-supervised framework

to learn to separate reflections using only unlabeled data.

Specifically,

• We propose an approach to estimate and remove pixel-wise heterogeneous mo-

tion blur by training on simulated examples. The blur model used is flexible

and makes almost no assumptions about the underlying images, resulting in ef-

fectiveness on diverse data. We end-to-end estimate the dense heterogeneous

motion flow from a single blurry image using a universal fully convolutional

network. Beyond the previous patch-level learning, we directly perform train-

ing and testing on the whole image, which utilizes the spatial context over a

wider area and estimates a dense motion flow map accurately. Moreover, our
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method does not require any post-processing and is computational faster than

previous methods. The relevant work is described in Chapter 3.

• We propose to address the single image reflection removal by using a cascade

deep neural network. The network we propose takes advantage of the correla-

tion between the background and the reflection. Different from other methods

that train a network to estimate background alone from the mixture image, our

proposed method estimates not only background, but also the reflection. And

we show that this can significantly improve the quality of reflection removal.

The estimated background is used to guide the estimation of the reflection,

then the estimated reflection is used to further improve the estimation of the

background. The relevant work is described in Chapter 4.

• We propose a self-supervised method for single image reflection removal, which

does not rely on the ground truth labels, but leverages the supervision from the

geometry correspondence and consistency between the multi-view images con-

taminated by reflections. A series of novel consistency losses that are effective

and robust are designed to utilize the imperfect cues derived from the multi-

view consistency. The proposed method is the first self-supervised learning ap-

proach to handle the real-world reflection removal considering the multi-view

setting. The relevant work is described in Chapter 5.
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This chapter presents a more detailed review on the publications in image deblur-

ring and reflection removal. We first review conventional methods proposed before

the era of deep learning. Then we review the basics of neural networks and the

applications of deep learning on our targeted image processing tasks.

2.1 Conventional Methods

2.1.1 Image Deblurring

A natural image can become blurred for a variety of reasons, including defocusing,

and optical aberrations, while the most common cause of blurred image is the motion
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of the camera or objects in the scene. Research into image deblurring has a long

history. As mentioned in Section 1.1.1, different image priors and regularizers are

introduced to constrain the solution space for blind image deblurring and various

estimators are proposed to estimate the blur kernel.

Total variation (TV) proposed by Rudin, Osher, and Fatemi (1992) is a typical

regularizer used in blind deconvolution (Chan and Wong, 1998; Perrone and Favaro,

2014). Total variation is intrinsically an ℓ1 norm of the image gradients, thus in-

duces sparsity over image gradients. Krishnan, Tay, and Fergus (2011) extend the ℓ1

norm to a ℓ1/ℓ2-norm version, which deduces the blurry effect in the image without

destroying the magnitude of the true gradient. Xu, Zheng, and Jia (2013) propose

an approximation of the ℓ0 norm as a sparsity prior. Pan et al. (2014) also use ℓ0-

regularized prior based on intensity and gradient for text image deblurring. Pan et al.

(2016a) impose dark channel prior based on the observation that the dark channel of

blurred images is less sparse. Fergus et al. (2006) assume that natural sharpe images

obey a heavy-tailed distributions of image gradients and employ a Gaussian mixture

model (GMM) to fit this distribution.

In bayesian inference framework, maximum-a-posteriori (MAP) is the most com-

monly used estimator and an auxiliary operation is usually employed to produce

promising deblurring results. Cho and Lee (2009) incorporate the edge emphasiz-

ing operation into the iterative MAP. Gong et al. (2016) propose gradient activation

based MAP which automatically selects a subset of gradients from the latent image

for kernel estimation. Variational bayesian methods have also been applied to image

deblurring (Levin et al., 2009; Levin et al., 2011; Zhang, Wipf, and Yanning Zhang,

2013).

The aforementioned methods are based on the assumption that the blur kernel

is spatially invariant. However, in practice the blur kernel if often spatially variant

due to complex motion or other factors. More flexible blur models are proposed

to address spatially variant blur. Tai, Tan, and Brown (2011) develop the projective

motion Richardson-Lucy (RL) algorithm to tackle the spatially variant case. A blurry
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FIGURE 2.1. An illustration of the image formation in which a target

object captured through a pane of glass will have reflection artifacts.

image is formulated as the weighted sum of a set of transformed sharp images. Whyte

et al. (2012) propose a new parameterized geometric model of the blurring process

in terms of the rotational velocity of the camera during exposure. Zhang and Wipf

(2013) introduce a non-uniform blind deblurring algorithm with a spatially-adaptive

image penalty. Gupta et al. (2010) model the camera motion as a motion density

function which can be used to generate the kernel at any location in the image without

knowing the temporal ordering of the motion curve. Hirsch et al. (2010) and Hirsch

et al. (2011) propose to reduce computational cost by locally uniform overlapping-

patch-based models. Levin (2006), Dai and Wu (2009), Hyun Kim, Ahn, and Mu

Lee (2013), and Pan et al. (2016b) segment image into layers with different blurs to

deblur different motions, but accurate segmentation of a blurred image is required

for these methods. However, in any case, the correction of a spatially variant blur is

a highly ill-posed problem with many unknowns, therefore it is difficult to recover a

sharp image without artifacts.

2.1.2 Reflection Removal

The cause of reflection is shown in Fig 2.1, the presence of panes of glass cause the

reflection of the objects in front of the glass to overlap with the target object behind

the glass. As introduced in in Section 1.1.2, reflection removal is also a highly ill-

posed problem. Solving this ill-posed problem requires either very effective image

priors, or auxiliary data such as multiple images captured with motion or polarizers,

or user input.
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Some methods rely on special image pairs as input. Agrawal et al. (2005) propose

to use a flash and no-flash image pair to remove the strong highlight reflection caused

by flash, which a very special case of reflection. They capture the properties of image

gradients that is invariant between a flash and an ambient image, which are then used

to remove the component of image gradients introduced by undesirable reflections.

Schechner, Kiryati, and Basri (2000) propose to use focus/defocus image pair to

remove reflections. It is based on a method for self calibration of the defocus blur

kernels and minimizing the mutual information of the recovered layers. Polarization

is also widely used to separate reflections (Schechner, Shamir, and Kiryati, 2000;

Sarel and Irani, 2004; Kong, Tai, and Shin, 2014). Rotating a polarizer with different

angles yields different level of reflections. These methods are limited by the special

skills and devices required when capturing the input data.

Some methods use image sequences as the input. Gai, Shi, and Zhang (2012)

assume that the motion of each layer follows an affine transformation and an image

prior based on joint relationship of both background and reflection gradient is em-

ployed to separate reflections. Li and Brown (2013) use SIFT-flow to calculate the

motion field and align images. Guo, Cao, and Ma (2014) assume the targeting back-

ground region lies on a planar surface in the scene, and there exists a homography

transformation to align the regions. A rank minimization method is applied to solve

the decomposition problem robustly.

A more practical solution is to remove reflections from a single image. Levin and

Weiss (2007) impose a gradient sparsity prior on the reflection layers, but it requires

user assistance to label a small number of gradients as belonging to one of the layers.

Li and Brown (2014) propose to model relative smoothness of the two layers by

building two likelihoods for each layer from gradient histograms. Arvanitopoulos,

Achanta, and Süsstrunk (2017) impose a ℓ0 gradient sparsity prior to eliminate a

substantial amount of gradients of small magnitudes while retaining large magnitude

edges and a Laplacian data fidelity term to better enforces consistency in structures

of fine details. Shih et al. (2015) exploit a special form of reflections, where the
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glass is double-pane and there exists shifted and attenuated double reflections. The

ghosting effect breaks symmetry between background and reflection, thus provides

an effective cue to separate the two layers.

2.1.3 Limitations of Conventional Methods

To sum up, although conventional methods achieve some progress in image deblur-

ring and reflection removal, the limitations are obvious and inevitable.

• Relies on manually defined priors or regularizers. Conventional methods for

both image deblurring and reflection removal rely on additional explicitly de-

fined prior or regularizers characterized by restrictive assumptions that can eas-

ily be broken in complex real-world scenarios, resulting in poor generalization

in such scenes.

• Computational expensive. The optimization process of conventional methods

are usually computational expensive and time consuming, thus is impractical

for real-time applications.

The limited performance and high cost in processing make conventional methods

far from satisfactory in these problems. In order to overcome these shortcoming,

deep learning techniques, specifically CNNs, are introduced to the field of image

blurring and reflection removal.

2.2 Convolutional Neural Networks

Neural networks have been studied for decades. Initially inspired by human brains,

neural networks are make up of neurons that have learnable weights and biases. They

receive an input and transform it through a series of hidden layers. Each hidden layer

is made up of a set of neurons, where each neuron is fully connected to all neurons

in the previous layer, and where neurons in a single layer function completely inde-

pendently and do not share any connections. Training of neural networks is to solve
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a nonlinear optimization problem within a maximum likelihood framework using

back-propagation technique.

LeCun et al. (1998) first propose a CNN named LeNet to recognize handwritten

digits. Different from regular neural networks, it use convolution layers as hidden

layer instead of fully-connected layers. Although LeNet is dated back to 1990s, the

modern CNNs still use similar components.

2.2.1 Components of CNNs

The main types of layers to build CNN architectures include convolution layer, pool-

ing layer, fully connected layer and some other auxiliary layers.

Convolution Layer. The convolution layer is the core building block of a CNN

that does most of the learning computations. It computes the output of neurons that

are connected to local regions in the input, each computing a dot product between

their weights and a small region they are connected to in the input volume. The

filter is small spatially, usually 3× 3, but extends through the full depth of the input

volume. Since the convolution layer has sparse and local connectivity and parameter

sharing scheme, the amount of parameters are significantly reduced.

Pooling Layer. Pooling layer is commonly used to downsample the feature

maps and is inserted in-between successive convolution layers in a CNN architecture.

It progressively reduces the spatial size of the representation to reduce the amount

of parameters and computation in the network, which can also control overfitting.

Recently, discarding pooling layers has been found important in training good gen-

erative models, such as generative adversarial networks (GANs). Convolution layers

with stride greater than 1 is used to downsample the feature map in this case instead.

Fully-connected Layer. Fully-connected layer used in CNNs is the same as in

regular neural networks. For tasks such as image classification, fully-connected layer

is usually used as the final layer to map the features to the predicted label. However,
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for tasks that require image-to-image transformation, using fully convolution layers

is a more sensible way.

Activation Layer. Activation functions are applied to the output of convolution

layers or fully-connected layers to add nonlinearity to the network. ReLU (Nair

and Hinton, 2010) is the most widely used nonlinearity for CNNs. There are many

other activation functions as well, and may have better performance depending on the

applications. For example, in generative adversarial networks, Leaky ReLU (Maas,

Hannun, and Ng, 2013) is more often used for better convergence.

Other Layers. There are many other layers included, such as normalization

layers. Batch normalization (Ioffe and Szegedy, 2015), which normalizes activations

in a network across the mini-batch of a definite size, is able to improve the training

of many models. Instance normalization (Ulyanov, Vedaldi, and Lempitsky, 2016),

on the other hand, normalizes across each channel in each training sample.

2.2.2 Architectures

Since LeNet, various CNN architectures have been proposed for better performance

and adaptation to different problems.

AlexNet (Krizhevsky, Sutskever, and Hinton, 2012) is the first popularized CNNs

in computer vision. By using a deep convolutional layers stacked network, it signif-

icantly improves the performance on ImageNet ILSVRC challenge (Russakovsky et

al., 2015).

VGGNet (Simonyan and Zisserman, 2015) shows that the depth of the network

is a critical component for good performance. It adopts an extremely homogeneous

architecture that only performs 3× 3 convolutions and 2× 2 pooling throughout the

network. Although VGGNet is designed for image classification, it can be transferred

to other tasks utilizing semantic information through a pre-trained network.

ResNet (He et al., 2016) features special skip connections and a heavy use of

batch normalization. By employing the residual blocks, it extends the depth of CNNs
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to a new level and since then the residual block has been adopted as a building block

in many other architectures.

FCN (Long, Shelhamer, and Darrell, 2015) was initially designed for semantic

segmentation problems. By using a network with fully convolution layer, it takes

input of arbitrary size and produce output of the same or arbitrary size. The subse-

quent networks for semantic segmentation and problems aiming at image-to-image

transformation are all based on FCN style architecture.

U-net (Ronneberger, Fischer, and Brox, 2015) is first introduced for medical seg-

mentation. It is found that it also get very good performance on low-level vision

problems. The U-net architecture is very good at incorporating low-level informa-

tion with high-level information by including cascaded skip connections. Therefore,

it achieves promising performance on many computational photography problems,

which is mainly focus on low-level content while benefits from high-level informa-

tion.

2.3 Deep Learning Based Methods

Since the rising of deep learning, various learning-based approaches have been pro-

posed for computational photography problems. This section presents some deep

learning based methods for image deblurring and reflection removal.

2.3.1 Image Deblurring

Learning based methods have been proposed for both non-blind and blind deconvo-

lution. Figure 2.2 illustrates the taxonomy of existing methods of image deblurring

based on deep learning.

For non-blind deblurring, a neural network can be used as a deconvolution net-

work, or as a denoising network to remove the noise from a restored sharp image.

Deconvolution is a critical process in recovering a sharp image. Xu et al. (2014) pro-

pose a deconvolution CNN (DCNN), which approximates Wiener deconvolution. In
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FIGURE 2.2. Taxonomy of existing methods of image deblurring

based on deep learning

regularized Wiener deconvolution, a pseudo-inverse kernel can be obtained by a sim-

ple operation in the Fourier domain. However, DCNN has a drawback that it needs

to be trained for each blur kernel. Ren et al. (2018) improve DCNN by exploiting

the low-rank property of the inverse kernels to obtain a unified kernel decomposition

which can handle a large number of blur kernels. Deep Image Prior (DIP) (Ulyanov,

Vedaldi, and Lempitsky, 2018) combines the iterative scheme of prior-based opti-

mization with the prior modeling ability of neural network. A neural network learns

low-level statistics of clean images and can then generate a clean image, because the

network is forced to create an image that satisfies the learned prior.

In early applications of neural networks to denoising, a regularized inverse filter

is applied to the blurred image first, and the deconvolved image is then sent to a

denoising network (Schuler et al., 2013), which attenuates the outliers produced by

deconvolution. In later work, the denoising network is embedded in a MAP-based

optimization framework (Zhang et al., 2017a; Zhang et al., 2017c). The restored

image from a standard deconvolution module is fed into a denoising network, which

refines either gradients (Zhang et al., 2017a) or image priors (Zhang et al., 2017c), to

improve the rejection of outliers, rather than remove noise directly.

Blind image deblurring either use neural network to estimate blur kernel or per-

form end-to-end image restoration directly. Sun et al. (2015) propose patch-wise

motion vector classification to estimate motion flow from single blurry image and

use Markov Random Field (MRF) to refine the dense motion field. The network is

trained with uniform motion blur on small patch.

Some work perform kernel estimation in the frequency domain. Schuler et al.
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(2015) propose a combination of learning-based feature extraction and kernel esti-

mation specific to image deconvolution. Chakrabarti (2016) propose to use a neural

network to infer the Fourier coefficients of the inverse filter from a blurred input

image.

Kernel estimation has some drawbacks. Firstly, a simple CNN cannot estimate

complex motion kernels. Besides, it is difficult to design a generalized kernel estima-

tion system that will deal with different types of blur. Lastly, this type of method re-

quires deconvolution as an additional process. Nah, Hyun Kim, and Mu Lee, 2017 in-

troduce a multi-scale CNN trained in an end-to-end manner on a large GoPro dataset.

They directly restore a latent sharp image without kernel estimation. Tao et al., 2018

design CNNs for different scales to share learnable parameters.

Kupyn et al. (2018) introduce a single-scale training method based on Generative

adversarial network (GAN) (Goodfellow et al., 2014). The learning is based on a

conditional GAN and the content loss. Zhang et al. (2018) introduce a hybrid net-

work which employs a recurrent neural network (RNN) as well as a CNN. They treat

blurring as a process of diffusing the information encoded in sharp edges across an

image. To restore the diffused information to its original dense form requires a recep-

tive field covering a large area, thus the deblurring network should be large enough

to account for long-range spatial dependencies.

2.3.2 Reflection Removal

Fan et al. (2017) first propose to employ a CNN named CEILNet to remove image

reflections. The proposed framework address the problem into a two stage process.

An edge map corresponding to the background image is first estimated using one

network, and then the other network use the estimated edge map alone with the in-

put image to recover the background image. It is based on the assumption that the

predominant edges in the observed image come from the background content.

Based on CEILNet, Wan et al. (2018) propose a framework which combines the
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edge/gradient inference with the image inference into a unified mechanism. The

network also use multi-scaled structure to better preserve the background details.

Apart from pixel-wise content loss, they also use a perceptual motivated SSIM (Wang

et al., 2004) loss to measure the similarity between the estimated and ground truth

images.

Zhang, Ng, and Chen (2018) exploit to leverage high-level semantic information

to assist the reflection removal. It employed VGG-19 network to extract features

from image and employed a feature loss from VGG-19 network which evaluates

the difference between predicted background and ground-truth background in fea-

ture space. They also designed an exclusion loss to encourage the background and

reflection to contain different edges.

For learning-based reflection removal approaches, the source of training data is

a challenging problem. A common practice is to synthesize reflections from clear

images. Fan et al. (2017) propose a heuristic approach to simulate reflections consid-

ering strong reflections and Zhang, Ng, and Chen (2018) improve the data synthesis

method by removing gamma correction and using more flexible reflection decay and

blur parameters. Ma et al. (2019) propose to use a neural network to generate re-

flections instead of manual process. They incorporate the reflection generation and

reflection removal into a single network. Wen et al. (2019) propose to synthesize

reflection images by predicting a non-linear alpha blending mask instead of synthe-

sizing reflection with a fixed combination factor or kernel. Kim, Huo, and Yoon

(2020) utilize physically based rendering in reflection image synthesis. They use

existing RGBD/RGB images to estimate meshes, then physically simulate the light

transportation between meshes, glass, and lens with path tracing to synthesize train-

ing data, which successfully reproduce the spatially variant anisotropic visual effect

of glass reflection. To improve the generalization ability on real data, recent methods

add a portion of real images to the training data. For example, Zhang, Ng, and Chen

(2018) collect a small amount of real data with ground truth using the data collect-

ing method introduced by Wan et al. (2017). To relieve the restriction that the image
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triplets collected should be well-aligned, Wei et al. (2019) accept misaligned training

data by introducing an alignment-invariant loss function.

2.4 Summary

In this chapter, we have reviewed the literatures regarding image deblurring, reflction

removal and the the era of deep learning. Various assumptions are made in con-

ventional methods, and limitations of these assumptions restrict the performance of

conventional methods, thus learning-based methods are introduced to address these

limitations. We have reviewed the fundamental components of convolutional neu-

ral networks and recent progress in image deblurring and reflection removal. In the

following chapters, we will introduce our proposed methods addressing those issues.
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We introduce our method for image motion blur removal in this chapter. Remov-

ing pixel-wise heterogeneous motion blur is challenging due to the ill-posed nature

of the problem. The predominant solution is to estimate the blur kernel by adding

a prior, but the extensive literature on the subject indicates the difficulty in identi-

fying a prior which is suitably informative, and general. Rather than imposing a
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prior based on theory, we propose instead to learn one from the data. Learning a

prior over the latent image would require modeling all possible image content. The

critical observation underpinning our approach is thus that learning the motion flow

instead allows the model to focus on the cause of the blur, irrespective of the image

content. This is a much easier learning task, but it also avoids the iterative process

through which latent image priors are typically applied. Our approach directly es-

timates the motion flow from the blurred image through a fully-convolutional deep

neural network (FCN) and recovers the unblurred image from the estimated motion

flow. Our FCN is the first universal end-to-end mapping from the blurred image to

the dense motion flow. To train the FCN, we simulate motion flows to generate syn-

thetic blurred-image-motion-flow pairs thus avoiding the need for human labeling.

Extensive experiments on challenging realistic blurred images demonstrate that the

proposed method outperforms the state-of-the-art. This work was presented at CVPR

2017.

3.1 Introduction

In this chapter, we aim at removing heterogeneous motion blur using deep learning

based method. Motion blur is ubiquitous in photography, especially when using

light-weight mobile devices, such as cell-phones and on-board cameras. While there

has been a significant progress on image deblurring (Fergus et al., 2006; Cho and

Lee, 2009; Xu and Jia, 2010; Pan et al., 2014; Pan et al., 2016a; Gong et al., 2016),

most work focuses on spatially-uniform blur. Some recent methods (Whyte et al.,

2012; Hirsch et al., 2011; Hu, Xu, and Yang, 2014; Kim and Lee, 2014; Pan et

al., 2016b) have been proposed to remove spatially-varying blur caused by camera

panning, and/or object movement, with some restrictive assumptions on the types of

blur, image prior, or both. In this work, we focus on recovering a blur-free latent

image from a single observation degraded by heterogeneous motion blur, i.e. the blur

kernels may independently vary from pixel to pixel.
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(a) Blurry image (b) Xu and Jia (2010)

(c) Sun et al. (2015) (d) Ours

FIGURE 3.1. A blurry image with heterogeneous motion blur from

a widely used dataset Microsoft COCO (Lin et al., 2014). Estimated

motion flows are shown in the bottom right corner of each image.

Motion blur in real images has a variety of causes, including camera (Whyte

et al., 2012; Zheng, Xu, and Jia, 2013) and object motion (Hyun Kim, Ahn, and

Mu Lee, 2013; Pan et al., 2016b), leading to blur patterns with complex variations

(See Figure 3.1 (a)). In practice, uniform deblurring methods (Fergus et al., 2006;

Cho and Lee, 2009; Xu and Jia, 2010) usually fail to remove the non-uniform blur

(See Figure 3.1 (b)). Most existing non-uniform deblurring methods rely on a spe-

cific motion model, such as 3D camera motion modeling (Gupta et al., 2010; Whyte

et al., 2012) and segment-wise motion (Levin, 2006; Pan et al., 2016b). Although

a recent method proposed by Kim and Lee (2014) uses a flexible motion flow map

to handle heterogeneous motion blur, it requires a time-consuming iterative estima-

tor. In addition to the assumptions about the cause of blur, most existing deblurring

methods also rely on predefined priors or manually designed image features. Most

conventional methods (e.g. Fergus et al., 2006; Levin et al., 2011; Xu, Zheng, and
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Jia, 2013) need to iteratively update the intermediate image and the blur kernel with

using these predefined image priors to reduce the ill-posedness. However, solving

these non-convex problems is non-trivial, and many real images do not conform to

the assumptions behind a particular model. Recently, learning-based discriminative

methods (Chakrabarti, Zickler, and Freeman, 2010; Couzinie-Devy et al., 2013) have

been proposed to learn blur image patterns and avoid the heavy computational cost

of blur estimation. However, their representation and prediction abilities are limited

by their manually designed features and simple mapping functions. Although a deep

learning based method (Sun et al., 2015) aimed to overcome these problems, it re-

strictively conducts the learning process at the patch-level and thus cannot take full

advantage of the context information from larger image regions.

In summary, there are three main problems with existing approaches: 1) the range

of applicable motion types is limited, 2) manually defined priors and image features

may not reflect the nature of the data and 3) complicated and time-consuming op-

timization and/or post-processing is required. Generally, these problems limit the

practical applicability of blur removal methods to real images, as they tend to cause

worse artifacts than they cure.

To handle general heterogeneous motion blur, based on the motion flow model,

we propose a deep neural network based method able to directly estimate a pixel-wise

motion flow map from a single blurred image by learning from tens of thousands of

examples. To summarize, the main contributions of this chapter are:

• We propose an approach to estimate and remove pixel-wise heterogeneous mo-

tion blur by training on simulated examples. Our method uses a flexible blur

model and makes almost no assumptions about the underlying images, result-

ing in effectiveness on diverse data.

• We introduce a universal FCN for end-to-end estimation of dense heteroge-

neous motion flow from a single blurry image. Beyond the previous patch-

level learning (Sun et al., 2015), we directly perform training and testing on
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the whole image, which utilizes the spatial context over a wider area and es-

timates a dense motion flow map accurately. Moreover, our method does not

require any post-processing.

3.2 Related Work

Conventional blind image deblurring To constrain the solution space for blind

deblurring, a common assumption is that image blur is spatially uniform (Chan and

Wong, 1998; Cho and Lee, 2009; Fergus et al., 2006; Levin et al., 2011; Pan et al.,

2016a; Gong et al., 2016). Meanwhile, numerous image priors or regularizers have

been studied to overcome the ill-posed nature of the problem, such as the total varia-

tional regularizer (Chan and Wong, 1998; Perrone and Favaro, 2014), Gaussian scale

mixture priors (Fergus et al., 2006) and ℓ1/ℓ2-norms (Krishnan, Tay, and Fergus,

2011), ℓ0-norms (Xu, Zheng, and Jia, 2013; Pan et al., 2014), and dark channel (Pan

et al., 2016a) based regularizers.

Moreover, various estimators have been proposed for more robust kernel esti-

mation, such as edge-extraction-based maximum-a-posteriori (MAP) (Cho and Lee,

2009; Sun et al., 2013), gradient activation based MAP (Gong et al., 2016), vari-

ational Bayesian methods (Levin et al., 2009; Levin et al., 2011; Zhang, Wipf, and

Yanning Zhang, 2013), etc. Although these powerful priors and estimators work well

on many benchmark datasets, they are often characterised by restrictive assumptions

that limit their practical applicability.

Spatially-varying blur removal To handle spatially-varying blur, more flexible

blur models are proposed. A projective motion path model proposed by Tai, Tan,

and Brown (2011) formulates a blurry image as the weighted sum of a set of trans-

formed sharp images, an approach which is simplified and extended by Whyte et al.

(2012) and Zhang and Wipf (2013). Gupta et al. (2010) model the camera motion

as a motion density function for non-uniform deblurring. Several locally uniform
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overlapping-patch-based models (Hirsch et al., 2010; Hirsch et al., 2011) are pro-

posed to reduce the computational burden. Zheng, Xu, and Jia (2013) specifically

modelled the blur caused by forward camera motion. To handle blur caused by ob-

ject motion, some methods (Levin, 2006; Dai and Wu, 2009; Hyun Kim, Ahn, and

Mu Lee, 2013; Pan et al., 2016b) segment images into areas with different types of

blur, and are thus heavily dependent on an accruate segmentation of a blurred image.

Recently, a pixel-wise linear motion model (Kim and Lee, 2014) is proposed to han-

dle heterogeneous motion blur. Although the motion is assumed to be locally linear,

there is no assumption on the latent motion, making it flexible enough to handle an

extensive range of possible motion.

Learning based motion blur removing Recently, learning based methods have

been used to achieve more flexible and efficient blur removal. Some discriminative

methods are proposed for non-blind deconvolution based on Gaussian CRF (Schmidt

et al., 2013), multi-layer perceptron (MLP) (Schuler et al., 2013), and deep convo-

lution neural network (CNN) (Xu et al., 2014), etc, which all require the known

blur kernels. Some end-to-end methods (Kim, Lee, and Lee, 2016; Mao, Shen, and

Yang, 2016) are proposed to reconstruct blur-free images, however, they can only

handle mild Gaussian blur. Recently, Wieschollek et al. (2016) introduce an MLP

based blind deblurring method by using information in multiple images with small

variations. Chakrabarti (2016) trains a patch-based neural network to estimate the

frequency information for uniform motion blur removal. The most relevant work is

a method based on CNN and patch-level blur type classification (Sun et al., 2015),

which also focuses on estimating the motion flow from single blurry image. The

authors train a CNN on small patch examples with uniform motion blur, where each

patch is assigned a single motion label, violating the real data nature and ignoring

the correspondence in larger areas. Many post-processing such as MRF are required

for the final dense motion flow.
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FIGURE 3.2. Overview of our scheme for heterogeneous motion blur removal. (a) We train an FCN using examples based on simulated

motion flow maps. (b) Given a blurry image, we perform end-to-end motion flow estimation using the trained FCN, and then recover

the sharp image via non-blind deconvolution.



30 Chapter 3. Deep Learning for Removing Heterogeneous Motion Blur

3.3 Estimating Motion Flow for Blur Removal

3.3.1 A Heterogeneous Motion Blur Model

Letting ∗ denote a general convolution operator, a P × Q blurred image Y can be

modeled as

Y = K ∗X+N, (3.1)

where X denotes the latent sharp image, N refers to additive noise, and K denotes

a heterogeneous motion blur kernel map with different blur kernels for each pixel

in X. Let K(i,j) represent the kernel from K that operates on a region of the image

centered at pixel (i, j). Thus, at each pixel of Y, we have

Y(i, j) =
∑

i′,j′

K(i,j)(i
′, j′)X(i+ i′, j + j′). (3.2)

If we define an operator vec(·) which vectorises a matrix and let y = vec(Y), x =

vec(X) and n = vec(N) then (3.1) can also be represented as

y = H(K)x+ n, (3.3)

where H(K) ∈ R
PQ×PQ1and each row corresponds to a blur kernel located at each

pixel (i.e. K(i,j)).

3.3.2 Blur Removal via Motion Flow Estimation

Given a blurry image Y, our goal is to estimate the blur kernel K and recover a

blur-free latent image X through non-blind deconvolution that can be performed by

solving a convex problem (Figure 3.2 (b)). As mentioned above, kernel estimation is

the most difficult and crucial part.

1For simplicity, we assume X and Y have the same size.
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Kp2

p3

Kp3

Mp3

up3

vp3

(a) Motion blur and motion flow

u

v

0

D
+
u

Dv

Du

(b) Domain of motion

FIGURE 3.3. Motion blur and motion vector. (a) An example with

blur cause by clock-wise rotation. Three examples of the blur pattern,

linear blur kernel and motion vector are shown. The blur kernels on

p1 and p3 caused by motions with opposite directions and have the

same appearance. (b) Illustrations of the feasible domain of motion

flow.

Based on the model in (3.1) and (3.2), heterogeneous motion blur can be modeled

by a set of blur kernels, one associated with each pixel and its motion. By using a

linear motion model to indicate each pixel’s motion during imaging process (Kim

and Lee, 2014), and letting p = (i, j) denote a pixel location, the motion at pixel

p, can be represented by a 2-dimensional motion vector (up, vp), where up and vp

represent the movement in the horizontal and vertical directions, respectively (See

Figure 3.3 (a)). By a slight abuse of notation we express this as Mp = (up, vp),

which characterizes the movement at pixel p over the exposure time. If we have the

feasible domain up ∈ Du and vp ∈ Dv, then Mp ∈ Du × Dv, but will be introduced

in detail later. As shown in Figure 3.3, the blur kernel on each pixel appears as a line

trace with nonzero components only along the motion trace. As a result, the motion

blur Kp in (3.2) can be expressed as (Brusius, Schwanecke, and Barth, 2011):

Kp(i
′, j′) =





0, if ‖(i′, j′)‖2 ≥
‖Mp‖2

2
,

1
‖Mp‖2

δ(vpi
′−upj

′), otherwise,
(3.4)

where δ(·) denotes the Dirac delta function. We thus can achieve heterogeneous

motion blur estimation by estimating the motion vectors on all pixels, the result of
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FIGURE 3.4. Our network structure. A blurred image goes through layers and produces a pixel-wise dense motion flow map. conv

means a convolutional layer and uconv means a fractionally-strided convolutional (deconvolutional) layer, where n× n for each uconv

layer denotes that the up-sampling size is n. Skip connections on top of pool2 and pool3 are used to combine features with different

resolutions.
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which is M, which is referred as motion flow. For convenience of expression, we let

M=(U,V), where U and V denote the motion maps in the horizontal and vertical

directions, respectively. For any pixel p = (i, j), we define Mp = (U(i, j),V(i, j))

with U(i, j) = up and V(i, j) = vp.

As shown in Figure 3.2 (b), given a blurred image and the estimated motion flow,

we can recover the sharp image by solving an non-blind deconvolution problem

min
x

‖y −H(K)x‖22 + Ω(x)

with regularizer Ω(x) on the unknown sharp image. In practice, we use a Gaussian

mixture model based regularizer as Ω(x) (Zoran and Weiss, 2011; Sun et al., 2015).

3.3.3 Learning for Motion Flow Estimation

The key contribution of our work is to show how to obtain the motion flow field that

results in the pixel-wise motion blur. To do so we train a FCN to directly estimate

the motion flow field from the blurry image.

Let {(Yt,Mt)}Tt=1 be a set of blurred-image and motion-flow-map pairs, which

we take as our training set. Our task is to learn an end-to-end mapping function

M = f(Y) from any observed blurry image Y to the underlying motion flow M. In

practice, the challenge is that obtaining the training ground-truth dense motion flow

for sufficiently many and varied real blurry images is infeasible. Human labeling is

impossible, and training from automated methods for image deblurring would defeat

the purpose. To overcome this problem, we generate the training set by simulating

motion flows maps. (See section 3.4.2). Specifically, we collect a set of sharp images

{Xn}, simulate T motion flows {Mt} in total for all images in {Xn}, and then

generate T blurred images {Yt} based on the models in (3.1) and (3.4) (See Figure

3.2 (a)).

Feasible domain of motion flow To simplify the training process, we train the FCN

over a discrete output domain. Interestingly, classification on discrete output space
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has achieved some impressive results for some similar applications, e.g. optical flow

estimation Walker, Gupta, and Hebert (2015) and surface normal prediction Wang,

Fouhey, and Gupta (2015). In our work, we adopt an integer domain for both U and

V, and treat the mapping M = f(Y) as a multi-class classification problem. Specif-

ically, we uniformly discretize the motion values as integers with a 1 (pixel) interval,

which provides a high-precision approximation to the latent continuous space. As

a result, by assuming the maximum movements in the horizontal and vertical direc-

tions to be umax and vmax, respectively, we have Du = {u|u ∈ Z, |u| ≤ umax} and

Dv = {v|v ∈ Z, |v| ≤ vmax}, where Z denotes the integer domain.

As shown in Figure 3.3 (a), any linear blur kernel is symmetric. Any two motion

vectors with same length and opposite directions, e.g. (up, vp) and (−up,−vp), gen-

erate the same blur pattern, which may confuse the learning process. We thus further

restrict the motion in the horizontal direction to be nonnegative as shown in Figure

3.3 (b), i.e. up ∈ D
+
u = {u|u ∈ Z

+
0 , |u| ≤ umax}, by letting (up, vp) = φ(up, vp)

where

φ(up, vp) =




(−up,−vp), if up < 0,

(up, vp), otherwise.
(3.5)

3.4 Dense Motion Flow Estimation

3.4.1 Network Design

The goal of this FCN network is to achieve the end-to-end mapping from a blurry

image to its corresponding motion flow map. Given any RGB image with the ar-

bitrary size P × Q, the FCN is used to estimate a motion flow map M = (U,V)

with the same size to the input image, where U(i, j) ∈ D
+
u and V(i, j) ∈ Dv, ∀i, j.

For convenience, we let D = |D+
u | + |Dv| denote the total number of labels for

both U and V. Our network structure is similar to the original FCN (Long, Shel-

hamer, and Darrell, 2015). As shown in Figure 5.2, we use 7 convolutional (conv)
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FIGURE 3.5. Demonstration of the motion flow simulation. (a) A sharp example image and the coordinate system of camera. (b)-(c) The

sampled motion flow and the corresponding blurred image by simulating the translation along x and y-axes (MTx
+MTy

), translation

along z-axis (MTz
) and rotation around z-axis (MRz

), respectively. (d) A sample based on the model considering all components in

(3.6).
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layers and 4 max-pooling (pool) layers as well as 3 uconv layers to up-sample the

prediction maps. Following Wang and Gupta (2016), uconv denotes the fractionally-

strided convolution, a.k.a. deconvolution. We use a small stride of 1 pixel for all

convolutional layers. The uconv layers are initialized with bilinear interpolation and

used to up-sample the activations. We also add skip connections which combine the

information from different layers as shown in Figure 5.2.

The feature map of the last uconv layer (conv7 + uconv2) is a P × Q × D ten-

sor with the top |D+
u | slices of feature maps (P × Q × |D+

u |) corresponding to the

estimation of U, and the remaining |Dv| slices of feature maps (P × Q × |Dv|) cor-

responding to the estimation of V. Two separate soft-max layers are applied to those

two parts respectively to obtain the posterior probability estimation of both channels.

Let Fu,i,j(Y) represent the probability that the pixel at (i, j) having a movement u

along the horizontal direction, and Fv,i,j(Y) represent the probability that the pixel

at (i, j) having a movement v along the vertical direction, we then use the sum of the

cross entropy loss from both channels as the final loss function:

L(Y,M)=−

P∑

i=1

Q∑

j=1

∑

u∈D+
u

✶(U(i, j) = u) log(Fu,i,j(Y))

−
P∑

i=1

Q∑

j=1

∑

v∈Dv

✶(V(i, j) = v) log(Fv,i,j(Y)),

where ✶ is an indicator function.

3.4.2 Simulate Motion Flow for Data Generation

The gist of this section is generating a dataset that contains realistic blur patterns on

diverse images for training. Although an i.i.d. random sampling may generate very

diverse training samples, since the realistic motion flow preserves some properties

such as piece-wise smoothness, we aim to design a simulation method to generate

motion flows reflecting the natural properties of the movement in imaging process.
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Although the object motion (Hyun Kim, Ahn, and Mu Lee, 2013) can lead to het-

erogeneous motion blur in real images, our method only simulates the motion flow

caused by camera motion for learning. Even so, as shown in Section 3.5.5, data gen-

erated by our method can also give the model certain ability to handle object motion.

For simplicity, we generate a 3D coordinate system where the origin at the cam-

era’s optical center, the xy-plane is aligned with the camera sensors, and the z-axis

is perpendicular to the xy-plane, as shown in Figure 3.5. Since our objective is the

motion flow on an image grid, we directly simulate the motion flow projected on 2D

image instead of the 3D motion trajectory (Whyte et al., 2012). Considering the am-

biguities caused by rotations around x and y axis (Gupta et al., 2010), we simulate a

motion flow M by sampling four additive components:

M = MTx
+MTy

+MTz
+MRz

, (3.6)

where MTx
, MTy

and MTz
denote the motion flows associated with the translations

along x, y and z axis, receptively, and MRz
represents the motion from the rotation

around z axis. We generate each element as the following.

Translation along x or y axis We describe the generation of MTx
as an example.

We first sample a central pixel pTx
= (iTx

, jTx
) on image plane, a basic motion value

tTx
and a acceleration coefficient rTx

. Then MTx
= (UTx

,VTx
) can be generated as

the following UTx
(i, j) = (i − iTx

)rTx
+ tTx

,VTx
(i, j) = 0. MTy

can be generated

in a similar way.

Translation along z axis The translation along z axis usually causes radial motion

blur pattern towards the vanishing point (Zheng, Xu, and Jia, 2013). By ignoring

the semantic context and assuming a simple radial pattern, MTz
can be generated by

UTz
(i, j) = tTz

d(i, j)ζ(i − iTz
),VTz

(i, j) = tTz
d(i, j)ζ(j − jTz

) where pTz
denotes

a sampled vanishing point, d(i, j) = ‖(i, j) − pTz
‖2 is the distance from any pixel

(i, j) to the vanishing point, ζ and tTz
are used to control the shape of radial patterns,

which reflects the moving speed.
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Rotation around z axis We first sample a rotation center pRz
and an angular velocity

ω, where ω > 0 denotes the clockwise rotation. Let d(i, j) = ‖(i, j) − pRz
‖2. The

motion magnitude at each pixel is s(i, j) = 2d(i, j) tan(ω/2). By letting θ(i, j) =

atan[(i− iRz
)/(j − jRz

)] ∈ [−π, π], motion vector at pixel (i, j) can be generated as

URz
(i, j) = s(i, j) cos(θ(i, j)− π/2),VRz

(i, j) = s(i, j) sin(θ(i, j)− π/2).

We place uniform priors over all the parameters corresponding to the motion flow

simulation as Uniform(α, β). More details can be found in supplementary materials.

Note that the four components in (3.6) are simulated in continuous domain and are

then discretized as integers.

Training dataset generation We use 200 training images with sizes around 300 ×

460 from the dataset BSD500 (Arbelaez et al., 2011) as our sharp image set {Xn}.

We then independently simulate 10,000 motion flow maps {Mt} with ranges umax =

vmax = 36 and assign each Xn 50 motion flow maps without duplication. The non-

blurred images {Xn} with U(i, j) = 0 and V(i, j) = 0, ∀i, j are used for training.

As a result we have a dataset with 10,200 blurred-image-motion-flow pairs {Yt,Mt}

for training.

3.5 Experiments

We implement our model based on Caffe (Jia et al., 2014) and train it by stochastic

gradient descent with momentum and batch size 1. In the training on the dataset

simulated on BSD, we use a learning rate of 10−9 and a step size of 2 × 105. The

training converges after 65 epochs.

3.5.1 Datasets and Evaluation Metrics

Datasets We conduct the experiments on both synthetic datasets and real-world im-

ages. Since ground truth motion flow and sharp image for real blurry image are

difficult to obtain, to perform general quantitative evaluation, we first generate two

synthetic datasets, which both contain 300 blurred images, with 100 sharp images
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Dataset Metric GT K Xu and Jia, 2010 Whyte et al., 2012 Xu, Zheng, and Jia, 2013
noMRF

(Sun et al., 2015)

patchCNN

(Sun et al., 2015)
Ours

BSD-S PSNR 23.022 17.773 17.360 18.351 20.483 20.534 21.947

SSIM 0.6609 0.4431 0.3910 0.4766 0.5272 0.5296 0.6309

BSD-M PSNR 24.655 19.673 18.451 20.057 22.789 22.9683 23.978

SSIM 0.7481 0.5661 0.5010 0.5973 0.6666 0.6735 0.7249

TABLE 3.1. Evaluation on motion blur estimation. Comparison on PSNR and SSIM of the recovered images with the estimated blur

kernel. The best results are bold-faced.
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(a) Blurry image (b) Ground truth (c) Sun et al., 2015, MSE:16.68(d) Ours, MSE:1.05

FIGURE 3.6. A motion flow estimation example on a synthetic image

in BSD-M. The method of Sun et al., 2015 is more sensitive to the

image content (See the black box in (c)).

randomly picked from BSD500 (Arbelaez et al., 2011)2, and 3 different motion flow

maps for each. Note that no two motion flow maps are the same. We simulate the

motion flow with umax = vmax = 36, which is same as in the training set. For fair-

ness to the method of Sun et al. (2015) with a smaller output space, we also generate

relative mild motion flows for the second dataset with umax = vmax = 17. These

two are referred as BSD-S and BSD-M, respectively. In addition, we evaluate the

generalization ability of the proposed method using two synthetic datasets (MC-S

and MC-M) with 60 blurry images generated from 20 sharp images from Microsoft

COCO (Lin et al., 2014) and above motion flow generation setting.

Evaluation Metrics For evaluating the accuracy of estimated motion flow, we mea-

sure the mean-squared-error (MSE) of the motion flow map. Specifically, given an

estimated motion flow M̂ and the ground truth M, the MSE is defined as 1
2|M |

∑
i,j((U(i, j)−

Û(i, j))2+((V(i, j)−V̂(i, j))2, where |M| denotes the number of motion vectors in

M. For evaluation of the image quality, we adopt peak signal-to-noise-ratio (PSNR)

and structural similarity index (SSIM) (Wang et al., 2004).

3.5.2 Evaluation of Motion Flow Estimation

We first compare with the method of Sun et al., 2015 (“patchCNN”), which is the

only method with available code for estimating motion flow from blurry images3.

This method performs training and testing on small image patches, and uses MRF to

2No overlapping with the training dataset.
3The code of the other motion flow based method (Kim and Lee, 2014) is unavailable.
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improve the accuracy on the entire image. Its version without MRF post-processing

(“noMRF”) is also compared, where the soft-max output is directly used to get the

motion flow as in our method. Table 3.2 shows the average MSE of the estimated

motion flow maps on all images in BSD-S and BSD-M. It is noteworthy that, even

without any post-processing such as MRF or CRF, the comparison manifests the

high quality of our estimated motion flow maps. Furthermore, our method can still

produce accurate motion flow even on the more challenging BSD-S dataset, on which

the accuracies of the patch based method (Sun et al., 2015) decrease significantly. We

also show an example of the the estimated motion flows in Figure 3.6, which shows

that our result preserves a smooth motion flow very similar to the ground truth, and

the method of Sun et al., 2015 is more sensitive to the image contents. From this

example, we can see that the method of Sun et al., 2015 generally underestimates the

motion values and produces errors near the strong edges, maybe because its patch-

level processing is confused by the strong edges and ignores the blur pattern context

in a larger area.

Dataset patchCNN (Sun et al., 2015) noMRF (Sun et al., 2015) Ours

BSD-S 50.1168 54.4863 6.6198

BSD-M 15.6389 20.7761 5.2051

TABLE 3.2. Evaluation on motion flow estimation (MSE). The best

results are bold-faced.

To compare with other blind deblurring methods of Xu and Jia (2010), Xu,

Zheng, and Jia (2013) and Whyte et al. (2012), which do not estimate the motion

flow, we directly evaluate the quality of the image recovered using their estimated

blur kernel. For fairness, we use the same non-blind deconvolution method with least

square loss function and a Gaussian mixture model prior (Zoran and Weiss, 2011) to

recover the sharp image. As the non-blind deconvolution method may limit the re-

covering quality, we evaluate the images recovered using the ground truth motion

flow as reference. Table 3.1 shows the average values on all images in each dataset,

which shows that our method produce significantly better results than the others.
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(a) Blurry image (b) Blurry image (c) Blurry image (d) Blurry image

(e) Motion flow of Sun et al., 2015 (f) Motion flow of Sun et al., 2015 (g) Motion flow of Sun et al., 2015 (h) Motion flow of Sun et al., 2015

(i) Our Motion flow (j) Our Motion flow (k) Our Motion flow (l) Our Motion flow

FIGURE 3.7. Examples of motion flow estimation on real-world blurry images. From top to bottom: Blurry image Y, motion flow

estimated by the patchCNN (Sun et al., 2015), and by our motion flow M. Our results are more smooth and more accurate on moving

objects.
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3.5.3 Evaluation of Generalization Ability

To evaluate the generalization ability of our approach on different images, we use

the datasets based on the Microsoft COCO (Lin et al., 2014) (i.e. MC-S and MC-

M) to evaluate our model trained on the dataset based on BSD500 (Arbelaez et al.,

2011). Table 3.3 shows the evaluation and comparison with the “patchCNN” (Sun

et al., 2015). The results demonstrate that our method stably produces high accuracy

results on both datasets. This experiment suggests that the generalization ability of

our approach is strong.

Dataset Metric GT K patchCNN noMRF (Sun et al., 2015) Ours

MSE – 52.1234 60.9397 7.8038

MC-S PSNR 22.620 20.172 20.217 21.954

SSIM 0.6953 0.5764 0.5772 0.6641

MSE – 22.4383 31.2754 7.3405

MC-M PSNR 23.827 22.186 22.028 23.227

SSIM 0.7620 0.6924 0.6839 0.7402

TABLE 3.3. Evaluation of the generalization ability on datasets MC-S

and MC-M. The best results are bold-faced.

3.5.4 Running-time Evaluation

We conduct a running-time comparison with the relevant motion flow estimation

methods (Sun et al., 2015; Kim and Lee, 2014) by running motion flow estimation

for 60 blurred images with sizes around 640×480 on a PC with an NVIDIA GeForce

980 graphics card and Intel Core i7 CPU. For the method in Kim and Lee (2014), we

quote its running-time from the paper. Note that both the method of Sun et.al.and

ours use the GPU to accelerate the computation. As shown in Table 3.4, the method

in Kim and Lee (2014) takes very long time due to its iterative optimization scheme.

Our method takes less than 10 seconds, which is more efficient than others. The

patchCNN method (Sun et al., 2015) takes more time because many post-processing

steps are required.
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Method Kim and Lee (2014)
patchCNN

(Sun et al., 2015)

noMRF

(Sun et al., 2015)
Ours

Time (s) 1500 45.2 18.5 8.4

TABLE 3.4. Running-time comparison.

3.5.5 Evaluation on Real-world Images

As the ground truth images of real-world blurry images are unavailable, we only

present the visual evaluation and comparison against several state-of-the-art methods

for spatially-varying blur removing. More results can be found in supplementary

materials.

Results of motion flow estimation We first compare the proposed method with the

method of Sun et al. (2015) on motion flow estimation. Four examples are shown in

Figure 3.7. Since the method of Sun et al. (2015) performs on local patches, their

motion flow components are often misestimated, especially when the blur pattern

in a small local area is subtle or confusing, such as the areas with low illumination

or textures. Thanks to the universal end-to-end mapping, our methods can generate

more natural results with smooth flow and less clutters. Although we train our model

on dataset with only smoothly varying motion flow, compared with Sun et al. (2015),

our method can obtain better results on images with moving object.

Comparison with the method of Kim and Lee (2014) Kim and Lee (2014) use the

similar heterogeneous motion blur model as ours and also estimate motion flow for

deblurring. As their code is unavailable, we directly perform a comparison on their

real-world data. Figure 3.8 shows the results on an example. Compared with the

results of Kim and Lee (2014), our motion flow more accurately reflects the complex

blur pattern, and our recovered image contains more details and less artifacts.

Images with camera motion blur Figure 3.9 shows an example containing blur

mainly caused by the camera motion. The deblurred image generated by the non-

uniform camera shake deblurring method (Whyte et al., 2012) suffers from heavy

blur because its model ignores the blur caused by large forward motion. Compared
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(a) Blurry image (b) Kim and Lee (2014) (c) Ours

(d) Sun et al. (2015) (e) Kim and Lee (2014) (f) Ours

FIGURE 3.8. Comparison with the method of Kim and Lee (2014).

(a) Blurry image (b) Whyte et al. (2012)

(c) Sun et al. (2015) (d) Ours

FIGURE 3.9. Deblurring results on an image with camera motion blur.
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(a) Blurry image (b) Whyte et al. (2012)

(c) Kim and Lee (2014) (d) Sun et al. (2015)

(e) Ours

FIGURE 3.10. Deblurring results on an non-uniform blur image with

strong blur on background.
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(a) Blurry image (b) Pan et al. (2016b)

(c) Sun et al. (2015) (d) Ours

FIGURE 3.11. Deblurring results on an image with large scale motion

blur caused by moving object.

with the result of Sun et al. (2015), our method produces a sharper result with more

details and less artifacts.

Images with object motion blur We evaluate our method on the images containing

object motion blur. In Figure 3.10, the result of Whyte et al. (2012) contains heavy

ringing artifacts due to the object motion. Our method can handle the strong blur

in the background and generate a more natural image. We further compare with the

segmentation-based deblurring method of Pan et al. (2016b) on an image with large

scale blur caused by moving object on static background. As shown in Figure 3.11,

the result of Sun et al. (2015) is oversmooth due to the underestimate of motion flow.

In the result of Pan et al. (2016b), some details are lost due to the segmentation error.

Our proposed method can recover the details on blurred moving foreground and keep

the sharp background as original.
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3.6 Conclusion

In this chapter, we proposed a flexible and efficient deep learning based method

for estimating and removing the heterogeneous motion blur. By representing the

heterogeneous motion blur as pixel-wise linear motion blur, the proposed method

uses a FCN to estimate the a dense motion flow map for blur removal. Moreover, we

automatically generate training data with simulated motion flow maps for training the

FCN. Experimental results on both synthetic and real-world data show the excellence

of the proposed method.
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From this chapter, we aim at another computer vision problem: single image

reflection removal. Reflections often obstruct the desired scene when taking photos

through glass panels. Removing unwanted reflection automatically from the photos

is highly desirable. Traditional methods often impose certain priors or assumptions

to target particular type(s) of reflection such as shifted double reflection, thus have

difficulty to generalize to other types. Very recently a deep learning approach has
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been proposed. It learns a deep neural network that directly maps a reflection con-

taminated image to a background (target) image (i.e. reflection free image) in an

end-to-end fashion, and outperforms the previous methods. We argue that, to re-

move reflection truly well, we should estimate the reflection and utilize it to estimate

the background image. We propose a cascade deep neural network, which estimates

both the background image and the reflection. This significantly improves reflection

removal. In the cascade deep network, we use the estimated background image to

estimate the reflection, and then use the estimated reflection to estimate the back-

ground image, facilitating our idea of seeing deeply and bidirectionally. This work

was presented at ECCV 2018.

4.1 Intrduction

In the previous chapter, we have addressed the problem of image motion blur re-

moval. And in this chapter, we are going to target another challenging problem,

single image reflection removal.

When taking photos through windows or vitrines, reflections of the scene on

the same side of the camera, often obstruct the desired scene and ruin the photos.

The reflections, however, are often unavoidable due to the limitations on time and/or

space. There are practical demands for image reflection removal.

To deal with the image reflection, we first assume that, without the obstruction

from the reflection, we can take a clear image, B ∈ R
m×n, and then model the re-

flection contaminated image I ∈ R
m×n as a linear combination of B and a reflection

layer (called reflection) R ∈ R
m×n (Xue et al., 2015):

I = α ∗B+ (1− α) ∗ (K⊗R), (4.1)

where the real scale weight α ∈ (0.5, 1) is usually assumed as a homogeneous con-

stant (Xue et al., 2015; Szeliski, Avidan, and Anandan, 2000; Li and Brown, 2014),
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(a) I (b) B

(c) I (d) B

FIGURE 4.1. An example of single image reflection removal. (a)

and (c) are images taken in front of a glass display case, which is de-

generated by the reflection. (b) and (d) are the recovered background

images of the proposed reflection removal method.

⊗ is a convolution operator and K usually represents a Gaussian blurring kernel cor-

responding a defocus effect on the reflection. Note that K can also be a delta function

(i.e. no blur on R) to represent the case where B and R are both in-focus.

Given an image I contaminated by reflection R, reflection removal aims to re-

cover the clear background image B. This is challenging since it is highly ill-posed

(Levin and Weiss, 2007). Some methods thus require multiple images with variations

in reflection and/or background as input (Xue et al., 2015; Li and Brown, 2013; Guo,

Cao, and Ma, 2014; Sarel and Irani, 2004; Han and Sim, 2017) or user assistance

to label the potential area of reflection and background (Levin and Weiss, 2007) to

reduce the issue. Multiple images and reliable user guidance are often not easy to
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acquire, however. To make reflection removal practical, single image reflection re-

moval has received increasing attentions (Li and Brown, 2014; Shih et al., 2015; Fan

et al., 2017).

Solving for B from a single observation I usually requires some priors or as-

sumptions to distinguish reflection and background. For example, the ghosting cue

(Shih et al., 2015) is used to identify a special pattern of the shifted double reflec-

tion layers from two reflection surfaces. Priors on image gradients are often used

to capture the different properties of the different layers (Li and Brown, 2014; Ar-

vanitopoulos, Achanta, and Süsstrunk, 2017). These methods assume the reflection

K⊗R is highly blurry due to out-of-focus. Relying on this, recently, a deep learning

based method (Fan et al., 2017) has been proposed to achieve end-to-end single im-

age reflection removal, which utilizes strong edges to identify the background scene,

and is trained on the images synthesized with highly blurry reflection layers.

These methods have achieved state-of-the-art performance on many testing ex-

amples. However, they also exhibit some limitations in practices such as oversmooth-

ing the image, can not handle the case when the reflections do not have strong blurry

or have similar brightness and structure with the background. In this chapter, con-

sidering the success of the deep learning on image restoration (Ledig et al., 2017;

Gong et al., 2017; Mao, Shen, and Yang, 2016; Gong et al., 2018), we propose to

tackle the single image reflection removal by using a cascade deep neural network.

Instead of training a network to estimate B alone from I, we show that estimating not

only B, but also the reflection R (a seemingly unnecessary step), can significantly

improve the quality of reflection removal. Since our network is trained to reconstruct

the scenes on both sides of the reflection surface (e.g. glass pane), and in the cascade

we use B to estimate R, and use R to estimate B, we call our network bidirectional

network (BDN).
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4.2 Related Work

Methods relying on conventional priors Single image reflection removal is a very

ill-posed problem. Previous methods rely on certain priors or additional information

to handle specific kinds of scenarios.

In some cases, the objects in background layer and reflection layer are approx-

imately in the same focal plane. Some methods exploited gradient sparsity priors

to decompose background and reflection with minimal gradients and local features

such as edges and corners (Levin, Zomet, and Weiss, 2003; Levin, Zomet, and Weiss,

2004).

In other cases, when taking pictures of objects in the background, the objects

reflected from the other side are out of focus due to the different distances to the

camera, which leads to the different levels of blur in background and reflection. Li

and Brown (2014) exploited the relative smoothness and proposed a probabilistic

model to regularize the gradients of the two layers. In addition to ℓ0 gradient sparsity

prior, Arvanitopoulos, Achanta, and Süsstrunk (2017) proposed to impose a Lapla-

cian data fidelity term to preserve the fine details of the original image. Wan et al.

(2016) used a multi-scale Depth of Filed map to guide edge classification and used

the method in Levin and Weiss (2007) for layer reconstruction afterward.

To distinguish the reflection layer from the background layer, Shih et al. (2015)

studied ghosting cues, which is a specific phenomenon when the glass has a certain

thickness and employed a patch-based GMM prior to model the natural image for

reflection removal.

Deep learning based methods Some recent works start to employ learning based

methods in reflection removal problems.

Fan et al. (2017) proposed a deep learning based methods to recover background

from the image contaminated by reflections. Similar to Li and Brown (2014), it also

relies on the assumption that the reflection layer is more blurry due to out of focus and

they further argue that in some real-world cases, the bright lights contributes a lot to
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the generation of reflections. They proposed a data generation model to mimic such

properties by performing additional operations on the reflection part. They proposed

a two-stage framework to first predict an intrinsic edge map to guide the recovery of

the background.

Zhang, Ng, and Chen (2018) used a deep neural network with a combination of

perceptual loss, adversarial loss and an exclusion loss to exploit low-level and high-

level image information. Wan et al. (2018) proposed to combine gradient inference

and image reconstruction in one unified framework. They also employed perceptual

loss to measure the difference between estimation and ground-truth in feature space.

Other related methods Many previous works use multiple observation images as

additional information for the recovery of background images. Some use pairs of im-

ages in different conditions, such as flash/non-flash (Agrawal et al., 2005), different

focus (Schechner, Kiryati, and Basri, 2000). Some use images from different view-

points, such as video frames (Szeliski, Avidan, and Anandan, 2000; Sarel and Irani,

2004; Gai, Shi, and Zhang, 2012; Sinha et al., 2012; Li and Brown, 2013; Guo, Cao,

and Ma, 2014; Xue et al., 2015; Yang et al., 2016), through a polarizer at multiple

orientations (Schechner, Shamir, and Kiryati, 2000; Sarel and Irani, 2004; Kong, Tai,

and Shin, 2014), etc. But in many real scenarios, we do not have the required multi-

frame images for reflection removal. Some work requires manual labelling of edges

belonging to reflections to distinguish between reflection and background (Levin and

Weiss, 2007), which is also not suitable for general applications.

4.3 Proposed method

Focusing on reflection removal, we seek to learn a neural network which is able to

recover a reflection-free image from an observation containing reflection obstruction.

Specifically, our final goal is to learn a mapping function F(·) to predict the back-

ground image B̂ = F(I) from an observed image I. Instead of training only on the

image pairs (I,B)’s, we impose the ground truth reflection layers R’s to boost the
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FIGURE 4.2. Overview of our proposed BDN network architecture

and the training objectives. Component C stands for tensor concate-

nation.

training of F(·) by training on a set of triplets {(It,Bt,Rt)}
N
t=1. Note that Rt’s are

only used in training, not in testing.

4.3.1 Bidirectional Estimation Model

To directly estimate B from a given I in an end-to-end manner, the straightforward

idea is to let F(·) be a neural network taking I as input and generating B as output.

Our method also includes such a mapping function, and we call it vanilla generator

G0(·). However, our solution further introduces two mapping networks H(·) and

G1(·) to estimate the reflection image and refine the background image estimation. In

the following parts, we call a composition of H and G1 as the bidirectional unit since

together they provide estimates for both reflection and background images based on

the output of the vanilla generator. The overall structure of the proposed network is

shown in Fig. 4.2.

Vanilla generator The vanilla generator takes the observation I as the input and gen-

erates a background image B0, i.e. B0 = G0(I), which is the input to the following

bidirectional unit.

Bidirectional unit As shown in Fig. 4.2, the bidirectional unit consists of two

components, one for predicting the reflection image and the other for predicting the

background image. The first component H(·) in the bidirectional estimates the re-

flection image R from the observation I and the background estimation B0 from G0,
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i.e. R = H(B0, I). After that, another background estimator G1(·) refines the back-

ground estimation by utilizing information from the estimation of R and the original

observation I. Thus, the final estimation of background image is calculated by

B̂ = G1(H(B0, I), I). (4.2)

The motivation of using the above bidirectional estimation model is the mutual

dependency of the estimation of reflection images and background images. Intu-

itively, if a good estimation of the reflection image is provided, it will be easier to

estimate the background image, vice versa. Also, including the objective of recover-

ing the reflection image provides additional supervision signals to train the network.

Bidirectional prediction model Based on the above definition of G0(·), H(·) and

G1(·), we can formulate the whole bidirectional prediction model as:

B̂ = G1(H(G0(I), I), I), (4.3)

which only takes the observation I as input. The model shown in Eq. (4.3) ap-

proaches the mapping function F(·) from the observation I to the background image

B via a composition of G0(·), H(·) and G1(·).

4.3.2 Network Structure for G0(·), H(·) and G1(·)

The proposed BDN mainly consists of three subnetworks G0(·), H(·) and G1(·). We

employ a variation of U-net (Ronneberger, Fischer, and Brox, 2015; Isola et al.,

2017) to implement G0(·), H(·) and G1(·). All the three modules share the same net-

work structure (except for the first convolutional layer) but not the same parameters.

G0(·) has 14 layers, while H(·) and G1(·) has 10 layer. The structure of the network

structure is illustrated in Fig. 4.3.

The U-net employed here contains an encoder part and a decoder part. For the

encoder network, all convolution layers are followed by BatchNorm layer (Ioffe and



4.3. Proposed method 57

Input

Convolution

Batch Norm

Leaky ReLU

Transposed Convolution

Batch Norm

ReLU

Tanh

Output

Leaky ReLU

Convolution

Convolution

ReLU

Transposed Convolution

…
…

…
…

Batch Norm

Leaky ReLU

Convolution

Transposed Convolution

Batch Norm

ReLU

C
C

FIGURE 4.3. The network structure of G0, H and G1. C stands for

tensor concatenation.
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Szegedy, 2015) and leaky ReLU with slope 0.2, except for the first convolution,

which does not have Batch-Norm. For the decoder network, each transposed con-

volution with stride 2 is used to upsample the feature maps by a factor of 2. The

output channel is followed by a Tanh function. All convolutions are followed by a

BachNorm layer and a leaky ReLU activation. The kernel size of the filters in all the

convolution and transposed convolution layers is fixed to 4×4. The skip connections

concatenate each channel from layer i to layer n − i where n is the number of lay-

ers. The skip connections combine the information from different layers, specifically

allowing low-level information to be shared between input and output. The use of

skip connections doubles the number of input channels in the decoder network. The

inputs of H(·) and G1(·) are two images. We simply concatenate those two images

to make the input have 6 channels rather than 3 color channels.

4.4 Network Training

4.4.1 Training Objective

The goal of our network is to learn a mapping function from I to B given training

samples {(It,Bt,Rt)}
N
t=1.

Our model consists of three mapping operations: G0 : I → B, H : (I,B) → R

and G1 : (I,R) → B. Each of the above mapping operations leads to a loss for

comparing the compatibility of the estimation and the ground-truth results. In this

work, we consider to minimizer the difference between the estimate and the ground

truth relying on the ℓ2-loss and the adversarial loss.

(1) ℓ2-loss

ℓ2-loss is widely used to measure the Euclidean distance between the estimated

image and the ground-truth image. Minimizing the ℓ2-loss favors the small mean-

squared-error (MSE). Since we have three estimations from the three subnetworks in
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our network, three respective loss terms are defined and the summation of the three

loss term will be used to train the network:

L2 = L0
B + LR + L1

B, (4.4)

where

L0
B =

N∑

t=1

||G0(It)−Bt||2, (4.5)

LR =
N∑

t=1

||H(It,B)−Rt||2, (4.6)

L1
B =

N∑

t=1

||G1(It,R)−Bt||2. (4.7)

In (4.6) and (4.7), the B and R can be the ground truth Bt or Rt or the estimates

from previous blocks, which depends on the settings in training (See Section 4.4.2).

(2) Adversarial loss

ℓ2-loss only calculates the pixel-wise difference between two images, which may

not reflect the perceptual difference between two images. Recently, there are an in-

creasing number of works (Isola et al., 2017; Zhu et al., 2017; Ledig et al., 2017;

Lettry, Vanhoey, and van Gool, 2018; Shrivastava et al., 2017) applying the adver-

sarial loss (Goodfellow et al., 2014) to provide additional supervision for training an

image mapping network. The adversarial loss was originally proposed in Genera-

tive adversarial networks (Goodfellow et al., 2014). The idea is to iteratively train

a discriminator to differentiate the ground-truth images from the images generated

by a generator at the certain stage of training. Then the objective becomes to en-

courage the generator to generate images that can confuse the current discriminator.

When applying such an adversarial loss to image processing (mapping), we treat the

mapping function that maps the observations to the desired output as the generator.

The discriminator in the adversarial loss implicitly learns a distribution of the natu-

ral images, as an image prior. By applying adversarial loss, the implicit image prior
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performs as guidance for recovering the images following the natural image distribu-

tion. To simplify the training process, we only apply this adversarial loss to the last

estimation of the background image, namely, the output of G1. Formally, the genera-

tion function is defined as F(I) = G1(H(B0, I) and a discriminator D is trained by

optimizing the following objective:

LD =
N∑

t=1

logD(Bt) +
N∑

t=1

log(1−D(F(It))), (4.8)

and the adversarial loss is defined as

Ladv =
N∑

t=1

− logD(F(It)) (4.9)

Full objective Finally, we sum the ℓ2 loss and adversarial loss as the final objective:

L = L2 + λLadv, (4.10)

where λ is the hyper-parameter that controls the relative importance of the two ob-

jectives.

4.4.2 Training Strategies

Our proposed network has three cascaded modules, the vanilla generator, the re-

flection estimator and the refined background estimator. These components can be

trained independently or jointly. In our work, we explored three ways to conduct

training:

• The most straightforward way is to train the whole network end-to-end from

scratch.

• Each module can also be trained independently. Specifically, we can progres-

sively train each component until converged and then stack its output to the

next component as the input. We call this training strategy as greedy training.
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• We can also first train each sub-network progressively and then fine-tune the

whole network, which is referred as “greedy training + fine-tuning”.

In Section 4.5.1, we will present the comparison and analysis of these training

strategies.

4.4.3 Implementation

Training data generation We use the model in Eq. (4.1) to simulate the images with

reflections. To synthesize one image, we sample two natural images from the dataset

and randomly crop the images into 256× 256 patches. One patch is served as back-

ground B and the other is used as reflection R. A Gaussian blur kernel of standard

deviation σ ∈ [0, 2] is applied on the reflection patch to simulate the defocus blur

may appear on the reflection layer in reality. The two patches are blended using scale

weight α ∈ [0.6, 0.8]. The generated dataset contains triplets of {(It,Bt,Rt)}
N
t=1.

We use images from PASCAL VOC dataset (Everingham et al., 2010) to generate

our synthetic data. The dataset contains natural images in a variety of scenes, and it

is suitable to represent the scenes where the reflection is likely to occur. We generate

50K training images from the training set of PASCAL VOC dataset, which contains

5717 images.

To compare with (Fan et al., 2017), which is the only available learning based

method as far as we know, we also use the method introduced by Fan et al. (2017) to

generate another training dataset. It subtracts an adaptively computed value followed

by clipping to avoid the brightness overflow when mixing two images. We use the

same setting as Fan et al. (2017) in data synthesis. The images are also from PASCAL

VOC dataset and are cropped at 224× 224. The training data is generated from 7643

images, and test set is generated from 850 images. We trained our network and the

network of Fan et al. (2017) using both our training data and training data generated

by the method of Fan et al. (2017).
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Training details We implement our model using PyTorch and train the models using

Adam optimizer (Kingma and Ba, 2014) using the default parameters β1 = 0.9,

β2 = 0.999, and the initial learning rate is set to be 0.001. Weights are initialized

using the method of He et al. (2015). The code is available at https://github.

com/yangj1e/bdn-refremv.

4.5 Experiments

In this section, we first present comparisons of ablations of our methods to illustrate

the significance of our design decisions. Then we quantitatively and qualitatively

evaluate our approach on single image reflection removal against previous meth-

ods (Li and Brown, 2014; Arvanitopoulos, Achanta, and Süsstrunk, 2017; Fan et

al., 2017) and demonstrate state-of-the-art performance. For numerical analysis, we

employed peak-signal-to-noise-ratio (PSNR) and structural similarity index (SSIM)

(Wang et al., 2004) as evaluation metrics.

4.5.1 Ablation Studies for the Bidirectional Network

Testing data For ablation studies, we use a dataset synthesized from PASCAL VOC

(Everingham et al., 2010) validation set, which does not contain any images appeared

in the training set. We generate 400 images for testing in ablation studies. The setting

of testing data generation is the same as the setting in Secion 4.4.3 for training data

generation.

To analyze the performance of reflection removal with respect to the scale weight

of the background, which reflects relative strength between background and reflec-

tion, we generate another smaller dataset. We increment the scale weight from 0.55

to 0.85, with a step size of 0.05 and generate 10 images for each scale weight.

Analysis of the model structure To verify the importance of our bidirectional unit,

we compare three model structures: vanilla generator G0, vanilla generator G0 +

https://github.com/yangj1e/bdn-refremv
https://github.com/yangj1e/bdn-refremv
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reflection estimator H, and the full bidirectional network (i.e. the composition of G0,

H and G1, which is referred as G0 + H + G1 in the following).

All networks are trained from scratch using the settings specified in Section 4.4.3.

Since adding the bidirectional unit to vanilla generator will increase the depth of

the network and the number of parameters, we cascade three blocks of the vanilla

generator to match the depth and number of parameters of our full model. Table

4.1 shows that merely training a vanilla generator is not good enough to recover

reflection free images. Increasing the number of layers of the vanilla generator (see

Vanilla G0 (deep) in Table 4.1) to enhance the capacity of the model can slightly

improve the performance, but it still underperforms our full model. Appending a

reflection estimator to vanilla generator improved the performance by regularizing

the reconstruction and cascading a background estimator to form a bidirectional unit

improve the performance further. Fig. 4.4 shows several qualitative examples. It can

be observed that adding background estimator improved the result of estimation the

reflection layer, which enhances the recovery of background in reverse.

Ablation study of the objective functions In Table 4.1, we compare against abla-

tions of our full loss. To employ adversarial loss, we need to train a discriminator

network with our model. We adopt the 70 × 70 PatchGAN (Isola et al., 2017) for

discriminator, which only penalizes structure at the scale of patches. To train the net-

work with GAN, we pretrain our BDN without adversarial loss first for 2 epochs, and

then use the pretrained network to initialize the generator. As the evaluation metrics

like PSNR is directly related to MSE, adding adversarial loss has very little improve-

ments compared to directly optimizing ℓ2 loss in numerical analysis, but for visual

appearance, we noticed improvements in restoring the fine details of the background,

as shown in Fig. 4.5.

Analysis of training strategy We compare three training strategies specified in

Section 4.4.2. Progressively training each module and then stacking them together,

i.e. BDN (greedy training + fine-tuning) in Table 4.1, results in poor performance.
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PSNR SSIM

Vanilla G0 22.10 0.811

Vanilla G0 (deep) 22.16 0.817

Vanilla G0 + H 22.30 0.813

BDN (greedy training) 20.82 0.792

BDN (greedy training + fine-tuning) 22.43 0.825

BDN (joint training, w/o adversarial loss) 23.06 0.833

BDN 23.11 0.835
Li and Brown (2014) 16.46 0.745

Arvanitopoulos, Achanta, and Süsstrunk (2017) 19.18 0.760

Fan et al. (2017) 19.80 0.782

TABLE 4.1. Quantitative comparison with ablation of our methods

and with the state-of-the-art methods on 500 synthetic images with

reflection generated using the method in Section 4.4.3, the best results

are bold-faced.

The reason is that the reflection estimator and background estimator in the bidirec-

tional unit needs to coordinate, e.g. if we train background estimator greedily using

the ground truth pairs {(It,Bt)}
N
t=1, but when we stack it after the vanilla genera-

tor, the input of this module becomes {(It, B̂t)}
N
t=1. Although finetuning from the

progressively trained module improves performance and converges quickly, it under-

performs end-to-end joint training from scratch, as the greedy initialization is more

likely to converge to a bad local optima. For all the following experiments, we train

our model from scratch, i.e. the three subnetworks are trained jointly.

4.5.2 Quantitative Evaluation

Comparison with the-state-of-the-art We perform quantitative comparison be-

tween our method and the-state-of-the-art single image reflection methods of Li and

Brown (2014), Arvanitopoulos, Achanta, and Süsstrunk (2017) and Fan et al. (2017)

using synthetic dataset. The numerical results shown in Table 4.1 indicates that our

method outperforms the state-of-the-art.

Comparison with learning based method We specifically perform some compar-

isons with Fan et al. (2017) as Fan et al. (2017) is the only method of solving single

image reflection removal problem using deep learning techniques so far. Both Fan
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Dataset in Fan et al., 2017 Our dataset

PSNR SSIM PSNR SSIM

BDN (Ours) 20.82 0.832 23.11 0.835

Fan et al., 2017 18.29 0.8334 20.03 0.790

TABLE 4.2. Comparison between our method and Fan et al., 2017.

Both models are trained and evaluated using the synthetic dataset of

Fan et al., 2017, the best results are bold-faced.

et al. (2017) and our method require training with synthetic data, but we use differ-

ent data synthesis mechanism. To compare with Fan et al. (2017), we train both our

model and Fan et al. (2017) using our training data as described in Sec. 4.4.3 and

a training set generated using the algorithm in Fan et al. (2017). Then we evaluate

trained models on the corresponding test set, and the results are shown in Table. 4.2.

Trained on synthetic data in Fan et al. (2017), our model achieves comparable

performance on the test set in Fan et al. (2017) and outperforms Fan et al. (2017)

when training and testing on our synthetic dataset. Because Fan et al. (2017) explic-

itly utilize edge information and removes reflection by recovering the intrinsic edge

of the background image, it relies more on the assumption that the reflection layer is

blurry. Therefore, when training in our dataset, which is less blurry and contains a

more general form of reflections, the method of Fan et al. (2017) does not perform

as well as it does in Fan et al. (2017). By contrast, our model has a stronger capacity

to learn from data directly and dealing with less blurry reflections.

Learning based methods train models on synthetic data due to the lack of real

labeled data. Since we choose different methods to generate training data and it

is difficult to tell which data synthesis method fits the real data the best, we use SIR

dataset (Wan et al., 2017) to evaluate the generational ability of our model on real data

with reflections. SIR dataset (Wan et al., 2017) contains 454 triplets of images shot

under various capture settings, e.g. glass thickness, aperture size and exposure time,

to cover various types of reflections. The dataset contains three scenarios: postcards,

solid objects, and wild scenes. The images in this dataset are in size 540× 400.

Sensitivity to the reflection level Considering the weight α in model (4.1) reflects
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Postcard Solid objects Wild scenes

PSNR SSIM PSNR SSIM PSNR SSIM

Fan et al. (2017) 21.0829 0.8294 23.5324 0.8843 22.0618 0.8261

BDN (Ours) 20.4076 0.8548 22.7076 0.8627 22.1082 0.8327

TABLE 4.3. Numerical study of the learning based methods on SIR

benchmark dataset (Wan et al., 2017), the best results are bold-faced.
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FIGURE 4.6. Evaluation of PSNR and SSIM with the change of scale

weight α for the background.

the strength of the reflection level, to study the sensitivity of the proposed method to

the reflection, we conduct and experiments to evaluate the performance of different

methods on the images with different α’s. As shown in Fig. 4.6, with the scale weight

of background decreases, it is increasingly difficult to separate reflection from the

background. Actually when the background layer and reflection layer have similar

brightness and structure, sometimes it is even painful for humans to distinguish them

apart. Also, note that the range of α exceeds the range we used in data synthesis, and

our methods are robust in different levels of scale weights.

4.5.3 Qualitative Evaluation

We compare with the previous works using real images collected from previous

works (Arvanitopoulos, Achanta, and Süsstrunk, 2017; Fan et al., 2017; Li and

Brown, 2013) and collected from the Internet and wild scenes. Since these images

have no ground truth, we can only perform the visual comparison.



4.5. Experiments 69

Comparison with the method only estimating background Arvanitopoulos, Achanta,

and Süsstrunk (2017) focus on suppressing the reflections, i.e. they do not recover the

reflection layer. Therefore, we can only show the comparison with I and B in Fig.

4.7. It can be seen that our method better preserves the details in the background

and has fewer artifacts, while Arvanitopoulos, Achanta, and Süsstrunk (2017) tends

to oversmooth the image and lose too much information details. For example, in

the image of clouds, our result keeps more details of cloud than Arvanitopoulos,

Achanta, and Süsstrunk (2017) and in the image of the bag, our result looks more

realistic.

FIGURE 4.7. Comparison with the method of Arvanitopoulos,

Achanta, and Süsstrunk (2017) on real images. From left to right:

I, B (Arvanitopoulos, Achanta, and Süsstrunk, 2017), B (Ours). Ar-

vanitopoulos, Achanta, and Süsstrunk (2017) tends to be oversmooth

and our results look more natural. Best viewed on screen with zoom.

Comparison with methods separating two layers We compare our methods with

Li and Brown (2014), and Fan et al. (2017), which generate a reflection layer along

with the background layer. Although our method focuses on recovering the back-

ground rather than separating two layers, our estimation of reflection contains more
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meaningful information compared to previous methods by looking bidirectional. The

quality of the reflection layer reconstructed helps boost our recovery of background

in our case. Fig. 4.8 shows the qualitative comparison results. Our methods out-

perform the state-of-the-art in recovering the clear background in real scenes with

obstructive reflections. Compared to Fan et al. (2017), our method better recov-

ers the color of the original image. Because a portion of the light will be reflected

back to the side of the background, the objects in the background usually look pale

compared to the observation directly without glass. This is reflected by the scale

operation when generating our training data.

In Fig. 4.9, we show an examples of failure case. The image, which is from Wan

et al. (2017), is taken using two postcards through a thick glass. The reflection is very

strong and contains ghosting artifacts, while the background is very blurry, and the

interactions between reflections have very complex structure. None of the methods

works well in this case.

4.6 Conclusion

In this chapter, we studied the single image reflection removal problem. Motivated

by an idea that one can estimate the reflection and use it to boost the estimation

of the background, we propose a deep neural network with a cascade structure for

single image removal, which is referred as the bidirectional network (BDN). Bene-

fiting from the powerful supervision, the proposed BDN can recover the background

image effectively. Extensive experiments on synthetic data and the real-world data

demonstrate that the proposed methods work well in diverse scenarios.
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FIGURE 4.8. Comparision of our method with the-stat-of-the-art on

real images. From left to right: I, B (Li and Brown, 2014), R (Li and

Brown, 2014), B (Fan et al., 2017), R (Fan et al., 2017), B (Ours),

R (Ours). Our networks has clearer background estimation and better

color recovery. Best viewed on screen with zoom.

FIGURE 4.9. An example of failure case. From left to right: I, B (Li

and Brown, 2014), B (Arvanitopoulos, Achanta, and Süsstrunk, 2017,

B (Fan et al., 2017), B (Ours)
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This chapter introduces a self-supervised image reflection removal framework.

Recent learning-based methods have achieved significant improvements over tra-

ditional optimization-based methods. Still, they usually require synthetic data for

training as it is impractical and time-consuming to collect real datasets with ground

truth. However, the reflection synthesis process cannot fully simulate the real-world

images with reflection. Considering that the taking real-world reflection images are

much more convenient than taking aligned ground truth, we introduce a reflection re-

moval approach relying on learning from the real-world image pairs with reflection
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taken from multiple views. We propose a self-supervised method, only relying on the

supervision from the geometry correspondence and consistency between the multi-

view reflection images. Specifically, we use the multi-view reflection image pairs

to train a deep network with a series of novel consistency losses that are effective

and robust to utilize the imperfect cues derived from the multi-view consistency. The

trained network achieves state-of-the-art performance in handling the real-world re-

flection images without supervision from the ground truth. Moreover, the proposed

method can further optimize the network in the testing phase while given the multi-

view images for a scene. This chapter is an early version of the work prepared for

submission.

5.1 Introduction

In chapter 4, we introduce a supervised learning method for single image reflection

removal, and in this chapter, we aim at designing a self-supervised framework which

do not require training data to have ground truth.

Generally, the representation for image formation with reflections can be formu-

lated as:

I = B+R, (5.1)

where the image observed through the glass I ∈ R
m×n can be decomposed into a

background layer B ∈ R
m×n and a reflection layer R ∈ R

m×n. Recovering the

background image B from a single observation I is a severely ill-posed problem as

there are infinite possible decompositions. And the problem is more challenging

considering that B and R may have overlapping appearance distributions and the

ambiguity of reflections sometimes is difficult even for human to distinguish.

Conventional methods usually apply additional priors or assumptions to restrict

the solution space and solve the problem through optimization (Levin, Zomet, and

Weiss, 2003; Levin, Zomet, and Weiss, 2004; Li and Brown, 2014; Shih et al., 2015;

Arvanitopoulos, Achanta, and Süsstrunk, 2017). Some methods require multiple
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images (Szeliski, Avidan, and Anandan, 2000; Sarel and Irani, 2004; Guo, Cao, and

Ma, 2014; Xue et al., 2015; Han and Sim, 2017) or leverage manual intervention

(Levin and Weiss, 2007). The methods requiring additional priors often can only

handle some typical kinds of reflections, and the methods relying on multiple images

or additional manual processing is not ideal for practical usage.

Deep learning-based methods have recently received increasing attention in solv-

ing the reflection removal problem (Fan et al., 2017; Yang et al., 2018; Zhang, Ng,

and Chen, 2018; Wei et al., 2019; Wen et al., 2019). Compared to conventional

methods, deep learning-based methods are more capable of capturing the underlying

pattern of complex reflections. Most learning-based methods to solve the reflection

removal problem are supervised, which requires a large amount of labeled training

data, i.e. , pairs of real-world I, and the corresponding B. Although taking images

with reflection is not difficult, it is usually difficult to collect the well-aligned pairs

of I and the ground truth B. Some data collection procedures (Zhang, Ng, and Chen,

2018; Wei et al., 2019) are proposed to collect real data relying on restricted labo-

ratory environments. A commonly used procedure is taking I with a manually fixed

glass in front of a fixed camera and then taking the aligned B and R by carefully

removing the glass and putting a black cloth behind the glasses, respectively. The

process is labor-intensive and sensitive, which makes collecting a large number of

real training data infeasible. And the data collection is restricted to some specific

scenarios that are easy to manipulate. Though Wei et al. (2019) proposed alignment-

invariant loss functions to allow for misalignment between mixture image and back-

ground, it is still cumbersome to carry the big glass to take photos.

Due to the difficulty of collecting a large amount of real data, synthetically gen-

erated images are most commonly used as training data. Even for methods accepting

some real data for training (Zhang, Ng, and Chen, 2018; Wei et al., 2019), they still

use synthetic data to enrich the training dataset. Since the reflection can be very

complex, existing image synthesis procedures are either simply linear combination

or based on heuristic method, and the domain gap may hinder the generalization
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Glass

Camera 1 Camera 2

FIGURE 5.1. Demonstration of a pair of multi-view images with the

same background. The reflection captured is inconsistent across the

two images due to the different viewpoint the pictures are taken.

ability of the model to real data.

To address the challenges above, considering that taking I is much easier than

taking the aligned ground truth B (and R), we introduce a single image reflection

removal approach that is free from the ground truth labels and only relies on the

multi-view image pairs contaminated by reflections. As shown in Figure 5.1, if we

observe the same background from different views, the reflections tend to be differ-

ent, which helps distinguish the background from reflections. To use the multi-view

cues for training the model, we propose a novel self-supervised learning method

that trains the single image reflection removal model relying on the multi-view con-

sistency. During training, the proposed method simultaneously takes image pairs

targeting the same background scene captured from different views and trains the

model according to the consistency between the background images estimated from

the multi-view images. Although the multi-view consistency properly defines the re-

lationship between the desired background images in the ideal case, it is imperfect to

solely use the basic consistency as the supervision, due to the ambiguity of the image

separation process. Thus, we introduce a series of complementary losses and inte-

grate them to utilize the imperfect cues effectively and robustly. Since the multi-view

cues are only used in training, the model is flexible to handle single image reflection

removal. Moreover, as a byproduct, the proposed multi-view-based self-supervised

learning approach can also be used to handle the multi-view observations seen in

testing phase.
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In summary, the main contributions are as follows:

• We propose a self-supervised method for single image reflection removal, in

training phase only relying on the supervision from the geometry correspon-

dence and consistency between the multi-view images contaminated by reflec-

tions, free from the ground truth labels. We design a series of novel consistency

losses that are effective and robust to utilize the imperfect cues derived from

the multi-view consistency. The proposed method is the first self-supervised

learning approach to handle the real-world reflection removal considering the

multi-view setting.

• We collected a real-world datasets containing multi-view image pairs contam-

inated by reflections for training the self-supervised model in conjunction with

synthetic multi-view data. The proposed method can produce high-quality re-

sults on the real-world images. It achieves the best performance on existing

benchmark datasets in the comparison with the methods free from the labor-

intense data acquisition (similar to ours) and produces the results comparable

to the methods trained with the image pairs captured in the way same to the

testing data.

• Apart from training the single image reflection removal, as a byproduct, the

proposed multi-view-based self-supervised learning method can also be used

to further optimize the performance in testing phase when multi-view observa-

tions are available (via fine tuning on the testing data).

5.2 Related Work

Reflection removal is a very challenging problem in image processing and has been

extensively studied in recent years. Previous works can be classified into the follow-

ing two categories.
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FIGURE 5.2. Overview of our proposed framework and the training

objectives. For the training objectives, we only illustrate half of the

loss functions as the other half is symmetric.

Methods relying on conventional priors. Conventional optimization based meth-

ods address the reflection removal problem by imposing various hand crafted priors.

For example, Levin, Zomet, and Weiss (2003) and Levin, Zomet, and Weiss (2004)

exploits the gradient sparsity prior to decompose layers with minimal gradients and

local features such as edges and corners, Li and Brown (2014) relies on the smooth

gradient priors which assumes the reflections are often less in focus, Arvanitopoulos,

Achanta, and Süsstrunk (2017) is based on the Laplacian data fidelity term, and Shih

et al. (2015) deals with the ghosting effects, a special phenomenon when the glass is

thick and reflection is double-layered, etc.

There are also some methods working on multiple images, which requires the

target background to be captured from different viewpoints (Sarel and Irani, 2004;

Guo, Cao, and Ma, 2014; Xue et al., 2015) or camera settings (Schechner, Kiryati,

and Basri, 2000; Agrawal et al., 2005; Kong, Tai, and Shin, 2014).

The hand crafted priors may work well on specific tasks, but usually do not gen-

eralize well to different types of reflections. And the methods that require multiple

images are not practical to use in real scenarios when a user wants to remove the re-

flections after taking a single photo or from the photo downloaded from the Internet.

Learning based methods. Recent learning based methods learn to separate reflec-

tions from data driven approaches. Fan et al. (2017) proposed a deep network with

the estimation of the edge map of the background as the additional cue to guide the
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layer separation. Wan et al. (2018) associate the estimation of the gradient of the

background and the separated images in a unified multi-scale framework. Yang et

al. (2018) proposed a cascade bidirectional network, which use the predicted back-

ground estimate the reflection and then use the predicted reflection to estimate the

background. Zhang, Ng, and Chen (2018) proposed to use perceptual loss and exclu-

sion loss to exploit both low-level and high-level information during the separation.

These methods are all based on supervised learning which relies on labeled data.

For image reflection removal, it requires image triplets {I,B,R}, where B and R are

the background and reflection components of the image I. The image triplets can be

collected following the methods introduced by Wan et al. (2017) using a transparent

glass and a piece of black sheet. However, it is infeasible to collect large scale dataset

for training. Wei et al. (2019) proposed to collect misaligned data as training data,

which does not require the camera to be at a fixed position, thus reduces the difficulty

of data collection. But the usage of a removable glass is still unavoidable which

makes the data collection inconvenient. Therefore, to get sufficient training data, one

common practice is to use synthetic data to simulate the reflection in the real-world.

The most commonly used data simulation model is the linear combination model

(Wan et al., 2018; Yang et al., 2018; Wen et al., 2019) and saturation model (Fan et

al., 2017; Zhang, Ng, and Chen, 2018). However, these models may not generalize

well in real-world images due to the complexity of the real-world reflections. Ma

et al. (2019) proposed a weekly supervised method which is free from the external

glass for data collection, while it still needs to collect a group of background and

reflection images for training.

Self-supervised learning. Recently, there has been significant interest in self-

supervised learning for computer vision, including low-level vision tasks. For exam-

ple, Pathak et al. (2016) for image inpainting, Laine et al. (2019) for image denosing,

Menon et al. (2020) for image super resolution, etc. Various frameworks and loss

functions are carefully designed to exploit supervision from unlabeled data alone.

However, there is no self-supervised learning method for reflection removal so far
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to our knowledge. One work that is closely related to our proposed method is from

Chen et al. (2018), which introduces a self-consistency loss for supervision in image

deblurring. It relies on the temporal frames to provide supervision, while our method

make use of multi-view information. The self-supervised network is used to finetune

existing deblurring neural networks by enforcing that the output, when blurred based

on the optical flow between subsequent frames, matches the input blurry image.

5.3 The Proposed Approach

5.3.1 Overview of the Proposed Framework

The overall framework of our proposed method is illustrated in Figure 5.2. The

reflection removal network learns a mapping operation on a single image I → (B,R)

and it is a two-stream structure network with one encoder and two decoders sharing

the same structure.

Although the network itself takes a single image as input, it takes paired multi-

view images (with the same background scene) as training samples during training

stage for utilizing the multi-view correspondence as the supervision. We denote the

paired training samples as {I1, I2} and the corresponding separation of background

and reflection as {(B1,R1), (B2,R2)}. Each pair of images are targeting at the

same background, and discrimination between background and reflection relies on

the consistency between the background and the inconsistency between the reflection

layers of the paired training samples {I1, I2}. The inconsistency of reflections can

be caused by the movement of objects in the reflection layer and change of camera

position. In either case, the consistency and inconsistency provide cues to guide the

network to separate apart background and reflection.

Geometry correspondence for multi-view consistency. In general cases, the multi-

view pairs {I1, I2} are taken targeting the same background from different views.

The corresponding background images B1 and B2 contain the same contents but
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suffer from misalignment due to the different views. For the most real cases, we can

assume that the target scenes in the background lie on a (nearly) planar surface in the

scene. Then there exists 2D homographs Γij to model the transformation from Bi to

Bj and a corresponding warping operator Ti(·) that align Ti(Bi) with the Bj . Con-

sidering that the reflection scene usually lies on the different depth to the background

scene, the transformations between Ri and Rj are different to Γij , resulting in cues

for the model to distinguish the elements from the background and reflection (Guo,

Cao, and Ma, 2014; Yang et al., 2016). During training, the transformation Γij (with

the operator Ti(·)) is obtained for each image pair and used to build the multi-view

consistency loss functions. To avoid calculating the transformation on the predicted

Bi and Bj (which causes additional computation in each iteration), by assuming

that the background components dominate the observed image, we can obtain Γij

by estimating on the observed image pairs Ii and Ij . We employ a RANSAC-based

algorithm (Fischler and Bolles, 1981) to estimate the homography matrix Γ.

According to the basic multi-view geometry correspondence, we can design the

loss functions to supervise the reflection removal network’s learning while the ground

truth B and R are absent in realistic scenarios. The network learns to separate the

background and reflection in a self-supervised manner with the paired data guidance

during the training stage. As a byproduct, when the multi-view observations are

available in the testing phase (similar to the setting of multi-view reflection removal

(Guo, Cao, and Ma, 2014)), the proposed self-supervised learning method can be

used to further optimize the performance of the network on specific observations

on-the-fly (See Figure 5.6).
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5.3.2 Network Structure

The architecture of the proposed network is shown in Figure 5.3. It is a two-stream

structure with one encoder and two decoders with the same structure. In the en-

coder, the features are downsampled twice using convolution with stride = 2. Af-

terwards, the decoders reconstruct the image with full resolution via two transposed

convolutions. Each downsampling layer of the encoder have skip-connections to the

corresponding upsampling layer of all the two decoders, which forms a U-net (Ron-

neberger, Fischer, and Brox, 2015) based structure. The two decoders estimate the

background and reflection images.

Although our framework is able to accommodate different networks, a good de-

sign of network is beneficial to the performance. We incorporate the channel at-

tention module (Hu, Shen, and Sun, 2018; Wei et al., 2019) into residual blocks

to recalibrate feature maps using global summary statistics. Compared to original

residual blocks, this module introduces global contextual information across chan-

nels without dramatically increasing the number of parameters. Large receptive field

is proven to be effective in reflection removal as it helps to consider more long-range

information across the image. To enlarge the receptive field of the network, we em-

ploy two atrous residual blocks and a modified version of Atrous Spatial Pyramid

Pooling module (ASPP) (Chen et al., 2017) at the end of the encoder to obtain richer

features. The ASPP module contains parallel dilated convolutions with different di-

lated rates and the four dilated rates are set to: 1, 2, 3, 4.

5.3.3 Objective Functions for Self-supervised Learning

The learning of the mapping I → (B,R) is guided by the following objective func-

tions, with training samples {(I1, I2)} and the estimated background B = {(B̂1, B̂2)}

and reflection R = {(R̂1, R̂2)}. It is fully self-supervised and do not require ground-

truth B and R.
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Reconstruction loss. For each single observation I, given the estimated background

image B̂ and reflection image R̂, we can reconstruct the mixture image as Î = B̂+R̂

and the reconstructed image should be similar to the original input image through a

well-trained network. The reconstruction loss is defined as

Lrecon = ||Î1 − I1||1 + ||Î2 − I2||1, (5.2)

which is a combination of the reconstruction errors on the paired inputs and irrelevant

to the multi-view consistency.

Cross-view consistency loss. Since the multi-view images contain the same back-

ground, the background images estimated from each input should be consistent with

each other. The most straight forward idea to restrict the consistency between the

estimated B̂1 and B̂2. In order to compare those two backgrounds, we transform the

backgrounds to the same plane using homography transformation, as discussed in

Section 5.3.1. Since transforming an image to the targeting plane while retaining the

shape of the original image may result in some invalid regions, we compute a mask

map M to indicate the valid regions and only involve the valid pixels for computing

the consistency loss.

To simplify the model, we calculate the homography transformation to model the

correspondence between the observation pairs. The homography model might not

strictly apply in all the multi-view real-world image pairs. Therefore, the warped

background might not be perfectly aligned with the target background, making sim-

ple pixel-wise loss function unsatisfactory. We thus leverage the perceptual-based

loss function to encourage the multi-view consistency on the background images and

use the masks M1 and M2 (for the two images) to exclude the problematic regions

out of the loss calculation, which is similar to the loss functions used by Wei et al.
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(2019). The cross-view consistency loss can be defined as:

Lcons =||φh(T1(B̂1))− φh(B̂2)||1 ⊙M1+

||φh(T2(B̂2))− φh(B̂1)||1 ⊙M2,

(5.3)

where T is the transformation to warp the background to the other plane, Mi is the

mask maps to select the regions where the warped pixels are valid, and φh denotes

the ‘conv5_2’ feature of the pretrained VGG-19 network.

If the warped region is well aligned with the target, e.g. when synthetic data is

used to augment the training data, ℓ1-norm based loss function can also be defined

as:

Lcons-pix =||T1(B̂1)− B̂2||1 ⊙M1+

||T2(B̂2)− B̂1||1 ⊙M2.

(5.4)

Mono-view content loss. Although the cross-view consistency loss can properly

define the relationship between the ideally-estimated of the multi-view background

image pairs, there is still ambiguities in the solution space defined by the above

objectives. For example, there exists a trivial solution with B̂ = 0 and R̂ = I

(i.e., the elements in B̂ are almost zeros), which can bypass both the reconstruction

loss and the cross-view consistency loss. Considering that B̂ should have the content

similar to the observation I, we apply the mono-view content loss as in the following:

Lcont-mono = ||B̂1 − I1||1 + ||B̂2 − I2||1, (5.5)

which can stabilize the training process. The content loss and the cross-view consis-

tency loss work together and against each other to avoid the trivial solutions.

Cross-view content verification loss. Although we already have multiple losses

to define the solution space, there is still ambiguities from the nature of the layer

separation task. In practice, we observed that the estimated B̂i often contains some

residuals from the observation Ij and the same for B̂j . To further verify the content in
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Bi by using the observation Ij according to the multi-view consistency, we introduce

the following cross-view content verification loss:

Lcont-cx =
∑

i 6=j

||F(Ti(B̂i)− Ij)||1 ⊙Mi (5.6)

where

F(X)k =





xk, if xk ≥ 0

αxk, otherwise.

(5.7)

In (5.7), α ∈ (0, 1) is a scalar to decay the influence of value, F(X)k denotes the k-th

element of F(X) and xk denotes the k-th element of X. Here F(·) could be seen as

a LeakyReLU activation on the error map Ti(B̂i)− Ij .

Although the most straightforward way for cross-view content verification is to

apply a loss similar to Lcont-mono, it may increase the risk of involving the reflection

components in Ij into Bi. Based on the observation that the salient reflection compo-

nents tend to increase the pixels’ intensities, the pixels in Ti(B̂i) with lower intensity

than that in Ij tend to be pixels containing the remaining reflection residuals. On

the other hand, the locations in Ij with Ti(B̂i)k < (Ij)k may contain reflection com-

ponents with higher probabilities, which may be excluded from the loss functions.

We thus use the activation function F(·) and weight α to decay the influence of the

elements with Ti(B̂i)k < (Ij)k. We set α = 0.1 in all experiments.

Full objective The final objective function is the weighted combination of the afore-

mentioned losses.

L = λ1Lrecon + λ2Lcons + λ3Lcont-mono + λ4Lcont-cx, (5.8)

where the weights are empirically set as λ1 = 15, λ2 = 20, λ3 = 5, λ4 = 1.

Self-supervised model tuning in testing phase In real-world practice, it is hard to

guarantee the testing images always following the distribution of the training images,

but it is easy to capture target scenes multiple times from different views. Since the



5.4. Experiments 87

proposed method is free from the ground truth, the model can be used to further

optimize the testing performance via tuning the model on the testing multi-view ob-

servations directly.

5.3.4 Implementation Details

Our implementation is based on PyTorch. The model is trained for 100 epochs using

the Adam optimizer (Kingma and Ba, 2014). The base learning rate is set to 10−3

and decays to 10−4 after 50 epochs. We use a combination of synthetic and real data

as our training dataset.

To synthesize a pair of synthetic images, we randomly sample three different

image from PASCAL VOC dataset (Everingham et al., 2010), using one as the back-

ground B1 and two as reflections {R1,R2}. The images are randomly cropped to

size 256 × 256. To simulate the different appearance between two views, we gener-

ate a homography matrix Γ based on random shift, rotation, shear etc, and use it to

warp the background to another plane as B2 = B1 ◦ Γ. Then we use the method of

Fan et al. (2017) to generate mixture images {I1, I2} from {B1,B2} and {R1,R2}.

Figure shows some examples of synthetic data.

The real images are collected from wild scenes using both DSLR camera and

smartphone. We collected 50 pairs of images in the wild. For each background, we

shoot two images from different angles to capture different reflections. The images

are collected under various conditions, e.g. sunny days and overcast, outdoor and

indoor, etc.

5.4 Experiments

5.4.1 Comparison to State-of-the-art Methods

Quantitative evaluations. We compare our self-supervised method against state-

of-the-art methods including CEILNet (Fan et al., 2017), BDN (Yang et al., 2018),
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PSNR↑ SSIM↑ NCC↑ E-LPIPS↓
CEILNet 20.84 0.815 0.904 0.0207

BDN 22.01 0.825 0.931 0.0189

Wen19 21.24 0.826 0.891 0.0233

Baseline (sup. & syn.) 20.57 0.828 0.924 0.0194

Ours (self-sup. & syn.) 20.75 0.846 0.924 0.0179

Ours (self-sup. & fusion) 21.60 0.852 0.935 0.0165

TABLE 5.1. Quantitative evaluation results on SIR2 dataset with the

state-of-the-art supervised methods trained on synthetic data.

Zhang18 (Zhang, Ng, and Chen, 2018), ERRNet (Wei et al., 2019) and Wen19 (Wen

et al., 2019). The comparison is conducted on the ‘Wild’ subset of real-world bench-

mark dataset SIR2 (Wan et al., 2017). The quality metrics include PSNR, SSIM

(Wang et al., 2004), NCC (Wan et al., 2017) and E-LPIPS (Kettunen, Härkönen, and

Lehtinen, 2019). Larger values of PSNR, SSIM and NCC indicate better result, while

a smaller value of E-LPIPS implies better perceptual similarity based on a pre-trained

network.

The methods compared are split into two categories, the ones that only use syn-

thetic data for training and the ones use a fusion of synthetic and real data. The

results are shown in Table 5.1 and Table 5.2 respectively. For BDN, we retrain the

network with the same data generation method. For Wen19, they have three different

models corresponding to different type of reflections, and we pick the one with best

performance.

The results in Table 5.1 and Table 5.2 indicate that our self-supervised method is

comparable to best performing supervised methods. ERRNet also uses a fusion of

synthetic data and real data and the real data they collected have ground truth and are

more similar to the scenes in the SIR2 dataset, thus leads to a better result.

Qualitative comparisons. Figure 5.4 displays visual results on real-world images.

It contains image examples from Fan et al. (2017), Zhang, Ng, and Chen (2018) and

Wan et al. (2017). It can be seen that our self-supervised method can handle some

reflections even better than the state-of-the-art supervised methods, especially for the

ones that are trained only on synthetic dataset.
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FIGURE 5.4. Examples of the reflection removal results on real-world

images. The first three columns are from SIR2 dataset, and the last

two columns are from Zhang, Ng, and Chen (2018). Best viewed with

zoom.

PSNR↑ SSIM↑ NCC↑ E-LPIPS↓
Zhang18 21.11 0.835 0.907 0.0176

ERRNet 23.87 0.854 0.915 0.0137

Ours 21.60 0.852 0.935 0.0165

TABLE 5.2. Quantitative evaluation results on SIR2 dataset with the

state-of-the-art methods trained on a fusion of synthetic and real data.
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Input image w/o Lcont-mono w/o Lcont-cx Complete

FIGURE 5.5. Ablation study of loss terms.

I ERRNet B̂ Before B̂ After

FIGURE 5.6. Examples of using a pair of multi-view images to opti-

mize the network and report the results before and after optimization.

Only one view is displayed.
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PSNR↑ SSIM↑ NCC↑ E-LPIPS↓
w/o channel attention 19.05 0.826 0.901 0.0253

w/o Lcont-cx 20.01 0.841 0.917 0.0223

Complete 20.97 0.847 0.927 0.0200

TABLE 5.3. Ablation study for loss terms and network components

on synthetic testing dataset.

5.4.2 Ablation Study

We conduct ablation study for our method on 50 synthetic testing images generated

using the same generation method as our synthetic training dataset.

Among the proposed loss functions, Lrecon and Lcons are the essential constrains

to the framework. Figure 5.5 shows that removing Lcont-mono leads to all black back-

ground estimation, which means without Lcont-mono, the network tends to naively treat

the original image as the reflection to satisfy the basic constrains. It can be observed

from Table 5.3 that introducing Lcont-cx improves the quality of reflection removal.

These results indicate the necessity in including those loss functions. Table 5.3 also

indicates that utilizing the channel attention module is beneficial to the performance.

5.4.3 Self-supervised Optimization in Testing Phase

Although our proposed method aims at estimating the reflection-free image from

a single image, it can also be used to improve the quality of reflection removal if

there are images from multiple views. For each pair of images, we finetune the net-

work with 100 iterations. After optimization, more reflections are removed while the

background are better preserved. Figure 5.6 shows some examples of real-world im-

ages containing strong reflections which is difficult to handle with previous methods

based on single image, exploiting information from another view is able to improve

the performance.
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5.5 Conclusion

We introduce a self-supervised reflection removal approach which only relies on the

supervision from the geometry correspondence and consistency between the multi-

view reflection images. Specifically, we use the multi-view reflection image pairs to

train a deep network with consistency losses that are effective and robust to utilize

the imperfect cues derived from the multi-view consistency. The trained network

achieves state-of-the-art performance in handling the real-world reflection images

without supervision from the ground truth. Moreover, the proposed method can to

further optimize the network in the testing phase while given the multi-view images

for a scene.
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This chapter summarizes the contents covered in this thesis and discusses possi-

ble future works.

6.1 Summary of the Thesis

In this thesis, we mainly discussed two challenging problems in low-level vision,

i.e. image deblurring and reflection removal, using deep learning based approaches.

Addressing these problems will enhance the image quality and improves the perfor-

mance of relevant computer vision systems accepting these images as input. Our pro-

posed methods on these issues contribute to existing approaches and made them the

more completed and practical solution to real-world applications. This framework is

free from the dependance on ground truth labels and achieves better generalization

on real images.

In chapter 3, we present a flexible and efficient deep learning based method for

the estimation and removal of the heterogeneous motion blur. We represent the het-

erogeneous motion blur as pixel-wise linear motion blur, which is able to represent

an extensive range of possible motions. And we propose a fully convolutional net-

work to estimate the dense motion flow map and use automatically generated data



94 Chapter 6. Conclusion

to train the neural network. The proposed method outperforms the state-of-the-art

image deblurring method. Since our blur model is heterogeneous, it is more capable

to keep the non-blurry part of the image sharp after deblurring. The range of motion

flow is pretty large in our data simulation, as a result, our trained network is able

to handle a wider range of motion blur compared to previous work, especially some

strong motion blur that is difficult to process. However, it still requires additional

deconvolution process to recover latent sharp image from estimated motion flow and

this process is very time-consuming. And since there is a lack of multi-scale compo-

nents in our network, it may not perform very well when the area of blur is either too

small or too big compared to the training data.

In chapter 4 and 5, we have addressed the image reflection removal problem us-

ing supervised and self-supervised methods respectively. In chapter 4, we present a

cascade neural network for supervised single image reflection removal. The network

utilizes the estimation of reflection to boost the recovery of the background. We

show that the correlation between reflection and background is essential to the good

recovery of the two layers. By considering the recovery of reflections, we achieve

a significant performance boost in the estimation of background image. Since there

is few method considering the recovery of the reflections, and different reflection

model may result in different definition of reflection components in an image, it is

difficult to compare different methods regarding reflection recovery. In chapter 5

we propose a self-supervised learning framework for reflection removal. The frame-

work leverages the supervision from the geometry correspondence and consistency

between the multi-view reflection image pairs. Instead of designing various method

to approximate the real reflections through simulation, either manually or using a

neural network, or through a rendering engine, our framework is free from depen-

dence on the reflection-free target images. However, the self-supervised method is

not as efficient compared to supervised learning as in some cases the supervision is

weak due to the degradation of image, such as occlusions etc, which introduces noise

to the training process.
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6.2 Future Work

We have presented some solutions to the targeted problems, but the some issues

remain unsolved and there are still room for improvement in the performance of

existing solutions, and there are various directions to extend the current work. We

illustrate some future directions for these two problems.

Current learning-based reflection removal approaches mainly focus on single im-

age solutions. Due to the complexity and ambiguity of reflections, it is sometimes

difficult to address the ill-posedness of the problem. Zhou et al. (2019) proposed to

work on binocular stereo images for image deblurring. Considering the latest smart-

phones usually have multiple cameras, methods based on multiple images becomes

practical. Although we have exploited the multi-view information for self-supervised

training, the network still works on single image. In our method, the alignment of

images from two views may be inaccurate. Using binocular stereo images, instead of

arbitrary multi-view images, may provide more reliable geometric correspondence

between the two images. It is also possible to use multiple images with different

apertures for reflection removal.

Blur and reflections may only occur in certain part of the image, while the re-

maining part of the image is sharp and dominated by background layer. According

to our observation, the methods that are more capable of handling strong reflections

is likely to oversmooth the regions without reflections. The attention mechanism

might be useful in attend to the regions according the level of blur and reflection.

Recently, transformer network proposed by Vaswani et al. (2017), which was

originally designed for machine translation, has obtained promising results in the

field of computer vision as well. It is worth investigating its application to computer

photography problems.
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