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Abstract

In this thesis, we first study the two ill-posed natural language processing tasks related to

stock prediction, i.e. stock movement prediction and financial document-level event extrac-

tion. While implementing stock prediction and event extraction, we encountered difficulties

that could be resolved by utilizing out-of-distribution detection. Consequently, we presented

a new approach for out-of-distribution detection, which is the third focus of this thesis.

First, we systematically build a platform to study the NLP-aided stock auto-trading al-

gorithms. Our platform is characterized by three features: (1) We provide financial news

for each specific stock. (2) We provide various stock factors for each stock. (3) We evalu-

ate performance from more financial-relevant metrics. Such a design allows us to develop

and evaluate NLP-aided stock auto-trading algorithms in a more realistic setting. We also

propose a system to automatically learn a good feature representation from various input

information. The key to our algorithm is a method called semantic role labelling Pooling

(SRLP), which leverages Semantic Role Labeling (SRL) to create a compact representation

of each news paragraph. Based on SRLP, we further incorporate other stock factors to make

the stock movement prediction. In addition, we propose a self-supervised learning strategy

based on SRLP to enhance the out-of-distribution generalization performance of our sys-

tem. Through our experimental study, we show that the proposed method achieves better

performance and outperforms all strong baselines’ annualized rate of return as well as the

maximum drawdown in back-testing.

Second, we propose a generative solution for document-level event extraction that takes

xix



into account recent developments in generative event extraction, which have been successful

at the sentence level but have not yet been explored for document-level extraction. Our pro-

posed solution includes an encoding scheme to capture entity-to-document level information

and a decoding scheme that takes into account all relevant contexts. Extensive experimental

results demonstrate that our generative-based solution can perform as well as state-of-the-

art methods that use specialized structures for document event extraction. This allows our

method to serve as an easy-to-use and strong baseline for future research in this area.

Finally, we propose a new unsupervised OOD detection model that separates, extracts,

and learns the semantic role labelling guided fine-grained local feature representation from

different sentence arguments and the full sentence using a margin-based contrastive loss.

Then we demonstrate the benefit of applying a self-supervised approach to enhance such

global-local feature learning by predicting the SRL extracted role. We conduct our experi-

ments and achieve state-of-the-art performance on out-of-distribution benchmarks.

xx



Chapter 1

Introduction

Stock prediction has gained popularity in machine learning with the advancement in technol-

ogy and social media. Stock prediction based on Natural Language Processing techniques is

a promising solution since text information, e.g., tweets or financial announcements, strongly

correlate with stock prices. Stock prediction is a complex and challenging task that involves

using various data sources and techniques to make predictions about the future movements

of a stock’s price. The fluctuation of stock prices is influenced by a complex array of factors,

including company earnings reports, national policies, influential shareholders, and expert

speculations on current events. Therefore, there is a need to utilize specific natural language

language techniques for stock market prediction tasks, such as stock movement prediction

and financial document-level event extraction. The task of stock movement prediction in-

volves utilizing historical data and financial information to forecast the future movements

of a stock’s price. On the other hand, financial document-level event extraction is the pro-

cess of identifying important financial information from documents such as news articles or

company announcements.

For stock movement prediction, existing approaches [12, 56, 93, 124, 150, 152, 162]

are based on market sentiment analysis and use news to predict the related securities’ price

movement on the following trading day(s). Despite the limited success in those studies, the
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current works are still far from realistic for three reasons: Firstly, previous methods ignore

the financial factors, which play a key role in practical trading. Secondly, these models

are evaluated only on intermediate performance metrics, e.g., stock movement prediction

accuracy. It is unclear how well they can support a practical trading system to make sufficient

profit. Thirdly, the model often performs well on in-distribution data but fails in out-of-

distribution data, which requires high generalization ability.

In recent years, with the rising trend of digitization in the finance domain, Event Extrac-

tion has become an increasingly important accelerator to business development. Continuous

economic growth has witnessed exploding volumes of digital financial documents, such as

financial announcements from listed companies. Such large amounts of announcements call

event extraction to assist investors in extracting valuable structured information to sense

emerging risks and find profitable opportunities timely in the stock market. Document-level

event extraction is a challenging task in NLP because it requires a thorough comprehension

of the document and an aggregated ability to assemble arguments across multiple sentences.

In addition, the real world is open and full of unknowns, especially in the stock market,

presenting significant challenges for a news analyzing model that must reliably handle di-

verse inputs. We observed that out-of-distribution(OOD) uncertainty arises when a model

sees input that differs from its training data distribution. The prediction may lead to a failed

investment decision, which the model should not predict. Moreover, the most benchmark

dataset of document-level event extraction was created automatically by the distant super-

vision approach, which might have a relatively higher annotation error rate. This scenario

requires the model to reject inputs that are semantically different from the training distribu-

tion, therefore, should not be predicted by the model.

2



1.1 Motivation

Stemming from the success achieved by the aforementioned modern methods, the overall

objective of this thesis is to develop transformer-based methods to solve the stock movement

prediction, out-of-distribution detection, and document-level extraction tasks. Though there

are many successful applications of deep learning in stock market prediction-related tasks, it

brings more difficulties and challenges as well, including:

1. Factor investing is an investment approach that targets quantifiable firm characteristics

or factors that explain the differences in stock returns. Stock characteristics that may

be included in a factor-based system contain low volatility, value, momentum, asset

growth, and profitability. Factor-based strategies may help investors meet particular

investment objectives—such as potentially improving returns or reducing risk over

the long term. However, precious stock movement prediction datasets and methods

ignore the stock factors which play a crucial role in practical trading. The first research

question is: Would it be helpful to use stock factors for stock forecasting?

2. In addition to general stock factors, another important indicator is the financial an-

nouncements related to the company’s performance. The performance of a company

will be reflected in the stock price. If we can understand the performance of the com-

pany well, it can help to predict the stock. The current method is that the investors

look at the earnings report to judge the rise or fall of the stock based on subjective

judgment. The third question is: Can we automatically extract the key information

of the stock in the financial announcements?

3. The stock market is constantly changing and full of unknowns, presenting significant

challenges for stock movement prediction models that must reliably handle diverse

inputs such as news which is a common input indicator in stock movement prediction.

Out-of-distribution(OOD) uncertainty arises when a model sees input news that differs

3



from its training data distribution. The prediction for an out-distribution sample may

lead to a failed investment decision, which requires accurate ood detection to solve this

problem. However, previous ood detection works in NLP identify the ood instance by

leveraging a single global feature embedding to represent the sentence, which cannot

characterize subtle ood patterns well. The second question is: Can we find a better

method to characterize subtle ood patterns?

1.2 Main Contributions and Thesis Outline

1.2.1 Main Contributions

This thesis aims to meet the needs of building realistic stock prediction tasks using NLP

and machine learning. In an effort to address some of the challenges, we are devoted to

developing algorithms for stock movement prediction, document-level event extraction, and

out-of-distribution detection in the following perspectives:

• For the stock movement prediction task, our Astock platform is characterized by three

features: (1) We provide financial news for each specific stock. (2) We provide various

stock factors for each stock. (3) We evaluate performance from more financial-relevant

metrics. Such a design allows us to develop and evaluate NLP-aided stock auto-trading

algorithms in a more realistic setting. In addition to designing an evaluation platform

and dataset collection, we also made a technical contribution by proposing a self-

supervised system to automatically learn a good feature representation from various

input information.

• For document-level event extraction task, we explore the current methods for extract-

ing events at the document level, which often involve custom-designed networks and

processes. We question whether such extensive efforts are truly necessary for this

task. Our research is motivated by recent developments in generative event extraction,
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which have shown success in sentence-level extraction but have yet to be explored for

document-level extraction. To fill this gap, we propose a generative solution for finan-

cial document-level event extraction, which is more challenging due to the presence of

scattered arguments and multiple events. We introduce an encoding scheme to capture

entity-to-document level information and a decoding scheme that makes the genera-

tive process aware of all relevant contexts. Our results indicate that using our method,

a generative-based solution can perform as well as state-of-the-art methods that use a

specialized structure for document event extraction, providing an easy-to-use, strong

baseline for future research.

• For the out-of-distribution detection task, we present a novel unsupervised approach

for detecting out-of-distribution samples, called Semantic Role Labeling Guided Out-

of-distribution Detection (SRLOOD), which leverages semantic role labeling (SRL)

to extract and learn fine-grained local feature representations from various sentence

arguments, as well as global feature representations of the entire sentence. Our ap-

proach employs a margin-based contrastive loss to separate and extract these features.

A novel self-supervised approach is also introduced to enhance such global-local fea-

ture learning by predicting the SRL extracted role. The resulting model achieves SOTA

performance on four OOD benchmarks, indicating the effectiveness of our approach.

1.2.2 Thesis outline

The structure of this thesis is organized as follows.

In Chapter 2, we first review previous state-of-the-art methods for stock movement pre-

diction, OOD detection and event extraction. Also, we provide a detailed literature review

on the basics of machine learning methods.
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In Chapter 3, we study the problem of NLP-based stock prediction and make two major

contributions to this field: (1) We develop a new dataset called AStock, featured by its large

number of stocks, stock-relevant news, and availability of various financial factors. (2) We

propose a new stock movement prediction system based on two novel techniques.

In Chapter 4, we propose a generative solution for document-level event extraction that

takes into account recent developments in generative event extraction. Our proposed solution

includes an encoding scheme to capture entity-to-document level information and a decod-

ing scheme that takes into account all relevant contexts.

In Chapter 5, we propose a simple yet effective approach to learn from both global and

local fine-grained feature representationto detect OOD instances in NLP.

In Chapter 6, the conclusion and the potential future works are discussed.

1.3 Problem Formulation

In this thesis, we focus on NLP techniques to solve the tasks of (1) stock movement predic-

tion (2) document-level event extraction for the financial announcement (3) out-of-distribution

detection on the text data. The purpose is to build a system to predict the stock movement

accurately, detect the ood instances that can cause severe semantic shift problems, and auto-

matically extract the financial event records from a whole document.

1.3.1 Stock Movement Prediction

The problem of stock movement prediction can be formulated as a supervised learning prob-

lem, where the goal is to predict the stock movement direction of a stock based on its histor-

ical data. This can be done using various machine-learning techniques, such as regression or

6



classification algorithms. The input information could be the historical data of the stock, such

as its past prices, trading volumes, and other relevant financial indicators such as company

announcements or stock factors. We formalize movement based on the difference between

the adjusted closing prices of the stock s ∈ S on trading days d and d− 1. We can formulate

stock movement prediction as a classification problem. Give stock s ∈ S, and historical data

for stock s over a lookback window of T days over the day range [t− T, t− 1], we define

the price movement of stock s from day t− 1 to t as :

Yt =

0, pdc < pd−1
c

1, pdc >= pd−1
c

(1.1)

where pdc represents the widely used adjusted closing price 1 of a given stock on day t. In this

formula 1.1, 1 represents a rising trend in the price, and 0 represents a price downfall trend.

In addition, some works might include an extra neutral class representing the little change in

price.

1.3.2 Document-level Event Extraction

Event extraction aims to identify the specific type of events and extract the corresponding

event arguments from given texts, and event extraction tasks can be divided into sentence-

level event extraction and document-level event extraction. Despite successful efforts to

extract events within a sentence, many real-world applications such as finance, legislation,

or health require DEE, where the event information scatters across multiple sentences in

a whole article. Figure 1.1 illustrates an example that one Equity Overweight(EO) Equity

Underweight (EU) event records are extracted from a financial announcement document.

Extracting information about the EU event is easier because all the related arguments are in

the same sentence. However, the arguments for the EO record appear in different sentences,

1https://www.investopedia.com/terms/a/adjusted closing price.asp
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making it more difficult to identify the event. It is important to consider the relationships

between sentences and entities when trying to identify events in a document. In addition, a

document may contain multiple related events at the same time, and being able to understand

the connections between these events is crucial for successful extraction. It is a major chal-

lenge to model the interdependence between correlated events in this task, as demonstrated

in the example where the two events are related because they involve the same transaction

and have the same start date.

Figure 1.1: An example of a document from a Chinese dataset proposed by Zheng et al.
[236] that was created to study the document-level event extraction for stock companies’
announcements. The document has been translated into English for this illustration. Entity
mentions are highlighted. The original document can be found in Appendix A. Due to space
constraints, only four sentences and three additional roles for each event type are shown.

In document-level Event Extraction, we will be dealing with three main concepts: entity

mentions, event arguments, and event records. An entity mention is a part of the text that

refers to a specific entity. An event argument is an entity that plays a specific role in an
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event. Event roles are predetermined for each event type. An event record is an entry for a

particular event type that includes the arguments for the different roles in the event. For sim-

plicity, we will just refer to event records as ”records” in the following sections. Following

Zheng et al. [236], given a document composed of sentences D = {Si}Di=1 and a sentence

containing a sequence of words si = {wi}|Si|
j=1, the task aims to solve three sub-tasks: (1)

entity extraction: extracting entities ε = {ei}|ε|i=1 from a document to serve as argument

candidates. An entity may be mentioned multiple times in a document. (2) event types de-

tection: The goal is to identify specific types of events that are expressed in the document.

(3) event records extraction: finding appropriate arguments for the expressed records from

entities. It is worth noting that this task does not require identifying event triggers, which

reduces the manual effort required for annotation and makes the potential applications of this

task more widespread.

1.3.3 Out-of-distribution Detection

Out-of-distribution detection is a process that identifies data samples that come from a dif-

ferent distribution than the one the machine learning model was trained on. The distribu-

tion being referred to here is typically the ”label distribution”, which means that the out-of-

distribution samples should not have the same labels as the training data. In other words, ood

detection should not negatively impact the model’s ability to classify data from the original

distribution (called the ”in-distribution” or ID), i.e., P (Y ) ̸= P ′(Y ). It’s important to note

that the training set typically contains multiple classes, and ood detection should not interfere

with the model’s ability to classify these classes correctly.

We formally define the OOD detection task as follows: Given a primary task of natural

language classification (such as sentence classification or natural language inference), we

aim to develop an auxiliary function, f(x) : χ → R, that assigns an OOD score to an

instance x to be classified. The function should return a low score for ID instances where

y ∈ γtrain train and a high score for OOD instances where y /∈ γtrain y is the underlying label
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for x and is unknown at inference. During inference, a threshold for the OOD score can be

set to filter out most OOD instances.
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Chapter 2

Literature Review

In this chapter, I will go through the related works in a detailed literature. As the topics of the

thesis are stock prediction on machine learning and NLP. I will first review the conventional

methods and deep learning-based methods of the applications including stock movement

prediction, out-of-distribution detection and event extraction. Then, I will introduce the

basics of most common machine learning methods.

2.1 Conventional Methods Applications

2.1.1 Stock Movement Prediction

Conventional methods in stock movement prediction can be roughly categorised into four

groups: (1) Support Vector Machines(SVM), (2) Ensemble Models, (3) Genetic Algorithms

and (4) Decision Trees.

• SVM-based. Xie et al. [208] developed a method for predicting changes in stock prices

using financial news. They use semantic frames to understand the context of specific

sentences and identify the impact of certain companies on the stock price. To do this,

they have introduced a new way of organizing information called a tree representation
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by using support vector machines and tree kernels. Wen et al. [204] proposed a new

intelligent trading system that combines stock box theory and support vector machine

algorithms to predict oscillation boxes. According to box theory, successful stock buy-

ing and selling often occurs when the price breaks out of its original oscillation box

into a new one. The system uses two SVM estimators to forecast the upper and lower

bounds of the price oscillation box, and then creates a trading strategy based on these

forecasts to make trading decisions. Ren et al. [171] integrated sentiment analysis into

a machine learning method based on support vector machine and also considered the

day-of-week effect in constructing more reliable sentiment indexes. The empirical re-

sults showed that the accuracy of forecasting the movement direction of the SSE 50

Index can reach as high as 89.93% with an 18.6% increase after introducing sentiment

variables. This model can help investors make more informed decisions and suggests

that sentiment may contain valuable information about the fundamental values of as-

sets and can act as a leading indicator of the stock market.

• Ensemble-based. Huang et al. [87] proposed an approach for detecting trading patterns

using a biclustering algorithm. They used these patterns to predict market movements

using a Naive Bayesian algorithm. They also applied the Adaboost algorithm to im-

prove the accuracy of forecasting. Yang et al. [216] developed a new ensemble predic-

tion model called SRAVoting for predicting stock price movement trends. To create

this model, they first identified the most relevant training features using the maximal

information coefficient (MIC) and then combined three well-performing classifiers:

support vector machine (SVM), random forest (RF), and AdaBoost (AB). They also

proposed stock buy and sell strategies for different investing periods (day-span, week,

and month). Finally, they tested our model and strategies using Chinese stock price

indexes and technical indicators.

• Genetic Algorithms. Hu et al. [81] used genetic algorithms to predict the price move-
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ments of 10 stocks listed on the Taiwan Stock Exchange. They compared the perfor-

mance of their predictions to those made using linear and logistic regression models.

They found that the genetic algorithm-based system increased the accuracy of the base

models when tested using temporal validation windows. Leitao et al. [108] proposed

a method for discovering patterns in financial time series data using a combination of

Perceptually Important Points (PIPs), Symbolic Aggregate approximation (SAX) rep-

resentation, and a Genetic Algorithm (GA). The PIPs and SAX are used to represent

the time series data, and the GA is used to generate investment rules and find optimal

solutions.

• Decision Trees. Previous works [17, 205, 238] used decision tree (DL) to forecast

stock market, which use a subset of randomly selected input variables.

2.1.2 Event Extraction

Event Extraction is a crucial yet challenging task in information extraction research. Event

extraction aims to identify the specific type of events and extract the corresponding event

arguments from given texts, and event extraction tasks can be divided into sentence-level

event extraction and document-level event extraction. This section reviews those conven-

tional methods for Event Extraction, like support vector machine (SVM), maximum entropy

(ME).

• Sentence-level Event Extraction task, Event Extraction task mainly follows the re-

quirements of ACE event extraction task that requires to identify the event type, ar-

gument, and judge the argument role. Ahn [3] proposed a typical pipeline processing

model including a nearest neighbor learning algorithm to detect the triggers and a

maximum entropy learner to identify the arguments. Chieu and Ng [29] proposed a

maximum entropy classifier to information extraction from semi-structured and free

text.

13



• Document-level Event Extraction task, Event Extraction aims to identify event types

and relevant event argument roles. Compared with sentence-level event extraction, the

main difference is that it is no longer requires to identify the triggers words. Li et al.

[112] proposed a joint model including trigger identification and event type classifica-

tion by integer logic programming(ILP) to solve the special characteristics of Chinese

event extraction. Specifically, they proposed two trigger detection models: one is

based on the conditional random field (CRF) and another one is based on maximum

entropy(ME). Li, Ji and Huang [113] proposed to incorporate global features which ex-

plicitly capture the dependencies of multiple triggers and arguments to predict triggers

and arguments simultaneously for the sentence level event extraction. Venugopal etal.

[194] proposed a model to reliably learn and process high-dimensional features though

SVMs and encoding their output as low-dimensional features in Markov Logic Net-

works (MLNs). Some previous works [7, 94, 114, 213] used an information network

to represent relations, entities, and events as an information network representation

based on structured prediction.

2.1.3 Out-of-distribution Detection

The research on the problem of identifying out-of-distribution data in low-dimensional spaces

has been well-studied in various contexts [165]. There are several common techniques that

are frequently used for detecting out-of-distribution examples in low-dimensional spaces, in-

cluding density estimation, nearest neighbor analysis, and clustering [32, 42, 62, 195]. The

density estimation approach estimates the probability density of the in-distribution data and

considers a test example to be out-of-distribution if it falls in an area of low density. The

clustering method uses statistical distance to identify groups of similar examples, and an

example is considered out-of-distribution if it is far from its nearest neighbors.
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2.1.4 Limitations of Conventional Methods

Although conventional methods have been successful progress in stock movement predic-

tion, OOD detection, and event extraction, the limitations are obvious and inevitable.

• Conventional methods are designed to work in low-dimensional spaces and may not

be effective when applied to high-dimensional data such as images.

• Conventional methods may not be robust to adversarial attacks, where an attacker

intentionally crafts inputs that are designed to fool the model.

• Many conventional methods rely on assumptions about the data distribution that may

not hold in practice, which can limit their effectiveness.

• Difficulty handling noise and ambiguities: Conventional methods may struggle to ef-

fectively handle noise and ambiguities in the data, which can be common in real-world

scenarios.

• Limited ability to capture complex patterns: Conventional methods may not be able to

effectively capture complex linguistic patterns and relationships in text.

• Limited ability to adapt to new domains: Conventional methods may not be able to

effectively adapt to new domains or handle shifts in the data distribution.

• Conventional methods often require the creation of hand-crafted features, hich can be

time-consuming to develop and may not generalize well to new domains.

2.2 Deep Learning Based Methods Applications

2.2.1 Stock Movement Prediction

As the deep learning models have become advanced, the models in predicting the stock

market have gradually changed from the conventional methods to deep learning methods,
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like Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM), Gated Recur-

rent Unit (GRU), Graph Neural Network (GNN). Furthermore, the latest works applied

Transformer-based models.

Recurrent Neural Network Based Models RNN [174] have been used in stock movement

prediction tasks as a way to analyze sequential data and make predictions based on past

trends. RNNs are well-suited for this type of task because they have a ”memory” that allows

them to incorporate information from previous time steps or input elements. This can be

particularly useful in stock prediction tasks because past trends and patterns may have an

impact on future stock movements. There are a number of ways that RNNs can be trained

and used for stock movement prediction, such as by using historical stock data as input and

training the RNN to predict future stock price movements. RNNs have shown promise in

stock movement prediction tasks and may be a useful tool for investors and traders. An

RNN can be regarded as a recurrent combination of several identical network cells, and the

output of each cell is provided as input to the next cell [107]. Each cell contains a set of

input, hidden, and output units. Regarding this problem, several variants of RNN have been

developed, including LSTM [76], GRU [30], Bidirectional LSTM (Bi-LSTM) [64]. These

models have improved the RNN and made gOOD progress in stock market prediction.

Long Short-Term Memory (LSTM). LSTM models have the advantage of long short-term

memory in processing text and time series prices, which perform well in stock market pre-

diction. LSTM solves the problem of storing information at longer time intervals based on

the gradient method compared with RNN models. Akita et al. [4] proposed a Paragraph

Vector method to represent the textual information and used LSTM for the prediction model.

In this experiment, ten companies are indicated as ten articles, where the vector of articles

is represented as Pt. These companies’ prices are represented as {c1, c2. . . , c10} at a single

timestep t concatenate as stock prices vector Nt. The input of LSTM is the combination of Pt
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and Nt. LSTM significantly outperforms the baselines, Multi-Layer Perceptron (MLP), Sup-

port Vector Regression (SVR), and Simple-RNN, for the opening prices prediction. Ma et al.

[144] proposed the News2vec model, in which dense vectors represent news features. They

used LSTM with the self-attention mechanism as the predictive model. This text embed-

ding model News2vec contributes to mining the potential relationship between news and its

event elements. Nelson, Pereira and Oliveira [156] used the LSTM method to realize stock

movement prediction. However, the model inputs are numerical information, including stock

prices and volume.

In stock prediction work, processing stock prices as a time series analysis is typical, but

few people consider the potential time dependency of the data. Zhao et al. [235] proposed

a time-weighted LSTM model with trend retracement, which assigned weights to data based

on the temporal nearness towards the data to be predicted. The hybrid models, a combination

of LSTM with other models, are proposed to get better prediction performance. Polamuri et

al. [166] proposed the Generative Adversarial Network-based Hybrid Prediction Algorithm

(GAN-HPA) to implement the Stock-GAN developed from a GAN-based framework. The

framework takes different inputs, such as stock datasets and hyperparameters. The algorithm

uses linear and non-linear models to extract features from the dataset. The hyperparame-

ters and the pre-processing results are used as inputs to the LSTM, with the output of the

generator and raw data being provided to the discriminator. Finally, they applied Bayesian

approximation to adjust the parameters and update the prediction results. The main contri-

bution of Wang et al. [203] was dynamically extracting potential representations of financial

market trends from transaction data. They proposed a hybrid Convolutional LSTM-based

Variational Sequence-to-Sequence model with Attention (CLVSA). The model consists of

convolutional LSTM units and the sequence-to-sequence framework with self-attention and

inter-attention mechanisms.

Nguyen and Yoon [161] proposed a deep transfer with related stock information (DTRSI)

framework involving stock relationships in predicting stock price movement. The LSTM
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cells are used when pre-training on large-scale data to obtain optimized parameters, and

then the base model is fine-tuned using a small amount of target data to obtain the final

model. They solved the overfitting problem due to insufficient sample size and considered

the relationship between stocks.

The perturbations added in the adversarial training can reasonably simulate the stock

price with the stochasticity characteristics, which can improve the effectiveness of the stock

movement prediction. In 2019, Feng et al. [60] proposed the attentive LSTM and adversarial

training to predict the movement of the stock market. To predict multiple stock market prices

simultaneously, Ding and Qin [44] proposed an associated network model consisting of three

branches predicting the opening price, the lowest price, and the highest price, respectively.

Chen et al. [19] employed the Bi-LSTM to encode the stock data and financial news

representations in their models, the Structured Stock Prediction Model (SSPM) and multi-

task Structured Stock Prediction Model (MSSPM). They also involved the trading events

representations consisting of the event roles embeddings, which are the subject and object

extracted via Standford CoreNLP 2 [169]. The MSSPM is innovatively jointly trained on

the tasks of stock prediction and event extraction, since the authors believed these two tasks

had intrinsic relations, and a precise extraction result benefits the stock prediction result. To

make time-aware predictions, Sawhney et al. [179] proposed a hierarchical learning method

named FAST for ranking stocks based on expected profit. This model used a time-aware

LSTM to model the temporal irregularities in news and tweets. The FAST shows the posi-

tive effects of factoring the in-text fine-grained temporal irregularities in the simulations on

the S&P 500 and China A-shares indexes. Li and Pan [123] believed that the movement of

stock prices is influenced by many factors, and they proposed an ensemble deep learning

model consisting of LSTM and GRU. For the textual information, they predetermined win-

dow size by referring to psychology and economic theories according to the persistence or

transience of the news impact.
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Gated Recurrent Unit (GRU). GRU is developed from LSTM, and it works well in stock

market prediction. This model not only helps alleviate the problem of vanishing gradients

but also improves training speed by reducing the number of cells [30]. Inspired by Qin

et al. [168], who proposed a dual-stage attention-based RNN for time series prediction,

Yang et al. [218] proposed a dual-level attention mechanism, which is based on a gated

recurrent units network (GRU) model. The principle of the attention mechanism uses input

attention to allocate different weights to different financial news titles according to their

contribution to the stock price. They paid attention to explaining the reasons for stock price

prediction and avoided errors generated by natural language processing tools that can affect

the final result. Similarly, Li, Shen, and Zhu [110] also considered the weights of inputs to

avoid the input of useless factors affecting the final result, and they proposed a novel multi-

input LSTM (MI-LSTM) model to differentiate between mainstream and auxiliary factors

through the attention mechanism and assign different weights to these inputs. To solve the

challenge of chaotic news, Hu et al. [82] designed a Hybrid Attention Network (HAN) with

a self-paced learning mechanism by considering the credibility and comprehensiveness of

financial news. This hybrid attention network consists of two attention layers, news-level

attention and temporal attention level bi-directional GRU layer are adopted to encode the

temporal sequence of corpus vectors. After back-testing, the annualized rate of return in the

simulated transactions has been considerably improved. Some of the work takes the experts’

opinions into account. Wang et al. [199] proposed a framework for stock prediction based

on high-quality investment opinions from experts. The multi-view fusion network stance

detection model called MFN determines texts’ upside and downside investment opinions

by integrating text features from multiple views and relevant knowledge from the financial

domain. A stance aggregation module identifies and aggregates high-quality opinions based

on a dynamic expert mining procedure. Finally, a stock prediction module is used to predict

the future trend of individual stocks using the input expert opinion indicators from the first

two sections. The prediction component first employs a GRU to encode a time-ordered
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sequence of features. Then a time-aware attention mechanism is used to incorporate hidden

states in the stocks dynamically. The real-world dataset validates the model’s validity in

making investment recommendations and individual stock predictions.

Wang et al. [200] aimed to address the challenges of stock trend forecasting due to

non-smooth dynamics and complex market dependencies. They proposed a new Hierarchi-

cal Adaptive Temporal-Relational Network (HATR) to describe and predict the evolution of

stocks in 2021. The HATR progressively captures short- and long-term transition charac-

teristics from multi-scale local combinations of stock trading series by superimposing ex-

panding causal convolutions and gating paths. This model is similar to their previous work,

where they presented a dual attention mechanism with a Hawkes process and target-specific

queries, which helps to detect significant time points and scales conditional on individual

stock characteristics. In order to uncover latent interdependencies among stocks, they also

created a multi-graph interaction module that combines previous domain knowledge with

data-driven adaptive learning.

Convolutional Neural Network(CNN) Deep CNNs are broadly examined for effectiveness

on both Computer Vision (CV) and NLP tasks [92]. Ding et al. [47] further improved

the event embedding method [46] and introduced a CNN for training over the input history

event embedding where the pooling layer performs well on extracting the representative

event history features. One Universal CNN-based predictor (U-CNN pred) [78] is trained

through a layer-wise approach where the subCNNs layers are pre-trained sequentially until

the proposed model structure is completed. This model obtained reasonable results and was

proved effective due to the shallow model structure having less weight to be learned, thus

less likely to reach overfitting.

For exploiting the information underlying industrial relations, some models integrate

knowledge graphs with CNN to improve model performance. Deng et al. [39] proposed

a Knowledge-Driven Temporal Convolutional Network (KDTCN) for making interpretable
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stock predictions where the Open IE [58] is used to extract events linked to the knowledge

graph. Classic one-dimension convolutional layer has the problem of data leakage where the

data on time t may be convoluted from time t−1 and t+1. TCN overcomes this problem by

using causal convolution where the data on time t is convoluted with elements on time t and

earlier from the previous layer. The KDTCN model performs well in explaining the abrupt

price changes due to the convolutional layer extracting significant features in the price time

series.

The combination of CNN and LSTM could further improve time series prediction. Lu

et al. [140] proposed a CNN-LSTM model to predict daily stock closing prices where the

CNN model extracts features from 10-day historical data time series, and the LSTM model

makes the price prediction. In the following research, Lu et al. [141] developed and proposed

a CNN-BiLSTM-AM model. This model leverages the attention mechanism to capture the

historical influential stock fluctuation on price time series and improve the CNN-based model

performance. Wang et al. [202] proposed a CNN-BiLSTM model to make the stock closing

price prediction where they added a tanh function to the output gate of the Bi-LSTM and im-

proved the model performance. Mehtab and Sen [149] proposed a univariable convolutional

LSTM model for predicting the opening price of Indian stocks. The authors developed the

model performance by partitioning a 10-day time series into two 5-day data sequences to

enable the convolutional layer to extract more historical data features. Besides, GRU is also

introduced recently and proved efficient in processing. In the modelling of multiple stock

factors tasks, Zhou, Zhou, and Wang [239] proposed an ensembled stock market prediction

model consisting of CNN and Bidirectional GRU, which is feature-selection-based. CNN is

responsible for feature extraction, while GRU is responsible for processing the time series

data. They used the closing price of the stock market as the model output and all other data

as inputs and obtained results with less error than other basic models.

Graph Neural Network (GNN). Matsunaga Suzumura and Takahashi [148] used the knowl-
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edge graph to integrate the information of companies and GNN models as the individual

stock prediction model. Knowledge graphs can well represent the relationship between enti-

ties that represent companies in the direction of stock market predictions. One of the paper’s

novelties is the backtesting approach, which is achieved by using rolling window analysis.

Similarly, Ding et al. [49] developed their previous event-driven works [46, 47] and pro-

posed a Knowledge Graph Neural Tensor Network (NTN) model. This model encodes the

entity vectors representing the relationship between entities of extracted events and feeds

into the event-embedding learning process. This method alleviates the problem of event em-

bedding suffering the limitation of revealing the syntactic or semantic relationships between

two events.

Xu et al. [209] focused on the problem of stock price limit, and they proposed the Hier-

archical Graph Neural Network (HGNN) considering the different properties of the market

state. They constructed a stock market relationship graph and extracted stock information

from multiple market state views such as node view, relation view, and graph view in a hierar-

chical manner. They achieved high performance in classifying the type of price-limit-hitting

stock. Finally, the investment return ratio has been improved by using the proposed model.

Some works consider multiple information sources to predict the stock market. Li et al.

[122] proposed a GNN-based model for the fusion of multi-source heterogeneous subgraphs

for predicting the stock market. The datasets include three kinds of subgraphs representing

the relations of the stock market index, the stock market news, and the graphical indica-

tors. The fusion of three subgraphs is finally converted into a fully connected classification

layer to make predictions. Ang and Lim [6] used a graph encoding module to propagate

multimodal information across companies’ relationships. Moreover, an attention module is

also proposed for global and local information capturing among inter-company relations and

different modalities. The model performs robustly on three forecasting tasks and two appli-

cations on real-world datasets.
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Graph Convolutional Network (GCN). GCNs are the generalization of CNN to the graph

data. GCNs often combine with other deep learning models. Chen and Wei [26] proposed

a pipeline prediction model to integrate the relationship among corporations. Furthermore,

they proposed a joint prediction model based on the GCN model to form the whole network

by integrating more unconnected companies. In the graph, each corporation is abstracted

as a node, and each edge connecting two nodes represents the relationship between corpo-

rations. The weights of edges stand for the shareholding ratio between two corporations.

With the LSTM-based encoder layer, which can encode the historical features of corpora-

tions, GCN produces the most impressive performance. Similarly, Li et al. [119] proposed

an LSTM Relational Graph Convolutional Network (LSTM-RGCN) model to handle the

positive and negative correlation among stocks. The correlation matrix among companies

is calculated based on historical market data and shows the connection between companies.

The LSTM mechanism added to RGCN layers relieves the over-smoothing problem in pre-

dicting overnight stock price movement. A novel Gated temporal convolution is introduced

to learn the temporal evolution of stock features.

Most existing models focus on designing sequence models to capture the time depen-

dence between stock prices and information such as news. However, they do not make

full use of information from other highly correlated stocks. Yin et al. [222] introduced a

graph convolutional network model that combines GCN and GRU to fill this gap. GCN

extracts features from each stock price with a high degree of similarity. These extracted

feature sequences were fed into the GRU model to capture the time dependence. To con-

sider the relationship between stocks, Feng et al. [61] proposed the Relational Stock Rank-

ing (RSR) framework, which helps predict stock movement in a stock-ranking way. The

framework consists of three layers: a sequential embedding layer realized by using LSTM,

a relational embedding layer, and a prediction layer. Furthermore, they proposed a tempo-

ral graph convolution model to solve the ranking problem. Sawhney et al. [177] proposed

the Spatio-Temporal Hypergraph Convolution Network (STHGCN), which is the first hyper-
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graph learning approach. The hypergraph structure simulates the relationship among stocks,

and spatial hypergraph convolutions are used.

It is a challenging task to accurately predict the price movements of individual stocks

due to the influence of contingent events such as company operating conditions and public

opinions. Stock market indices reflect the overall stock price trend of a specific industry or

company in the stock market. They are less influenced by variables such as the operating

conditions of a single company and have better predictability. Wang et al. [197] used the

GCN to fuse the correlation of indicators in stock trend prediction. They proposed the MG-

Conv model based on a multi-Graph Convolutional neural network-based that constructs

static graphs between indices based on constituent stock data. Moreover, they designed dy-

namic graphs based on trend correlations between indices with different portfolio strategies

and defined multi-graph convolution operations based on both graphs.

Graph Attention Networks (GAT). GAT combines the graph neural network and the atten-

tion layers. Complex background noise can adversely affect GNN performance in a large-

scale graph. With attention, the GNN model focuses on the graph’s most critical nodes to

improve the signal-to-noise ratio. Furthermore, the Attention mechanism exploits the inter-

connectedness of graph nodes, distinguishes the hierarchical connections, and enhances the

practical information needed for the task. Kim et al. [95] proposed a hierarchical attention

network (HATs) using relational data to predict individual stock prices and market index

movements. LSTM and GRU are used as the feature extraction modules for the two tasks,

respectively. By aggregating different relation types of data and adding the information to

each representation, HATS achieves better results than other existing methods. Sawhney et

al. [176] proposed a multipronged attention network for stock forecasting (MAN-SF) by fus-

ing the information of financial data, social media and inter-stock relationships. It captures

multimodal signals through hierarchical attention to train a Graph Attention Network (GAT).

A common strategy for predicting the firm trend in terms of its relevant firms is to adopt
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graph convolution networks (GCNs) with predefined firm relations. However, through a

range of firm linkages, the bridging importance of which fluctuates over time, momentum

spillovers are transmitted. Cheng and Li [28] proposed an attribute-driven graph attention

network (AD-GAT) to capture the attribute-mattered momentum spillovers. This network ap-

plies the unmasked attention mechanism for inferring the dynamic firm relation underneath

the market signal, which is fusing a tensor-based feature extracting module. The proposed

model outperforms GCN, eLSTM [116], and TGC [61] in terms of accuracy and AUC in

experiments on the three-year data of the S&P 500.

Transformer Based Models. RNN is better suited for tasks dealing with temporal, sequen-

tial data such as financial news, tweets, and stock price time series. However, RNN struggles

to process long sequences since the model tends to forget the contents of the distant location

or mix the contents of nearby positions. The Transformer avoids recursion by processing sen-

tences using a self-attention mechanism and positional embedding. Hence, the Transformer

model has achieved promising results in many stock market prediction tasks presented in the

following content. Based on Transformer’s excellent capacity to capture long-term depen-

dencies, its based models will be utilized to tackle the problems of temporal dependence.

Li et al. [126] suggested a novel Transformer encoder attention (TEA) framework based

completely on attention mechanisms to handle time dependency difficulties in financial data

and expose hidden information in stock prices related to social media texts. The TEA model

employs a feature extractor and a cascade processor architecture. A Transformer encoder,

attention mechanism, and normalization technique comprise the feature extractor. To learn

the crucial information, the feature extractor effectively gathers aspects from past text and

stock prices for five calendar days. Similarly, Zhang et al. [231] introduced the Transformer-

based attention network (TEANet) architecture to handle the time-dependent problem uti-

lizing five calendar-day data. The TEANet framework consists of a deep textual feature

extractor that uses the Transformer and a concatenation processor to properly incorporate
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and balance the influence of numerous elements, such as tweets and market prices. Yoo

et al. [223] enhanced predicting accuracy by leveraging the connection between numerous

equities. For this purpose, they introduced the Data-axis Transformer with Multi-Level Con-

texts (DTML). It builds asymmetric and dynamic correlations in an end-to-end approach for

learning the correlations between stocks and providing the final prediction for all individual

stocks.

Many Transformer-based model papers use textual information as the input to capture

the sentiment of people in stock-related news media. Financial news sentiment analysis aims

to predict market reaction towards the hidden information in texts [221]. Li et al. [115]

believed that social sentiment played a leading role in reflecting the public’s views on stock

trends. A collection of social sentiments and professional opinions was collected from social

platforms and financial news articles. The obtained data would then be sent into a tensor

Transformer, which would be used for model training to eliminate noise and capture a more

intrinsic relationship. Furthermore, the trained model is utilized to investigate the effect and

function of social emotions using data from diverse sources. According to Liu et al. [132],

existing social media-based stock prediction algorithms covered only individual stock se-

mantics and correlations, but vast social media presented contradicting information. They

proposed a Capsule network based on Transformer Encoder (CapTE) to solve this problem

which contains a Transformer Encoder to capture deep semantic features and structured re-

lationships among tweets. Yang et al. [219] proposed a Hierarchical, Transformer-based,

multi-task (HTML) model for predicting short-term and long-term asset volatility. They

also used audio data to make predictions in addition to the common news and reports about

finance.

Chen et al. [21] developed the Gated Three-Tower Transformer (GT3) for multivariate

stock time series extracting and integration. In order to tackle the problem of limited recep-

tive fields, they created a Shifted Window Tower Encoder (CWTE) for capturing channel-

wise features from data embedding. To extract and aggregate multi-scale temporal informa-

26



tion, a Shifted Window Tower Encoder (SWTE) combined with multi-temporal aggregation

was developed. To acquire sophisticated text features, a vanilla Transformer encoder was

used as a Text Tower Encoder (TTE). Meanwhile, the Cross-Tower Attention method was

created to assist the model in learning the stock market tendencies and related meanings con-

veyed by the social media content. The features from CWTE, SWTE, and TTE are finally

fused through an adaptive gate layer efficiently and accurately.

Pre-trained Language Model. BERT is a Transformer-based language model predomi-

nantly used in pre-trained language models [41]. BERT was pre-trained in two innovative

training methods, masked-language modelling (MLM) and next sentence prediction (NSP)

[41]. MLM enables BERT to understand relationships between words, while NSP enables

BERT to understand long-term dependencies between sentences. The pre-trained model can

be fine-tuned to make it more suitable for specific tasks.

Financial news is considered one of the primary sources of stock market information and

impacts stock returns [121]. Dong et al. [51] proposed a BERT-LSTM model, where the

BERT extracted the stock price direction based on social media news, and the autoregressive

LSTM integrated information features as covariates. It can also utilize trends of historical

prices to predict the future direction of stock prices. Sonkiya et al. [184] employed the BERT

model to perform sentiment analysis on news and headlines about Apple Incorporation. The

sentiment scores obtained after sentiment analysis were used as input vectors. The GRU and

CNN were used as the generator and discriminator in the GAN to generate data continuously.

They can discriminate between true and generated samples on the stock price to achieve

the final desired prediction effect. The model’s early convergence is optimized by using

sentiment scores as input. Colasanto et al. [33] improved stock forecasting by utilizing

AlBERTo [167], a Transformer-based model, for Italian social media sentiment analysis.

This model calculates the sentiment values of various event news in the market that would

affect stocks.
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Instead of directly using the sentiment in texts for stock market prediction, some re-

searchers agreed that the news comments would influence the investors’ sentiment, thus af-

fecting their estimation of market trends and investment willingness. Li et al. [111] evaluated

and classified investor comments on news websites using the BERT pre-training model. To

validate the links between investor emotions and stock returns, a cross-sectional regression

analysis approach is applied. They employed a two-step cross-sectional regression validation

[59] to eliminate the heteroskedasticity problem in the samples and the consistency issue in

data. Zhao et al. [234] argued that stock commentary by experts is an essential reference

for accurate stock prediction. Therefore, BERT was chosen to translate the comments com-

ing from field experts more comprehensively and accurately, resulting in more reliable stock

movement predictions. They also argued that the input to BERT is fixed-length text, which

leads to poor performance in long text information exploration. For this reason, they used

the sliding window to segment the original text, expand the sample size, reduce over-fitting,

and comprehensively capture all the information of the lengthy text. Furthermore, the output

features of each layer of the BERT model are extracted, and the ablation strategy will be

invoked to extract useful information from these features.

The application of Bert in the stock market is not limited to price prediction or movement

prediction. Zhou et al. [243] presented a bi-level BERT-based model for detecting predefined

trading events, which is further adapted using a wide variety of financial texts. The low-

level model is a multi-label token classifier that identifies the events for each token in each

phrase. The high-level model combines the low-level model output with the entire article to

determine the likelihOOD of each event occurring. The ultimate trading strategy is based on

the recognized time and ticker, utilizing string matching the detected events. Hsu et al. [80]

adopted a selective perturbed masking (SPM) approach for aspect-based sentiment analysis.

SPM analyzes the value of each word in a sentence and replaces the insignificant word using

two replacement strategies without compromising aspect-level polarity to tackle readability

and semantic consistency issues. The authors experimented with SPM for stock price and
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risk change prediction as a real-world scenario for sentiment analysis to further evaluate it

in sub-tasks such as aspect term sentiment classification (ATSC) and aspect term extraction

(ATE).

2.2.2 Event Extraction

Sentence-level Event Extraction. Traditional sentence-level event extraction methods are

challenging to acquire thorough knowledge of features, making it difficult to advance in

the task of event extraction that requires an understanding of complex semantic relations.

Many recent event extraction efforts have utilized deep learning architectures such as CNNs

[24, 232], RNNs[158, 181], GNNs [36, 67, 137], Transformers[133, 220, 236], and other

networks[86, 229].

Nguyen et al. [160] proposed a joint framework to capture the inter-dependencies be-

tween arguments roles and triggers by using bidirectional recurrent neural networks. Some

previous works [157] and [24] both adopted convolutional neural network to reserve more

crucial information to help improve performance. Previous works [135, 137] proposed to

exploit argument information explicitly by attention mechanisms. Yang and Mitchell [213]

decomposed the learning problem into three subtasks: within-event structures, event-event

relations, and entity extraction, and then they integrate these learned models into a new model

that performs joint inference for triggers, semantic roles, and entities.

Chen et al. [25] proposed to automatically labeling training data via distant supervi-

sion for detecting key arguments and trigger words. Liu et al. [133] presents a new way

of approaching event extraction by treating it as a machine reading comprehension task.

The approach involves generating questions about an event based on its schema and using

a BERT-based model to answer those questions in order to extract information about the

event. This approach allows for the incorporation of advanced models from the field of ma-

chine reading comprehension and helps to address the issue of limited data availability in EE

by making use of large datasets from machine reading comprehension task.
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Du and Cardie [53] presented a new approach to event extraction that involves treating

it as a question-answering task. The goal is to extract the arguments of an event in a sin-

gle, end-to-end process. Lu et al. [142] introduced TEXT2EVENT, a method for extracting

events from text in a single, end-to-end process. It involves using a sequence-to-structure

network, a constrained decoding algorithm to incorporate event knowledge during the ex-

traction process, and a curriculum learning algorithm to improve the efficiency of the model.

The goal is to extract events in a unified manner.

Yang et al. [220] proposed a method for event extraction that addresses the issue of over-

lap between roles by separating argument prediction based on roles. Additionally, to address

the lack of sufficient training data, they also proposed a technique for creating labelled data

through editing prototypes and selecting the highest quality generated samples. Different to

Yang et al. [220], Ma et al. [143] does not need the design of heuristics, the proposed model

is able to generate representations of event arguments that are aware of the trigger, incorpo-

rate syntax through the use of dependency parses, and handle the issue of overlapping roles

with a role-specific argument decoder.

Document-level Event Extraction. Document-level Event Extraction (DEE) is the process

of identifying and extracting events that occur across an entire document, rather than just

within a single sentence. DEE poses two challenges that distinguish it from sentence-level

Event Extraction (SEE): (i) Arguments-scattering, where the arguments for a single event

may be spread across multiple sentences in the document, making it difficult to extract a

complete event record from a single sentence; (ii) Multi-events, where a single document

may contain multiple events occurring at the same time, requiring comprehensive modelling

of the interdependent relationships between these events.

To date, most works on DEE are focused on deep learning techniques, and research on

DEE can be broadly classified into two categories. The first category mainly focuses on

extracting the scattering event arguments from a document. Early approaches to document-

level argument extraction [52, 54] treated it as a slot-filling problem following the task setting

30



of MUC-4 [1]. Du and Cardie [52] believed that extracting events from a document can be

challenging because it requires considering the context of the entire document in order to

determine which pieces of text correspond to specific roles in an event. They developed

a new type of reader called a multi-granularity reader in order to combine the information

learned at different levels of detail including sentence and paragraph levels. Du et al. [54]

have taken another look at the difficult problem of extracting role-filling entities from a

document and found that there is still room for improvement. They have introduced a new

type of model based on transformers that are able to learn a representation of the entire

document and understand the relationships between role-filling entities and event roles. This

model performs better than other methods on the task and is better able to capture the way

that language is used to refer to entities within the document.

In addition, researchers have studied how to identify event arguments in a document,

given the event triggers, as part of the Argument-linking task in the RAMS dataset[55, 233].

However, this task assumes that the event triggers are already known, which may not be the

case in real-world scenarios. Instead of attempting to directly identify event arguments, some

approaches[84, 118, 214] follow a ”detect-then-extract” paradigm. This approach involves

first detecting events in a document and then extracting the arguments associated with those

events.

Recently, researchers [90, 215, 236] also attempt to conduct DEE task in a trigger-free

manner in ChFinAnn [236] which is a large-scale DEE dataset constructed from stock finan-

cial documents. Zheng et al. [236] developed a model called Doc2EDAG that can generate a

type of graph called an entity-based directed acyclic graph to effectively extract events from

a document. In addition, they redesigned the process of labelling events in a document by re-

moving the need for certain trigger words, making it easier to identify events at the document

level. Yang et al. [215] proposed an end-to-end model to extract structured events from a doc-

ument in a parallel manner. To do this, they applied a document-level encoder to understand

the context of the document and a multi-level decoder to generate events for the document
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simultaneously. The model was trained using a matching loss function that helps to optimize

the model’s overall extraction performance. Huang and Jia [90] leveraged the relationships

between entities and sentences within long documents to create an unweighted, undirected

graph representation of each document and introduced ”Sentence Communities” to represent

individual events as subgraphs. The proposed SCDEE method can identify multiple events

within a document by using graph attention networks to detect sentence communities and

address overlapping roles by predicting the roles of arguments.

2.2.3 Out-of-distribution Detection

In recent years, out-of-distribution detection methods based on deep learning models have

been proposed. The literature related to OOD on deep learning methods can be categorised

into the following themes: post-hoc detection methods [70, 89, 106, 128, 136, 185, 201],

confidence enhancement methods [13, 20, 68, 72, 164, 187, 224], and density-based methods

[100, 102, 180, 207, 244].

In 2017, Hendrycks and Gimpel [70] proposed the first baseline system for OOD detec-

tion task; they noticed that the maximum probability predicted by the softmax function for

in-distribution (ID) examples could be greater than the maximum probability predicted for

out-of-distribution (OOD) examples. This observation can be used as a simple baseline for

detecting OOD data. Liang et al. [127] proposed ODIN, a technique for out-of-distribution

detection that does not require modifying a pre-trained neural network. The method is based

on the idea that applying temperature scaling and adding small modifications to the input can

differentiate the softmax scores of in-distribution and out-of-distribution images, enabling

more accurate detection. Liu et al. [136] proposed a framework for out-of-distribution detec-

tion that uses energy scores. The approach demonstrates that energy scores are more effective

at distinguishing in-distribution and out-of-distribution samples compared to the traditional

method of using softmax scores. Energy scores are aligned with the probability density of

the input data and are less prone to overconfidence compared to softmax confidence scores.
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Within this framework, energy can be used as a scoring function for any pre-trained neural

classifier, or as a trainable cost function to specifically shape the energy surface for OOD de-

tection. Sun et al. [185] proposed ReAct, a method for reducing overconfidence in machine

learning models when they are applied to out-of-distribution data. The approach is based

on a novel analysis of the internal activations of neural networks, which showed distinctive

patterns for out-of-distribution data. ReAct can be effectively applied to various network

architectures and used with different OOD detection scores. Huang et al. [89] introduced

GradNorm, a method for detecting out-of-distribution inputs by using information from the

gradient space. GradNorm uses the vector norm of gradients calculated from the KL diver-

gence between the softmax output and a uniform probability distribution. The approach is

based on the observation that the magnitude of gradients is typically larger for in-distribution

data compared to out-of-distribution data, which makes them useful for OOD detection.

Most of the work is based on computer vision tasks. Despite the importance, few at-

tempts have been made the problem of detecting OOD data in NLP tasks. This also inspires

me to explore more on this important task. Tan et al. [186] proposed a Prototypical Network

that is resistant to out-of-distribution data for the task of zero-shot out-of-distribution de-

tection and few-shot in-distribution classification. The approach outperforms state-of-the-art

methods on the zero-shot out-of-distribution detection task, while also achieving competitive

results on the in-distribution classification task, as demonstrated by evaluations of real-world

datasets. Zhou et al. [240] proposed an unsupervised method for out-of-distribution detection

on the NLP tasks. The approach involves fine-tuning Transformers using a contrastive loss,

which improves the compactness of the learned representations and makes it easier to dif-

ferentiate out-of-distribution instances from in-distribution ones. The Mahalanobis distance

is then used to accurately identify out-of-distribution instances in the model’s penultimate

layer. Zeng et al. [227] proposed a supervised learning approach that used a contrastive

objective to minimize the variance within classes by bringing together in-domain samples

of the same class and maximize the variance between classes by separating samples from
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different classes. Additionally, they used an adversarial augmentation technique to gener-

ate diverse views of a sample in the latent space. Zhan et al. [228] proposed a method for

training a classifier to identify out-of-scope intent in an end-to-end manner by simulating

the test scenario during training. This approach does not make any assumptions about the

data distribution and does not require any additional post-processing or threshold setting.

To train the classifier, they created a set of pseudo outliers by generating synthetic outliers

using self-supervision on in-distribution data and sampling out-of-scope sentences from pub-

licly available open-domain datasets. The pseudo outliers are used to train a discriminative

classifier that can be directly applied to and perform well on the test task.

2.3 Basics of Machine Learning Methods

2.3.1 Conventional Methods

Genetic Algorithms Genetic Algorithms (GA) are a way of solving problems that involve

finding the best solution by simulating natural evolution [77]. They work by generating a

group of initial solutions (called a population), and then combining, changing, and altering

these solutions in each iteration. The solutions that perform the best, as measured by a fitness

function or objective function, are selected to be used in the next iteration. This process is

repeated until an optimal solution is found.

Support Vector Machines Support Vector Machines (SVMs) are a type of algorithm that

can be used for classification and prediction tasks. They work by finding a boundary or

hyperplane that maximizes the distance between two sets of data. The SVM algorithm can

also use a technique called the kernel trick to find these hyperplanes in higher-dimensional

spaces. SVMs are a popular choice for linear separation tasks because they often have good

performance and require few parameters to set [35].

Ensemble Models Ensemble techniques include Boosting, Bagging, and Stacking. Boost-

ing techniques are meta-ensemble algorithms that alter the distribution of training data to
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improve the performance of their models. They give more weight to training examples that

were not classified well by previous models. Bagging methods, on the other hand, do not

change the distribution of data and the most well-known Bagging algorithm is the Random

Forest, which trains a number of decision trees using a subset of randomly selected input

variables. Stacking techniques allow for the combination of multiple already trained models,

regardless of their type, whereas Boosting and Bagging mainly use decision trees [15].

Decision Tree A decision tree is a machine learning model that is used for classification

and regression [154]. It works by making decisions based on the value of an input feature

and proceeds down the tree until a prediction or classification is reached. Decision trees are

easy to understand and can handle both numerical and categorical data. They are efficient at

handling large amounts of data and can learn from data with missing or incomplete values.

They are also resistant to noise and outliers in the data, making them robust to changes in the

data distribution.

2.3.2 Transformer

The transformer model is a neural network architecture that has been successful in natural

language processing tasks. It was first presented in a 2017 paper [192] and has since been

widely used. One advantage of the transformer model is that it can process input sequences

faster than other types of neural networks because it can do so in parallel. It also uses self-

attention mechanisms to determine the importance of different input elements when making

predictions. The transformer model has performed exceptionally well on many natural lan-

guage processing benchmarks and is frequently used in industry. It is an encoder-decoder

model that is composed of several components, including:

• Encoder and Decoder: The encoder takes in an input sequence and produces a con-

text representation of it. This representation is then passed to the decoder, which uses

it to generate the output sequence.
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• Multi-head attention: The Transformer employs self-attention mechanisms, which

allow it to selectively focus on specific parts of the input sequence at different times

rather than processing the entire sequence in a predetermined order. These mech-

anisms are implemented using multi-headed attention, which enables the model to

simultaneously attend to multiple parts of the input.

• Position-wise feed-forward network: The Transformer includes a position-wise feed-

forward network that is applied to each position of the input sequence independently.

This network is made up of two linear transformations with a ReLU activation function

in between them.

• Residual connections and layer normalization: The Transformer utilizes residual

connections and layer normalization to improve the stability of the training process

and the model’s generalization capabilitie

2.3.3 Other Deep Learning Methods

RNN Recurrent neural networks (RNNs) [174] are a type of neural network that are effective

at analyzing sequential data, such as text, speech, and time series. They have a ”memory”

that allows them to consider past information when making predictions or classifications.

This is implemented through hidden states that are passed through the network and updated

at each step. RNNs can be trained using various algorithms, including backpropagation

through time and truncated backpropagation through time. They have been applied to a

range of tasks, including language translation, language modeling, and speech recognition.

LSTM Long Short-Term Memory (LSTM) is a type of recurrent neural network (RNN)

that is able to capture long-term dependencies in sequential data. LSTMs were introduced

by Hochreiter and Schmidhuber [76] in 1997 in their paper ”Long Short-Term Memory”.

LSTMs are able to remember information for longer periods of time by using gates to control

the flow of information into and out of the hidden states of the network. This allows LSTMs
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to effectively learn from long sequences of data and make predictions based on patterns that

may span multiple time steps. LSTMs have been applied to a wide range of tasks, including

language modeling, machine translation, and time series prediction.

GRU GRUs (Gated Recurrent Units) [31] are a type of RNN (recurrent neural network) that

was first introduced in 2014. They are similar to LSTMs (long short-term memory networks)

in their ability to capture long-term dependencies in sequential data, but they have a simpler

structure and fewer parameters, which makes them faster and easier to train. GRUs are able

to capture long-term dependencies in sequential data by using gates to control the flow of

information into and out of the hidden states of the network. These gates allow the GRU to

selectively decide which information to retain and which to discard, making it possible for

the network to learn from long sequences of data and make predictions based on patterns that

may span multiple time steps.

CNN Convolutional neural networks (CNNs) [104] are a type of neural network architecture

that is commonly used for image and video classification tasks. They are able to learn hi-

erarchical representations of the input data, which is useful for capturing the structure and

spatial relationships in images. Some common types of layers in a CNN include a convo-

lutional layers, pooling layers, activation layers and fully-connected layers. CNNs operate

by applying filters to the input data to extract features such as edges, corners, and textures.

These features are then transformed using activation functions, which allows the network to

learn more complex patterns. The output of a CNN is a prediction or classification based on

the patterns learned from the input data.

GNN Graph Neural Networks (GNNs) is a type of neural network that operates on graph-

structured data, which consist of nodes (entities) and edges (relationships) between them.

GNNs aim to understand the relationships between the nodes and use this information to

make predictions or perform other tasks. They operate by sending messages between nodes

and updating the node representations based on this message passing. GNNs have seen a lot

of recent attention and have been applied to various fields in natural language processing.
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Some notable works on GNNs include the Graph Convolutional Network (GCN) [99] and

the Graph Attention Network [193].

2.4 Conclusion

In conclusion, this chapter provides a comprehensive review of related works in the field

of stock prediction using machine learning and natural language processing. The chapter

includes an overview of conventional and deep learning-based methods for predicting stock

movement, detecting out-of-distribution data, and extracting relevant event information. The

chapter also introduces the fundamental concepts of the most common machine learning

techniques used in this field. Overall, this chapter serves as a valuable resource for anyone

interested in the intersection of machine learning, NLP, and stock prediction. It lays the

groundwork for further research and development in this exciting and rapidly evolving field.
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Chapter 3

Astock: An Automated Stock Trading

Based on Stock Movement Prediction

Analyzing Model

Natural Language Processing (NLP) demonstrates a great potential to support financial decision-

making by analyzing the text from social media or news outlets. NLP-aided stock auto-

trading algorithms are a type of algorithm that uses natural language processing (NLP) tech-

niques to analyze financial data, such as news articles and social media posts, to make predic-

tions about stock movements. These algorithms can be used to automate the trading process

by making buy and sell decisions based on the predictions made by the NLP model. NLP

techniques such as sentiment analysis, event extraction, and machine learning can be used

to process and understand large volumes of financial data, identify patterns and trends, and

make predictions about future stock movements.

In this work, we build a platform to study the NLP-aided stock auto-trading algorithms

systematically. In contrast to the previous work, our platform is characterized by three fea-

tures: (1) We provide financial news for each specific stock. (2) We provide various stock

factors for each stock. (3) We evaluate performance from more financial-relevant metrics.
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Such a design allows us to develop and evaluate NLP-aided stock auto-trading algorithms

in a more realistic setting. In addition to designing an evaluation platform and dataset

collection, we also made a technical contribution by proposing a system to automatically

learn a good feature representation from various input information. The key to our algo-

rithm is the method called semantic role labelling Pooling (SRLP), which leverages Se-

mantic Role Labeling (SRL) to create a compact representation of each news paragraph.

Based on SRLP, we further incorporate other stock factors to make the stock movement

prediction. In addition, we propose a self-supervised learning strategy based on SRLP to

enhance the out-of-distribution generalization performance of our system. Through our ex-

perimental study, we show that the proposed method achieves better performance and out-

performs all the baselines’ annualized rate of return as well as the maximum drawdown of

the CSI300 index and XIN9 index on real trading. Our Astock dataset and code are available

at https://github.com/JinanZou/Astock.

3.1 Introduction

Stock prediction has been an attractive task for a long time, and it is still challenging since the

stochasticity of the market and behaviour patterns of participators are fluctuating and elusive.

Stock forecasting based on Natural Language Processing (NLP) techniques is a promising

solution since text information, e.g., Twitter, financial news etc., is strongly correlated with

stock prices. However, the NLP-based stock forecasting research is still scattered without

unified definitions, benchmark datasets, and clear articulations of the tasks, which severely

hinders the progress of this field.

Existing approaches are usually based on market sentiment analysis [28, 178, 211].

Nguyen, Shirai and Velci [159] build a model to predict stock price movement using the sen-

timent from social media to forecast the stock price. In addition, some previous studies[47,

198, 211, 230] utilized the information of the price and text attempted to predict the future

42



A1V

    新型冠状病毒检测试剂研制

A0

completed
Development of 

Novel Coronavirus Test Reagent
MedicalSystem 
Biotechnology

美康⽣物 完成

SRL

Stock Symbol   300439.SZ
Date   20200123

 Pred ic t ion

INVESTING

Trading 
Policy

Stock Factors:

 

Free Float Share
Dividend Yield
Total Share
Open Price
......
Turn-Over Rate

12411
1.16

34530
12.48
.......
12.78

Figure 3.1: Overview of the automated stock trading system.

stock price based on that. Moreover, some news-based approaches [125, 199, 230] utilize

news to predict the related securities’ price on the following trading day(s). Ding et al. [47]

extract events from news articles, calculate event embeddings and use a deep convolutional

neural network to predict the direction of stock movements. Despite the limited success in

those studies, the existing works are still far from realistic for two reasons: Firstly, previous

methods ignore the financial factors, including some fundamentals 1, which plays a key role

in practical trading. Secondly, these models are evaluated only on intermediate performance

metrics, e.g., stock movement prediction accuracy. It is unclear how well they can support a

practical trading system to make sufficient profit.

To address the problems above, we construct a China A-shares market dataset with news

and stock factors called Astock. Specifically, we annotate all occurrences of the three trading

actions (long, preserve, short) in 40,963 news originating from Tushare 2 with an official

1https://www.investopedia.com/articles/fundamental/03/022603.asp
2http://tushare.org
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license, which describes the major financial events. The dataset also includes various stock

factors to build a more realistic system. Based on Astock, we establish a semantic role

labelling pooling (SRLP) method to build a compact representation for stock-specific news

and predict the stock movement. This work also explores how to leverage the self-supervised

method better to upgrade the SRLP method, which achieves outstanding performance for

classification and high domain generalization ability.

In experiments, we further propose a realistic trading platform that outperforms all the

baseline’s average returns and Sharpe Ratios over the CSI300 index and XIN9 index from

January 2021 to November 2021. Specifically, unlike other trading systems, we design a

dynamic transaction strategy for each trading movement detected by our model as shown in

Figure 3.1. Then, we analyze the profitability of the proposed strategy in real trading. The

primary contributions of this work can be summarized as follows:

• We construct a brand new Chinese stock prediction task dataset with stock-specific

news and stock factors.

• Our proposed SRLP characterizes the key attributes of financial events, which is conve-

nient for incorporating other stock factors and further creating a self-supervised mod-

ule on top of the SRLP method. Our self-supervised SRLP method obtains competitive

stock movement prediction and out-of-distribution (OOD) generalization results.

• We further evaluate algorithm performance on real-world trading from more financial-

relevant metrics. By conducting extensive experimental studies, we show that our self-

supervised SRLP achieves remarkable performance on these metrics. Furthermore, we

observe that the proposed trading strategies work well in practice.
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3.2 Related Work

3.2.1 Text-based Stock Prediction

Stock trend prediction has attracted many research efforts, given its critical role in decision-

making in stock investment. In general, traditional approaches mainly include technical and

fundamental analysis. The technical analysis relies on historical time-series data, such as

price and volume. The main goal of technical analysis is to discover trading patterns that can

be generalized into future predictions. Previous methods studied with recurrent neural net-

works (RNN), especially Long Short-Term Memory (LSTM) networks, have been employed

for a long time in stock prediction [4, 48, 169]. One limitation of the technical analysis is

that it is incapable of predicting the changing markets beyond the price data. On the con-

trary, fundamental approaches seek information from outside of historical market data, such

as the financial environment, business principles, and geopolitics. In recent years, the use of

text-based information, especially news and social media, has significantly improved the per-

formance of stock prediction tasks [28, 198, 211]. These methods usually rely on text-based

features and sentiment analysis to forecast stock movements [47, 65, 82, 211]. Researchers

have utilized a deep neural network to analyze financial news articles to predict stock trends

[47, 242]. Xu and Cohen [211] present a novel deep generative model that jointly exploits

text and price signals to predict the sixth day’s stock movement using the Twitter data and

price data of the previous five days. However, the impact of news on stock price is timely,

and it lasts for a short period. Therefore, it is unreasonable to predict the trend of the sixth

day by the data of the previous five days. To deal with this problem, we collect minute-level

data at the time of news release, which can predict the stock movement more accurately.

Xu et al. [210] propose a relational event-driven framework (REST) to forecast the stock

trend by constructing a stock graph and propagating the effect of event information from

related stocks. These approaches assume that the real-trading distribution is the same as

the training distribution, which is not realistic as it is difficult to generalize to future trad-
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ing. By contrast, our self-supervised SRL approach pays closer attention to the quality and

comprehensiveness of the news, which not only achieves more competitive stock movement

prediction performance compared to previous stock movement baselines and state-of-the-art

text classification baselines but also could help with out-of-distribution generalization on the

realistic trading platform.

3.2.2 Semantic Role Labeling and Self-Supervised Learning Approach

Semantic Role Labeling (SRL) is defined as the task that automatically answers the question

”Who did What, to Whom, Where, When, and How?” [147]. Semantic role labelling (SRL)

aims to disclose the predicate-argument structure of a given sentence, which could provide

a clear overlay that uncovers the underlying semantics of text [34]. Such shallow semantic

structures have been shown highly useful for a wide range of downstream tasks in natural

language processing, such as information extraction [214], machine translation [131] and

question answering [146]. However, previous stock movement prediction methods [47, 65,

82, 211] adopted the word or sentence level representation to predict the stock movement.

However, due to the lack of abstract information on the news, these approaches can overfit

the training data and fail to distinguish the key features of the news. To deal with this

problem, we utilized the SRL’s characteristics for extracting a clear overlay that uncovers

the underlying semantics of news.

Recently, self-supervised learning has become a very popular technique in the training

stage of NLP, which generates labels without any human intervention and learns common

language representations. Some researchers [91, 212, 237] have proven that self-supervised

learning strengthens the generalization ability of models as it improves the performance in

many tasks. For instance, masked language model [40] is widely adopted in pre-trained

language models, and can be considered as token-level self-supervised learning. We design

a self-supervised method based on our SRL approach to predict stock movement. Moreover,

the corresponding results will trigger the auto-trading actions on a strategy algorithm, which
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achieves better out-of-distribution performance and competitive returns compared with the

previous approaches [82, 211].

3.3 Data Creation

Table 3.1: The comparison between Astock and other existing widely-used stock movement
prediction dataset.

Dataset Num of Stock Text Source Price-level Stock Factors
DMFT’s dataset
[230] EMNLP 17’

50 % Daily %

StockNet’s dataset
[211] ACL 18’

88 Twitter % %

Dingxia’s dataset
[45] EMNLP 14’

500 News Daily %

Trade the event ’s dataset
[242] ACL 21’

% News % %

Ours 3680 Stock News
Minute-level when news published

Daily-level for all the stocks "

The stock movement prediction task aims to explore a realistic method to predict stock

movement with comprehensive and reasonable information in the China stock market. To

this end, it is important to have minute-level price information in the dataset and we are

motivated to collect one.

3.3.1 Standard of news and stock factors collection

There are two main components in our dataset: News and stock factors for the China stock

market. In terms of news data, there are 40,963 pieces of listed company news, including

company announcements and company-related news from July 2018 to November 2021. The

news data are split into two parts: the In-distribution split and the out-of-distribution split.

The in-distribution split is from July 2018 to December 2020 for training and testing where

the training set occupies by 80%, and the validation set and test set occupy 10% respectively.

The out-of-distribution split is selected from January 2021 to November 2021, which is used
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for OOD generalization testing. Every piece of news includes its published time and a corre-

sponding news summary. Factor investing is an investment approach that involves targeting

quantifiable firm characteristics or factors that can explain the differences in stock returns.

Factor-based strategies may help investors meet particular investment objectives—such as

potentially improving returns or reducing risk over the long term. Our Astock dataset covers

the 24 stock factors on each stock of the China A-shares including Dividend yield, Total

share, Circulated share, Free Float share, Market Capitalization, Price-earning ratio, PE for

Trailing Twelve Months, Price/book value ratio, Price-to-sales Ratio, Price to Sales ratio,

Circulate Market Capitalization, Open price, High price, Low price, Close price, Previous

close price, Price change, Percentage of change, Volume, Amount, Turn over rate, Turn over

rate for circulated Market Capitalization, Volume ratio. Furthermore, We compare Astock

with several widely used stock movement prediction datasets in Table 3.1. The value is re-

flected in the following aspects: (1) Astock provides financial news for each specific stock

over the entire China A-shares market. (2) Astock provides various stock factors for each

stock. (3) Astock provides minute-level historical prices for the news.

3.3.2 Task Formulation

We divide the automated trading system into two tasks: stock movement classification and

simulated trading.

Text-based stock movement classification

The goal of the stock movement classification task is to classify the effects of the input

information. We measure the impact of each piece of company news by the stock return rate.

In this paper, the news is annotated by the stock return rate r , and three cases are considered

in our annotation: outperforming, neutral, and underperforming as shown in Equation 3.1.

We further model the stock movement by classifying it into three categories. The ground

truth for those categories can be derived from r. Specifically, we follow the following rules
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to categorize the data into three classes after ranking all the news by r, which aims to find the

most strong signal of the stock movement and to reduce the disturbance of noises compared

to dividing the data evenly. After the domain experts gave us the advice and the experiments

with different thresholds were conducted, we set 20% as the threshold where the tunable

parameters a, b, c, and d are 20, 40, 60, and 20, respectively.

label=


outperforming if r ranked top a%

neutral if r ranked top b%-c%

underperforming if r ranked bottom d%

(3.1)

where r is the return rate of the news. We randomly select 80% of the in-distribution dataset

as the training set, and the other 20% is split evenly into validation and test sets.

Simulated Trading

Stock movement prediction accuracy may not necessarily translate to profitability of an auto-

trading system. To further investigate how the stock movement prediction can benefit for the

actual trading practice, we employ a practical trading strategy based on the stock movement

prediction results and evaluate various metrics for the trading actions. The trading strategy

details can be found on our GitHub page.

3.4 Methodology

This section describes the technical contribution of this work: a novel system for stock move-

ment prediction. Our system consists of two major components: semantic role labelling

pooling method and self-supervised learning based on SRLP, we will elaborate on those two

parts.
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Figure 3.2: Overall framework of our approach, including a domain-adapted pre-trained
model (RoBERTa WWM Ext), Semantic Roles Pooling, transformer layer, self-supervised
module (left part), and the supervised module (right part). The green arrow represents a
duplicate for the SRLP. The final result is generated from the stock movement classifier, and
the total loss is obtained from the self-supervised SRLP part and supervised stock movement
classification part.

3.4.1 Semantic Role Labelling Pooling

In this work, we propose to leverage the off-the-shelf semantic role labelling, i.e., Propbank

[98], to pool the output embeddings of a pre-trained language model to construct an alter-

native representation. The rationale is that the semantic roles in Propbank, i.e., verb (V),

proto-agent (A0), and proto-patient (A1), are general-purposed and are also strongly associ-

ated with the event arguments. We show an example of semantic role labelling for financial

news in Figure 3.3.

More specifically, we first use the Language Technology Platform (LTP) [18] to auto-
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Original text:科锐国际股东Career HK减持公司股份199万股,占公
司总股本的1.103%。

Translation: Career HK, a shareholder of Kerui international,

reduced 1.99 million shares of the company, accounting for 1.103%

of the total share capital of the company

A0 V A1

科锐国际股东Career HK 减持 公司股份199万股

Career HK, a shareholder of 

Kerui international
reduced 1.99 million shares

Figure 3.3: A Semantic role labelling example for a piece of news.

matically mark the semantic roles from the sentences of an entire piece of news and then

select V, A0, and A1 to represent the roles for each sentence. Secondly, for each sentence,

we process with a pre-trained language model to obtain a sequence of output embeddings

{s1, s2, · · · , sn}, where sn is the sentence length. We use V , A0 and A1 to denote the indices

of tokens corresponding to the V, A0, A1 components. At last, we perform pooling for em-

beddings with their indices falling into V , A0 and A1. We call this scheme Semantic Role

Labelling Pooling SRLP in short. Taking A0 as an example, the SRLP feature for A0 is

eA0 =
1

|A0|
∑
i∈A0

si (3.2)

For a sentence with N sets of V, A0 and A1, we concatenate eA0,eA1,eV of each sentence

and the financial factor F of the stock-of-interest into a data matrix:

E =


e1V ... etV ... eNV

e1A0 ... etA0 ... eNA0

e1A1 ... etA1 ... eNA1

F ... F ... F,

 (3.3)
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where E is output of the above process. Each column of E, denoted as ej , is the concate-

nation of ejV , e
j
A0, e

j
A1 and F. Each column in Equation 3.3 corresponds to one triplet. E is

then processed by a Transformer encoder in the same way as the standard text classification

to generate the stock movement prediction.

3.4.2 Self-Supervised Learning based on SRLP

Besides standard supervised training loss for stock movement classification, in this work,

we further propose to use a self-supervised training task as an auxiliary task to train the

network. For stock movement prediction, good generalization is highly desirable since the

training data is usually sampled from a period different from the test period.

A significant problem in practice is to ensure that our model generalizes to scenarios

different from the training set. We further create a self-supervised learning method on top of

the SRLP. Recent studies [73, 151] have shown that incorporating a self-supervised learning

task along with the supervised training task could lead to better generalization. As shown

in Figure 5.1, the self-supervised task is defined as predicting the position of one randomly

masked SRL role from all the roles of SRL in a piece of news. Intuitively, the self-supervised

learning task should be designed to encourage the favourable properties of features. In this

work, we propose to randomly mask one pooled embedding, i.e., ejV , ejA0 or ejA1, from a

randomly selected sentence, and then ask the network to identify the masked embedding

from a pool of candidate embeddings. Such a cloze-style task encourages the network to

perform reasoning over other unmasked cues to work out the missing item. We hypothesize

that such a reasoning capability is beneficial for understanding the financial news and thus

helps stock movement prediction.

Formally, we randomly select a ej from E and then select one element from ej = { ejV ,

ejA0, e
j
A1}, after that we replace the selected element with an all-zero vector, indicating a

”mask” operation. Taking masked V at the t-th sentence as an example, we denote the E

after this mask operation as E′.
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E′ =


e1V ... M ... eNV

e1A0 ... etA0 ... eNA0

e1A1 ... etA1 ... eNA1

F ... F ... F

 (3.4)

Then we feed E′ into the transformer to obtain a query vector sequence q ∈ Rd

q = Transformer(E′)[:, t] (3.5)

where [:, t] means extracting the t-th column of the vector sequences calculated by the

transformer. The unmasked SRLP-V features (or SRLP-A0, SRLP-A1 features, depending

on which type of SRLP feature is chosen) is also sent to an encoder to calculate candidate

key vectors: Formally, K ∈ Rd×N is defined as:

K = [fV (e
1
V ), · · · , fv(etV ), · · · , fV (eNV )] (3.6)

where fV is an encoder specified for encoding V-type SRLP feature. Then the query vector

is compared against each column vector in K and is expected to have the highest matching

score at the t-th location. This process could be implemented via matrix multiplication and

the softmax operation:

PSSL = Softmax(qK) (3.7)

and we hope the highest probability entry in Eq. 3.7 is at the t-th dimension. This require-

ment could be enforced via cross-entropy loss. Finally, the training loss for the models is

L = αLCLS + (1− α)LSSL (3.8)

where LCLS is the cross-entropy loss for the text classification and LSSL is the cross-entropy
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loss on the self-supervised learning prediction PSSL. α here is a trade-off parameter. We

set α as 0.8, and additional information and specific hyperparameters and the impact of this

running parameter can be found in Appendix B.3.

3.5 Experiments

In this section, we conduct experiments to evaluate the performance of the proposed model.

We first introduce our experimental setting. Then, we present the main results by comparing

our self-supervised SRLP against various previous approaches. We conduct experiments on

two different splits of our dataset for each model: In-distribution split and out-distribution

split. We also feed the prediction result of our method to the proposed trading strategy to

analyze the profitability through a back-test on real-world stock data.

3.5.1 Implementation Details

In our proposed model, we set the number of heads and layers of the transformer blocker to

1 and 2, respectively. The weights of LSSL and LCE are set to 0.8 (α) and 0.2, and we also

conduct the comparison study by choosing different alpha in Figure B.2. We use AdamW as

the optimizer and train the model for 20 epochs with a batch size of 16 and a fixed learning

rate of 1e-5. In addition, two epochs of linear warming up are used.

3.5.2 Evaluation metrics

We apply the accuracy, F1 score, recall and precision as the stock movement prediction

evaluation metrics. We also design a trading strategy based on news movement detection re-

sponses to back-test our model. For more details, please check Appendix B.1. The following

are the evaluation metrics for our experiments.
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Table 3.2: The performance comparison(%) of in-distribution evaluation on our scheme and
others to demonstrate the effectiveness of our self-supervised SRL method. " indicates
that the model adopted this Semantic role’s pooling information. - indicates that the method
does not adopt this semantic role’s pooling. % indicates that the semantic role’s pooling is
masked.

Model Resource
SRLP

Accuracy F1 Score Recall Precision
A0 V A1

StockNet [211] News - - - 46.72 44.44 46.68 47.65
HAN Stock [82] News - - - 57.35 56.61 57.20 58.41
Bert Chinese [40] News - - - 59.11 58.99 59.20 59.07

ERNIE-SKEP [188] News - - - 60.66 60.66 60.59 61.85
XLNET Chinese [37] News - - - 61.14 61.19 61.09 61.60

RoBERTa WWM Ext [37] News - - - 61.34 61.48 61.32 61.97
News + Factors - - - 62.49 62.54 62.51 62.59

SRLP News " " " 61.76 61.69 61.62 61.87
News + Factors " " " 64.79 64.85 64.79 65.26

Self-supervised SRLP News % " % 61.07 61.11 61.11 61.11
News % " " 62.36 62.32 62.43 62.64
News " " % 62.42 62.46 62.44 62.62
News % % " 62.15 62.15 62.15 62.59
News " % % 61.34 61.23 61.46 61.30
News " % " 62.97 63.05 62.93 63.47

Self-supervised SRLP News + Factors % " % 64.59 64.62 64.63 64.65
with Factors News + Factors % " " 66.82 66.81 66.90 66.82

News + Factors " " % 65.54 65.53 65.62 65.50
News + Factors % % " 65.34 65.21 65.43 65.43
News + Factors " % % 65.27 65.35 65.24 65.77
News + Factors " % " 66.89 66.92 66.95 66.92

Annualized Rate of Return is the geometric average of annual returns of each year over the

investment period. It measures over a period, either longer or shorter than one year, annual-

ized for comparison with a one-year return.

ReturnAnnual = (ReturnTotal)
NAnnual
NTotal (3.9)

Where NAnnual is the number of trading days in a year, NTotal is the number of the days in

the statistical period.

Maximum Drawdown is the maximum observed loss from a peak value to a trough value of
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a portfolio before a new peak is attained. Maximum Drawdown is an indicator of downside

risk over a specified period.

Maximum Drawdown =
Through V alue− Peak V alue

Peak V alue
(3.10)

Sharpe Ratio is used to help investors understand the return of an investment compared to

its risk. It is defined as: Sharpe Ratio =
Rp−Rf

σp
. Where Rp is the return rate. Rf is the

risk-free rate. σp is the standard deviation of the return rate.

3.5.3 Compared Methods

We re-implement the previous stock movement prediction models as baselines, including

StockNet [211], HAN Stock [82] . We also construct baselines by formulating the stock

movement prediction problem as text classification and use four strong pre-trained language

models as backbones. In addition, we also compare the CSI300 index, XIN9 index 3 against

the proposed method when analyzing the profitability of the proposed system. The descrip-

tion of those baselines is elaborated as follows.

StockNet StockNet [211] is a stock temporally-dependent movement prediction model which

also uses Twitter data and price information. Since the publication frequency of news is

much lower than that of tweets regarding a listed company. We only use historical news data

updated on a daily basis, which is different from the StockNet method, which makes each

prediction upon the Twitter data collected in five-day periods. Furthermore, the binary stock

movement prediction is replaced with the three-classes prediction for our Astock dataset.

HAN Stock Hybrid Attention Networks (HAN) Stock [82] is a stock trend prediction model

3Equivalent to the Standard and Poor’s 500 (S&P 500) or the Dow Jones Industrial Average (DJIA) in the
US stock market

56



based on a sequence of recent related news. There are three classes for the prediction task,

which are the same as ours. Because both news data and Twitter data are of the same text

type and are close in terms of text length, they are swappable when being fed to the model.

Specifically, since the module of the word vectors is for English text, and we replace the

module with the pre-trained word vectors from Chinese financial news [117] to make the

model adaptive to Chinese text.

XLNet-base-Chinese XLNet-base-Chinese [37] is a pre-trained language model learned via

a novel objective generalized permutation and auto-regressive language method. The model

is pre-trained from Chinese Wikipedia extended data, exhibiting excellent performance on

various downstream Chinese language tasks.

SKEP SKEP [188] is a Sentiment Knowledge Enhanced pre-trained language model, which

is designed for sentiment analysis. SKEP conducts sentiment masking and constructs three

sentiment knowledge prediction objectives to embed sentiment information at the word, po-

larity, and aspect levels into the model. We employ this model since the stock movement

prediction is highly related to the sentiment analysis of news.

RoBERTa WWM Ext RoBERTa WWM Ext [37] is a RoBERTa-based[138] pre-trained

language model which was pre-trained on Chinese Corpus. It masks whole Chinese words

instead of individual Chinese Characters (A Chinese word spans multiple characters without

a space in between).

Bert Chinese Bert [40] is a famous NLP pre-trained language model, which stands for the

Bidirectional Encoder Representations from Transformers. Bert Chinese is a Chinese version

of BERT, which was pretrained on Chinese Wikipedia.

For the above four pre-trained language models, we extract sentence embedding from the
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[CLS] token and attach a three-way classifier to predict the stock movements.

CSI300 index & XIN9 index We employ the CSI300 index and XIN9 index as the baselines

of the market performance. These two indexes represent the capitalization-weighted stock

market index, which are designed to replicate the performance of the top 300 stocks or 50

stocks traded on the Shanghai Stock Exchange and the Shenzhen Stock Exchange.

3.5.4 Stock Movement Evaluation

We first compare different methods on the task of stock movement prediction. We conduct

experiments on two different splits of our dataset: In-distribution split and out-distribution

split. In the in-distribution split, both training and testing data are sampled from the same pe-

riod while the out-distribution split uses data from different periods to construct the training

and testing data. In out-distribution split, we construct a new training/testing split by using

the data from July 2018 to December 2020 as training data and the data from January 2021

to November 2021 for the testing data.

In distribution evaluation The results are shown in Table 3.2. From the results, we make

the following observations:

• If only text information is used, the proposed SRLP approach achieves state-of-the-art

performance. Interestingly, we find that SRLP achieves superior performance when

further combining the stock factors. It outperforms RoBERTa WWM (News+Factors)

by more than 2%. We postulate that this is because the compact representation in

SRLP makes the incorporation of stock factors easier. Note that the proposed way of

incorporating stock factors (see Section B.2) does not only introduce extra modalities

for the stock movement prediction but also could make the text analysis module adap-

tive to the stock factors. This could be useful to model the scenario, like the effect of

a similar event could result in a different impact on the stock movement for a different

type of company.
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• The proposed self-supervised SRLP can further boost the performance of SRLP. In the

best setting of self-supervised SRLP, i.e., with V being masked, self-supervised SRLP

achieves more than 1% improvement over SRLP. The improvement is even larger when

the stock factors are provided, showing more than 2% improvement over SRLP (News

+ Factors), achieving 66.89% prediction accuracy. This validates the effectiveness of

the proposed self-supervised learning approach. Interestingly, we observe that mask-

ing A0 and A1 usually will not bring improvement. This is in contrast to the case of

masking V. Note that V encodes the type of an event, and the argument is encoded by

A0 or A1. It seems that predicting the type of events is a more effective self-supervised

learning task than working on the argument.

Out-distribution evaluation

In the experiments above, the training data and testing data are sampled from the same

period. Thus the distributions of training data and testing data are similar. For real-world

applications, the stock movement prediction model is applied to future data unseen at the

training time. Hence, it is critical to evaluate the model in such an out-of-distribution setting.

Table 3.3: The comparison (%) of the out-distribution evaluation on stock movement clas-
sification with StockNet, RoBERTa-WWM Ext, HAN Stock method and our method from
1/1/2021 to 12/11/2021.

Model Accuracy F1 Score Recall Precision

StockNet[211] 44.35 42.52 45.42 45.82

HAN Stock[82] 53.41 53.33 53.69 54.53

RoBERTa WWM Ext[37] 60.15 60.08 59.89 60.78

Self-supervised SRLP(V masked)+Factors 64.09 63.95 63.90 64.43

We first conduct an evaluation on the stock movement prediction task, and the results are

shown in Table 3.3. From the results, we can see that the proposed method is still comparably

competitive over other baselines. We further show the performance in each quarter of the
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test data in Table 5. We can see that the proposed method works well consistently across the

entire testing period. Our full model ”(self-supervised SRLP) + Factor” works particularly

well in the first and third quarters, leading to over 2% improvement.

Table 3.4: The comparison (%) of the out-distribution evaluation with StockNet, HAN Stock,
RoBERTa-WWM Ext and our method in each quarter from 1/1/2021 to 12/11/2021.

Model Quarter 1th Quarter 2nd Quarter 3rd Quarter 4th

StockNet[211] 42.84 46.98 43.60 45.60

HAN Stock[82] 54.95 58.37 50.89 51.19

RoBERTa WWM Ext[37] 62.62 65.00 56.50 54.87

Self-supervised SRLP(V masked)+Factors 65.84 66.87 61.59 60.88

3.5.5 Profitability Test in Real-world

Table 3.5: The comparison of profitability test on Maximum Drawdown(%), Annualized
Rate of Return(%), and Sharpe Ratio Rate(%) with strong baselines, XIN9, CSI300 and our
proposed method from 1/1/2021 to 12/11/2021.

Model
Maximum
Drawdown↓

Annualized Rate
of Return ↑ Sharpe

Ratio ↑

XIN9 -15.85 -15.38 -32.01
CSI300 -14.40 -9.34 -32.99
StockNet[211] -7.40 -22.42 -177.65
HAN Stock[82] -7.38 -13.50 -55.84
RoBERTa WWM Ext[37] -3.83 1.35 -16.31
Self-supervised SRLP(V masked) with Factors -3.60 13.85 40.93

In this section, we discuss the possible profitability of the proposed strategy in real-world

trading. We utilize the trading strategy described in Appendix B.1 to conduct trading sim-

ulation (backtesting) on stock data from January 2021 to November 2021 and evaluate on

various metrics. (1) In Table 3.5, we show that our self-supervised SRLP model achieves

a remarkable annualized rate of return of 13.85%, which surpasses the previous baselines

and market index XIN9 and CSI300. The resulting baseline HAN Stock [82] and Stock-
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Figure 3.4: The comparison for the real trading performance on Return Rate, Draw Down
Rate with CSI300 index, XIN9, Roberta WWM Ext, HAN Stock, StockNet and our proposed
method from 1/1/2021 to 12/11/2021

61



Net [211] achieve an annualized rate of return of -13.5% and -22.42% respectively, and

the market XIN9 index and CSI300 were overall declining in 2021, which obtains -15.38

% and -9.34% respectively. In addition, our self-supervised learning method also obtains

the lowest Maximum Drawdown of -3.6% and the highest Sharpe Ratio of 40.93%, which

significantly outperforms the previous SRLP methods and indicates that our self-supervised

could successfully achieve higher expected returns while remaining relatively less risky. (2)

Since the investors not only consider the profitability but also consider the risk of the worst-

case scenario, we compare the return rates and Draw Down value between the baselines

and our proposed model as shown in Figure 3.4. In February 2021, Xin9 increased signif-

icantly, achieving a 10% increase. Our model does not show such a high return at the be-

ginning. However, in March 2021, XIN9 began to accelerate its decline, and the Maximum

DrawDown value fell by nearly 16%. By contrast, our self-supervised SRLP has generally

maintained a profitable trend while remaining low-risk. In addition, our proposed method

outperforms the previous study [82] in drawdown value and the return rate. From the above

observations, we may conclude that the self-supervised modules of SRLP can lead to better

profitability with lower risk on an automated stock trading platform.

3.6 Conclusion

In this paper, we study the problem of NLP-based stock prediction and make two major con-

tributions to this field: (1) We develop a new dataset called AStock, featured by its large

number of stocks, stock-relevant news, and availability of various financial factors. (2) We

propose a new stock movement prediction system based on two novel techniques. One lever-

age Propbank-style semantic role labelling results to create compact news representation.

Building on top of this representation, another technique is a customized self-supervised

learning training strategy for improving generalization performance. We demonstrate that

the proposed method achieves superior performance over other baselines through extensive
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experiments in both in-distribution and out-distribution settings. Also, by feeding our pre-

diction to a practical trading strategy, our method achieves outstanding profitability in back-

testing.
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Chapter 4

Financial Document Event Extraction: A

Generative Model is All You Need

The finance industry has become increasingly digitized, the volume of digital financial doc-

uments, such as financial announcements from publicly traded companies, has grown expo-

nentially, making it difficult for investors to find valuable information. In Chapter 3, we de-

veloped a platform to systematically study NLP-aided stock auto-trading algorithms. How-

ever, Astock platform lacks the integration of stock company’s announcement and is unable

to identify specific events that can have a significant impact on stock prices. Document-level

event extraction can help extract structured information that can assist investors in identifying

emerging risks and capitalizing on profitable opportunities in the stock market. This method

can extract specific information from financial documents, such as press releases, earnings

reports, and filing statements. The extracted information can include details about a com-

pany’s financial performance, management changes, and other significant events that could

potentially impact the stock price, thus helping investors make more informed decisions and

predictions about the future.

Therefore, based on Chapter 3, we will continue to investigate the NLP techniques to ex-

tract information from financial documents for improving the stock market prediction. This
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Chapter explores the current methods for extracting events at the document level, which of-

ten involve custom-designed networks and processes. We question whether such extensive

efforts are truly necessary for this task. Our research is motivated by recent developments in

generative event extraction, which have shown success in sentence-level extraction but have

yet to be explored for document-level extraction. To fill this gap, we propose a generative

solution for financial document-level event extraction, which is more challenging due to the

presence of scattered arguments and multiple events. We introduce an encoding scheme to

capture entity-to-document level information and a decoding scheme that makes the gener-

ative process aware of all relevant contexts. Our results indicate that using our method, a

generative-based solution can perform as well as state-of-the-art methods that use a special-

ized structure for document event extraction, providing an easy-to-use, strong baseline for

future research. This document-level event extraction for stock announcements process also

can help investors and traders stay informed about the companies they are interested in, and

make more informed investment decisions.

4.1 Introduction

Event Extraction (EE) is a crucial task in Information Extraction (IE) that involves identi-

fying the specific type of events and extracting the relevant event arguments. While most

existing methods focus on extracting events within a single sentence, real-world scenarios

often require extracting events that span multiple sentences and may be described across

multiple sentences within a document. This poses a significant challenge to current meth-

ods.

Two challenges that are faced when performing document-level event extraction (DEE)

as opposed to sentence-level event extraction (SEE) are: (1) Arguments-scattering: In DEE,

the arguments of a single event may be spread out over multiple sentences in a document,

making it difficult to extract a complete event record from a single sentence. For example,
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…
[S4] Bangxun Technology Co., Ltd has
learned that 15,653,000 shares of the
Company held by Ms Dai Furong…
…
[S6] …by the Beijing Haidian District
People's Court on August 21, 2018, … Ms
Dai Furong and Cinda Securities.
…
[S8] … the People's Court of Futian
District, Shenzhen, Guangdong Province,
judicially froze a total of 3,274,000 shares
of the Company held by Mr Zhang
Qingwen and Ms Dai Furong on April 12,
2018.
…
[S10] As of the date of this announcement,
Mr Zhang Qingwen, … its shares under
judicial freeze is 334,000 shares.

Event Type: Equity Freeze

Event
Role

Event-1 Event-2

Equity 
Holder

Dai 
Furong

Zhang 
Qingwen

Froze 
Shares

15,653,00
0 shares 

334,000 
shares

Legal 
Institut-
ion

Beijing 
Haidian 
District 
People's 
Court 

The 
People's 
Court of 
Futian 
District, 
Shenzhen 
Guangdong 
Province

Start 
Date

August 
21, 2018

April 12, 
2018

End 
Date

None None

DEE

Figure 4.1: A simplified DEE example of the event type Equity Freeze with five related
argument roles: Equity Holder, Froze Shares, Legal Institution, Start Date and End Date.

as shown in Figure 4.1, the arguments of Event-1 are distributed in different sentences (S4

and S6). Identifying such events without taking into account the global interactions among

sentences and entity mentions can be challenging. (2) Multi-events: A single document may

contain multiple event records, and different event records may share the same arguments,

making it necessary to have a comprehensive understanding of the interdependence between

events. For example, as shown in Figure 4.1, there are two events (Event-1 and Event-2)

in a document with the Equity Freeze event type. The multi-event problem requires DEE

methods to accurately identify the number of events present in a document and properly

assign arguments to each event.

Previous models for document-level event extraction often rely on custom-designed net-
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work architecture or decoding processes. For example, the Doc2EDAG model [236] uses

a directed acyclic graph to combine arguments, which can be both computationally and

memory-consuming. Similarly, the DE-PPN model [215] utilizes a multi-layered decoder

to generate possible events simultaneously. Recently, there have been developments in using

a text generation process for event extraction, which simplifies the event extraction problem

[79, 85, 142, 163]. However, it is yet to be explored if this approach is effective for extracting

events at the document level.

This paper aims to fill this gap by investigating the effectiveness of using a generative

approach for extracting events at the document level. This is a challenging task due to the

issues of scattered arguments and multiple events. To tackle this problem, we propose an

encoding scheme to capture information from entities to the whole document and a decoding

scheme to ensure that the generative process is aware of relevant contexts. Specifically, our

encoding scheme converts sentence embeddings and the embeddings of entities detected in

each sentence into a sequence of context-aware embeddings for the decoder. Our decoding

scheme predicts the event type, the number of events per event type, and the event arguments

for each event record one by one. The previously predicted output is then used as context

for future extraction, creating a recurrent decoding process. Our findings suggest that our

generative event extraction scheme is as effective as existing approaches in the literature,

enabling our method to serve as an easy-to-use strong baseline for future research.

4.2 Preliminaries

Given a document composed of N s sentences D = {Si}N
s

i=1 and each sentence Si containing

Nw
i words Si = {wj}

Nw
i

j=1, the document-level event extraction (DEE) task aims to extract all

events presented in the document, where an event belongs to one of several predefined event

types.

As shown in Figure 4.1, each type of event has a predefined template, consisting of
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…

Decoding Transformer

𝑠!

�̂�! �̂�!
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Prediction
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LiuBaichun : 3%, Feb.1st, 2018 : 5%, … 800,000 shares: 80%
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Figure 4.2: The overall architecture of our decoding transformer model. Given a document,
we first extract entities (e.g., “HaiTong Co.,Ltd”, “Liu Baichun”, “800,000 shares”), which
serves as candidates for event arguments (Section 4.3.1). Then we predict event types that
appeared in the document via learning global-awareness representations of entities and sen-
tences (Section 4.3.2 and 4.3.3). Last, we predict the number of events for each event type
and leverage a decoding transformer to generate the necessary information for event extrac-
tion (Section 4.3.4).

several event roles, such as “Equity Holder” and “Legal Institution”. Each event role is

instantiated by an entity, and this entity is termed as event argument. For example, the

entity “Dai Furong” is the event argument for the event role “Equity Holder” in Event-1.

The goal of the DEE task is to detect appeared event types in the input document and

assign proper entities to their event roles.

4.3 Methodology

The main pipeline of our proposed model is illustrated in Figure 4.2. We begin by extracting

entities, such as “Liu Baichun”, “Oct. 12th”, and “800,000 shares” from the input docu-

ment to serve as potential event arguments. Next, we predict the event types present in the
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document by learning global-awareness representations of entities and sentences. Lastly, we

predict the number of events for each type and determine the appropriate entities for each

event role. Unlike previous methods that require multiple specialized modules to achieve

these tasks, we make the first attempt to use the plain transformer with our innovative encod-

ing and decoding scheme to fully utilize its capabilities. We detail each component in the

following sections.

4.3.1 Entity Recognition

Given a sentence Si = {wj}
Nw

i
j=1 ∈ D , we first encode Si into a sequence of vectors using a

Transformer named Trans-E:

{
h1, ..., hNw

i

}
= Trans-E(

{
w1, ..., wNw

i

}
). (4.1)

We then perform max-pooling on
{
h1, ..., hNw

i

}
to obtain sentence embedding hs

i . Further,

we perform entity recognition as a sequence tagging task with BIO (Begin, Inside, Other)

schema using
{
h1, ..., hNw

i

}
as the input like Zheng et al. [236]. Since an entity mention

often spans multiple tokens, we use max-pooling on the embeddings of the corresponding

tokens.

4.3.2 Context-Aware Encoding of Entities and Sentences

To effectively handle scattered arguments, it is crucial to make the sentence and entity rep-

resentations be aware of its context within the document. To this end, we propose to format

entities and sentences as a sequence and encode them with another transformer named Trans-

C. Formally, we have

ed, sd = Trans-C([he1, · · · , heNe , hs1, · · · , hsNs ]) (4.2)
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where he
i is the representation of i-th entity; hs

i is the representation of i-th sentence. We add

sentence position embeddings to the sentence representations, indicating their location in

the document before feeding them into Trans-C. Entities from the same sentence will share

the same position embedding as the sentence. After the document-level encoding stage, we

obtain entity and sentence embeddings with document-level context awareness, denoted as

ed = [ed1, ..., e
d
Ne
] and sd = [sd1, ..., s

d
Ns
], respectively.

4.3.3 Event Type Prediction

Before extracting event arguments, we first estimate the event types that appear in the input

document. We formulate this task as a multi-label classification problem, i.e., the prediction

will be a multi-hot vector with an active dimension indicating the presence of one event type.

To achieve this, we make the prediction from the sentence representation sd by using a

multi-head self-attention layer:

S = MultiHead(Q, sd, sd) ∈ RNtype×d, (4.3)

Ŷ = sigmoid(S⊤Wt) ∈ RNtype

, (4.4)

where Q ∈ RNtype×d is a learnable query token, which works as the [CLS] token in BERT

[40]. Wt ∈ Rd is the classifier. N type represents the number of event types predefined by

the dataset. The MultiHead operation denotes the standard Multi-Head Attention (MHA)

mechanism with a query, key, and value in Eq. (4.3).

This module is trained by an event-type detection loss Ltype with golden label Y ∈

RNtype:

Ltype = −
Ntype∑
i=1

(Yi = 1)logP (Ŷi)

+(Yi = 0)logP (1− Ŷi).

(4.5)
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Event types with predicted confidence larger than 0.5 are viewed as presented in the input

document. We denote the presented event types as ET = {E1, · · · , En}.

4.3.4 Event Extraction

Unlike previous works, which use multiple specialized modules to predict possible events,

we propose to use just one plain transformer (named decoding transformer or Trans-D)

to achieve the event extraction. To accurately predict events in a document, several chal-

lenges must be addressed: (1) how many events are presented? (2) how to handle the multi-

mentioned of the same entity? Furthermore, (3) how to avoid predicting repeat events?

To address these issues, we propose a generative decoding scheme that utilizes a set of

learnable queries and makes the decoding process context-aware and recurrent, as illustrated

in the right panel of Figure 4.3.
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Figure 4.3: Illustration of generating the first event record.

For the input document D, with the predicted event types ET at hand (see Section 4.3.3),

we first estimate the number of event records of each event type as shown in the left panel of

74



Figure 4.3.

Estimate the number of records per event type. The calculation starts by first letting the

generator transformer process {ed, sd} to obtain further refined embeddings êd, ŝd:

êd, ŝd = Trans-D({ed, sd}). (4.6)

Then we will use a similar procedure as in Section 4.3.3 to estimate the number of records

for each event type. Specifically, for each event type Ei, we will learn a specific query em-

bedding Qi
e ∈ Rd, and let it go through an MHA with ŝd. The output embedding correspond-

ing to Qi
e, Q

i
e and then use a classifier Wc (shared across event types) to estimate the number

of records:

Q̂i
e = MultiHead(Qi

e, ŝ
d)

Pc = softmax(W⊤
c Q̂i

e), (4.7)

where Pc is the posterior probability of the number of the record. We set the dimension of

Pc to the maximal number of records in the dataset.

This module can be trained by a cross-entropy loss, denoted as Lnum, with the ground-

truth record number.

Event argument extraction. Next, the decoding transformer will progressively extract event

arguments in a recurrent manner as shown in the middle and right of Figure 4.3. Specially,

we construct an input sequence by appending an embedding, fixed or learnable, at each time

step. Formally, this process can be described as:

ot = Trans-D({ed, sd, z1, · · · , zt})

ot+1 = Trans-D({ed, sd, z1, · · · , zt, zt+1}), (4.8)

where ed, sd are embedding sequences obtained from Eq. (4.2). zt is the input embedding
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appended at time step t. Unlike the standard generative model, where zt is obtained from

ot, zt in our design varies according to a predefined order. In particular, we sequentially

decode event records and use multiple consecutive embeddings for a given event. In other

words, the input can be seen as {ed, sd, z11 , · · · , z21 , z22 , · · · , zmt+1} with zij denotes the j-th

input embedding for the i-th event. ot is the output embedding at time step t. Depending on

the type of zt, ot can be ignored, used to generate output, or used to calculate the next step

input embedding.

Below we elaborate on the design of input embeddings for one event record extraction.

(1) [StartFlag]: for each event record, we start with a learnable embedding [StartFlag]. This

flag indicates the start of an event record, and the output embedding for [StartFlag] will not

be used.

(2) [Event Role Embeddings]: As predefined by the event extraction task [236], each record

is composed of N r
Ei

event roles. A learnable embedding is assigned and used as the input for

each event role. The output embedding corresponding to [Event Role Embeddings] will be

compared against all output embeddings of entity embeddings ed (denoted as {eri} hereafter)

by the cosine similarity. The entity with the highest similarity score will be chosen as the

event argument.

(3) Previously extracted event argument: After extracting one event argument, we will use

its corresponding entity embedding as the input embedding for the next time step. In this

way, we can inform the decoding transformer of what has been detected from the document.

Thus, for a given event record with N r
Ei

event roles, we will create an input sequence by

interleaving event role embedding, and its extracted event augment entity embedding. This

decoding step is demonstrated in Figure 4.3. Also, we add positional encodings to the input

embeddings to make the decoding transformer be aware of the input order:

pe(pos,2i) = sin(pos/100002i/dmodel)

pe(pos,2i+1) = cos(pos/100002i/dmodel).
(4.9)
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The positional encodings have the same dimension dmodel as the embeddings, where the pos

is the position, and i is the dimension.

Avoid repeated records. To prevent the decoding transformer predicts repeat or highly-

similar records, we design a simple yet effective rule-based strategy: (1) We choose the

entity with the highest similarity score with the output embedding eri if this entity has not

filled the corresponding roles in the previous predicted records. (2) If the highest similarity

score entity has been assigned to a previous record, we check if we have other entities that

the similarity score is higher than a predefined threshold θ. If yes, we choose the entity with

the largest similarity among these entities; otherwise, the entity with the largest similarity

will be chosen, although it has been used in other records.

4.3.5 Optimization

During training, the total loss is the sum of losses from four sub-tasks as follows:

Ltotal = λ1Lner + λ2Ltype + λ3Lnum

+λ4Largu,
(4.10)

where Lner, Ltype, Lnum, and Largu are cross-entropy loss function for entity recognition,

event type prediction, number of records prediction, and event argument extraction, respec-

tively. λ1, λ2, λ3 and λ4 are hyper-parameters.

4.4 Experiments and Analysis

4.4.1 Experimental Setup

Dataset. We evaluate our method on the public dataset ChFinAnn collected by Zheng et al.

[236]. This is a large-scale DEE dataset that includes a total of 32,040 documents and covers

five different types of financial events related to the stock market, such as Equity Freeze (EF),

77



Equity Repurchase (ER), Equity Underweight (EU), Equity Overweight (EO), and Equity

Pledge (EP). We follow the standard split of the dataset, 25,632/3,204/3,204 documents for

training/dev/test. The dataset presents a challenge due to the complexity: an average of 20

sentences per document and 912 tokens per document. Additionally, event records typically

involve around six sentences, and 29% of the documents contain multiple events.

Models EF ER EU EO EP
P R F1 P R F1 P R F1 P R F1 P R F1

DCFEE-O 66.0 41.6 51.1 84.5 81.8 83.1 62.7 35.4 45.3 51.4 42.6 46.6 64.3 63.6 63.9
DCFEE-M 51.8 40.7 45.6 83.7 78.0 80.8 49.5 39.9 44.2 42.5 47.5 44.9 59.8 66.4 62.9
GreedyDec 79.5 46.8 58.9 83.3 74.9 78.9 68.7 40.8 51.2 69.7 40.6 51.3 85.7 48.7 62.1
Doc2EDAG 77.1 64.5 70.2 91.3 83.6 87.3 80.2 65.0 71.8 82.1 69.0 75.0 80.0 74.8 77.3
DE-PPN-1 77.8 55.8 64.9 75.6 76.4 76.0 76.4 63.7 69.4 77.1 54.3 63.7 85.5 43.0 57.2
DE-PPN 78.2 69.4 73.5 89.3 85.6 87.4 69.7 79.9 74.4 87.0 71.3 75.8 83.8 73.7 78.4
Ours-1 84.3 51.6 64.0 93.6 87.1 90.2 81.7 57.8 67.7 79.0 55.9 65.5 88.5 50.1 64.0
Ours 80.2 65.9 72.4 90.3 90.5 90.4 76.1 69.4 72.6 74.6 72.0 73.3 79.3 70.7 74.8

Table 4.1: Overall event-level precision (P), recall (R) and F1-score (F1) on the ChFinAnn
dataset. The top two results are highlighted in red bold and blue italic fonts, respectively.

Evaluation Metrics. For fair comparisons, we adopt the same evaluation standard used

in Doc2EDAG [236], and DE-PPN [215]. Specifically, for each predicted event, the most

similar ground truth is chosen without replacement to calculate the Precision(P), Recall(R),

and F1-score.

Implementation Details. We take a document as input and set the maximum number of

sentences and maximum sentence length as 64 and 128, respectively. We set the maximum

record number as 20. We employ the basic Transformer [191], featuring 768 hidden units

and 8 attention heads in each layer. During training, we used the Adam [97] optimizer with

a learning rate of 1e-4 for 100 epochs. We set λ1 = 0.1, λ2 = 0.4, λ3 =1, and λ4 = 1 for

the loss function. Additional information and specific hyperparameters can be found in the

Appendix D.1.
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Models
EF ER EU EO EP Avg.

S. M. S. M. S. M. S. M. S. M. S. M. S.&M.
DCFEE-O 56.0 46.5 86.7 54.1 48.5 41.2 47.7 45.2 68.4 61.1 61.5 49.6 58.0
DCFEE 48.4 43.1 83.8 53.4 48.1 39.6 47.1 42.0 67.0 60.0 58.9 47.7 55.7
GreedyDec 75.9 40.8 81.7 49.8 62.2 34.6 65.7 29.4 88.5 42.3 74.8 39.4 60.5
Doc2EDAG 80.0 61.3 89.4 68.4 77.4 64.6 79.4 69.5 85.5 72.5 82.3 67.3 76.3
DE-PPN-1 82.4 46.3 78.3 53.9 82.2 45.6 78.1 39.3 82.8 38.5 80.7 44.7 66.2
DE-PPN 82.1 63.5 89.1 70.5 79.7 66.7 80.6 69.6 88.0 73.2 83.9 68.7 77.9
Ours-1 83.1 44.0 93.5 56.8 81.6 47.0 80.9 42.3 91.4 43.1 86.1 46.7 71.5
Ours 81.2 64.8 92.6 73.6 78.4 65.4 80.3 65.5 89.6 66.2 84.4 67.1 78.3

Table 4.2: F1-score for all event types and the averaged ones (Avg.) on single-event (S.) and
multi-event (M.) sets. The top two results are highlighted in red bold and blue italic fonts,
respectively.

4.4.2 Results

We compare our method with the following state-of-the-art baselines: DCFEE Yang et al.

[214] introduced the DCFEE method for key-event detection, which uses the arguments from

key-event mentions and surrounding sentences to fill an event table. There are two versions

of the DCFEE: DCFEE-O, which extracts only one event, and DCFEE-M, which extracts

multiple events from a document. Doc2EDAG Zheng et al. [236] proposed an end-to-end

model for DEE that employs a transformer encoder to obtain sentence and entity embed-

dings and approaches DEE by directly filling event tables with entity-based path expending.

Greedy-Dec is a variant of Doc2EDAG, which generates only one record greedily. DE-

PPN Yang et al. [215] proposed a document-level encoder and a multi-granularity decoder

to extract events in parallel with document-aware representations. There are two versions of

the DE-PPN: DE-PPN-1, which only generates one event, and DE-PPN, which generates

multiple events from a document.

Overall Performance. Table 4.1 shows results on the test set under each event type. Overall,

our framework performs favourably compared to state-of-the-art methods. Specifically, our

method achieves the best F1-score for event type ER, which renders a large margin (3%

absolute improvement) to the state-of-the-art method DE-PPN. On other event types, our

method ranks 2nd with a slight performance drop. As we use a plain transformer as a decoder
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without pretraining on a large corpus, these results show that our method can serve as a strong

baseline for future exploration.

Single-Event vs. Multi-Event. To get a closer look at our method, we evaluate single-event

and multi-event documents separately. The results are presented in Table 4.2. Our method

(Ours-1) achieves the best F1-score on 4 out of 5 event types on single-event documents.

Moreover, on multi-event documents, our method performs the best on type EF and ER,

ranks 2nd on type EU, and performs badly on type EP (about 7% left behind). This shows

one possible direction to improve the performance in the future.

Performance w.r.t. the number of sentences in documents. In general, longer articles

are usually more complex and contain more irrelevant information, which makes the event

extraction task more difficult. To comprehensively reflect the performance of models, we

also report the results when handling documents containing a different number of sentences.

To this end, we first count the total number of sentences in each document in the test set.

Then, we compute the frequency of the number of sentences that appeared in the test split.

The statistics are shown in Figure 4.4. We find that documents with 6 to 10 sentences make

up 3%, those with 11 to 15 sentences make up 33%, those with 16 to 20 sentences makeup

23%, and those with more than 20 sentences make up 33%. Next, we compute the F1-score

under these splits, and the results are shown in Figure 4.5.

We observe that our model performs best when documents have less than 20 sentences

compared with state-of-the-art methods DE-PPN and Doc2EDAG. When documents have

more than 20 sentences, DE-PPN performs much better than ours. Considering this dataset

has 41% documents with more than 20 sentences, a model would benefit significantly if it is

good at handling long documents.

4.4.3 Ablation Studies

To verify the effectiveness of key designs in our framework, we carry out the following

ablation studies: (1) -NumRecord: replacing the prediction of the number of records with
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Figure 4.4: The percentage of documents with different numbers of sentences in the test
split.

a binary prediction to determine whether there is a next record. We concatenate a learn-

able embedding [isNext] to the output embedding of previously generated events and feed

them into the Transformer model. Then, we use the output embedding of [isNext] to con-

duct a binary classification. We keep generating events until the classifier predicts there

is no further event. (2) -RuleStrategy: replacing the rule-based strategy with choosing the

largest similarity for each event argument prediction. (3) -ArgumentEmbedding: removing

the already predicted argument embeddings from the input of the decoding transformer. (4)

-DecodingScheme: replacing the recurrent scheme with the traditional standard transformer

scheme, namely generates all event arguments in parallel.

The results are shown in Table 4.3. It shows that: (1) The prediction of the number

of records plays a critical role, enabling our decoding transformer to generate a more pre-

cise number of events, resulting in an average improvement of +4.7% F1-score. (2) The

rule-based approach contributes +3.5% on average to the final performance via reducing

repetitive or highly similar records. (3) The already-predicted argument embeddings in the
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Figure 4.5: Performance of our method against two state-of-the-art methods w.r.t. different
document lengths.

Model EF ER EU EO EP Avg.

Ours 72.4 90.4 72.6 73.3 74.8 76.7

-NumRecord -6.3 -5.8 -4.6 -6.8 -5.1 -4.7
-RuleStrategy -5.2 -0.2 -1.8 -4.3 -5.8 -3.5

-ArgumentEmbedding -3.4 -2 -1.2 -4 -1.9 -2.5
-DecodingScheme -13 -3.7 -9.3 -11.7 -9.3 -9.4

Table 4.3: Ablation study: F1-score of variants of our model under each event type and the
average performance.

input of the decoding transformer also play an important role in accurate event extraction,

suggesting awareness of historical context leading to better performance (+2.5% F1-score

on average). (4) The recurrent decoding scheme contributes the most, which brings an av-

erage improvement of 9.4%. This indicates the importance of historical context, namely the

already-generated arguments and records.
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4.5 Related Work

Event extraction involves identifying specific types of events and extracting the associated

event arguments from the text. This task can be further divided into sentence-level and

document-level event extraction.

Sentence-level Event Extraction Previous efforts in event extraction (EE) mainly focus

on sentence-level extraction using the benchmark dataset ACE2005 [5]. Most of them cast

event extraction as a classification problem, using global features to capture dependencies

among local classifiers and applying joint inference [113, 129, 160, 196, 213, 220]. On the

other hand, event extraction is viewed as an extractive machine learning comprehension task

[53, 109, 133], where models are trained to identify relevant answers to a variety of framing

questions for each event component. Most recently, a few generation-based event extraction

models [79, 85, 142, 163] have been proposed, which generate all arguments and their roles

as a way to convert text into a structured form. While these sentence-level methods perform

well in extracting events within a sentence, they may struggle in real-world scenarios where

document-level texts contain multiple sentences with scattered multiple events.

Document-level Event Extraction Many real-world applications such as finance, legisla-

tion, or health require DEE, where the event information scatters across the whole article.

Existing DEE works could be generally divided into two groups. The first group mainly

focuses on extracting scattering event arguments in the document [52, 54, 55, 233]. How-

ever, these methods assume that the event type or triggers are given in advance, which may

not be applicable in some real-world applications. The second group of DEE researches

follow the detect-then-extraction paradigm similar to SEE to extract events from the docu-

ment [83, 118, 214]. Researchers attempt to conduct DEE in a more realistic trigger-free

on the ChFinAnn dataset [236], where event types are directly predicted based on the doc-

ument semantics. In Zheng et al. [236] a transformer-based end-to-end model is proposed

to solve the DEE problem by filling the event tables with an entity-based directed acyclic

graph. Yang et al. [215] proposed an encoder-decoder model to generate events in parallel
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with document-aware representations from a document. Despite progress, these methods

rely on highly custom-designed network architecture or decoding processes.

4.6 Conclusion

In this work, we propose a generative solution for document-level event extraction that takes

into account recent developments in generative event extraction, which have been successful

at the sentence level but have not yet been explored for document-level extraction. Our pro-

posed solution includes an encoding scheme to capture entity-to-document level information

and a decoding scheme that takes into account all relevant contexts. Extensive experimental

results demonstrate that our generative-based solution is able to perform as well as state-of-

the-art methods that use specialized structures for document event extraction. This allows

our method to serve as an easy-to-use and strong baseline for future research in this area.
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Chapter 5

Semantic Role Labeling Guided

Out-of-distribution Detection

In Chapters 3 and 4, while conducting research on stock movement prediction and document-

level event extraction, we identified several issues that require out-of-distribution detection

for a realistic approach to stock market prediction. The reasons for this include:

• The stock market is constantly changing and new information is always being released,

making it necessary to identify input data that is not representative of the training data

and prevent the model from making predictions on data it is not familiar with. This

can improve the overall accuracy of the model’s predictions by reducing errors caused

by unseen data.

• Financial documents, such as earnings reports and press releases, can vary greatly in

format and content, making it difficult for a model to extract relevant information. It’s

essential to identify which parts of a document may be more challenging for the model

to extract events from, allowing the model to focus on the most relevant parts and make

more accurate predictions.

• Stock market prediction models are often required to make predictions on unseen data
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and require a high level of generalization ability in the model to handle unseen data

and make accurate predictions.

• The current mainstream datasets for financial document-level event extraction, such

as ChFinAnn 1 , are labelled using a distant supervision approach. However, this

approach may not always be representative of the real-world data the model will en-

counter. OOD detection is important in distant supervision as it helps to improve the

reliability and robustness of the models used.

Hence, incorporating OOD detection in our research will make our system more effi-

cient, stable, and reliable. From this Chapter, we aim at another important yet challenging

NLP task: OOD detection. The Out-of-distribution detection in Natural Language Process-

ing aims to determine whether an instance is OOD. Previous methods commonly adopted an

overall representation for a sentence when detecting an OOD instance, which assumes that

the sentence-level representation could represent the complete information of a sentence.

Identifying unexpected domain-shifted instances in natural language processing is crucial in

real-world applications. Previous works identify the OOD instance by leveraging a single

global feature embedding to represent the sentence, which cannot characterize subtle OOD

patterns well. Another major challenge current OOD methods face is learning effective low-

dimensional sentence representations to identify the hard OOD instances that are semanti-

cally similar to the ID data. In this paper, we propose a new unsupervised OOD detection

method, namely Semantic Role Labeling Guided Out-of-distribution Detection (SRLOOD),

that separates, extracts, and learns the semantic role labelling (SRL) guided fine-grained local

feature representations from different arguments of a sentence and the global feature repre-

sentations of the full sentence using a margin-based contrastive loss. A novel self-supervised

approach is also introduced to enhance such global-local feature learning by predicting the

SRL extracted role. The resulting model achieves SOTA performance on four OOD bench-

marks, indicating the effectiveness of our approach.
1https://github.com/dolphin-zs/Doc2EDAG/blob/master/Data.zip
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5.1 Introduction

Recent advances in natural language classification have shown tremendous improvements

in various natural language processing tasks. Natural language classification is usually

formulated as a close-set problem, where training and testing samples are from the same

domain/distribution. Despite the accurate predictions on the inlier close-set classes, the

classifier often fails to properly identify out-of-distribution (OOD) instances from other un-

known/unexpected domains that deviate from the close-set training distribution, making it

barely applicable to real-world scenarios. Tackling such failure cases is crucial to real-world

safety-critical NLP applications. For instance, OOD instances can be represented by un-

known sentences from different domains or distributions, such as semantically shifted sen-

tences that can be incorrectly predicted as a part of the inlier classes, leading to potential

impairment to user trust [8].

Despite the importance, little literature has addressed the problem of OOD detection in

NLP. One proposed method is to train a model to increase the inter-class discrepancy of

ID classes and tends to depend on classification uncertainty or latent embedding distance

to detect OOD instances [240]. The high classification uncertainty association with OOD

instances (i.e., max softmax or energy) is intuitive, but it obtains a few caveats. One of

the major issues is that classification uncertainty happens when samples are close to clas-

sification decision boundaries. However, there is no guarantee that all OOD instances will

be close to classification boundaries (i.e., subtle OOD samples may share similar semantic

features to ID data), leading to a subpar performance in detecting OOD samples. Moreover,

complicated inlier sentences containing more outlier components, such as punctuation and

discourse fillers, tend to fall close to the decision boundary, which can incorrectly lead to

high classification uncertainty. Latent embedding-based approaches rely on the assumption

that the OOD instance resides outside a bounded or unbounded latent hyperspace constructed

by the ID feature distributions [16, 74, 170, 186, 240]. However, it is challenging to define

such a latent hyperspace to encode all possible ID features, significantly affected by many
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outlier components from a sentence, and the aforementioned subtle OOD issue still exists.

In this paper, we propose a new OOD detection method designed for NLP tasks, namely

Semantic Role Labeling Guided Out-of-distribution Detection (SRLOOD), simultaneously

extracting, separating, and learning both global and SRL-guided local fine-grained feature

representations through a margin-based contrastive loss and self-supervision. In particular,

our contributions can be summarised into three folds: (1) we propose SRLOOD that learns

fine-grained low-dimensional representations by increasing the inter-class discrepancies be-

tween the concatenation of the global and SRL-guided local features of different ID classes.

Our proposed SRLOOD aims to effectively eliminate the outlier phrases (e.g., punctuation

and discourse fillers) and extract key local semantic components (e.g., verbs and arguments)

from a sentence to better characterize subtle OOD samples; (2) a novel self-supervised pre-

text task is also proposed to strengthen the relations between different local arguments, fur-

ther facilitating the optimization of SRL-guided local features; and (3) a Transformer block

is introduced to resemble some of the SRL-guided features from a sentence, so our model

is enforced to learn discriminative representations through such strong perturbations for the

better discriminability of subtle semantic features. Extensive experiments on four differ-

ent OOD benchmarks show that our resulting model achieves the best performance on four

different scoring functions.

5.2 Related Work

Out-of-distribution detection Machine learning aims to design models that can learn gen-

eralizable knowledge from training data. The success of machine learning models lies in

the assumption that training and test data share the same distribution. However, in many

real-world tasks, it is unknown whether the training and test data share the same distribution.

This potential distribution gap is known as OOD and can be a major issue, with the perfor-

mance of classical ML models often deteriorating. To handle the OOD issue, OOD detection
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aims to detect whether test data is from the training distribution. Based on the availabil-

ity of OOD data, recent methods can be categorized into classification methods, density-

based methods and distance-based methods [217]. Classification methods often formulate

the OOD task as a one-class classification problem, then use appropriate methods to solve it

[27, 43, 71, 105, 153, 173, 189]. Hendrycks and Gimpel [69] proposed a softmax prediction

probability baseline for error and out-of-distribution detection across several architectures

and numerous datasets. Density-based methods [2, 16, 101, 244] in OOD detection explic-

itly model the in-distribution with some probabilistic models and flag test data in low-density

regions as OOD. Zong et al. [245] utilizes a deep autoencoder to generate a low-dimensional

representation and reconstruction error for each input data point, which is further fed into

a Gaussian Mixture Model for anomaly detection. The main idea of distance-based meth-

ods is that the testing OOD samples should be relatively far away from the centroids of

in-distribution classes [23, 105, 190, 226]. Previous methods primarily studied for computer

vision [50, 88, 130, 225, 241] and OOD detection has been overlooked in NLP. Only few

works recently that adapted the solutions designed for images into the text to leverage the

features representation of an entire sentence for detecting the OOD case. For example, Zhou

et al. [240] adapted a contrastive OOD detection from computer vision using a pre-trained

Transformer to improve the compact news of representations and evaluate the trained classi-

fier on the four text datasets.

In contrast, we propose a self-supervised SRL method to learn fine-grained feature represen-

tations of text data and shows that is a surprisingly effective approach for OOD detection.

Semantic Role Labeling Semantic role labelling(SRL) leads to the advancement of many

NLP tasks and applications due to the clear detection of augments regarding predicates.

For example, Sarzynska-Wawer et al. [175] proposed a BERT-based model incorporating

semantic role labelling, which significantly improves the text understanding ability of the

model.Chen et al. [22] used the verb-specific semantic role, a variant of semantic role la-
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belling, for the controllable image captioning, which is a task about image description. Con-

ditioned on the semantic role representation. More recently, Ross et al. [172] proposed a

Tailor model for the sequence-to-sequence task, which gained a great improvement in mea-

suring the reliance on syntactic heuristics.

Self-supervised Learning Self-supervised learning method and has been soaring and achiev-

ing big success in representative learning because of the powerful generalization ability.

BERT (Pre-training of deep bidirectional Transformers for language understanding) pro-

posed by Devlin et al. [40] are fine-tuned for many downstream tasks. as a result, BERT has

become a milestone of not only NLP but also the development of self-supervised learning.

Baevski et al. [9] built a platform based on a self-supervised method for either speech, text

or computer vision. In the work of Hendrycks et al. [75], it is shown that the self-supervised

method drastically improves the OOD detection performance on the difficult near-domain

outliers. Self-supervised learning methods tackle the OOD in two aspects: (1) the enhance-

ment of feature quality can improve OOD performance; (2) some well-designed surrogate

tasks can help reveal the anomalies from OOD samples[217].

5.3 Methodology

Generally, the OOD instances can be defined as instances (x, y) sampled from an underlying

distribution other than the training in-distribution P (Xtrain,Ytrain), where Xtrain and Ytrain

are the training corpus and training label set. Specifically, an instance (x, y) is primarily

deemed OOD if y /∈ Ytrain to be consistent with previous works [69, 71, 74, 240]. Following

the previous work [240], we formally define the OOD detection task. Given the main task

of natural language classification, the OOD detection task is the binary classification of each

instance x as either ID or OOD, judged by its OOD score computed with scoring function

f(x) → R. A lower OOD score value indicates ID where y ∈ Ytrain and a higher OOD
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score value indicates OOD where y /∈ Ytrain (y is the underlying label for x and is unknown

at inference).

The key idea of our proposed model, SRLOOD, is extracting and learning the SRL-

guided fine-grained local representation. Building on top of this representation, a novel

supervised approach is introduced to enhance such local argument representation.

Pre-Trained Language Models
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Figure 5.1: Model architecture of our framework.

Our model could attend to each sequence at a much finer, granular level in compari-

son with only using the global [CLS][240]. We innovate a self-supervised task based on a

masking mechanism that randomly mask a proportion of A0, V, A1, where A0, V, A1 are

the sets of all Argument-0’s, Verbs, and Argument-1’s in a sequence respectively, and let a

trinary classifier infer A0, V, or A1 providing an averaged masked embedding representing

either A0,V, or A1 in this training iteration (forward propagation) for each sequence in the

batch. Unlike the pre-trained RoBERTa language model, the Transformer Encoder is initial-
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ized from scratch. The self-supervised task exerts pressure on the Transformer Encoder in

order to let it well comprehend the in-domain (ID data) in just a few training epochs, and

generate better representations of each token than using RoBERTa alone. Our framework

consists of (1) semantic role labelling, (2) an SRL-guided self-supervised module, and (3)

OOD detection with OOD scoring functions as illustrated in Figure 5.1.

5.3.1 Semantic Role Labeling

The task of SRL is to determine the underlying predictive argument structure of a sentence

and to provide representations that can answer the basic questions about the meaning of the

sentence, including who did what to whom [155]. Therefore the SRL primarily extracts the

essential features and passingly filters out outlier phrases (e.g., punctuation and discourse

fillers). We leverage off-the-shelf SRL-BERT [182] to label each token sequence in a batch

with Propbank [98] semantic roles proto-agent, verb, and proto-patient, then labelled tokens

are recorded into sets A0, V, and A1 respectively, as illustrated in Figure 5.1. Each token

sequence is fed to the pre-trained language model, whose output is fed to the Transformer

block. We compute the mean of A0, V, A1 embeddings µA0, µV , and µA1 pooled from the

Transformer’s output for fine-grained feature representations.

5.3.2 Self Supervised Learning based on SRL

Our proposed SRLOOD framework uses SRL to extract and learn key local semantic features

and use self-supervision to further strengthen such fine-grained local representations. We

introduce strong perturbation by randomly masking a certain percentage of SRL-extracted

local representations for better generalization on detecting hard OOD instances. Guided by

SRL, strong perturbation is independently exerted on the pre-trained language model repre-

sentations of A0, V, and A1 according to a generated and recorded supervising ground truth

label for each sequence. The perturbed embeddings are input to the Transformer encoder.
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Subsequently, we compute the mean embeddings of A0, V, or A1 from the Transformer’s

output and use them for an auxiliary three-way classification task. This task aims to im-

prove the feature discriminability by predicting the semantic role of a given embedding,

computing the mean embeddings, and inputting one of them to a classifier for semantic role

prediction according to its self-supervising label. To this end, our framework consists of the

pre-trained language model, the Transformer head, the SRL-guided pooling, and the 3-way

self-supervised classifier. This framework is optimized by the loss functions introduced in

the next section.

5.3.3 Loss Functions

Our model extracts the [CLS] embedding, the averaged embeddings of all A0, V, and A1

respectively from the firstly unmasked Transformer output, and propagates the concatenation

of the four embeddings through a 2-layer MLP, and uses their output to compute the Margin

loss. The MLP for [CLS] embedding propagates through an additional fully connected layer

and outputs its logits for the ID sequence classification task, and generates an ID loss.

We adopt the margin-based contrastive loss that drives the model to encode tokens in

the same ID class with adjacent SRL-guided comprehensive representation measured by L2

distances:

ℓmargin =
1

md

 m∑
i=1

1

|P (i)|
∑

p∈P (i)

∥hi − hp∥2

+
m∑
i=1

1

|N(i)|
∑

n∈N(i)

(
ξ − ∥hi − hn∥2

)
+

 ,

(5.1)

where P (i) is the subset of training data with the same class as instance i, N(i) is the

subset of training data with different class labels from instance i, m is the number of instances

in the entire training set. The d is the dimensionality of the comprehensive representation of
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a sequence

h = Concat(h[CLS];µA0;µV ;µA0). (5.2)

where h[CLS] is the [CLS] embedding, µA0, µV , µA1 are the mean embeddings pooled

from the Transformer’s output according to A0, V, A1 respectively. The Margin Loss will

give rise to clusters in the latent space of h. Combined with cross-entropy losses ℓID and

ℓSSL from the ID sequence classification task and the self-supervised task, respectively. The

total loss is their weighted sum with hyper-parameters α1, α2 and α3:

ℓtotal = α1ℓID + α2ℓMargin + α3ℓSSL, (5.3)

5.3.4 Scoring Functions

During OOD inference, we extract the local key components/features using SRL-BERT [182]

based on a previously fine-tuned language model backbone. We compute the mean embed-

dings µA0, µV , and µA1 for local feature representations. The [CLS] embedding h[CLS] is

used for global feature representations. The global and local representations are then con-

catenated together to produce the final feature vector to represent a sentence:

h = Concat(h[CLS];µA0;µV ;µA0). (5.4)

For a fair comparison, we use the same OOD scoring functions as [240]. For the validation

set Dval = {(xi,yi)}|D
val|

i=1 , we computed the Mahalanobis distance based on the class mean

embedding

µc = Eyi=c [hi] , c ∈ C, (5.5)

and its covariance:

Σ = E
[(
hi − µyi

) (
hi − µyi

)⊺]
, (5.6)

where C is the number of classes. The OOD score is then defined as the minimum Maha-

96



lanobis distance among the C ID classes given an instance x during inference

S = −
C

min
c=1

(h− µc)
⊺Σ†(h− µc), (5.7)

where Σ† denotes the pseudo-inverse of the covariance matrix Σ. Such a distance considers

both the global sentence features and the SRL-guided local features, enabling better perfor-

mance on OOD detection.

For cosine similarity, we compute the maximum cosine similarity of the concatenated

feature representation h to instance features of the validation set

Hval = {(hi,yi)}|H
val|

i=1 . (5.8)

The OOD score is computed as

s = −
|Hval|
max
i=1

cos (h,hi) . (5.9)

5.4 Experiments

5.4.1 Datasets

We evaluate our method for multiple NLP datasets, following the same criteria for choosing

ID and OOD settings in the previous work [240]. The ID datasets correspond to three natural

language classification tasks, including sentiment analysis, topic classification, and question

classification: SST2 [183]; IMDB [145], 20 Newsgroup dataset [103], and TREC-10 dataset

[120]. For the OOD dataset, any pair of datasets mentioned above for different tasks can

be regarded as OOD to each other. Following the previous work [240], we also employ

additional datasets solely as the OOD data (See Appendix D.3).

We utilize alternative datasets to ID data for three natural language classification tasks,
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these are:

Sentiment Analysis. For this task, we have included two datasets, SST2 and IMDB, which

are both used for sentiment analysis. The sentences in these datasets are labelled as either

positive or negative. The SST2 dataset comes with pre-defined train, validation, and test

splits, while for IMDB, we have randomly chosen 10% of the training instances as the val-

idation set. It’s important to note that both datasets belong to the same task and are not

considered out-of-distribution to each other.

Topic Classification. We use 20 Newsgroup, a dataset that is used for topic classification

which contains 20 different categories. The entire dataset has been randomly divided into

three sets: 80% for training, 10% for validation, and the remaining 10% for testing.

Question Classification. TREC-10 is a dataset that categorizes questions according to the

type of answer they are seeking. We used the coarse version of the dataset, which has 6

categories. From the training set, we have randomly selected 10% of the instances as the

validation set.

The three tasks above can be considered OOD to each other when using different datasets.

Additionally, four more datasets were selected specifically as OOD data: the combination of

premises and hypotheses from the RTE [10, 38, 63, 66] and MNLI[206], which are NLI

datasets, and the English side of the WMT16[14] and Multi20K[57] Machine Translation

datasets. The test splits of these datasets were used as OOD instances during testing. For

MNLI, both the matched and mismatched test sets were used. The test set for Multi20K was

the union of the flickr 2016 English, mscoco 2017 English, and flickr 2018 English test sets.

These datasets were not used as ID data for several reasons: 1) WMT16 and Multi30K are MT

datasets and not applicable to natural language classification problems, 2) It is challenging to

determine OOD instances for NLI datasets because they are labelled with comprehensive re-

lationships such as entailment/non-entailment for RTE and entailment/neutral/contradiction

for MNLI.
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5.4.2 Evaluation Metrics

We adopted the same two metrics [240] commonly used for measuring OOD detection per-

formance in machine learning research [69, 105]: AUROC and FAR95. For an evaluation

metric, we used (1) the area under the receiver operating characteristic (AUROC) and (2) the

False Alarm Rate (FAR 95).

For AUROC, it is calculated as the area under the ROC curve. A ROC curve shows the

trade-off between a true positive rate (TPR) and a false positive rate (FPR) across different

decision thresholds. High AUROC values are interpreted as a stronger ability of OOD.

For FAR 95, it is the probability that an in-distribution example raises a false alarm,

assuming that 95% of all out-of-distribution examples are detected. Lower FAR 95 values

indicate better OOD performance.

5.4.3 Experiments Setting

We conducted all experiments based on the same codebase and used the same RoBERTaLARGE

from previous work [240]. In our framework, the RoBERTa-Large pre-trained by [139] is

fine-tuned. It has 24 layers and 16 attention heads. The warm-up ratio for the learning rate

is 0.06. The hyper parameters α1 = 1, α2 = 3, α3 = 1, batch size is 12, the optimal masking

ratio for the self-supervised module is 0.3. The model is trained for 10 epochs. The full

hyper-parameters we used in this paper are in the Appendix D.1 in detail. During the eval-

uation, when one of SST2, IMDB, TREC-10, and 20 Newsgroup datasets is chosen as ID,

the remaining datasets serve as OOD datasets. Followed with [240], SST2 and IMDB are

deemed as binary sentiment classification tasks and once SST2 was ID, the IMDB would not

be included in the OOD datasets, and vice versa.
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5.4.4 Compared Methods

We compare our method with the SOTA methods as follows: [240] proposed to fine-tune

the Transformers with a contrastive loss. There are three variants of the model: RoBERTa

without contrastive loss, RoBERTa with supervised contrastive loss, and RoBERTa with

margin-based loss. We compare our method with three baselines: OOD detection using

probabilities from softmax distributions w/o LCont-MSP [69], fine-tuning the Transformers

with supervised contrastive loss w/ LSCl, and with margin-based loss w/ Lmargin [240].

AUROC↑ /FAR95↓ Avg SST2 IMDB TREC-10 20NG

w/o LCont

MSP 94.1/35.0 88.9/61.3 94.7/40.6 98.1/7.6 94.6/30.5
Energy 94.0/34.7 87.7/63.2 93.9/49.5 98.0/10.4 96.5/15.8
Maha 98.5/7.3 96.9/18.3 99.8/0.7 99.0/2.7 98.3/7.3

Cosine 98.2/9.7 96.2/23.6 99.4/2.1 99.2/2.3 97.8/10.7

w/ LSCl

Lscl+MSP 90.4/46.3 89.7/59.9 93.5/48.6 90.2/36.4 88.1/39.2
Lscl+Energy 90.5/43.5 88.5/64.7 92.8/50.4 90.3/32.2 90.2/26.8
Lscl+Maha 98.3/10.5 96.4/26.6 99.6/2.0 99.2/1.9 97.9/11.6
Lscl+Cosine 97.7/13.0 95.9/28.2 99.2/4.2 99.0/2.4 96.8/17.0

w/ Lmargin

Lmargin+MSP 93.0/33.7 89.7/49.2 93.9/46.3 97.6/6.5 90.9/32.6
Lmargin+Energy 93.9/31.0 89.6/48.8 93.4/52.1 98.4/4.6 94.1/18.6
Lmargin+Maha 99.5/1.7 99.9/0.6 100/0 99.3/0.4 98.9/6.0
Lmargin+Cosine 99.0/3.8 99.6/1.7 99.9/0.2 99.0/1.5 97.4/11.8

Ours

MSP 94.8/24.7 90.8/46.4 97.0/18.3 98.6/2.5 92.9/31.4
Energy 95.7/20.7 90.4/45.5 97.0/19.9 98.5/3.2 96.9/14.0
Maha 99.6/0.8 99.4/2.2 99.5/0.7 99.9/0 99.1/0.8

Cosine 99.0/3.5 98.7/6.5 98.7/4.8 99.5/0.4 98.9/2.3

Table 5.1: OOD Detection performance (in %) of RoBERTaLARGE trained on the four differ-
ent ID datasets. Due to space limits, for each of our training ID datasets, we report the macro
average of AUROC and FAR95 on all OOD datasets (See Appendix for full results). Fol-
lowing the standard [240], the results of our SRL-guided Self Supervision method achieving
SOTA on both evaluation metrics are in blue italic fonts.

5.4.5 Main Results

As shown in Table 5.1, our SRLOOD achieves the best results across multiple OOD bench-

marks when compared with three different SOTA methods. Particularly, our model achieves

the State-of-the-art mean AUC and FAR performance with MSP, energy, Cosine, and Maha-

lanobis distance as scoring functions. Without fine-tuning the classification logits, our model
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obtains significant improvements to the previous SOTA approaches. This suggests that our

SRLOOD is able to learn effective global and local fine-grained representations, enabling

better generalisation for both ID and OOD classification. Furthermore, our model achieves

comparable mean detection performance with Mahalanobis and Cosine OOD score when

against the previous method [240].

5.4.6 Ablation Studies

In Table 5.2, we justify the effectiveness of different proposed components on IMDB and

TREC benchmarks. Note that the baseline method refers to the model trained using ℓmargin

without SRLOOD, transformer, and Self-supervised learning modules. The results demon-

strate that each module contributes significant improvements in terms of AUROC and FAR95

on both benchmarks, indicating the effectiveness of all proposed components.

Baseline SRL SSL IMDB (AUROC↑/FAR95↓) TREC (AUROC↑/FAR95↓)
MSP Energy Maha Cosine MSP Energy Maha Cosine

✓ 93.9/46.3 93.4/52.1 1/0 99.9/0.2 97.6/6.5 98.1/4.6 99.3/0.7 99.0/1.5
✓ ✓ 95.6/25.4 95.6/25.5 99.7/0.4 99.6/1.3 97.6/6.9 97.6/5.1 99.2/0.6 99.3/0.7
✓ ✓ ✓ 97.0/18.3 97.0/19.9 99.9/0 98.7/4.8 98.6/2.5 98.2/3.2 99.9/0 99.5/0.4

Table 5.2: Ablation study of our method on IMDB and TREC

5.5 Conclusion

In this paper, we propose a simple yet effective approach called Semantic Role Labeling

Guided Out-of-distribution Detection (SRLOOD), which learns from both global and SRL-

guided local fine-grained feature representation to detect OOD instances in NLP. The model

jointly optimizes both global and local representations using a margin-based contrastive loss

and self-supervised loss. The resulting model is able to effectively extract the key semantic

roles and eliminate outliers from a sentence to detect subtle OOD samples effectively. The
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resulting model shows SOTA performance on four different OOD benchmarks with four dif-

ferent OOD scoring functions, indicating the effectiveness of our proposed SRLOOD frame-

work.
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Chapter 6

Conclusion and Future Works

6.1 Conclusion

In this thesis, we have explored the natural language processing techniques in stock pre-

diction and event extraction in the finance domain. We have studied two ill-posed tasks

related to stock prediction: stock movement prediction and financial document-level event

extraction. Challenges were encountered during the implementation of these tasks, which

were addressed by utilising out-of-distribution detection. As a result, a new approach for

out-of-distribution detection is presented as the third task of this thesis.

Regarding stock movement prediction in Chapter 3, we have proposed a platform that

allows for a more realistic evaluation of NLP-aided stock auto-trading algorithms. This plat-

form, characterised by the provision of financial news and various stock factors for each

stock, as well as the use of financial-relevant metrics, has allowed us to develop and evaluate

the proposed method based on semantic role labelling pooling (SRLP) and a self-supervised

learning strategy. The primary contributions of this work can be summarised as follows: 1)

We construct a brand new stock prediction task dataset with stock-specific news and stock

factors. 2) Our proposed SRLP characterises the key attributes of financial events, which is

convenient for incorporating the crucial stock factors and further creating a self-supervised
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module on top of the SRLP method. Our self-supervised SRLP method obtains competi-

tive stock movement prediction and out-of-distribution (OOD) generalisation results. 3) We

further evaluate algorithm performance on real-world trading from more financial-relevant

metrics. By conducting extensive experimental studies, we show that our self-supervised

SRLP achieves remarkable performance on these metrics. Furthermore, we observe that the

proposed trading strategies work well in practice. Our experimental study shows that the

proposed method achieves better performance and outperforms all strong baselines in terms

of an annualised rate of return and maximum drawdown in back-testing.

We then proposed a generative solution for document-level event extraction in Chapter

4, which is a challenging task in natural language processing due to the need for a thorough

comprehension of the document and an aggregated ability to assemble arguments across

multiple sentences. In order to address the problem at hand, we propose a novel approach

for event extraction that utilises an encoding scheme to incorporate information from enti-

ties into the entire document and a decoding scheme that considers relevant contexts. Our

proposed solution includes an encoding scheme to capture entity-to-document level infor-

mation and a decoding scheme that takes into account all relevant contexts. Our encoding

scheme converts sentence embeddings and embeddings of entities detected in each sentence

into a sequence of context-aware embeddings for the decoder. The decoding scheme then

predicts the event type, the number of events per event type, and the event arguments for each

event record, using previously predicted output as context for future extraction in a recurrent

process. Our results indicate that our generative event extraction scheme is comparable to ex-

isting methods in the literature, making it a useful and easy-to-use strong baseline for future

research. Extensive experimental results demonstrate that our generative-based solution is

able to perform as well as state-of-the-art methods and assist investors in extracting valuable

structured information from financial documents.

Finally, we presented a new approach for out-of-distribution detection, which is the third

focus of this thesis in Chapter 5. We propose a simple yet effective approach called Seman-
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tic Role Labeling Guided Out-of-distribution Detection (SRLOOD), which learns from both

global and SRL-guided local fine-grained feature representation to detect OOD instances in

NLP. The model jointly optimises both global and local representations using a margin-based

contrastive loss and self-supervised loss. Particularly, semantic role labelling (SRL) [98]

was originally developed to assign their semantic roles to words or phrases from a sentence,

which is significantly useful for eliminating the outlier phrases (e.g., punctuation and dis-

course fillers) from a sentence and extract the key semantic features (verb and arguments).

Inspired by this, our novel self-supervised learning randomly masks those SRL extracted

verbs and arguments and utilises a transformer to learn those masked embedding with a

3-way auxiliary classification loss. The transformer block aims to resemble some of the

key components from sentences while the classification loss tries to predict its affiliated

verbs and arguments, so our model is enforced to learn discriminative key ID representations

by this SRL-based self-supervised learning. Finally, we adopt a margin-based contrastive

loss [240] to increase the inter-class discrepancies between SRL-extracted features of differ-

ent ID classes, which enables a more effective and efficient strategy for optimising the ID

hyperspace. The resulting model can effectively extract the key semantic roles and elimi-

nate outliers from a sentence to detect subtle OOD samples effectively. The resulting model

shows SOTA performance on four different OOD benchmarks with four different OOD scor-

ing functions.

Overall, our research has highlighted the potential of natural language processing tech-

niques in stock prediction and event extraction in the finance domain and has provided new

approaches to address the challenges encountered in these tasks.

6.2 Future Work

We have presented some solutions to the issues mentioned earlier, however, these methods

are not without limitations and there are still some unresolved issues.
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6.2.1 Stock Movement Prediction

Current deep-learning models for stock prediction are primarily trained on static, homoge-

nous datasets that cannot adapt or evolve over time. Continual learning is a technique that

enables a model to learn multiple tasks consecutively while retaining information from pre-

vious tasks, even when the data from those tasks is no longer available. This allows neural

networks to continuously build knowledge in different stock prediction tasks and overcome

the problem of catastrophic forgetting. To date, no continual learning models have been

specifically designed for stock market prediction. The dynamic nature of the stock market

requires models to autonomously acquire new skills, adapt to new situations, and perform

new tasks. Therefore, continuing learning might be useful in improving the performance of

stock movement prediction in real life.

Besides, we have implemented the task of document-level event extraction in Chapter

4. However, our Astock platform currently lacks the integration of document-level event

extraction. Incorporating the information extracted from financial-related documents can be

a crucial aspect of future developments. Specifically, event extraction can help to identify

specific events, such as company announcements, product launches, and financial results,

that can have a significant impact on stock prices. It can also help to identify patterns and

trends in the data that can provide insight into the market sentiment, which can be a key

indicator of stock price movements. Additionally, event extraction can help to extract named

entities, such as companies and individuals, that can provide a more nuanced understanding

of the factors that are driving stock prices. These kinds of information can be used as input

features for Astock platform, which can help to improve its accuracy and performance.

6.2.2 Document-level Event Extraction

Our Document-level Event Extraction Framework is a generative-based model that recur-

rently generates events. This approach is specifically designed to extract events from un-
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structured text data at the document level, by generating events in a sequence, which allows

it to capture the temporal dependencies between events. However, the recurrent nature of the

model also makes it computationally intensive, which can slow down the event extraction

process. This limitation is a potential focus for future research and there are several ways to

address it.

One approach to improve the efficiency of the model is to optimise the architecture of

the model to reduce computational complexity. For example, using more efficient neural

network architectures or utilising parallel computing can help speed up the event extraction

process. Another approach is to employ techniques such as transfer learning or pre-training,

which can reduce the amount of data required for the model to extract events and decrease

the training time.

Furthermore, future research could also aim at developing more advanced generative

models that can handle the complexity of unstructured text data. For instance, utilising

deep reinforcement learning or GANs (Generative Adversarial Networks) could enhance

the model’s ability to capture underlying patterns and dynamics of the text data, thereby

extracting more accurate events.

In summary, our Document-level Event Extraction Framework is a promising approach

for extracting events from unstructured text data. However, the recurrent nature of the model

can be a limitation. Future research could focus on addressing this limitation by optimising

the architecture, using more efficient techniques, and developing more advanced generative

models.

6.2.3 Out-of-distribution Detection

We have achieved state-of-the-art performance on AUROC and FAR95 based on the current

dataset, and there is limited space for improvement. AUROC is already very high, mostly

over 95% and close to 100%. Therefore, this setting for OOD detection can be considered

solved. However, one of the major challenges in this field is that a new proper benchmark
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dataset is needed to evaluate OOD detection methods and compare different approaches.

The current dataset may have reached its limitations in terms of providing a diverse range of

OOD examples and real-world scenarios, thus a new benchmark dataset is crucial to continue

advancing the field. To address this challenge, our future work will focus on redesigning a

proper benchmark dataset to implement OOD detection. This dataset should be represen-

tative of real-world scenarios and should include a diverse set of OOD examples that can

challenge the model’s generalisation capabilities. Additionally, it should be designed to be

easily accessible and reusable for the research community. This can enable the comparison

of different OOD detection methods on a common benchmark and accelerate the progress of

the field. In addition, it is possible to adapt some uncertainty-based methods for OOD, such

as the spectral-normalised Neural Gaussian Process proposed by Liu et al. [134].

Another important direction for future research is to investigate how to use causal in-

ference to improve the performance of OOD detection. Causal inference is a powerful tool

that can be used to understand the underlying causes of OOD examples and to identify the

factors that contribute to the model’s failure. By leveraging this information, OOD detection

methods can be improved to better handle OOD examples and improve the robustness of the

model.

In summary, the current biggest problem in OOD detection in NLP is the lack of a proper

benchmark dataset. Our future work will focus on redesigning a proper benchmark dataset

that can be used to evaluate OOD detection methods and to compare different approaches.

Additionally, we will investigate how to use causal inference to improve the performance of

OOD detection and to better understand the underlying causes of OOD examples.
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Appendix A

Intro (Chapter 1) Appendix

A.1 The original complete document.

Figure A.1: The original complete document in Figure 1.1.
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Appendix B

Astock (Chapter 3) Appendix

B.1 Trading Strategy

We design a dynamic trading strategy based on news responses to back-test our models.

Generally, we define three types of actions: short, long, and preserve. The stocks from

China A-shares can be shortened by short selling, and we assume that it applies to all stocks.

When a piece of news is published, an action is automatically triggered according to the

result predicted by the models. Different types of the transaction have different methods to

calculate the return rate. For a ”long” transaction, we define its return as Psell−Pbuy

Pbuy
%. For a

”short” transaction, we define its return as Psell−Pbuy

Psell
%.( P stands for the price.)

Our strategy considers three types of actions: short, preserve, and long. When news is

published, the corresponding stock price will surge or plummet abnormally. This strategy is

based on the assumption that the stock price will return to the normal interval after surging

or plummeting. The trading actions will be triggered according to the result predicted by our

model. Specifically, if a news piece’s predicted result is a downtrend, the long action will be

triggered, and if the result is an uptrend, the short action will be triggered. Otherwise, the

preserve action will be triggered. The position will be closed the day after the next trading

day. To make the strategy flexible to deal with the different situations, a dynamic weight is
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introduced to control the position 1 of each transaction under different actions, especially for

the actions of long and short. The weight is determined by the sum of the latest three days’

return rates from the same type of action. The position for action ai is Pi defined as Equation

B.1 and the process is shown in the Figure B.1:

Pi =
piC

∑3
t=0 rij

Ni

∑
i∈AC

∑3
j=0 rij

(B.1)

Where rij is the average return rate of the j-th latest day for a type of action ai, ai ∈

{a1, a2, a3}. Ni is the number of transactions for an action in a trading day. C is the hyper-

parameter to adjust the flexibility, p is the prediction probability of a piece of news. Figure

B.1 describes the progress of the trading transaction from an action triggered by the news to

the transaction finalized. Since taking preserve action cannot make a profit, we introduce a

News No trading

Long

Short

Long weight :𝑅𝑙 = ∑(𝑟𝑖𝑙)

𝑟1𝑙 𝑟2𝑙 𝑟3𝑙

None weight :𝑅𝑛 = ∑(𝑟𝑖𝑛)

𝑟1𝑛 𝑟2𝑛 𝑟3𝑛

short weight 𝑅𝑠 = ∑(𝑠𝑖)

𝑟1𝑠 𝑟2𝑠 𝑟3𝑠

Position for long:
𝑝𝑙𝐶

𝑅𝑙

𝑁𝑙(𝐶
𝑅𝑙 + 𝐶𝑅𝑛 + 𝐶𝑅𝑠)

Position for short:
𝑝𝑠𝐶

𝑅𝑠

𝑁𝑠(𝐶
𝑅𝑙 + 𝐶𝑅𝑛 + 𝐶𝑅𝑠)

Execution

Figure B.1: The weight calculation process of each transaction.

hypothetical return rate to calculate the weight of preserve. Specifically, if the t-th latest day

return rates of long action and short action are both negative, we assume that the return rate

of the preserve action is the opposite average of short return and long return. Otherwise, the

return rate of preserve action is set to 0.

For each transaction, the commission fee is set to 0.13%, and the position is opened by

the price when the news is published. The position will be closed if a loss achieves -10%.
1The position is financial terminology representing the ratio of the transaction out of the whole asset.
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B.2 Stock Factors

The stock factors include: Dividend yield, Total share, Circulated share, Free Float share,

Market Capitalization, Price-earning ratio(PE), PE for Trailing Twelve Months(TTM), Price/book

value ratio, Price-to-sales Ratio, Price to Sales ratio (TTM), Circulate Market Capitalization,

Open price, High price,Low price, Close price , Previous close price, Price change, Per-

centage of change, Volume, Amount, Turn over rate, Turn over rate for circulated Market

Capitalization, Volume ratio.

B.3 The study of using different alpha value

This section shows the result of the test accuracy regarding different hyper-parameter α.

When α equals 0.8, our model yields the best prediction accuracy. As shown in the Figure

B.2.

Figure B.2: The effect of the alpha on the accuracy performance.
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Appendix C

Document-level Event Extraction

(Chapter 4) Appendix

C.1 More Experimental Details

The detailed hyperparameter is shown in Table C.1. The value of the hyperparameters we

finally adopted are in bold.
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Hyper-parameter Value
Maximum number of records 20

Embedding size 768
Hidden size 768

Tagging scheme BIO
Layers of Trans-E 4
Layers of Trans-C 4

Layers of Decoding Transformer 2, 4, 6, 8
Optimizer AdamW

Learning rate for encoder 1e−4

Batch size 8, 12, 16
{λ1} 0.1
{λ2} 0.4
{λ3} 1
{λ4} 1

Dropout 0.1
Training epoch 100

Table C.1: The hyper-parameter setting.
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Appendix D

SRLOOD (Chapter 5) Appendix

D.1 More Experimental Details

The Transformer encoder has 3 layers and 16 attention heads. The weights α1 = 1, α2 = 3,

α3 = 1. The warm-up ratio for learning rate is 0.06. The batch size is 12. We use AdamW

[96] to optimized our model, and a learning rate of 1e − 5 and weighted decay 0.01. We

pick the masking probability that optimize the average OOD detection performance, 30%

for SST2 and IMDB, and 50% for TREC-10 and 20NG, guided by Figure D.1. The model is

trained for 10 epochs with runtime ranging from 5 hours to 10 hours on one Tesla V100 GPU.

We further discuss the performance of taking different masking probabilities in D. Please

note that we manually select all hyper-parameters based on the AUC and FAR performance

on testing sets. The total number of model parameters is 392M. All the hyper-parameters are

tuned on the development sets.

D.2 Experiments with different masking probabilities

The figure shows three different masking probabilities: 0.3, 0.5, and 0.7 with a higher value

indicating a stronger perturbation to the key feature representations, and we adopt the optimal
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perturbation for each ID task, judged by both the average AUROC and FAR95 over all four

OOD scores as shown in Figure D.1 .

Figure D.1: Performance on different masking probabilities on four benchmark datasets.

D.3 Full Results

Following [240], we also employ for additional datasets solely as the OOD data: RTE [11,

38, 63, 66] , MNLI [206], WMT16 [14] and Multi30K [57]. We show the full OOD detection

performance of ID datasets on OOD datasets in Table D.1 and Table D.2 .
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