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Abstract

Developing accurate models for the dynamics of ice sheets requires detailed knowledge of

the temperature field within. An important constraint on internal ice sheet temperature

is provided by geothermal heat flux, the heat flow from the solid Earth to the base of the

ice sheet (Fowler 2006). This flow of heat is not uniform, varying as a result of differences

in thermal properties (i.e., thermal conductivity and heat production) and variations in

heat transfer across the lithosphere asthenosphere boundary. Since temperature can affect

a range of ice properties, from strain rate to hardness and melting rate (Paterson 1994),

it is important that we have a detailed understanding of the heat flux both below and

within the Antarctic Ice Sheet so that I can accurately map internal temperature. In

this thesis, I examine the heat flux in Antarctic environments as well as the properties

and factors that distort it. I also take an indirect approach to test geothermal heat flux

models by using melting associated with subglacial lakes as a constraint.

Heat can move both vertically and horizontally in order to find the path of least

thermal resistance to the surface. The path is dictated by the thermal conductivity of

the crustal material as heat will attempt to move through the most conductive material.

In a subglacial valley, or buried bedrock high, most heat will move through the more

conductive bedrock, resulting in heat being moved away from subglacial valleys and into

bedrock in regions of geological contacts whereby heat will move into the more conductive

of the two mediums. The result is the creation of localized regions where heat flux at the

base of the ice sheet can be 80 to 120% of the regional heat flux creating localized regions

of elevated/reduced temperature.

Having demonstrated the underlying bedrock thermal geology is critical to mapping

xxi



xxii Abstract

the flow of heat through the Antarctic ice sheet, I collected the thermal conductivity on

49 Antarctic rock samples and combined them with a larger global database to develop

predictors for thermal conductivities in the inaccessible Antarctic lithosphere. From this

dataset, I determine oxide and mineral contributions to the effective thermal conductiv-

ity for a range of igneous compositions. I exploit a correlation between high thermal

conductivities and low seismic velocities to produce an empirical model, which is applied

to a crustal tomography model to predict thermal conductivity of the Antarctic crust.

The largest lateral conductivity variations are found in a region with high conductivity

between 15 to 27 km, which also corresponds to an anomaly in proxy models for the

geothermal heat flux beneath the Antarctic Ice Sheet.

Several geothermal heat flux models for Antarctica have been made via proxy-based

estimates due to limited sampling across the continent. Proxy-based estimates have large

disagreements between each other (up to 50 mW m−2 in West Antarctica). To ascertain

accuracy, I test the proxy-based estimates using a basal heat flux constraint (BHFC)

assuming melting at the base of the ice sheet. In the presence of subglacial lakes, regions

where proxy-based estimates should exceed this constraint. I find that while results show

a subtle relation between lake and regions of elevated heat flux, a large number of lakes

are in regions of insufficient heat flux to generate melting. These results indicates that

current proxy models currently underestimate geothermal heat flux.

Since there is a relation between heat flux and lake locations, the proxy-based estimates

can be combined with other maps of Antarctic surface temperature, ice thickness, bedrock

elevation, crustal thickness, bedrock slope and ice velocity to predict lake melt source

regions. Three methods are tested, comparative property analysis, principal component

analysis and machine learning method using a Subspace KNN classifier. The comparative

analysis shows the properties of surface temperature, ice thickness and ice velocity to have

the greatest disparity between sub-glacial lakes and Antarctica but are unable to make a

clear prediction about the melt source for subglacial lakes. The PCA, while shown not

to be a good predictive map, is excellent at identifying regions of Antarctica as either

containing active lakes (with current water infill/outflow) or stable lakes (in which water
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levels remain constant). The Subspace KNN classifier meanwhile, is able to both identify

lake melt sources and type of lakes generated from those sources.

This work improves our ability to accurately map the geothermal heat flux at the base

of the Antarctic ice sheet by giving proxy modellers by showing the importance of bedrock

thermal conductivity as well as mapping it over a large section of Antarctica. We also

show future avenues of research that can improve upon or use these geothermal heat flux

models including mapping the melt sources of subglacial lakes.
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Chapter 1

Introduction

1.1 Contextual statement

With the role of humans on recent climate change now well established (Lynas et al. 2021),

more attention has turned to the forecasting of future effects (Lwasa et al. 2022). The

melting of polar ice caps, in Greenland and Antarctica has resulted in rising global sea

levels and accelerated climate change (DeConto et al. 2021). To accurately model warming

temperatures on ice caps a detailed model for glacial thermodynamics is required. To

achieve this degree of accuracy, we need to improve models of temperatures within ice

sheets and geothermal heat flux from below.

Geothermal basal heat flux establishes the rate at which temperature increases through-

out an ice sheet, and thus is key to determining whether the base of the ice sheet is frozen

or melting (Reading et al. 2022). The true geothermal heat flux at the base of the Antarc-

tic ice sheet has never been directly measured outside of a handful of boreholes mostly

taken in thin-ice coastal regions (Guimarães et al. 2020).

Rather than direct measurements, multiple studies have attempted to map the heat

flux at the base of the Antarctic ice sheet using geophysical proxies such as Curie depth

(Maule 2005, Martos et al. 2017), seismic velocity (An et al. 2015, Shen et al. 2020) and

statistical comparisons (Lösing et al. 2020, St̊al et al. 2021). These models are limited

both due to the lack of accurate thermal properties, thermal conductivity and radioactive

heat production of the Antarctic bedrock. These models also do not address small-scale

1
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thermodynamic effects, sheet such as the refraction of heat flux induced by subglacial

topography (van der Veen et al. 2007).

The magnitude of basal heat flux can influence the formation of melts at the base of the

Antarctic ice sheet (Pattyn et al. 2016), which may pool in low topographic depressions to

form subglacial lakes (MacKie et al. 2020). These subglaial lakes reduce bed rock friction

(Gudlaugsson et al. 2016) and distort the solid Earth temperature field (Siegert et al.

2017). Outside of glacial dynamics, biologists have a keen interest in subglacial lakes

due to the possible existence of unique, complex life-forms in these isolated and extreme

environments (Pearce et al. 2013). With subglacial lakes cut off from the outside world

by kilometers of ice sheets, life can evolve in isolation with unique traits and features that

may not exist in currently known creatures (Christner et al. 2014). These extremely cold

environments also serve as analogues for other bodies in the solar system such as the icy

moons of Jupiter where extremophiles may be found (Thatje et al. 2019). Thus, there are

a multitude of reasons we must improve our knowledge of the thermal properties of the

Antarctic lithosphere and the geothermal heat flux at the base of the Antarctic Ice Sheet.

1.2 Objectives and thesis outline

In this thesis, I explore two distinct avenues in an effort to improve geothermal heat flux

either directly or through further study. First, I examine the thermal conductivity of the

Antarctic lithosphere and the effects lateral variations may have on the magnitude and

distribution of geothermal heat flux continent wide. Second, I examine the relation be-

tween glacial geothermal profiles and subglacial lakes and use it to test several geophysical

models of Antarctic geothermal heat flux.

Chapter 2: Background

In this background chapter, I describe several key aspects for the nature of heat flow in

ice sheets relevant to this study and clarify the terminology used in later chapters.
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Chapter 3: Thermal refraction: implications for subglacial heat

flux

In this chapter, I examine the flow of heat across the ice-rock interface at the base

of ice sheets. I show that topographic and geological differences around the ice-rock

boundary can cause the heat to refract laterally away from thermal restive locations

and towards thermal conductive locations. This refraction of heat causes temperature

decreases/increases, resulting in ice remaining solid to much greater depths or melting

much shallower than a simple 1D gradient predicts. These results highlights the im-

portance of accurate subglacial topography models and geological architecture for the

Antarctic bedrock when modeling the basal geothermal heat flux.

Chapter 4: Compositional controls on the thermal conductivity

of igneous rocks and a model for the conductivity of Antarctic

crust

Having established the importance of thermal conductivity variations on the flow of heat in

glaciers, I report on a laboratory investigation of the thermal conductivity of 49 Antarctic

igneous and metaigneous rocks. I show the thermal conductivity of these samples are

within the expected ranges of the global distribution for their composition. Since Antarctic

samples follow global trends we use the global relationship between seismic velocity and

thermal conductivity to transform a map of Antarctica crustal velocity into a map of

crustal thermal conductivity.

Chapter 5: Melt constraints on the Geothermal Heat Flux be-

neath the Antarctic Ice Sheet

While Chapters 3 and 4 focus on small-scale heat flux effects (∼1 to 20 km), this chapter

examines the basal heat flux in Antarctica at the continental scale. Current heat flux

models of Antarctica vary widely. To constrain these models, I calculate the heat flux

required to reach the melting point at the base of the ice sheet. This limit, combined
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with the presence or absence of lakes, can be used to bound geothermal heat flux and test

existing geophysical proxy models.

Chapter 6: Prediction of subglacial lake melt sources from site

characteristics

I attempt to map lake melt sources across Antarctica using seven site parameters with

some sensitivity to the thermal state. Machine learning methods are used to identify

where in Antarctica where melt sources form. From these results, I predict in Antarctica

as ideal melt is sourced. I also predict the types of lakes formed in said regions.

Chapter 7: Conclusion

In this final chapter, I address the issues faced in current heat flux models and how these

studies improve our understanding and knowledge of the thermal state of the Antarctic

Ice Sheet. I also suggest the results of this study can be extended to improved ice sheet

models.



Chapter 2

Background

2.1 Heat/heat flux

Heat measures the rate at which temperature is transferred (flows) from one location

to another and is measured in watts (W) (Lienhard & Lienhard 2019). Heat flux is

a measurement of the amount of heat passing through a 2D plane, such as the Earth

surface, and is measured in Watts per squared meter (W m−1). Heat can be transferred

by four mechanisms:

� Advection: The process of heat being transferred along with the mass containing it

and occurs in all moving substances, such as flowing liquids.

� Convection: Works in the same way as advection, in which the mass is transferred

along with the heat. When gasses and liquids are warmed at the base, a circulatory

motion will occur in the substance as the warm, less dense part of the substance

rises to the top of the medium, while the colder, more dense part falls to the base.

� Conduction: Heat can also move within a solid substance via conduction. Warm

molecules within a lattice will slowly dissipate heat throughout any substance at a

rate determined by the substance’s temperature difference and thermal conductivity.

� Radiation: Heat can move through a vacuum in the form of electromagnetic waves

(Maxwell 2009). All substances with a temperature above absolute zero will emit

5
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thermal radiation, with hotter substances emitting more radiation at higher energies.

2.2 Heat in glaciers

Glaciers present a unique environment for heat flow due to the nature of ice as both a solid

and a geophysical fluid (Paterson 1994). As a solid, heat flow in the ice is predominately

driven by thermal conduction (Paterson 1994), however, due to snow build up and ice’s

nature to flow over the long term, we also see heat flow as a result of mass transport

(thermal advection) and convection (Hughes 2012). Heat is also generated internally

within a deforming ice sheet by viscous dissipation (Llubes et al. 2006) or at the base as

ice shears over bedrock (Wilkens et al. 2015).

Heat flux is related to the thermal gradient by Fourier’s law and can be tied to absolute

temperatures by a known point (e.g., surface temperature, melting point at the base) (Pa-

terson 1994). Temperature is a first-order control on ice dynamics, as colder and warmer

ice behave differently. Ice properties such as rheology (Larour, Seroussi, Morlighem &

Rignot 2012), basal friction (Goldsby & Kohlstedt 2001), basal sliding velocity (Sergienko

& Hindmarsh 2013), and erosion (Greve & Blatter 2009) are all dependent on tempera-

ture. Temperatures can be estimated throughout an ice sheet by solving the heat equation

as a boundary value problem. The basal boundary condition of the ice sheet is requires

an estimate of the heat flux across the bed.

2.3 Geothermal heat flux models

The heat flux from the bedrock to the ice sheet is frequently assumed to be the geothermal

heat flux—heat flux of the solid Earth—which can be estimated indirectly from geophys-

ical proxies. The number studies estimating geothermal heat flux models for Antarctica

has rapidly increased in the past few years. I have chosen six with particular interest to

my study, which represent the full range of techniques used to predict heat flux. These

studies include: Maule (2005) and Martos et al. (2017) estimate heat flux through the

magnetic Curie depth estimates, An et al. (2015) uses mantle shear wave tomography,
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which converts velocities into temperatures using a method similar to Goes et al. (2000).

Guimarães et al. (2020) interpolates the heat flux from a series of ice drill cores, vol-

canic magma chambers, subglacial lakes, and sites based on the basal temperatures of

the glaciers. Shen et al. (2020) estimate the heat flux across Antarctica by identifying re-

gions of known heat flux on other continents with similar seismic characteristics (velocity

and gradient) at ∼80 km depth. St̊al et al. (2021) takes this concepts further comparing

seismic profiles along with topographic, magnetotellurics and geological characteristics to

compare Antarctic regions to other regions of known heat flux. All six models make broad

uniform assumptions about the thermal properties of the Antarctic lithosphere (Chap-

ter 5) raising questions about their accuracy, both magnitude and spatial variability of

geothermal heat flux (Gard 2021).

Additional constraints can be placed on the heat flux at the base of an ice sheet

that are independent of geophysical proxies. Since temperature increases with respect to

depth, an ice sheet will inevitably reach the melting point of ice if thick enough. The

melting point normally occurs well below the Antarctic ice sheet in the bedrock. However,

if the heat flux is high, the melting point will occur within the ice sheet and can result

in the formation of subglacial lakes. I refer to the limit where melting first occurs as the

minimum basal heat flux (Chapter 5). This constraint differs depending on the overlying

ice sheet’s surface temperature, ice thickness and surface velocity.

2.4 Subglacial lakes

In regions where the geothermal heat flux is high enough to melt the base of the ice sheet

we expect subglacial lakes to form. Subglacial lakes are bodies of water located beneath

the ice sheet that remain cut off from both the surface and the open ocean. They were

originally theorized in the late 1960s (De et al. 1969) and then later confirmed in the

early 1990s (Ridley et al. 1993). They are believed to be formed from the run off from

basal melts which pool in regions of low bedrock topography (MacKie et al. 2020). More

than 600 subglacial lakes have since been discovered in Antarctica through multiple radar

and satellite observations (Livingstone et al. 2013). Lakes are split into two primary
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categories: stable, in which water levels in the lake remain constant and active in which

water levels in the lake will change as a result of inflow/outflow (MacKie et al. 2020). The

existence of such lakes is important, as it has both an impact on ice dynamics (Siegert

et al. 2000, Couston 2021) and biological (Siegert et al. 2001, Christner et al. 2014, Thatje

et al. 2019) implications.

With subglacial lakes being located 1-4 km under an ice sheet they can only be detect

via radio-echo sounding, in the case of stable lakes, or satellite observations of ice elevation,

in the case of active lakes. These indirect methods mean that multiple smaller lakes have

likely not yet been discovered (Chapter 6). More focused studies of specific Antarctic

regions would allow us to make scans of finer resolution but to do so would first require

a confidence that a subglacial lake exist in the region. This would be more likely in a

region with identical environmental properties to a region with a known subglacial lakes

(chapter 6).

2.5 Thermal properties of bedrock

Basal heat flux is dictated by a several factors but the two most important are radio-

genic heat production and thermal conductivity. Heat production is generated within

the Antarctic crust by the decay of uranium, thorium and potassium (Hasterok & Webb

2017) while thermal conductivity limits the rate at which mantle heat can flow to the

surface (Paterson 1994). Both properties are controlled lithologically, but are relatively

uncertain as a result of natural variability and unknown composition of the subsurface.

Neither thermal conductivity nor heat production can be remotely sensed in the same way

as seismic velocity or density, making it difficult to develop crustal models via indirect

means.

Although measuring trace amounts of uranium, thorium and potassium in rocks is

difficult, there is a relationship between heat production and sample maficity (Hasterok

& Webb 2017). Using this trend, one can predict heat production of a rock from its

composition. Since the composition of the rocks also affects its seismic velocity and

density, one can draw a relationship between these variables and heat production, allowing
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mapping of heat production in the Antarctic crust (Gard & Hasterok 2021).

This relation between heat production and composition is also true for thermal con-

ductivity although by different factors (S. Jennings 2019). Thus, one can generate a map

of heat production in the Antarctic crust via relating thermal conductivity results to seis-

mic velocity maps of the Antarctic region. However, with few observations globally and

within Antarctica, additional measurements are needed (Chapter 4).

2.6 Bedrock Erosion

As the Antarctic ice sheet moves across the continent, it abrades the underlying bedrock.

Due to the positive geothermal gradients, this erosion exposes the base of the Antarctic Ice

Sheet to warmer temperatures and higher heat flow as geotherms reequilibrate (England

& Richardson 1980). The magnitude of the thermal gradient disturbance due to erosion

is dependent upon the rate and duration of erosion, with an increase in each causing a

larger disturbance (Ehlers 2005).

While the thermal effect of erosion must be included in models to estimate heat flux

accurately in coastal regions, the effect can largely ignored over much of Antarctica’s

continental interior. The erosion rate within Antarctica’s continental interior is poorly

constrained. Cosmogenic studies of erosion rates suggest extremely low erosion rates,

generally less than 10−3 mm a−1 (Marrero et al. 2018). However, these observations are

based on rock outcrops that may not experience significant abrasive erosion from glacial

sliding or subglacial fluvial processes which can exceed 103 mm a−1 (Fagherazzi et al.

2021), but such rates cannot be sustained over thousands of years and must be constrained

to coastal regions where glacial velocities are highest. To estimate erosion rates in the

Antarctic interior, we can make predictions from observations from temperate glaciers,

which indicate a relationship between sliding velocity and erosion rates (Cook et al. 2020).

A sliding velocity of 10 m a−1 to 100 m a−1 results in estimated erosion rates of 0.7 to 3.2

mm a−1 (Figure 2, Cook et al. 2020). Ice velocities in the Antarctic interior rarely exceed

25 m a−1, corresponding to an erosion rate likely less than 1.3 mm a−1. For such low

erosion rates, we expect the heat flux disturbance to remain ¡10% for well over duration
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less than 20 ka (Figure 5d, Ehlers 2005). While the ice sheet has existed for ∼34 million

years ago (Barr et al. 2022), it is reasonable to assume the duration of flow due to the

duration of glacial interglaical cycles of ∼40 ka. Therefore, it is reasonable to assume

the erosional effect on heat flux is negligible within the continental interior and so, it is

ignored in modelling components this thesis.
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Chapter 3

Thermal refraction: implications for

subglacial heat flux

Abstract

In this study, we explore small-scale (∼1 to 20 km) thermal-refractive effects on basal

geothermal heat flux (BGHF) at subglacial boundaries resulting from lateral thermal

conductivity contrasts associated with subglacial topography and geologic contacts. We

construct a series of two-dimensional, conductive, steady-state models that exclude many

of the complexities of ice sheets in order to demonstrate the effect of thermal refraction.

We show that heat can preferentially flow into or around a subglacial valley depending

on the thermal conductivity contrast with underlying bedrock, with anomalies of local

BGHF at the ice–bedrock interface between 80 to 120% of regional BGHF and temper-

ature anomalies on the order of ±15% for the typical range of bedrock conductivities.

In the absence of bed topography, subglacial contacts can produce significant heat flux

and temperature anomalies that are locally extensive (>10 km). Thermal refraction can

result in either an increase or decrease in the likelihood of melting and ice sheet stability

depending on the conductivity contrast and bed topography. While our models exclude

many of the physical complexities of ice behaviour, they illustrate the need to include

refractive effects created by realistic geology into future glacial models to improve the

13
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prediction of subglacial melting and ice viscosity.

3.1 Introduction

Geothermal heat flux at the base of ice sheets (basal geothermal heat flux, BGHF) is a

critical boundary constraint on ice sheet models because it plays a key role in the basal

temperature and thermal gradients within glaciers (Pittard et al. 2016). Accurate models

of BGHF are necessary to predict subglacial melting rates, flow velocities in continental ice

sheets, and identify regions of extremely old ice (Pittard et al. 2016, Larour, Morlighem,

Seroussi, Schiermeier & Rignot 2012, Liefferinge & Pattyn 2013, Parrenin et al. 2017).

Despite the importance BGHF, there are very few direct estimates aside from a few core

sites (e.g., Parrenin et al. 2017) and estimates made using subglacial lakes (Siegert &

Dowdeswell 1996).

Heat flux at the base of the Antarctic ice sheet is poorly constrained, leading many

glacial modelers to use simple BGHF estimates to estimate temperature at the base of

the Antarctic ice sheet (Llubes et al. 2006, Larour, Seroussi, Morlighem & Rignot 2012).

Uncertainty in BGHF results in subglacial temperature models, that cannot accurately

predict subglacial melting. While more recent BGHF models derived from seismic tomog-

raphy and Curie depth estimates are available (An et al. 2015, Martos et al. 2017, Lösing

et al. 2020, Shen et al. 2020), these models are not of sufficient resolution to observe

local thermal variations that may be significant to glacial processes (Liefferinge & Pattyn

2013). These processes include the raising or lowering of the strain rate of ice (Goldsby

& Kohlstedt 2001), the formation of fast sliding ice streams (Engelhardt 2004), and the

formation of subglacial lakes in regions not defined by basic 1-D thermal gradients (Llubes

et al. 2006). Furthermore, to estimate BGHF, these geophysical models rely on simple es-

timates of crustal heat production and thermal conductivity that are poorly constrained.

In this study, we focus on the implications of shallow differences in thermal conductivity

on temperature and heat flux at the ice–bedrock interface.

Heat moves from the lithosphere to the surface via the path of least resistance (Beard-

smore & Cull 2001), which is predominantly vertical due to the difference in temperature
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Figure 3.1: Thermal refraction as a result of a conductivity contrast between ice and
bedrock. The solid lines are for a 1-D temperature model where the underlying bedrock
is more conductive than the ice (blue), less conductive (red), and equal (black). The
dashed lines are computed for a 2-D temperature model through the center of a Gaussian-
shaped valley (same models in Fig. 3.5). Because we do not factor in latent heat effects,
temperatures above the melting point can be considered a melt potential (grey).

between the base of the lithosphere and the surface. Surface topography and lateral vari-

ations in composition cause the flow of heat to deviate from a straight path, resulting in a

horizontal component of heat flux and creating local anomalies (Lees 1910, Lachenbruch

1968). A prior model for heat flux at the base of glaciers assumed the interface could be

modelled as a topographic free surface (van der Veen et al. 2007). However, this assump-

tion is physically incorrect because it ignores refraction of heat flux and temperature at

the ice–bedrock interface as a result of a finite thermal conductivity of ice.

Thermal refraction distorts local thermal gradients in response to a contrast in thermal

conductivity (Fig. 3.1). The effects of thermal refraction have been observed and accu-

rately modelled within and around sedimentary basins (Stephenson et al. 2009, Fuchs

& Balling 2016). This refraction effect also has the potential to influence glacial and

geothermal processes, as refraction locally focuses heat and temperatures relative to the

surrounding area. This redistribution of heat affects viscosity due to its temperature sensi-

tivity (Goldsby & Kohlstedt 2001) and the potential for subglacial melting. Furthermore,

this phenomenon also accounts for local heat flux variations in the absence of subglacial

topography.
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In this study we demonstrate that, with or without subglacial topography, thermal

refraction can affect the heat flux at the ice–bedrock interface, alluding to much warmer

and cooler sections under the ice sheet. We suggest that thermal refraction creates regions

of localized high temperature and heat flux anomalies that can raise melt potential, and

may be responsible for subglacial lake formation.

3.2 Background

3.2.1 Topographic effect

The topographic method, originally theorized by Lees (1910) and later expanded by

Lachenbruch (1968), accounts for surface heat flux into regions of low topography and

away from high topography. van der Veen et al. (2007) proposed that the heat flux across

the glacial–bedrock boundary can be described as a free surface and modeled using a to-

pographic method, which they employed to describe the heat flux across the Petermann

and Jakobshavn Isbræ subglacial boundaries in Greenland.

While air is very resistive, air currents—unlike ice—can convect thereby rapidly re-

moving heat and creating a relatively constant temperature along the surface topography

(i.e. the topographic effect). The result is a compression of isotherms in the vicinity of

topographic depressions and associated increase in heat flux (Fig. 3.2). Beneath topo-

graphic highs, the opposite occurs, the distance between isotherms increases and heat

flows away from the peak. The topographic model has been used by a number of glacio-

logical studies and site planning. For example, in their recommendation for selection of

an ice coring site, Passalacqua et al. (2018) suggest avoiding sites above subglacial valleys

under the assumption that heat would be drawn into a valley and increasing the possibil-

ity of positive melting. In a separate study by Young et al. (2017), the authors assumed

topography would increase the potential for subglacial lakes in regions of deeply incised

topography.

By using the topographic method, van der Veen et al. (2007) assumed the ice–bedrock

boundary can be recast as Earth’s free surface (Fig. 3.2) however this assumption is
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Figure 3.2: A comparison of the topographic method (red) with the finite difference
solution (blue) for a subglacial ridge and valley. The ice layer (light blue) is assigned a
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incorrect. For the topographic method to work in glacial systems, ice would need to

be much more conductive than the bedrock or convect rapidly, both beyond what is

practically possible. Earth materials—including ice—vary in thermal conductivity due to

differences in composition, porosity, and pore fluid. A conductivity contrast between ice

and bedrock can result in thermal refraction of heat that can produce the opposite effect

on heat flow above subglacial highs and valleys as predicted by the topographic method

(Fig. 3.2). Therefore, thermal refractive effects must be considered for accurate glacial

and ice sheet models.

In this study, we revisit the basal heat flux in response to subglacial topography using

the finite difference method, which can account for variations in thermal conductivity.

3.2.2 Thermal conductivity

Ice

The thermal conductivity of Antarctic ice varies considerably as a function of porosity

and temperature (Pringle et al. 2007). Pure ice at 0◦C has a thermal conductivity of

∼2.1 W m−1 K−1 and at -50◦C (typical surface temperature in East Antarctica) ice is

more conductive, 2.8 W m−1 K−1 (Paterson 1994). In practice, the conductivity of glacial

ice is lower than the pure ice limit as air bubbles in accumulating snow are trapped

as the snow compacts into glacial ice. As snow compacts, it increases in both density

and thermal conductivity (Equation 9.3 and 9.4 in Paterson 1994). Using density data

from Kuivinen & Koci (1982), we can estimate the upper and lower bounds of glacial ice

thermal conductivity, which can be as low as 0.5 W m−1 K−1 near the surface and rapidly

increases with depth to that of pure ice around 200 m (Fig. 3.3a). Observations of sea ice

conductivity compiled by Pringle et al. (2007) are consistent with this theoretical model.

A complete set of equations to estimate conductivity of ice with depth is provided in the

Appendix A.
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Figure 3.3: (a) Models for the thermal conductivity of ice (see Appendix A). (b) Distri-
bution of thermal conductivities for selected igneous rock types (S. Jennings 2019, and
references therein). (c) Distribution of thermal conductivities for selected sedimentary
rock types (Fuchs et al. 2013).

Bedrock

The vast array of rock compositions is associated with significant variations in thermal

conductivity of about 5 W m−1 K−1 (Fig. 3.3b,c). Porosity and pore fluid compositions

further broaden the range of conductivities in shallow bedrock. Unweathered plutonic

rocks have a relatively well-defined conductivity range from 1.8 W m−1 K−1 for alkali

basalts up to 3.8 W m−1 K−1 for granites (S. Jennings 2019). By contrast sedimentary

rocks have much larger variations in conductivity ranging from 1 W m−1 K−1 for mud-

stones to 5.25 W m−1 K−1 for quartz-rich sandstones (Fuchs et al. 2013). This large

conductivity range for sedimentary rocks is related to the large range of porosities and

quartz fraction. Quartz has a conductivity of 6 to 8 W m−1 K−1 whereas most common

rock forming minerals have conductivities < 3 W m−1 K−1.

In general, most rock types will have thermal conductivities higher than that of ice and

those with lower conductivities are likely to be easily eroded by moving ice. In Figure 3.3,

we compare the thermal conductivity of ice with that of a few common igneous and

sedimentary rocks. The median thermal conductivity of the rocks shown are similar to

or above the asymptotic thermal conductivity of ice, but there are a significant number
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of rocks that have conductivity lower than ice. Therefore, it is important to consider the

conductivity contrast between rock and ice in order to produce accurate models of heat

flow.

Greenland and Antarctica are sufficiently large with lengthy and diverse tectonic his-

tories (White et al. 2016, Harley et al. 2013). Therefore, one can reasonable expect a very

large range of rock types similar to what one may find on any other continent. There

are some regions where sufficiently large exposures of rocks outcrop, generally near the

coasts, that can be used to model the subsurface geology allowing one to produce accu-

rate models of thermal conductivity. There are some subglacial basins beneath Antarctica

where one can expect relatively low thermal conductivity sediments juxtaposed against

crystalline rocks with significantly higher thermal conductivity. One may also find that

crustal sutures are regions where significant contrasts in rock types and possibly conduc-

tivity. However, there are no thermal conductivity measurements specific to rocks exposed

in Antarctica.

Some thermal studies estimate thermal conductivity using various mixing formulae in

combination with modal mineralogy. Another possibility is the use of bulk geochemistry to

estimate thermal conductivity (S. Jennings 2019). Bulk geochemistry data advantageous

as it is often widely available where bedrock is accessible. While these techniques are

physically sound and frequently accurate (e.g., Fuchs et al. 2018, Ray et al. 2015, Chopra

et al. 2018), they require in-depth knowledge of the bedrock and thus have limited utility

for most sub-glacial heat flux studies.

In reality, the rock types are beneath much of Greenland or Antarctica are unknown.

When access bedrock is not possible, empirically derived covariance relationships between

thermal conductivity and other petrophysical parameters such as P-wave velocity and den-

sity may be used to estimate thermal conductivity (e.g., Hartmann et al. 2005, Sundberg

et al. 2009). However, such regional settings are not geographically transferable as they

typically depend on site specific parameters that are often not discernible without access

to bedrock samples. A recent study by S. Jennings (2019) developed a model to estimate

thermal conductivity from P-wave velocity from a global set of 340 non-porous igneous
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rocks,

k(Vp) = 0.5822V 2
p − 8.263Vp + 31.62, (3.1)

with an accuracy of 0.31 W m−1 K−1. Therefore, it may be possible to remotely estimate

the thermal conductivity of bedrock without direct access to the geology.

Because of the broad range of geologic environments and thermal conductivity con-

trasts possible beneath ice sheets, we have chosen to illustrate the range of refractive

effects on simplified geologic structures rather than focus on any particular locality.

3.3 Methods

3.3.1 Topographic solution

The topographic method developed by Lees (1910) and Lachenbruch (1968) uses a series

of planes and slopes to compute the topographic perturbation to the background ther-

mal field. However, this method is cumbersome and more difficult to implement than

an alternative formulation based on Fourier series proposed by Blackwell et al. (1980).

Both methods assume a homogeneous thermal conductivity medium and produce similar

estimates for the topographic disturbance to the heat flow field. Therefore, due to its ease

of use, we prefer the topographic method based on Fourier series.

The topographic effect on temperature at depth for a known temperature distribution

along an uneven surface, T (x, 0), temperature can be computed by

T (x, z) = T (x, 0) +
Q

kr
z +

M∑
n=0

e−2πnz/λ

[
An cos

(
2πnx

λ

)
+Bn sin

(
2πnx

λ

)]
, (3.2)

at a distance x along a profile and a depth z relative to the surface (z(x) = 0), where Q is

the regional heat flux defined in the absence of topography, kr is the thermal conductivity

of bedrock, λ is the width of region of observation, and An and Bn are Fourier coefficients

(Blackwell et al. 1980). The Fourier coefficients can be determined by inversion of a

surface temperature at a set of known or estimated points (Henderson & Cordell 1971).

The local (topographically perturbed) heat flux, q , is then determined by Fourier’s law



22 Chapter 3. Thermal refraction: implications for subglacial heat flux

applied to the equation above in both the horizontal (x̂) and vertical (ẑ) directions i.e.,

q(x, z) =

{
2πkr
λ

M∑
n=1

ne−2πnz/λ

[
Bn cos

(
2πnx

λ

)
− An sin

(
2πnx

λ

)]}
x̂

+

{
Q− 2πkr

λ

M∑
n=1

ne−2πnz/λ

[
An cos

(
2πnx

λ

)
+Bn sin

(
2πnx

λ

)]}
ẑ. (3.3)

The topographic method is attractive because it does not rely on detailed information

about the bedrock if the equations are recast in terms of the thermal gradient, Γ = Q/kr,

such that the equations do not explicitly contain the thermal conductivity.

The topographic method fails to account for the presence of ice and as a result will

not produce an accurate refractive effect. Therefore, we resort to solving the heat equa-

tion that incorporates a layer of ice over bedrock using a finite difference method. To

demonstrate the impact of a glacial layer on the heat flux at the ice–bedrock interface,

we solve the 2-dimensional, steady-state heat equation without sources,

∇k · ∇T + k∇2T = 0, (3.4)

where k and T are the conductivity and temperature, respectively, at a specific point in

the medium. We solve this form of the thermal diffusion equation using successive over-

relaxation applied to a finite difference approximation over a 2-D subglacial cross-section

with cell sizes of ∼0.01 × 0.01 km2 with the following boundary conditions:·

� fixed surface temperature, Ts(x);

� fixed temperature at the vertical boundaries consistent with 1-D model; and

� fixed heat flux, Q, on the lower boundary.

To reduce the number of iterations and shorten convergence time, we solve a coarse grid

first and progressively double the resolution until the target resolution is attained. The

convergence criteria is set to 1 × 10−3 ◦C for the maximum temperature change of any

cell during an iteration. To estimate heat flux, we apply Fourier’s Law by differentiating
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the temperature grid and multiplying by thermal conductivity. We then interpolate the

temperature and heat flux at the ice-rock boundary.

To extend the utility of our calculations, we recast our results in terms of a non-

dimensionalized temperature and heat flux. The use of non-dimensional quantities is

independent of the regional heat flux and surface temperature chosen for the model and

thus do not limit our results to the specific examples demonstrated in this study. The

non-dimensionalized temperature, θ, and heat flux, Φ at the ice–bedrock boundary are

given by

θ(x) =
Tb(x)− Tb,1D(x)

Tb,1D(x)− Ts

, (3.5)

Φ(x) =
|qb(x)|
qb,1D

, (3.6)

where Tb and |qb| are the magnitude of temperature and heat flux at the boundary, and

Tb,1D and qb,1D is the boundary temperature and heat flux for the 1-D case associated with

each vertical column across the section. For our models, qb,1D is equal to the regional heat

flux, Q, and Tb,1D = Ts +Qh/ki, where h is the ice thickness.

In order to emphasize the effect of thermal refraction, we have made a number of

assumptions to the heat flux equation. The above formulation ignores the influence of

basal shear heating that is likely to dominate in regions with significant ice transport. In

such cases, the geothermal heat flux contributions to the ice sheet are probably insignifi-

cant. We also ignore advection within the ice, which will affect the upper portion of the

geotherm resulting in nearly isothermal temperatures at the surface (e.g., Dahl-Jensen

et al. 1998). As a result, the top of our models could be considered to begin at the point

for which the ice has reached a conductive thermal profile. Advection near the base of

thick ice may also have an effect and would normally be taken into account during model-

ing. We also ignore latent heat effects in instances where the models predict temperatures

in excess of the melting point of ice (e. g., Fig. 3.1). Such temperatures can be considered

as melt potential instead, where in reality, temperatures would be fixed to the melting

temperature at the base of the ice and reducing temperatures within the overlying glacial
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column. Because we are simply demonstrating the effect of thermal refraction, it is the

relative—not absolute—temperature difference that is important. The last assumption we

make is that the crust contains negligible heat generation whereas continental crust con-

tains significant radioactive heat generation that contributes to curvature in the geotherm

(Chapman 1986). However, the effect is small enough in the shallow Earth that it can be

reasonably ignored.

3.3.2 Model geometries

To demonstrate how thermal refraction effects the flow of heat in glacial environments we

construct the following models: (1) a Gaussian-shaped valley and (2) a subglacial geologic

contact below a flat horizontal ice sheet. We have chosen these two basic geometries

because they can be easily tailored to produce a wide range of common geologic and

geomorphic features. To prevent boundary effects on calculations, model domains were

typically set to approximately 10 times the width and depth of the subglacial topographic

features.

Gaussian valley

A Gaussian-shaped sub-glacial valley is presented to illustrate the range of thermal refrac-

tive effects in response to changes in thermal conductivity and geometry (e.g. Fig. 3.4a).

The valley is constructed by assigning a regional ice sheet thickness, h, a width, w,

and a depth, d (Fig. 3.4a). The ice is assigned a uniform thermal conductivity, ki, of

2 W m−1 K−1 and the bedrock conductivity is constant for each model.

Subvertical geological contact

Refraction also happens where there is no topography along the ice–bedrock interface

when a geological contact juxtaposes rock types with differing thermal conductivity (Fig. 3.4b).

To demonstrate this effect, we present a simple model for a geological contact below the

ice. The model as shown in Figure 3.4b can be thought of as a fault-bounded sedimentary

basin with a thickness, d, and an acute contact angle δ measured from the horizontal. In
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Figure 3.4: Model setup and parameters used to model thermal refraction. Two classes of
models are explored: (a) subglacial valley in a Gaussian shape and (b) subglacial contact
beneath a flat subglacial surface.

this case, there are two bedrock conductivities, one for the sedimentary basin, ks and one

for the surrounding bedrock, kb.

3.4 Results

3.4.1 Gaussian valley

The results of the finite difference solution are presented in Figure 3.5 for a bedrock

conductivity of 1.5 and 3 W m−1 K−1, respectively. When ki > kr, heat preferentially

flows into the valley as it represents the easiest path to the surface (Fig. 3.5a). As a

result, the isotherms bend away from the valley creating higher temperatures in the ice

above the valley and lower temperatures in the bedrock below. However, relative to a

series of one-dimensional vertical temperatures stitched across the profile, temperature is

higher both above and below the valley (Fig. 3.6a). The valley flanks have anomalously

low temperatures with slightly negative side lobes. The shape of the heat flux anomaly

is similar to the temperature anomaly (Fig. 3.6b).

When the conductivity contrast is reversed, ki < kr, the heat flux and temperature

anomalies both reverse polarity (Fig. 3.5). In this scenario, the isotherms bend toward

the valley as heat flows around the valley.

Refraction can reduce or increase the difference between the valley flank and valley base

temperatures, but temperatures will always be higher at the valley base than the flanks
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Figure 3.5: Thermal refraction due to a Gaussian-shaped valley. The models are com-
puted for a thermal conductivity contrast of ice to rock, ki : kr, of (a) 2:1.5 and (b) 2:3.
Geometric parameters h, w, and d are used to define the ice thickness, valley width, and
valley depth, which are 2, 6, and 1.5 km, respectively. Isotherms are indicated by dashed
lines and vector streamlines indicate the path of heat flow to the surface. The temperature
anomaly is shown in the background, computed by subtracting the 1-D temperature field
at each point along the profile from the model temperatures (numerator of Equation 3.6).
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Figure 3.6: Basal temperature anomalies (a,b) and basal heat flux anomalies (c,d) across
a Gaussian-shaped valley as a function of bedrock thermal conductivity. The models are
computed for the same geometry in Fig. 3.5. (a,b) Profiles at the ice–bedrock interface.
(c,d) The value of the central peak (blue) and full-width at half maximum (orange). The
value of ice conductivity, ki, is indicated by the vertical line and grey field indicates the
range of conductivity for most rocks (c,d). Non-dimensional temperature and heat flux
definitions are given in Equation 3.6. Because of a heat flux discontinuity at the boundary,
the heat flux is estimated by averaging the flow just above and below the boundary to
reduce numerical noise.
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as a result of a positive thermal gradient with depth. However, the non-dimensionalized

heat flux anomaly is related to an increase or decrease in temperature with respect to the

vertical 1D temperature field, which preserves the sign of the absolute heat flux anomaly.

The magnitude of the basal temperature and basal heat flux anomalies vary smoothly

as a function of the thermal conductivity contrast between the ice and rock (Fig. 3.6). For

the bedrock conductivities chosen for this model, the basal temperature anomalies range

from -0.2 to 0.3. The basal heat flux anomalies can vary between 0.7 to 1.3 as a fraction

of the regional BGHF. However, this range is probably more extreme than most settings

beneath thick ice, which are more likely to range from -0.15 to 0.15 for basal temperature

anomalies and from 0.8 to 1.1 for basal heat flux anomalies (Fig. 3.6b,d).

The geometry of the Gaussian basin has an effect on the basal thermal anomalies. We

computed 112 separate models with varying bedrock conductivity, ice thickness, valley

width, and valley depth to examine the effect of geometry on the basal thermal anomalies

(Fig. 3.7). An increase in ice thickness and valley width reduce the magnitude of the

refraction effect. However, the reduction in non-dimensionalized magnitude is negligible

as a function of ice thickness within the typical range for most rock types. In contrast to

the other geometric parameters, an increase in valley depth results in an increase in the

severity of the refractive effect.

3.4.2 Subglacial geologic contact

For the subglacial model presented in Figure 3.8 with kb > ks, the heat preferentially flows

around the basin near the subvertical contact with the bedrock. This contrast results in a

decrease in heat flux at the western edge of the basin and an increase in heat flux through

the bedrock to the west of the contact. Isotherms however, result in higher temperatures

in the basin but lower than expected from a 1D model. On the bedrock side, temperatures

are increased relative to a 1D model. Though the disturbances to the thermal field are

largest below the ice, there is an effect on temperature and heat flux within the ice sheet

itself.

As with the valley model, model geometry has a significant effect on the thermal
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Figure 3.7: Basal temperature anomalies (a,c,e) and basal heat flux anomalies (b,d,f)
across a Gaussian-shaped valley as a function of bedrock thermal conductivity and model
geometry. Geometry parameters are defined in Figure 3.5. Each pair of temperature heat
flux plots are computed with geometry and ice conductivity given in Figure 3.5. The
black contour in each plot identifies the estimated zero anomaly.



30 Chapter 3. Thermal refraction: implications for subglacial heat flux

-10-20 0 10
Distance [km]

T – T
1D

 (°C)

0

4

8
D

e
p

th
 [

k
m

]

-10

-5

0

5

10
(a)

k
i
 : k

b
 : k

s
 = 2 : 3 : 2.2

west east
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(numerator of Equation 3.6).

anomalies. In Figure 3.9, we compute the thermal anomalies for a variety of contact

angles using the same conductivities and basin depth as in Figure 3.8. The anomalies

are asymmetric as a result of the both the finite depth of the basin and the subvertical

dip. The extrema slowly change with the dip angle except at low dip angles (<10◦) that

rapidly approach zero (Fig. 3.8). The peak to peak distance also increases dramatically at

low angles (Fig. 3.9c,d). The basal heat flux anomalies and basal temperature anomalies

are as large for the fault model as similar bedrock conductivity models for the Gaussian

valley.

The conductivity ratio between the basin and bedrock determines the magnitude of

the thermal anomalies, not the absolute conductivities. Figure 3.10 shows the results

for 112 subglacial contact models computed with a range of basin and bedrock thermal

conductivities. Lines of constant magnitude for both temperature and heat flux anomalies

(colors in Fig. 3.10) follow lines of constant ks : kb ratio, which demonstrates that the

magnitude of the refraction effect is independent of the absolute conductivities. For ks : kb

ratios <1, the maximum basal temperature anomaly and basal heat flux anomaly are on

the bedrock side of the contact where as the maximum and minimum swap sides when

ks : kb is >1, i.e., the positive anomaly is located on the conductive side of the contact.
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3.5 Discussion

3.5.1 Topographic vs. finite difference solutions

To compare the topographic model and the finite difference solution, we have produced a

subglacial topographic profile across a ridge and hill (Fig. 3.2). The topographic method

is computed with a constant surface temperature as implied by the model produced by

van der Veen et al. (2007), though it is unlikely to be true. Isotherms from the topographic

method are expanded beneath the ridge and heat flux is decreased whereas below the valley

isotherms are compressed and heat flux is increased (Fig. 3.2a). The overall topographic

effect on heat flux predicts large local variations of nearly 50 to 175% compared to the

regional heat flux (Fig. 3.2b).

The finite difference solution will be dependent upon the thermal conductivity of the

ice and bedrock, but will result in a smaller disturbance to the heat flux field at the base

of the ice. In Figure 3.2, we use a thermal conductivity contrast of 2:3 between the ice

and bedrock layers. In this case, the polarity of the anomaly is reversed relative to the

topographic solution and considerably smaller in magnitude, creating anomalies no larger

than ±25%. If the conductivity contrast is reversed the same polarity can be obtained

for the finite difference solution, but the thermal conductivity contrast would need to be

at least 10:1 to obtain similar magnitude anomalies as the topographic solution. Such a

case can be easily rejected as geologically unrealistic.

The polarity of thermal anomalies computed using the topographic solution can be

reversed only by two unrealistic scenarios: a negative regional heat flux or by imposing

certain surface temperature profiles. A negative heat flux, heat flowing from the sur-

face into the Earth, is generally unreasonable except as a result of diurnal and climatic

warming—both extend less than a few 10’s of meters into the subsurface and are transient.

Changing the surface temperature profile is possible, but requires a priori knowledge. If

the surface temperature is set properly, the topographic solution will be the same as the

finite difference solution only when there are no subsurface variations in thermal conduc-

tivity. Because we rarely know the basal temperature along the glacier bed a priori, this
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is unrealistic.

The topographic solution applied to a subglacial boundary also fails to accurately pre-

dict basal heat flux anomalies in many geological settings. The finite difference solution

predicts zero thermal anomalies when thermal conductivity of ice and bedrock are equal,

irrespective of the bed topography (Fig. 3.7). The topographic solution will also not yield

a thermal anomaly where there is no bed topography, but a lateral thermal conductiv-

ity contrast exists. As discussed above, the finite difference solution predicts significant

thermal anomalies in such cases (Fig. 3.8).

3.5.2 Implications for ice viscosity and subglacial melting

Both the viscosity of ice sheets and the potential for melting are effected by temperature

and heat flux anomalies created by thermal refractive effects. As our models predict basal

temperature anomalies that extend into glaciers and ice sheets, we expect an effect changes

to viscosity and melt potential. For instance, glaciers weaken in response to heating (Perol

& Rice 2015) and our models predicts both heating and cooling in response to thermal

refraction effects. As a result, we expect refraction to stabilize glaciers in some regions

while weakening in others. While our discussion below focuses on the potential for melting,

the effects have a broader effect on viscosity.

Our valley models suggest that subglacial melting is easier for some geometries and

conductivity contrasts than others. Melting will always occur most readily at the base

of a valley where temperatures are highest, but deep, narrow valleys where the thermal

conductivity of the bedrock is less than ice will result in enhanced melting (Figs. 3.1, 3.6

and 3.7). Conversely, valleys where the bedrock conductivity is higher than the ice will

result in a reduction of melt potential (Figs. 3.1 and 3.6). The latter model is in direct

contrast to the predictions by the topographic method. Because thermal conductivity is

generally greater in bedrock than ice, we suggest ice sheets will more likely be stabilized

by topographic depressions (Fig. 3.2).

Though we have generally worked in non-dimensional units, we can place the magni-

tude of temperature and heat flux anomalies in context. In East Antarctica and Green-
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land where the ice is generally 2 km thick or above, 40 to 50 mW m−2 is a reasonable

heat flow for similar aged terranes (Lucazeau 2019), and for a bedrock conductivity of

3 W m−1 K−1 (θ = 0.1, ϕ = 0.9), the estimated heat flux anomaly is -4 to -5 mW m−2

and temperature anomalies 2 to 2.5 ◦C. For bedrock conductivities of 4 W m−1 K−1, the

anomalies would be twice these values. While these numbers are not large, they could

be sufficient to suppress melting and increase viscosity. Likewise, for conductivities lower

than ice, the magnitudes will be similar, but opposite in sign.

Subglacial ridges have thermal anomalies opposite in polarity to subglacial valleys

(Figure 3.2). If melting were to occur, it would happen on the lower slopes of the high

topography where thermal conductivity of the bedrock is less than the ice. However,

the potential is likely to be low because the basal temperature anomaly side lobes have

relatively small magnitudes.

Whereas melting is more likely in some valley scenarios, the mere presence of a sub-

glacial geologic contact raises the melt potential even in the presence of no subglacial

topography. A positive temperature anomaly is created irrespective of a higher thermal

conductivity in the bedrock or basin, always creating the positive anomaly on the con-

ductive side of a contact (Fig. 3.10a,b). Furthermore, the magnitude of the temperature

anomaly is relatively constant for all but shallow dip angles <20◦, raising the potential for

melting under a wide variety of geometries (Fig. 3.9). Such short wavelength variations

in viscosity could results in folding of the ice sheet as it flows over such contacts (Bons

et al. 2016).

There is a potentially large difference in the spatial scale of melting and viscosity

contrasts for the cases discussed above. Melting of ice beneath topographic lows is likely

to be constrained spatially relative to a narrow region at the base of a valley (Fig. 3.6).

Next to topographic highs, the spatial scale of broader but likely to be small in magnitude.

Above geologic contacts, temperatures can remain significantly elevated for relatively large

distances >10 km across strike on the high conductivity side (Fig. 3.9).

In most cases, the refraction effect will occur in regions where melting will not occur

but viscosity will still be affected. In regions where melting occurs, our temperature
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estimates will be incorrect because melting will keep temperatures fixed at the melting

point. In such cases, the melt rate can be estimated from the difference between the

estimated BGHF and the heat flux at the surface,

dh

dt
=

ki∆Te

ρihL
, (3.7)

where ∆Te is the excesses temperature (i.e., estimated temperature anomaly above the

ice’s melting point at the base of the ice sheet), ki and ρi are the conductivity and density

of the ice, h is the thickness of the ice sheet, and L is the latent heat.

3.6 Conclusions

We demonstrate the effect of heat refraction at the base of ice sheets in the presence of

subglacial topography and above geological contacts. Previously proposed topographic-

based models for heat flux across a subglacial boundary are physically incorrect as they

make incorrect assumptions about the thermal conductivity of ice. In many cases—

specifically where bedrock is more conductive than ice—heat flux and temperature will

be reduced above topographic depressions, the opposite as predicted by the topographic

effect. Thus, it is necessary that future thermal model of ice sheets incorporate lateral

variations in thermal conductivity and the resulting thermal refractive effect. Thermal

refraction can occur over spatial scales smaller than resolvable by remote sensing estimates

(e.g., seismic and Curie depth), but create heat flux and temperature anomalies sufficient

to create subglacial melting. Subglacial melt potential may actually be decreased in valleys

with thermally conductive bedrock relative to the overlying ice sheet. Changes in melt

potential can increase, and viscosity decrease, on the conductive side of geologic contacts

even when bed topography is flat. Likewise, ice viscosity is affected by thermal refraction

of heat and therefore may influence ice flow velocities near geologic contacts and subglacial

topographic features. While our models of ice sheets are simplistic, they illustrate the

need to include refractive effects created by realistic geology into future glacial models.

Including thermal refractive effects will improve the prediction of subglacial melting and
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ice viscosity where heat flux is dominated by geothermal heat flux rather than shear

heating at the bed. We suggest that contrary to previous studies, topographic depressions

may be regions where thick ice is more stable than previously assumed. The implications

in this study are not limited to glacial environments but are applicable to any environment

that contains variations in thermal conductivity.
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Chapter 4

Compositional controls on the

thermal conductivity of igneous

rocks and a model for the

conductivity of Antarctic crust

Abstract

Thermal conductivity models of the lithosphere are often oversimplified, lacking realistic

lateral and vertical variations that distort the temperature field and affect geothermal

heat flux estimates. In this study, we employ methods for estimating thermal conductiv-

ity within the crust using compositional analyses and seismic velocities and apply them

to the continent of Antarctica. We measured the thermal conductivity and density of

49 Antarctic meta-igneous rocks and 4 quartzites using an optical thermal conductivity

scanner. The results were combined with >1000 additional global samples, predomi-

nately igneous lithologies, to produce separate thermal conductivity models as a function

of major elements, modal mineralogy and normative mineralogy. Despite a skew in the

residuals, all compositional models result in similar misfit (∼0.4 W m−1 K−1) with 95 %

of samples within ±20 % of measured conductivities. The major element model is used to

41
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estimate the conductivity of ∼7,000 Antarctic samples with most estimates between 1.8

and 3.0 W m−1 K−1. Additionally, we produce a 3D model of thermal conductivity for the

Antarctic crust using an empirical seismic velocity–conductivity model. The 3D model

shows a general decrease in conductivity with depth and an anomalously high thermal

conductivity beneath the South Pole. The predicted lateral variations can be applied to

existing geophysical proxy estimates of lithospheric temperatures to improve geothermal

heat flux (GHF) models of Antarctica.

4.1 Introduction

Geothermal heat flux (GHF) is an important boundary condition that affects the mass

transport of and melting of ice sheets (e.g. Reading et al. 2022). Many studies attempt

to estimate GHF using a variety of geophysical proxies and statistical methods (An et al.

2015, Martos et al. 2017, Lösing et al. 2020, Shen et al. 2020, St̊al et al. 2021). However, the

thermal properties of the Antarctic crust are poorly constrained due to limited accessibility

of samples, which results in large uncertainties in GHF that are often not incorporated

into the reported uncertainties. One such property, thermal conductivity, is needed to

determine the heat flux from thermal gradients (Chapman 1986). Lateral variations

in thermal conductivity also have the potential to create refractive effects that distort

thermal fields (Swain 2019). These distortions can create heat flux anomalies of ±20 %

and temperature anomalies of ±15 % around the regional values into the base of an ice

sheet (Willcocks et al. 2021).

Thermal conductivity cannot be remotely sensed; therefore, we must rely on estimates

of thermal conductivity. Lösing et al. (2020) was able to generate a map of estimated

thermal conductivity along the Antarctic peninsular by using maps of heat production,

Curie depth as well as their own model of geothermal heat flux. However, most studies

of Antarctic GHF, i.e., those that use forward modelling approaches, use assumed values

based on a uniform crustal structure (Maule 2005, An et al. 2015, Martos et al. 2017),

but there can be significant lateral variations in thermal conductivity depending on the

composition of the crust (S. Jennings 2019). Statistical methods can provide a robust
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alternative to the need for thermal conductivity estimates by using statistical correlations

between geophysical characteristics and GHF trained on one or more continents and then

applied to Antarctica (Shen et al. 2018, Lösing et al. 2020, St̊al et al. 2021). Such methods

tend to revert to the mean value of the GHF distribution and do not accurately capture

the lateral variability of GHF as a result. Hence it is critical to have accurate spatial

models of thermal conductivity variations in order to improve GHF estimates.

One way to improve thermal conductivity estimates is by exploiting its relationship

with physical properties that are easier to sense remotely (e.g., density and seismic ve-

locity). For plutonic rocks, composition is the primary factor for controlling thermal

conductivity (Clauser & Huenges 1995). Additional factors such as temperature, pressure

(Horai & Susaki 1989), anisotropy (Davis et al. 2007), and density (Veiseh et al. 2009)

can affect the overall thermal conductivity of plutonic rocks. With many factors affecting

thermal conductivity, constructing a predictive model requires observations on a broad

array of rock samples. S. Jennings (2019) compiled thermal conductivities, densities and

compositions (both chemistry and mineralogy) of 340 plutonic rocks. Their study devel-

oped, via linear regression, a relation between thermal conductivity and composition.

In this study, we measure the thermal conductivity and density of 49 Antarctic rock

samples. Combining our observations with an updated database, we model the effect of

composition on thermal conductivity and update empirical relationships for conductivity

with density and seismic velocity. We apply the velocity–conductivity relationship to a

tomographic model of the Antarctic crust producing a 3D model of thermal conductivity

that can be used to improve estimates of GHF.

4.2 Background

4.2.1 Existing data

Most studies that examine the effect of composition on thermal conductivity have explored

the mineralogical influence (Brigaud & Vasseur 1989, Clauser & Huenges 1995, Ray et al.

2006, Hasterok & Chapman 2011, Fuchs et al. 2018, Chopra et al. 2018, Ye et al. 2022).
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This method is required to predict thermal conductivity for low-porosity crystalline rocks,

as minerals themselves each have an intrinsic conductivity that contribute to the bulk

conductivity (Clauser & Huenges 1995). However, modal mineralogy is not often reported

with studies of rock samples making it difficult to predict conductivities for a large number

of samples en masse. Furthermore, there are thousands of rock forming minerals, though

only a few dozen are common, and fewer still have been sufficiently analyzed for thermal

conductivity (Marfunin 2011).

In contrast, major element geochemistry is commonly reported for a wide range of

rock types, making it ideal for estimating thermal conductivity. Some studies have col-

lected major element analyses along with thermal conductivity (Table 4.1), though not

to develop predictive models of conductivity. Only S. Jennings (2019) has used major

element chemistry to develop a method for predicting thermal conductivity of igneous

rocks. While this method is not as accurate as using mineralogy, the differences of ther-

mal conductivity estimates are within typical uncertainties (±10% S. Jennings 2019).

We have compiled the thermal conductivity, major oxide, and modal mineralogy of

1,178 rock specimens. The original database compiled by S. Jennings (2019) included 462

samples ranging in composition from ultramafic to felsic and predominantly consists of

igneous and meta-igneous samples with low porosity (Table 4.1). There are five meta-

sedimentary samples, all quartzites, that are included to extend the SiO2 range to higher

values than typically found within igneous rocks (Figure 4.1). We have added 716 data

from an additional three studies (Ray et al. 2021, Coletti et al. 2021, Rhodes et al. 2013).

These new studies increase the number of mafic samples, which previously represented

less than 10% of the Jennings et al. database. S. Jennings (2019) was careful to exclude

highly foliated samples from their work to reduce the potential for thermal conductivity

anisotropy. In contrast, many of the data from Rhodes et al. (2013) are foliated gneisses

and were anisotropic. They made multiple measurement in different locations on the

sample to estimate a bulk conductivity.

Previous observations of conductivity demonstrate a systematic variation with major
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Table 4.1: A brief description of the samples used to develop compositional-based con-
ductivity models in this study. Sample quantities in bold have been added to the existing
database as part of this study.

Study No. Samples Description

Horai & Baldridge (1972) 11 assorted plutonic rocks ranging from ultramafic
to felsic originating in the US and Canada

Maqsood et al. (2004) 19 granites from the Shewa–Shahbaz Garhi vol-
canic complex, Pakistan

Ray et al. (2015) 26 Archean granitoids and gneiss from Bundelk-
hand Craton, central India

Chopra et al. (2018) 21 Archean granitoids (granite to diorite) from
Bundelkhand Craton, central India

Fuchs et al. (2018) 45 plutonic origin ranging from granite to gabbro;
multiple sites globally

S. Jennings (2019) 340 mostly plutonics ranging from granite to peri-
dotite, 9 volcanics and 4 quartzites; multiple
sites globally

Ray et al. (2021) 34 alkali/biotite granite and granodior-
ite/metasomatised granodiorite from India
sheild Archaean cratons

Coletti et al. (2021) 7 granites, tonalites, syenite and gabbro from Ital-
ian quarries

Rhodes et al. (2013) 675 plutonic, volcanic and mid- to high grade meta-
morphic rocks from Connecticut (242 samples)
and Massachusetts, USA (432 samples)

This study 49 plutonic and meta-igneous rocks and five
quartzites from East Antarctica

element composition S. Jennings (2019). The clearest trend is an increase in conductivity

with weight percent SiO2 (Figure 4.1). As many elements (Al2O3, FeO, MgO, and CaO)

show some correlation with SiO2, there are also variations in thermal conductivity with

these major oxides (Figure 4.1). S. Jennings (2019) utilised these trends to develop a

multilinear regression between thermal conductivity and major oxide compositions. We

use these same trends in this study with the addition of a larger database (n = 1,178 rock

specimens).

4.2.2 Antarctic samples

Compared with other continents, bedrock samples from the Antarctic region are difficult

to source due to the remoteness and coverage by a 3 to 4 kilometer thick ice sheet (Fretwell

et al. 2013). Current thermal conductivity measurements on the continent have mostly
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Figure 4.1: Harker diagrams showing the distribution of sample compositions with respect
to weight percent SiO2, normalized to account for loss on ignition. Samples are colored
by thermal conductivity. Antarctic samples are displayed with larger marker sizes with
a black outline. Round markers indicate igneous and meta-igneous samples and squares
indicate meta-sedimentary samples.

been made on the ice (Pringle et al. 2007, Cameron & Bull 2013) or subglacial sediment

rather than lithified rocks (Fisher et al. 2015, Begeman et al. 2017). Although there is no

reason to suspect that thermal conductivity will behave systematically differently within

Antarctica, we have selected 49 samples to measure thermal conductivity (Table 4.2).

Samples were previously collected from exposed outcrops in East Antarctica and archived

at The University of Adelaide and The University of Tasmania. There are 44 igneous and

meta-igneous samples, most high-grade gneisses, and five meta-sedimentary samples, all

quartzites. The grain size varies from fine to coarse, with most fine to medium grained.

Individual mineral grains are anhedral in all of the samples. Three-quarters of the samples

are light coloured consistent with their predominantly felsic to intermediate composition.
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Twenty-three have no clear foliation, four have weak foliation and the remainder foliated

and often layered.
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Compositions of the Antarctic samples are typical of the distribution of rocks within

the existing S. Jennings (2019) database. Exception include three mafic igneous samples

with high TiO2 (> 3 wt.%) and five quartzites with SiO2 >85 wt.%, none of which have

equivalents in the larger database (Figure 4.1). The majority of our samples are felsic

with SiO2 in the range of 60–75 volume %. Most other oxides range from 1 to 20 wt.%

of the samples composition and decrease with an increasing in SiO2. The exceptions to

this trend are K2O and Na2O which appear to trend up with increasing SiO2, peaking at

7 wt.% around 75 wt.% SiO2.

Modal mineralogy of the Antarctic samples indicate quartz and plagioclase are the

most prominent minerals, making up around 50 to 75 volume% of most samples (Supple-

mentary Material). Orthoclase makes up anywhere from 0 to 25 volume%, although some

samples have percentages as high as 60 volume%. Biotite and pyroxene are found in most

samples to be about 10 volume% or less, with the exception of a few outliers. Garnet and

hornblende are only found in a few samples and rarely above 5 volume%. None of the

Antarctic samples contain observable olivine. In the QAP ternary system, we find the

majority of samples range from monzogranite to tonalite, with only one syenitic sample

and three quartz diorites (Figure 4.2 A).
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Figure 4.2: Sample compositions in the quartz–plagioclase–alkali feldspar (QAP) ternary
system shown for (A) modal and (B) CIPW normative mineralogy. Igneous and meta-
igneous samples are displayed as circles and meta-sedimentary samples as squares. Num-
bered fields: 1, quartzolite; 2, quartz-rich granitoid; 3, alkali granite; 4, syeno-granite;
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Not all of the samples in the geochemical database include modal mineralogy there-

fore, we also compute the normative mineralogy using a CIPW norm (Verma et al. 2003).

Normative quartz using this method is similar to modal quartz, but the feldspar composi-

tions tend to be more alkali than observed (Figure 4.2 B), though plagioclase (albite and

anorthite) are still more common.

4.3 Methods

4.3.1 Density

Density is determined for each samples using Archimedes’ principle.

ρsample = ρwater
mair

mair −mwater

(4.1)

where ρwater is the density of water at room temperature, and m is the mass of the sample.

Sample masses were measured using a Satorius Entris 4201I-1S balance. The samples were

weighed in both air on the top of the scale and in water by hanging the sample below the

scale on a nylon string and completely submerged in a tank of water. Uncertainty was

calculated using standard error propagation from the scale precision (± 0.01 g) for mass

uncertainties and the uncertainty in the water density, which was approximated by as ±

1.16 kg m−3 from known water density variations between 20 ◦C and 25 ◦C.

Samples were measured for density both dry and water saturated to estimate porosity.

Samples were saturated in a vacuum for a minimum of 4 hours to fill externally-connected

porosity. After removing samples from the vacuum, the samples were stored submerged in

water to ensure pore spaces remain filled. As small grains or chips may fall off the sample

during saturation, the porosity estimates should be considered a minimum estimate. The

samples were dried and remeasured after saturation to minimize such issues.
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4.3.2 Thermal Conductivity

Thermal conductivity measurements were performed using an optical thermal conductiv-

ity scanner (Lippmann and Rauen TCS) following the procedure outlined by S. Jennings

(2019). To ensure uniform absorption of heat, all 49 samples were taped along a flat

surface using black 3M Scotchcal Graphic Film 50� and then placed above a set of optical

scanners and a heat source.

Calibrated standards were measured at the start and end of each run. Two standards

were used: a gabbro (k = 2.37 W m−1 K−1) for the majority of analyses and a titanium

alloy (k = 5.94 W m−1 K−1) for samples with higher conductivity. Each sample was

measured three times to reduce uncertainty, then rotated 90◦ and measured an additional

three times to test for anisotropy. From these values, we determined the arithmetic mean

thermal conductivity and the uncertainty of the samples (table 4.2).

Thermal conductivity was measured on the samples in both dry and water-saturated

states. Dry conductivities were determined first. Saturated conductivity was collected

using the same procedures as the dry samples. In some cases, saturation affected the tape

adhesion creating an additional source of error for these measurements. We, therefore,

consider saturated conductivities to be inaccurate.

4.3.3 Linear Analysis

We use linear-least squares regression to produce a multivariate model for conductivity

with chemical composition and mineralogy. This approach differs from most studies that

routinely forward model the conductivity from estimates of mineral conductivities (e.g.,

Chopra et al. 2018, Ye et al. 2022). Instead, the inverse approach is a novel way to estimate

the conductivities of individual constituents. S. Jennings (2019) tested several common

mixing relationships for thermal conductivity and determined the lowest misfit was ob-

tained using geometric mixing. We use a geometric mixing relationship to approximate

the observed conductivity (S. Jennings 2019),

log kobs,j ≈
∑
i

vij log ki, (4.2)
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from the thermal conductivity of the individual constituents, ki, with a mass or volume

fraction vij for the j-th sample. The constituents are modeled independently using major

element oxides, mineral modes and normative mineralogy, with associated mass, volume

and mass fractions, respectively. To reduce the influence of samples with large uncer-

tainties on the fit, we apply a weighting factor using a diagonal matrix, W, with values

wii = σ−2
i , where σi is the standard deviation associated with kobs,j. Samples without

reported standard deviations were set at 0.058 W m−1 K−1 (∼2.5%). We solve for the

log ki coefficients using a weighted linear least squares formulation,

mLS = (GTWG)−1GTW log kobs, (4.3)

where G represents a M × N matrix of mass/volume fractions normalized such that

they sum up to 1. The 95% confidence interval is computed for the modeled constituent

conductivities by

∆mLS = 1.96 diag ((GTWG)−1)1/2. (4.4)

We normalize all the major element oxide data to anhydrous conditions before modelling

conductivity. For the mineralogy-based models, there are minor/accessory phases that are

included in the mineral assemblage. Because very few samples contain all of the accessory

minerals, the mass and volume fractions are normalized to exclude the minor phases from

the regression.

4.4 Results

4.4.1 Measurements

Density measurements of Antarctic samples indicate low porosity, <2%, though three

samples had porosity 5–10% due to fractures (335-32, 335-160, and 335-502, Table 4.2).

Densities range from 2456 kg m−3 for the granitic sample 335-502 to 2885 kg m−3 for

sample G151152 of monzogabbroic composition. Densities for each of the samples are

consistent with the typically reported ranges (2500 to 3100 kg m−3) for plutonic and
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meta-igneous rocks (Hasterok & Webb 2017, S. Jennings 2019).

The majority of Antarctic samples have thermal conductivity values which lie between

2.4 to 3 W m−1 K−1, with quartz-rich samples typically higher, 4 to 5 W m−1 K−1

(Table 4.2). Six samples have relatively low thermal conductivities<2Wm−1 K−1, though

these samples have neither high porosity nor significant anisotropy. Anisotropy factors

computed by the ratio of perpendicular to parallel thermal conductivity are close to 1

for most samples. Only three samples have anisotropy factors <0.9: G151152, R090091a,

and 355-82, indicating a 10% difference in the conductivity between the maximum and

minimum directions. Our samples were cut with one flat face nearly perpendicular to

the foliation planes—if present (17 samples), so we did not measure the conductivity

along the third spatial axis. Therefore, the anisotropy factors may not identify the largest

anisotropy for foliated samples, though the conductivity along the third axis is unlikely

to differ significantly from our observations due to the low porosities and planar foliation

of these samples.

There is a slight increase in thermal conductivity for most samples when water sat-

urated, though the dry and saturated measurements are poorly correlated (Table 4.2).

Saturated conductivities should be higher than dry measurements, yet 16 of our samples

have lower saturated conductivities. There are several potential causes for the poor cor-

relations and lower saturated conductivities. First, many of the conductivities are within

the uncertainty of our measurements, likely due to our very low sample porosities (<2%).

Second, there is uncertainty from slight differences in scan lines between the dry and

saturated measurements of a sample. Third, partial surface drying of saturated samples

occurs during the short duration of sample preparation and measurement, which can af-

fect the quality of saturated measurements depending upon the geometry and connectivity

of pores. Fourth, the wet surfaces caused poor adhesion of the tape on some samples,

reducing the quality of the saturated measurement. Since our samples are generally low

porosity and have a <10 % difference—within measurement uncertainty—between the

dry and saturated states, we focus our remaining analysis on the dry measurements only.
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4.4.2 Compositional control

The thermal conductivity measurements of the Antarctic samples are within the bounds

of previous studies for similar composition samples (Figure 4.1). The clearest pattern of

thermal conductivity with composition is an increase with increasing SiO2. An increase

in most other oxides tends to correlate with a reduction in the thermal conductivity. One

notable exception is MgO, which exhibits a minimum conductivity at ∼10 wt.%. Higher

conductivities for samples with >10 wt.% MgO result from ultramafic compositions with

high percentages of olivine (whose conductivity is >3 W m−1 K−1 in ambient conditions)

(e.g. Horai 1971). Na2O and K2O show no clear pattern with thermal conductivity (Fig-

ure 4.1). There is a relatively large variance in conductivity for any specific element

concentration, including SiO2.

Mineralogy is highly variable between samples. Many minerals that may have signifi-

cant modal fractions (>5%) are found in few samples; e.g., olivine in 6%, garnet in 5% and

hornblende in 40% of all samples, respectively. These same minerals are generally absent

in most samples. The most common constituents are quartz, alkali-feldspar and plagio-

clase feldspar, each occurring in >78% of samples. Samples with the highest proportion

of quartz have the highest thermal conductivities (Figure 4.2). In contrast, samples with

low quartz and high plagioclase have the lowest thermal conductivity for both modal and

normative mineralogy. There is significant variability and a few samples that clearly ap-

pear as anomalies, most notably the ribbon gneiss sample 355-122 (Blight & Oliver 1977)

with a conductivity of 4.06 W m−1 K−1, ∼1 W m−1 K−1 higher than similar composition

samples. Conductivity generally increases as the proportion of olivine increases; however,

few samples, and none of ours from Antarctica, contain olivine. Because of the high

variability in mineral proportions and relatively similar conductivities for most common

rock-forming minerals it is difficult to separate the contributions of individual minerals

clearly with simple biplots. Thus, multidimensional regression is required to tease apart

the individual contributions accurately.
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4.4.3 Inverse modelling

To develop empirical models for thermal conductivity as a function of composition, we

combine our 49 Antarctic samples with data from a number of previous studies (Ta-

ble 4.1). There are 1,073 samples with thermal conductivity estimates and major element

data. Normative modes are also calculated for these samples, making the results for these

analyses directly comparable. There are many fewer samples with modal mineralogy

(N = 295). A simple root-mean-square misfit is relatively similar for all three models:

0.39 W m−1 K−1 for oxides, 0.37 W m−1 K−1 for modal mineralogy, and 0.39 W m−1 K−1

for normative mineralogy. Another metric, the reduced χ2
ν misfit that is minimized to

estimate the coefficients, is considerably higher for the modal mineralogy model due to

the significantly fewer data: 6.5 for oxides, 8.7 for modal mineralogy and 6.8 for normative

mineralogy.

The results of a linear regression between thermal conductivity and major element

oxides results in similar oxide coefficients as found by S. Jennings (2019) despite twice as

many samples in this study (Figure 4.3A). The only notable difference is are the oxide

coefficients SiO2 and FeO, which are >1 W m−1 K−1. Uncertainties for the individual

coefficients are generally low (95% confidence bounds <1 W m−1 K−1), with the excep-

tion of the coefficient for total FeO (Figure 4.3 A). The confidence bounds for the total

FeO bound is 8 W m−1 K−1. Perhaps the multiple oxidation states of iron, which can

partitioning into different sites within minerals is partially responsible. Only 193 samples

are reported with both FeO and Fe2O3, limiting our ability to produce a precise model.

Even so, a simple test on the this subset suggests that partitioning iron will reduce the

uncertainty on the iron coefficients, but it does not change the empirical estimate of con-

ductivity or the model accuracy significantly. Therefore, we use the total iron model as

it allows for a significantly larger data set for calibration.

The performance of the model is generally within the bounds of the uncertainty of con-

ductivity variability but indicates a possible systematic bias in the residuals (Figure 4.4).

The typical variability in thermal conductivity is ± 10 to 20% for a typical conductivity

measurement. Most of the data, 59%, lie within 10% of the measured conductivity and
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90% lie within 20% of the observed value. We consider this to be a reasonable result.

However, there appears to be a skew in the residuals with low conductivity values more

commonly overpredicted and high conductivity values more frequently underpredicted. A

similar skew is also found for the modal and normative mineralogy models.

The skew is persistent despite a number of additional tests. None of the standard

mixing models, arithmetic, harmonic nor square-root means, improve the result or reduce

the skew of the residuals. We formulated models with higher order SiO2 terms, but there

was little effect. Only 339 data include loss-on-ignition (LOI) analyses that can be used

to interrogate the effect of water or filter the data. An oxide model produced with LOI

has no significant effect on reducing the skew in the residuals. This result suggests that

simple linear regression using standard mixing models are not adequately capturing the

physical mixing correctly.

Inverting for mineral thermal conductivities performs well despite limited number

of data and observational challenges (Figure 4.3B). Residuals for the modal mineralogy

model are similar to those for the oxide model (Figure 4.4C). Modal mineral estimates

can vary significantly in precision and accuracy (Harvey et al. 1998). Field estimates of

hand-sample mineralogy are often low precision with uncertainties of 10 to 20% or greater,

even for experienced individuals. Such estimates often ignore trace minerals, i.e., visually

<2%, or may simply record occurrence. Estimates derived from analysis of thin sections

and instrumental analysis can be more precise, but may be subject to nugget effects that

may not be representative of the hand sample. While common trace minerals are often

reported their contributions to conductivity are ignored, which may lead to errors or biases

in estimated mineral conductivities. Regardless of these challenges, the estimated mineral

conductivity values closely match both S. Jennings (2019) and laboratory estimates for

several common minerals with the exceptions of pyroxene, garnet and, most notably,

quartz. While quartz is very common, the underprediction by 2 W m−1 K−1 was also

noted by S. Jennings (2019) in both modal and normative observations (Figure 4.3). The

thermal conductivity of garnet differs between it’s different varieties, ranging from 2 to

>7 W m−1 K−1 (Supplementary Table 2). Because there are relatively few samples with
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garnet (15), additional data may be required to improve the garnet coefficient.

The normative mineralogy model produces similar results as the modal mineralogy

model (Figure 4.3C). Normative mineralogy has the potential to account partitioning of

elements between various components in a way that more closely mimics nature compared

to major element oxides. S. Jennings (2019) found that the normative model performed

better than the oxide model, as minerals with the same elements can have different con-

ductivites. However, the improvement was minor and below our ability to resolve the

difference. In this study, the normative model provides a similar RMS misfit. A greater

mismatch between modal and normative mineralogy could limit the accuracy of the nor-

mative mineralogy model. Our updated dataset incorporates a number of samples of

higher metamorphic grade with abundant amphibole, and garnet that are less common

in lower grade rocks and cannot be modeled by a CIPW norm. The residuals for the

normative model are similar to both the oxide and modal mineralogy models (Figure

4.4C).

4.5 Discussion

4.5.1 Conductivity of Antarctic surface samples

One of the greatest impediments to developing accurate models of GHF for Antarctica

from geophysical proxies are laterally and vertically realistic thermal property models for

the lithosphere. Since the observed thermal conductivity of Antarctic rock samples fol-

lows global patterns and the empirical modelling produces reasonable predictions, we can

predict thermal conductivities for Antarctica. Using the oxide model (Figure 4.3A), we

estimate the thermal conductivity values for 6,995 Antarctic igneous and meta-igneous

samples from the PetroChron Antarctica database (Sanchez et al. 2021). Antarctic sam-

ples are largely constrained to coastal regions where outcrops are exposed. These samples

generally range from 42 to 78 wt.% SiO2, with bimodal peaks associated with mafic and fel-

sic compositions (Figure 4.5). Estimated conductivities range from 1.6 to >4W m−1 K−1,

though most lie between 1.8 and 3 W m−1 K−1 (Figure 4.5). The distribution is near
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unimodal, though there is a slight indication of a lower conductivity bump associated

with the mafic SiO2 peak. The estimated conductivity distribution is reasonable for most

of the observed SiO2 distribution, but likely lacks the appropriate variability and extreme

values for the most mafic and felsic compositions due to the skew in the model resid-

uals. Our samples with similar SiO2 concentration range to the Antarctic geochemical

database can have a thermal conductivity as high as 3.5 W m−1 K−1 or as low as 2.5

W m−1 K−1 due to other oxides. The average conductivity of the estimated samples is

2.49 ± 0.31 W m−1 K−1.

Surface conductivities of Antarctica may be also be skewed by the sampled outcrops.

Compositions within the global conductivity dataset are highly skewed towards felsic

compositions. Antarctica in contrast, has a greater number of mafic samples relative to

felsic ones, resulting in a lower number of high conductivities (Figure 4.5). Basalts and

similar mafic lithologies yield primary information about lithospheric-scale processes. As

a result, geochemists are notorious for volumetrically oversampling mafic relative to felsic

lithologies despite an average granodioritic composition for the upper crust (Rudnick &

Gao 2014).

4.5.2 Conductivity of the Antarctic lithosphere

To map the interior of the continent and extend thermal conductivity estimates laterally

and vertically, we employ the use of indirect techniques. Density and seismic velocity

are viable candidates for extending thermal conductivity to depth as there are existing

geophysical models for these parameters across Antarctica (S. Jennings 2019). Comparing

the observed conductivities with observed densities, we find a poor relationship between

the two (Figure 4.6A), though there is a slight decrease in thermal conductivity as density

increases. This is apparent in the moving average, but not the scatter in the data due

to the high variability of thermal conductivity for any given density. Additional mafic

and ultramafic samples may be helpful for improving a possible density–conductivity

relationship.

While we have not measured seismic velocity directly, we can predict the seismic veloc-
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ity of the samples using an approach proposed by (Behn & Kelemen 2003). Their model

uses major element oxides to predict P-wave velocities and, though they did not provide

a model for S-wave velocities, they compute the bulk modulus and density necessary to

do so. Applying these velocity predictors, we can see a weak relationship between average

thermal conductivity and both seismic velocities (Figure 4.6B and C). We model these

velocity–conductivity distributions using third order polynomials:

k = −0.505V 3
P + 11.23V 2

P − 82.78VP + 204.5, (4.5)

k = −6.04V 3
S + 77.44V 2

S − 329.19VS + 467.0, (4.6)

where VP and VS are the P- and S-wave velocities, respectively. There is a minimum

around 6.7 km s−1 and 4.2 km s−1, for P-wave and S-wave velocities, respectively (Figure

4.6), which corresponds to intermediate to mafic lithologies (Behn & Kelemen 2003).

The empirical relationship increases to low velocities consistent with felsic lithologies and

reaches a local maximum at velocities consistent with the mantle for both P- and S-wave

models. The empirical relationships reasonably approximate a moving average of the

conductivity, giving us a mechanism to estimate thermal conductivity within the crust.

Applying the S-wave velocity–conductivity relationship to a tomography model, we

estimate the thermal conductivity throughout the Antarctic crust. We use the S-wave

model by Shen et al. (2018), which is derived from Raleigh waves and P-wave receiver

functions using ambient noise tomography. Despite missing large regions of East Antarc-

tica, this model was chosen because surface waves models tend to yield more accurate

estimates of crustal velocities. Across the entire continent, the thermal conductivity is

found to be rather uniform (k = ∼2.8 to 3.1 W m−1 K−1) at shallow depths (3–11 km

Figure 4.7). Conductivity generally decreases with depth, reducing to values of ∼2.1 to

2.5 W m−1 K−1 at depths >31 km. In the uppermost crust, the period of Raleigh waves

combined with the seismometer spacing limits the horizontal resolution to >50 km, gen-

erally. As a result, it is suitable for regional variations, but it is not possible to resolve

sharp discontinuities that can produce significant thermal anomalies related to refractive
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effects (Willcocks et al. 2021). Some of these variations must exist, as short wavelength

anomalies are clearly observable in airborne magnetic anomaly maps (e.g. Golynsky et al.

2018).

At 15 km depth, a distinct region of elevated thermal conductivity is observed across

the interior that decreases in area with depth to a focus around the South Pole at ∼23 km

depth. These high conductivities may be associated with thick felsic crust or a thick in-

tracratonic basin associated with the lower velocities in the region (Shen et al. 2018).

Below 27 km, thermal conductivity once again shows less heterogeneity across the conti-

nental crust. The moderately high thermal conductivity (∼2.9 W m−1 K−1) that grows

in area with depth results from a shallow mantle beneath the West Antarctic Rift.

4.5.3 Improving GHF estimates

Our thermal conductivity model for the Antarctic crust can be used to improve current

proxy-based models of GHF. When converting geothermal gradients into heat flux, current

models have used uniform values for thermal conductivity across the entire continent

(Maule 2005, Martos et al. 2017), or in the case of An et al. (2015), applied a 3-layered

thermal conductivity model with no lateral variations. This lack of lateral variation likely

results in erroneous GHF. Deviations of 30% or more are possible as our model suggests

lateral thermal conductivity variations could be greater than 1 W m−1 K−1(Figure 4.7).

Our model is based on thermal conductivity under ambient laboratory conditions whereas

higher temperatures within the crust tend to rapidly reduce thermal conductivity values

by as much as ∼30% (Ray et al. 2021). Thus an adjustment for temperature and pressure

effects is necessary when modelling GHF. Pressure tends to cause an increase in thermal

conductivity (Horai & Susaki 1989), though the temperature effect is considerably larger.

There are a number of improvements that can be made to the thermal conductivity

database that will improve the accuracy of empirical models produced in this study.

In addition to pressure–temperature measurements, an emphasis on adding mafic and

ultramafic samples could reduce uncertainties in the empirical models. A more in-depth

exploration of the skew in conductivity residuals could produce a more accurate set of
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compositional-based coefficients. More analyses on Antarctic samples is also desirable

since most samples from this study are from a small region in East Antarctica. Lastly, a

wider range of meta-sedimentary samples should be considered to improve the application

of compositional-based models to a broader range of geological settings.

4.6 Conclusion

We find the thermal conductivities of Antarctic rocks are consistent with similar com-

positions from other sites globally. Conductivity can be estimated from composition

within ±20% of measured values for 95% of samples using a geometric mixing model.

The residuals display a skew, overpredicting low conductivities and underpredicting high

conductivities, that cannot be removed by using standard mixing models. A linear re-

gression results in the following model for thermal conductivity (k) as a function of oxide

concentration (Coxide) in weight fraction,

k = exp (1.554CSiO2 − 6.521CTiO2 − 0.255CAl2O3 + 2.066CFeOT + 0.547CMgO

+ 0.226CCaO − 2.402CNa2O − 0.672CK2O)

We apply this relationship to nearly 7,000 geochemical analyses in the PetroChron Antarc-

tica database to estimate thermal conductivities for igneous protoliths, resulting in an

average conductivity of 2.45 W m−1 K−1. Seismic velocities can also be used to predict

thermal conductivity vertically throughout the crust. While the method is limited by the

resolution of the velocity model, we find a general decrease in thermal conductivity from

∼3 W m−1 K−1 in the shallow crust (3–11 km) to ∼2.2 W m−1 K−1 at depths >31 km. We

also predict an anomalously high thermal conductivity centered beneath the South Pole

that extends laterally from the Ronne Basin to the McMurdo Peninsula and vertically

from 15 to 23 km depth. The lateral variability in thermal conductivity suggests addi-

tional variability in geothermal heat flux that is not accounted for by current geophysical

proxy-based models. Improvements can be made to the compositional and property-based

conductivity models by including temperature and pressure effects on conductivity and
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adding additional mafic and ultramafic samples that are poorly represented in the global

dataset.
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Figure 4.7: Thermal conductivity of the Antarctic crust with depth calculated from a
seismic tomography model using Equation 4.6. The white contour encloses regions of
below the Moho (Shen et al. 2018).
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Chapter 5

Melt constraints on the Geothermal

Heat Flux beneath the Antarctic Ice

Sheet

Abstract

Geothermal heat flux (GHF) at the base of ice sheets is an important and poorly con-

strained boundary condition for glacial dynamics. Geophysical proxy-based methods pro-

vide estimates of GHF but yield significant differences between techniques. To evaluate

proxy-based GHF estimates, we model the basal heat flux constraint (BHFC)—GHF that

will begin to produce melt at the base of the ice sheet. We find most GHF proxy estimates

fall below the BHFC across much of Antarctica. While most proxy-estimates satisfy the

constraint, GHF must exceed BHFC regions near subglacial lakes to generate melting.

Our results indicate current proxy-based GHF underestimates the true GHF at these

sites (∼80% of lakes), particularly in East Antarctica. This observation is consistent with

studies of GHF in terranes conjugate to Antarctica that are poorly matched by proxy-

based GHF estimates. We suggest proxy-based GHF can be improved by allowing for

regional variability in crustal thermal properties or by collecting additional GHF observa-

tions at key sites to calibrate GHF proxies. We recommend ice sheet models incorporate

71
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higher variability, and greater magnitudes of GHF estimates beneath the East Antarctica

ice sheet near lakes.

5.1 Introduction

Temperature is an important control on the dynamics of continental ice sheets due to

its effect on the strain rate (Goldsby & Kohlstedt 2001), hardness (Larour, Seroussi,

Morlighem & Rignot 2012) and melting of ice (Greve & Blatter 2009). Improving models

of these properties are critical to accurately model the dynamics of the Antarctic con-

tinental ice sheet as mass loss accelerates due to recent climate change (Rignot 2019).

However, temperatures within the ice are uncertain. An important constraint on temper-

atures within ice sheets is the geothermal heat flux at the ice/rock boundary (Paterson

1994, Llubes et al. 2006). Due to the remoteness of Antarctica and the expense of drilling

through a thick ice sheet, direct measurements of the Antarctic Geothermal Heat Flux

(GHF) are rare and difficult to collect (Kadir et al. 2013). Only 24 sparsely spaced GHF

determinations have been made via temperature profiles through the ice sheet (Guimarães

et al. 2020). Furthermore, these models are limited in their accuracy due to convection in

the ice (Hughes 2012) and lack of temperature measurements in the underlying bedrock

(Mony et al. 2020). Therefore, to produce temperature models with sufficient resolution

for ice sheet dynamics, proxies for GHF are often used.

Several indirect (proxy) methods have been developed over the past ca. 20 years

to estimate Antarctic GHF. These temperature-sensitive proxy-based methods include,

satellite and airborne derived models of Curie depth (Maule 2005, Martos et al. 2017),

seismic topography (Shapiro 2004, An et al. 2015), statistical comparisons with similar

geological environments external to Antarctica where heat flux is known (Lucazeau 2019,

Shen et al. 2020, St̊al et al. 2021) and interpolation from measured heat flux locations

(Guimarães et al. 2020). While all of these models suggest that East Antarctica has

low GHF and West Antarctica has high GHF, there are significant differences in the

magnitudes and spatial variations. These differing results often indicate uncertainties in

GHF at the base of the Antarctic ice sheet greater than those reported by individual
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studies. In reality, there are good reasons to suspect that there are significant anomalies

due to observations in conjugate terranes (Pollett et al. 2019), but the correlation with

Antarctic models is generally poor.

To improve the accuracy of Antarctic GHF models, we estimate the GHF required to

induce melting at the base of the ice sheet in Antarctica. The model is constructed from

a one-dimensional solution of the heat flow equation, incorporating advection and basal

shear. The modelled result provides an upper bound for GHF in regions where the bed is

frozen and a lower bound in the presence of lakes. Using this basal heat flux constraint

(BHFC), we evaluate six current proxy-based GHF models for Antarctica. Our results

indicate that the GHF proxies generally satisfy the bounds placed on the BGHC model

and lake presence, but may underestimate GHF in some regions of East Antarctica.

5.2 Background

5.2.1 Proxy Studies

Geophysical proxies provide valuable estimates of GHF below ice sheets due to the lack

of direct measurements, but to create them, assumptions are made that may influence

the accuracy. Since Shapiro (2004) first estimated GHF using seismic velocity as a proxy,

several studies have indirectly estimated the Antarctic GHF using a variety of methods.

As proxy estimates are indirect, any resulting estimate is explicitly biased by the data

and/or regions used to develop empirical correlation between the proxy and the property of

interest. Biases from unique geological environments and/or additional physical processes,

not accounted for in the correlation, can affect the accuracy of a proxy-based estimate.

Incorporating these biases into the proxy estimate is often unavoidable due to a lack of

a prior knowledge. Below, we detail six GHF models and discuss the potential for each

methodology to yield inaccurate results.

The GHF model by Maule (2005) and Martos et al. (2017) estimate heat flux through

the magnetic Curie depth estimates. Curie depth provides a constraint on the depth to

the Curie isotherm, which typically lies within the crust. The Curie depth is estimated
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by examining the spatial variations in spectral content of the lithospheric magnetic field.

Maule (2005) estimates the Curie depth from satellite magnetic field observations using

the equivalent source dipole method. Martos et al. (2017) estimates Curie depth from

airborne magnetics using the defractal spectral technique. The defractal spectral method

results in higher resolution, but requires filling the aeromagnetic record gaps using satellite

observations. Each magnetic-based proxy models has advantages and drawbacks (Chapter

6, Gard 2021). Most notably, Curie depth estimates are heavily biased by the initial

guess, as it is the perturbations about this depth that are more accurately estimated. In

both cases, the crustal thickness is supplied as the initial guess, but to produce shallow

Curie depths beneath West Antarctica the crustal thickness is arbitrarily halved (Gard &

Hasterok 2021). Once Curie depth is determined, heat flux is estimated by computing a

geotherm that passes through the surface temperature and Curie temperature (assumed

value) at the Curie depth. Producing the geotherm requires additional estimates of the

thermal conductivity and heat production in the crust. Both studies assume a uniform

model of thermal properties (heat production and thermal conductivity) for the crust

across Antarctica. Thus, we can expect additional uncertainty in heat flux resulting from

variations in crustal composition. Gard (2021) has estimated the uncertainties resulting

from composition to be on the order of 10-20%.

The GHF model from An et al. (2015) uses mantle shear wave tomography, which

converts velocities into temperatures using a method similar to Goes et al. (2000). Crustal

velocities cannot be used because the effects of temperature are masked by variations in

crustal composition. Mantle temperature estimates are extrapolated through the crust,

assuming a known subglacial temperature. These 1D, steady-state models are produced

by splitting the crust into three layers with generalized thermal conductivity and heat

production values based on global averages. These three layers do not include the overlying

ice sheet or take into account advection of heat within the ice, or additional heat generated

via basal shear/sliding. The seismic-based proxy model by An et al. (2015), much like

magnetic-based models, is highly dependent on the crustal properties that were assumed

to be laterally uniform throughout the model. Gard & Hasterok (2021) shows the seismic-
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based and Curie depth models are strongly dependent on the chosen crustal parameters

with Curie depth estimates differing by up to 20 km between models, thus drastically

effecting the final results for estimated GHF.

The GHF model Guimarães et al. (2020) estimates the heat flux from near-surface

observations. These observations include 78 drill-core wells, 41 sites of recent volcanic

activity, 372 subglacial lakes, and 306 sites based on basal temperatures of glaciers. Com-

bining these 793 sites, this model fills in the remaining gaps by interpolating heat flux

between the known locales. Heat flux around volcanic regions is estimated by observing

the relation between volcanic magma chamber volume and the time elapsed since its for-

mation Smith et al. (1978). Heat flux estimates around subglacial lakes are made using a

similar method to Siegert & Dowdeswell (1996) (which will be used later in this study),

this method assumes that by subglacial lakes being at the point of phase change in the

ice one can accurately assume the basal heat flux must be at the exact rate to melt the

ice. To account for regions not close to any of the 793 sites, the model relies on other

basal heat flux models to create a continuous map. Since Guimarães et al. (2020) model

is highly dependent on site observations, it is susceptible to the uncertainties and bias

found in those observations. The use of volcanic sites is potentially questionable as vol-

canic environments often have much greater GHF estimates than the regional average. For

example, their final GHF model includes several sizable regions in West Antarctica that

have unreasonably high heat flux, >150 mW m−2. A heat flux of such a magnitude would

likely result in regionally extensive melting of the middle and lower crust (Chapman 1986,

Hasterok & Chapman 2011). Guimarães et al. (2020) also use the presence of lakes to

estimate GHF based on an analytical calculation derived from de Q. Robin (1955), which

makes several approximations and assumes constant physical properties throughout the

ice sheet that reduce the accuracy of GHF estimates. This uncertainty is most significant

where the ice sheet is thin as the properties of ice change considerably in the upper 300

m as porosity of ice is rapidly decreased. Guimarães et al. (2020) method is also valid

for passive lake environments where the increase in temperature along a passive thermal

gradient reaches the melting point at the base of the ice sheet. However, there are also
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active lakes that form as melt water produced elsewhere infills of lower topographic areas

Brocq et al. (2013) regardless of the temperature at the base of the ice sheet.

The GHF model by Shen et al. (2020) estimates heat flux across Antarctica by identi-

fying regions of the continental United States with similar seismic characteristics (velocity

and gradient) at ∼80 km depth. Antarctic GHF is then estimated from the estimated

heat flow of statistically similar regions of the continental United States. St̊al et al. (2021)

expands upon the work of Shen et al. (2020) by combining multiple data sets of Antarc-

tic crustal properties and comparing them with Australia’s crustal properties to identify

Antarctic heat flux based on Australia’s values in regions of similar crustal properties.

When using geophysical characteristics of external regions to estimate heat flux, whether

by statistical correlation or via machine learning methods, it is necessary to choose the

region carefully such that it has physical and chemical characteristics as the region within

Antarctica. Models that use such methods (e.g., Shen et al. 2020, St̊al et al. 2021) often use

a single continent to correlate with Antarctica; however, different portions of Antarctica

have affinities to different continents (e.g., Australia, India, southern Africa and possibly

North America; Goscombe et al. 2020), each with their own crustal architecture, mix of

rock types and histories. Such variations are likely to result in differences between the

physical properties of the regions (S. Jennings 2019, Gard et al. 2019) that result in con-

siderable differences in heat flux as observed in conjugate terranes (e.g., Jones 1987, 1988,

Nyblade et al. 1990, Ray et al. 2003, McLaren et al. 2003). South Australia, for example,

is known to have abnormally high heat production and associated heat flux (Hasterok &

Gard 2016, Pollett et al. 2019). Therefore, using Australia as a proxy would result in

much higher heat flux estimates than North America, which has a much less radiogenic

crust (Hasterok & Chapman 2007).

An ensemble model created by averaging many current models for Antarctic heat flux

(Figure 5.1). Such an approach has the advantage of producing more robust averages

where the models agree and reverting to the average where they disagree Burton-Johnson

et al. (2020). The ensemble model (Figure 5.1) shows a high GHF in most of West

Antarctica. There are also two small regional areas of high geothermal heat flux around
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the Lambert Graben and Oates Land. In East Antarctica, there is little variability relative

to most terranes of similar age on other continents. The estimated standard deviation

in East Antarctica indicates minimal uncertainty between the six GHF models, with a

standard deviation rarely exceeding ± 10 mW m−2. The variation between models in

West Antarctica is even poorer with an uncertainty exceeding ± 50 mW m−2, mostly in

West Antarctica where heat flux is high. While there are sizable differences between the

models (Figure 5.1B), the models indicate GHF in West Antarctica is three to five times

greater than East Antarctica.

20

40

60

80

100

120

H
e
a
t 
F

lu
x 

M
e
a
n
 (

m
W

/m
2
)

0

10

20

30

40

50

H
e
a
t 
F

lu
x 

S
ta

n
d
a
rd

 D
e
vi

a
tio

n
(m

W
/m

2
)

A B

Figure 5.1: A) The mean of all six models heat flux estimates. B) The standard deviation
between the six models heat flux estimates.

.

Comparing the heat flow distributions of the Antarctic ensemble with global obser-

vations (Davies 2013). The peak of the Antarctic distribution is ∼50 mW m−2, ∼ 10

mW m−2 lower than the global peak (Figure 5.2). The Antarctic distribution of GHF is

also narrower than the global distribution with 70% of Antarctica having a basal heat flux

value in the range of 45–55 mW m−2. Around 20% of Antarctic is found to have a higher

basal heat flux value that 55 mW m−2 which represents the elevated GHF regions of West

Antarctica Figure 5.1A. This elevated region has a wide spread of GHF values but comes

up short of the highest values in the global GHF distribution. Antarctica, specifically

East Antarctica, is found to have a narrower distribution of lower heat flux values than

the global distribution. These differences could be real, due to a bias in either the global

observations to tectonically active regions, or improper calibrations of geophysical proxies

used to estimate the Antarctic GHF. Therefore, additional constraints on Antarctic GHF



78 Chapter 5. Melt constraints on Geothermal Heat Flux beneath Antarctic Ice Sheet

have the potential to improve the confidence and/or accuracy of Antarctic models.

40 45 50 55 60 65 70 75 80 85 90

Heat flux (W/m
2
)

0

5

10

15

20

25

30

%

n

Global Continental

Figure 5.2: The distribution of average of six Antarctic geothermal heat flux models
(Maule 2005, An et al. 2015, Martos et al. 2017, Guimarães et al. 2020, Shen et al. 2020,
St̊al et al. 2021) compared with the distribution of global continental heat flux values
(Davies 2013).

Thus far, we have focused mainly on the constraints added by geophysical methods;

however, the presence or absence of subglacial lakes also provides a constraint on the GHF

at the base of the glacier. In their paper, Siegert & Dowdeswell (1996) used subglacial

lakes locations to presume that the temperature at the base of the ice sheet is at the

melting point; estimates the heat flux at 77 sites. Over 400 subglacial lakes have been

identified beneath Antarctica from a combination of airborne radio-echo-sounding and

satellite observations (Siegert 2005). Only 50% of Antarctica has been explored using the

airborne method, so there may be many more lakes to be discovered. Furthermore, the

method is limited to the < 0.5% of Antarctica’s ice sheet known to lie above subglacial

lakes (Siegert 2005).

Despite the limited area covered by subglacial lakes, the method gives us a basis for

the basal heat flux constraint (BHFC) in regions where lakes are absent. Since GHF

increases with geothermal temperature at the base of the ice sheet (Siegert & Dowdeswell

1996) and > 99% of Antarctic surface area not above a subglacial lake, temperatures

must be less than the melting point, and consequently set the maximum BHFC bound
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lest a subglacial lake can form. This study expands upon Siegert & Dowdeswell (1996) to

map BHFC across Antarctica and produce a map to compare with existing GHF models.

The result allows us to identify regions where Antarctic GHF is over-/underestimated by

proxy estimates.

5.3 Methods

Vertical heat flux at the base of the ice sheet (qb) can be calculated via Fourier law (Mony

et al. 2020),

qb = kb

(
∂T

∂z

)
b

, (5.1)

where kb and (∂T
∂z
)b are the conductivity and thermal gradient at the base of the ice sheet

respectably. We estimate the conductivity of ice at the base of the ice sheet using the

following relation (Paterson 1994, Llubes et al. 2006),

kb = 2.072 exp
(
−5.7× 10−3 Tb

)
, (5.2)

where Tb is the basal temperature. To find the gradient at the base of the ice sheet, we

first calculate the gradient throughout the entire ice sheet, which we estimated by solving

the heat equation (Paterson 1994),

κ
∂T 2

∂z2
− u

∂T

∂x
− w

∂T

∂z
+

τbz

cpρH

∂u

∂z
= 0, (5.3)

where κ is the thermal diffusivity, u and w are the horizontal and vertical ice velocities

respectively, τb is the Geothermal shear stress, cp is the specific heat capacity, ρ is the ice

density and H is the thickness of the ice. Since all variables except τb and H depend on

the temperature of the ice, we calculate the gradient using a ordinary differential equation

(ODE) solution (Appendix B.1). We make a few additional assumptions to estimate the

thermal gradient, including

� horizontal advection is negligible (Appendix B.1.4);
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� minimal contaminates within the ice sheet, which prevents steep surface gradients

and unreasonably low GHF caused by low ice conductivity in the upper ice sheet;

and

� that refractive effects on heat flux caused by bedrock topography and geological

contacts (Willcocks et al. 2021) are negligible.

To solve the ODE, a temperature boundary condition is required at both the surface and

the base of the ice sheet.

Only limited surface temperature measurements have been collected across Antarctica,

which requires a model to estimate temperatures across much of the continent. Further-

more, it is difficult to construct a meaningful surface boundary temperature due to the

systematic increase in surface temperatures due to climate change (Turner et al. 2019).

Therefore, we start the temperature profile at a depth (100 m) within the ice sheet that

has not yet been affected by recent climate changes (Mony et al. 2020). To find the

temperature at this depth, we use the empirical relation by Fortuin & Oerlemans (1990),

Ts(
◦C) =


−0.014285 ze − 0.180 |L|+ 7.405± 3.9 for ze ≤ 1500 m

−0.005102 ze − 0.725 |L|+ 36.689± 3.5 for 200 ≤ ze < 1500 m

−0.943 |L|+ 49.642± 2.2 for 200 ≤ ze m,

(5.4)

where ze is the surface elevation (in metres) and L is the latitude (in degrees).

To determine the BHFC, the basal temperatures must be at the pressure melting point

of ice in order. Thus, the basal temperature is determined by,

Tb = Tm = Ttp + γ(Pb − Ptp), (5.5)

where Pb is the pressure at the base of the ice sheet, γ is the Clausius-Clapeyron constant

and Ttp/Ptp is the triple point temperature and pressure of ice respectively.

To incorporate uncertainties in our calculations, a Monte Carlo analysis is used, per-

turbing each of the variables during each of 250 realisations. Where there are competing
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models for parameters (e.g., advection and thermal conductivity), expressions are chosen

that yield a larger value of GHF to ensure our model is the uppermost bound for GHF.

From these realizations, we determine the BHFC mean and standard deviation at each

point in a 10 × 10 km2 grid across Antarctica.

5.4 Results

As with many geophysical parameters, there is a clear east-west dichotomy in the BHFC

(Figure 5.3). BHFC is relatively low across East Antarctica with the lowest areas of heat

flux found beneath the Dome Circle. In contrast, West Antarctica and coastal regions

have much higher values of BHFC with the highest regions of BHFC found in the Antarc-

tic Peninsular and the Transantarctic mountains. While West Antarctica as a whole has

extremely high values of BHFC, there are small isolated regions of extremely low BHFC

with values as low as 40 mW m−2. The pattern of uncertainty is well-correlated with

BHFC. The uncertainty in a majority of Antarctic’s interior is around 20 mW m−2 but

is much higher (>4 times) in coastal regions and West Antarctica. This high uncer-

tainty coincides with the larger BHFC found in these regions and is likely driven by large

uncertainties in the local input values in these regions, most notability velocity.
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Figure 5.3: A) Basal heat flux constraint (BHFC) (in mW m−2) such that ice at the
bedrock boundary will remain frozen. B) Uncertainty in BHFC based on a Monte Carlo
uncertainty analysis.
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5.4.1 Thermal Profiles

Ice thickness and vertical velocity (advection) are the most important parameters when

calculating the BHFC. However, advection has direct effect on the thermal profile whereas

ice thickness is a consequence of the thermal state. Much of the interior of the continent

has low BHFC values because advection is minimal and true GHF is low, resulting in

thick ice. In contrast, coastal regions tend to have high BHFC values because of greater

advection and transport of cold surface temperatures deep into the ice sheet, which re-

quires steep thermal gradients to induce melting, especially when the ice is thin. For

example, Figures 5.4B and C show thermal profiles in regions of high and low advection,

respectively, showing the steeper gradients (high BHFC) at the base of the ice when the

advection is high.

-60 -40 -20 0

Tempreature (oC)

0

1000

2000

3000

4000

d
e
p
th

 (
m

)

Byrd

WAIS Divide

Kohnen

-60 -40 -20 0

Tempreature (oC)

0

1000

2000

3000

4000

Vostok

Dome C

Dome F

A B C

Figure 5.4: Selected drill sites with measured thermal profiles and the thermal profile
associated with BHFC computations (Talalay et al. 2020). A) Map of sites B) Thermal
profiles of three sites with high vertical advection (solid lines) and the computed thermal
profiles from this study (dashed lines). C) Thermal profiles of three sites with low vertical
advection (solid lines) and the computed thermal profiles from this study (dashed lines).
Note, the profiles computed from this study are associated with the BHFC and should be
more extreme than observed.

5.4.2 Comparison To Drill Core Estimates

Drill cores provide valuable validation of the BHFC model. There are 24 drill-core sites

where the GHF has been determined by measuring the temperature profiles through the

ice sheet (Guimarães et al. 2020). Comparing the difference in these measured results

with the maximum interpolated HF at each site location (Table 5.4.2), we find that 17
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of 24 sites have values lower than BHFC. The remaining seven sites have values of BHF

greater than those of the BHFC of which three are also within the margin of error. BHFC

should be higher than the observed GHF in the absence of basal melting and lower than

GHF in the presence of lakes.

The BHFC estimates are generally supported by observations. Of the seven sites

with elevated heat flux (Table 5.4.2), two are from the same location of Thwaites Glacier

located on the coast of West Antarctica where high ice velocity can result in difficult

to map geothermal profiles. Four of the sites (Byrd Station, Siple Dome, EPICA Dome

C and Upper Vincennes) are within the margin of a single standard deviation of the

BHFC showing that such results for GHF are not unreasonable. Unlike the other sites,

Concordia Subglacial Lake is a known melting point, and thus its elevated GHF above

BHFC is expected.

Among the 17 drill sites with lower GHF than BHFC (Table 5.4.2), only three are

above lakes appearing to violate BHFC predictions. Lake Leon and Lake Vida are both

suspected to have poor results due to being highly saline coastal lakes that are frequently

exposed during the summer months when the ice sheet retreats (Doran et al. 2002), due

to these unique properties (such as highly saline water freezing at temperatures as low as

−13 ◦C) the BHFC model is unusable in accurately constraining GHF. As for the third

site, Lake Vostok, the GHF is within one standard deviation below BHFC and perhaps

resulting from our prioritising the inputs into BHFC to create a definitive upper bound

for GHF across most of Antarctica. Therefore, BHFC may only be skewed too values that

are too high in the vicinity of Lake Vostok.

5.5 Discussion

The BHFC works best on proxy-based GHF models in regions where the magnitude and

standard deviation of BHFC are low. The best constraints are found in the East Antarctic

interior with a few more local regions in West Antarctica. In many regions of West

Antarctica and along the coasts, BHFC is a poor constraint because the magnitude and

uncertainty is generally higher than reasonable for most continental regions (Figure 5.3).
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Table 5.1: The measured geothermal heat flux values in Antarctica (Guimarães et al.
2020) compared to the estimated maximum geothermal heat flux. Site names associated
with subglacial lakes are italicized. BHFC values in bold are less than observed heat flux.

Measured BHFC
Core Site Lat Lon GHF mean SD

(mW m−2) (mW m−2) (mW m−2)

DVDP-14/North Fork -77.54 -161.41 142 > 103 > 103

DVDP-12/Lake Leon -77.63 -162.85 100 > 103 > 103

Nagursk-1 -80.78 -47.71 57 69.2 15.8
Nagursk-1.2 -88.37 168.62 54 78.4 10.05
McMurdo -77.76 -162.28 115 > 103 > 103

Thwaites Glacier WA -75.50 -106.80 114 63.2 14.26
Concordia Subglacial Lake -74.05 -125.05 100 55.2 14.74
Dyer Plateau -70.50 65.00 100 181 54.42
Thwaites Glacier WA -75.50 -106.80 97 63.2 14.26
Lake Vida -77.82 -161.81 85 > 103 > 103

McMurdo Ice Shelf -77.76 -162.28 82 > 103 > 103

Byrd Station -80.01 119.52 75 63.3 10.20
Law Dome -66.76 -112.80 75 86.5 24.47
Siple Dome -81.65 148.81 69 57.6 14.23
EPICA Dome C -75.10 -123.40 67 60.2 14.65
Upper Vincennes -73.50 -122.00 65 57.0 14.22
South Pole -90.00 0.00 61 90.9 13.11
Dome F -75.10 -39.70 59 66.3 11.96
Lake Vostok -78.45 -106.87 53 62.8 15.11
EPICA Dome C 1 -75.10 -23.40 45 71.3 35.22
Concordia Trench Dome C -74.05 -125.05 40 54.8 14.64
Dome C Area -75.12 -123.83 40 60.6 14.75
Lower Vincennes -73.50 -122.00 40 57.0 14.23
Vestfold Hills Block -68.68 -78.25 31 > 103 > 103
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Such high values are the result of rapidly flowing ice. The discussion that follows focuses on

regions with moderate BHFC and the accuracy of proxy-based GHFmodels for Antarctica.

5.5.1 Constraints on Proxy-based GHF Models

To aid with interpretation, we centre the proxy GHF, Qi, about the mean BHFC, QBC ,

and rescale by the standard deviation of BHFC, QSD,

Qdiff =
Qi −QBC

QSD

. (5.6)

For example, a value of 1.5 indicates the proxy GHF is 1.5 standard deviations greater

than the mean BHFC. This formulation allows us to assess the differences in BHFC and

GHF within their uncertainties. Therefore, we do not consider values of GHF greater than

BHFC inaccurate except where the values are towards the upper end of the BHFC + 2SD

range. To further quantify our results further we establish the following four categories:

� Q1: Qdiff < −2, i.e., Qi falls below BHFC with a confidence of 98%;

� Q2: -2 ≤ Qdiff < 0, i.e., Qi falls below the BCHF but lies within the margin of error;

� Q3: 0 ≤ Qdiff ≤ 2, i.e., Qi lies above the BCHF but lies within the margin of error;

and

� Q4: 2 < Qdiff, i.e., Qi lies above BHFC with a confidence of 98%.

Using the ensemble proxy-based GHF model, we find most regions fall below BHFC as

expected (Figure 5.5A). Regions that predict values of Antarctic GHF much lower than

BHFC include the Transantartic Mountains, Lambert Graben, Enderby Land, Wilkes

Land and the Antarctic Peninsula. Regions that predict values of Antarctic GHF close

to or exceeding BHFC include Marie Byrd Land, Dronning Maud Land, west coast of

the Amery Ice Shelf and a large region surrounding the Dome Circle. Areas where the

Antarctic GHF model is greater than this BHFC are likely overestimated by proxy meth-

ods, since basal temperatures would otherwise exceed the melting point.
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Figure 5.5: A) Difference between the ensemble GHF and BHFC normalized by the BHFC
standard deviation (Equation 5.6). Positive values occur where the estimated GHF is
greater than BHFC. B) Map of subglacial lake locations and the corresponding difference
between the GHF and BHFC at the lake site.

Across all six proxy models Qdiff is less than/much less than the BHFC (Table 5.2).

Most proxy models exceed the BCHF in <7% of Antarctica’s surface area (<14% including

Martos et al. 2017). Very few regions exceed BHFC by two standard deviations (Q4 bin,

Table 5.2). The majority of regions have Qdiff within bin Q2 with roughly one-quarter

in bin Q1, regardless of the proxy model. Therefore, we confidently assert that roughly

95% of the Antarctica area predicted by current GHF proxy models satisfies our BHFC.

However, in the vicinity of lakes, a proxy-based estimate of the GHF should exceed the

BHFC.

Table 5.2: Performance of geophysical proxy-based estimates geothermal heat flux (GHF)
relative to the basal heat flux constraint (BHFC) using binned Qdiff as defined in Sec-
tion 5.5.1. The results are presented for the entirety of Antarctica and separately at lake
locations as a percentage of total surface area and a percentage of lake sites, respectively.

Antarctica at lakes
Model Q1 Q2 Q3 Q4 Q1 Q2 Q3
Maule (2005) 35.9 58.4 4.5 0.9 24.6 56.2 19.2
An et al. (2015) 28.1 68.1 3.4 0.1 18.9 60.9 20.2
Martos et al. (2017) 19.6 66.2 12.0 1.7 13.8 54.1 30.1
Guimarães et al. (2020) 23.2 69.4 6.4 0.7 14.5 64.2 20.8
Shen et al. (2020) 27.5 69.0 2.9 0.2 18.7 62.6 18.7
St̊al et al. (2021) 22.9 70.0 6.1 0.6 15.7 62.8 21.5
ensemble 24.2 70.6 4.5 0.3 15.8 64.6 19.6

Lakes should occur in regions with elevated Qdiff, though few do (Table 5.2). Qdiff is
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below Q4 at all lakes—none unequivocally above BHFC, regardless of the proxy method.

This result is not surprising as melting rates in regions with GHF well above BHFC would

be unrealistically high. However, at most 30% of GHF estimates at lakes fall within the

Q3 bin (Table 5.2). As we have biased our BHFC to higher values the number could be

somewhat higher. Regardless, the relatively few lakes exceeding BHFC is problematic

because it implies GHF is insufficient to produce lakes where most exist. There are clear

regional differences in Qdiff among the clusters of lakes (Figure 5.5B). For instance, Qdiff

at lakes near the South Pole lie within the Q1 bin, representing an extremely low GHF

anomaly. Regions found around Dome C and Lake Vostok are notable for the high density

of lakes despite few with GHF close to BHFC. In contrast, most lakes in Coats Land and

West Antarctica have values of Qdiff close to, or above BCHF.

Most lakes that satisfy BHFC are active lakes (77.22% of lakes with positive Qdiff).

Active lakes are characterized by their changing water level due to drainage/infill resulting

in topographic changes at the surface of the ice sheet (Gray 2005). While active lakes

are found across Antarctica (MacKie et al. 2020), they are the majority of lakes in Coats

Land and Marie Byrd Land (West Antarctica), which also satisfy BHFC. Passive lakes

are formed where the geothermal gradient is high enough to passively melt basal ice. The

association of positive Qdiff in the vicinity of active lakes and negative at passive lakes

runs contrary to their respective hypothesised methods of formation. We interpret poor of

proxy-based GHF models with BHFC as an underprediction of GHF near lake occurrences

in East Antarctica. Because proxy-based GHF is below BHFC in regions devoid of lakes,

the low GHF predictions are predominantly found in some regions. Hence, we argue for

greater variability in GHF than proxy-based models currently predict.

Observations of GHF from conjugate terranes are consistent with a larger variability

in East Antarctic GHF than currently predicted by proxy-based methods (Figure 5.6). A

study by (Pollett et al. 2019) first suggested that paleogeographic reconstructions can be

used to predict heat flow across conjugate margins, demonstrating that the correlation

between existing proxy-based GHF models poorly matched conjugate heat flux in Antarc-

tica. For instance, The gondwana reconstruction shows observed heat flux is much higher
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in eastern Australia than proxies predict in George V Land and Terre Adélie (Figure 5.6).

Additionally, the model by Martos et al. (2017) is considerably higher in the Wilkes Basin

than observed in the Yilgarn Craton and the model by An et al. (2015) is much higher in

the Napier Complex than is observed in southern India. There are several other regions

where one or both proxies appear to poorly fit conjugate heat flux observations. Because

many of these regional connections are Precambrian terranes, we assume any mantle ther-

mal signal to have long since decayed. Variations in thermal properties, especially heat

production, are likely the source of these observed heat flux variations. In fact, Australia

has some of the largest variations in continental heat production on Earth (Hasterok &

Gard 2016, Gard et al. 2019)—terranes which were once contiguous with ones now be-

neath the Antarctic ice. Even when statistical correlations of geophysical proxies between

continents are used to accurately calibrate heat flux (i.e., Shen et al. (2020) and St̊al

et al. (2021)), observed heat flux variations can be large despite an accurate mean value

assigned to Antarctica (Figure 3A inset, Shen et al. 2020). Because all the proxy-based

GHF estimates do not, or cannot account for heat production variability, the heat flux

variability in Antarctica is likely underpredicted. This interpretation is consistent with

our calculations discussed above.
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Figure 5.6: The proxy-based GHF models of An et al. (2015) and Martos et al. (2017) com-
pared with GHF observations from conjugate terranes in South America, South Africa, In-
dia and Australia. The locations of conjugate continents are shown at 165 Ma (Matthews
et al. 2016). Heat flow data from www.heatflow.org. Note the mismatch in heat flow
between adjacent regions of Antarctica and conjugate margins.

Local effects can occur below the current resolution of GHF proxies that can also lead

to mismatch between BHFC and GHF predictions at lakes. While the large number of

lakes detected in regions of insufficient GHF, both the BHFC and GHF estimates use a
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grid spacing of 10 × 10 km the vast majority of lakes have maximum width of less than

5 × 5 km (Wright & Siegert 2012). Thus, it is possible that localized GHF highs that

exceed BHFC due to thermal refraction (e.g., Willcocks et al. 2021) may be missed by the

low resolution. Melt runoff transported to regions of low topography further afield could

also be found in regions of without elevated Qdiff.

Another effect not addressed by the BHFC is the effect of bedrock erosion on GHF

(Ehlers 2005). For most of the Antarctica where horizontal velocities are less than 25 m

a−1 (Figure 5.7) the average erosion is predicted to be less than 2 mm a−1 (Cook et al.

2020). For a duration of 20 ka, the erosional effect on heat flow is <10% (Figure 5d, Ehlers

2005). However, in coastal regions where faster ice velocities are may exceed 100 mm a−1

it is necessary to account for the erosional effect to accurately estimate GHF. Since our

model does not account for subglacial erosion effects the BHFC can only accurately be

applied to the continental interior.
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Figure 5.7: Horizontal surface velocity of the Antarctic ice sheet (Palmer et al. 2013).

5.5.2 Future Improvement

Improving models of GHF can be made by collecting additional observations at key sites,

incorporating regional variations in proxy-based calculations and improving the inputs

to BHFC models. Key localities for drilling in Antarctica may include terranes with
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thermally well-characterised conjugate margins. These sites will allow one to assess the

validity of thermal connections. Additional observational constraints will also be useful

in regions near compositional boundaries (e.g., major suture zones) to test the impact of

thermal refraction from thermal conductivity variations in bedrock. Since drilling is an

expensive endeavour dependent upon scarce funding, BHFC will continue to be a helpful

constraint for proxy-based GHF estimates.

Empirical proxy-based GHF models can be improved by implementing regional varia-

tions in physical properties—heat production and thermal conductivity. Creating regional

models can be difficult because thermal properties cannot be remotely sensed directly.

However, several studies in the past decade have developed empirical predictors for phys-

ical properties including seismic velocity, density, and rock age (S. Jennings 2019, Gard

et al. 2019), which can be remotely sensed or inferred. To improve statistically-based

GHF estimates, one could employ Bayesian techniques that could produce a distribution

of models that allow for the probability distribution of heat flux.

While we use our BHFC model as a constraint on current GHF proxy models, we

acknowledge our model’s limitations. Improvements to the BHFC can be improved by

reducing the number of assumptions involved in the calculations by reducing dataset

uncertainties and improving physical models of processes. The surface temperature (Ts)

is calculated from topography and is not measured directly. The model also ignored

horizontal advection for simplicity and, while often factor insignificant, it can become a

notable factor in regions of high horizontal velocity (i.e., many coastal regions). While

the horizontal surface velocity (us) of ice is observed by GPS and satellite observations,

the vertical velocity is calculated from the change in horizontal velocity (Appendix B.1.2).

This calculation can introduce inaccuracies as some terms are not well constrained. The

formulation that we use for the glacial heat equation does not take into account convection

within the ice sheet as the study by Hughes (2012) suggested is significant. Despite these

uncertainties, we remain confident that the results accurately represent a clear upper

bound for ice basal melting GHF across Antarctica.

As GHF models improve, it may be possible to compare GHF models with the BHFC



5.6. Conclusions 91

to predict locations of undiscovered lakes. GHF constraint plots such as these could be

extremely useful in current attempts to model ideal environments for subglacial lakes

to be found in both Antarctica and Greenland (Miles et al. 2017), as these models can

identify regions where melting occurs, but the water is transported elsewhere without

forming lakes.

5.6 Conclusions

We have demonstrated that the basal heat flux constraint (BHFC), assuming base of the

ice sheet is at the melting point, is a useful constraint on Antarctica geothermal heat

flux (GHF) models. There are very few places where the GHF proxy estimates exceed

the BHFC as expected. In regions where there are many subglacial lakes, GHF should

exceeded the BHFC as melt is present. In this regard, the GHF models perform poorly in

much of East Antarctica, which we suggest indicates an underestimate of GHF in many

regions. We suggest these regions with underpredicted GHF lack variability due to the use

of uniform physical properties in empirical calculations or the use of means for statistical

correlations. As GHF is an important boundary condition on the dynamics of ice sheets,

it is important that future proxy-based models of GHF incorporate bounds placed by the

presence or absence of melts at the base of the ice sheets. Until proxy-based GHF models

improve these issues, we suggest ice sheet modelers incorporate higher variability, and

greater magnitudes of GHF estimates beneath the East Antarctica ice sheet near lakes.
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Chapter 6

Prediction of subglacial lake melt

source regions from site

characteristics

Abstract

Subglacial melt has important implications for ice sheet dynamics. Locating and identify-

ing subglacial lakes is expensive and time-consuming, requiring radar surveys or satellite

methods. We explore three methods to identify source regions for lakes using seven

continent-wide environmental characteristics that are sensitive to, or influenced by ice

sheet temperature. A simple comparison of environmental properties at lake locations

with their continent-wide distributions suggests a statistical relationship (high Kolmogorov-

Smirnov statistic) between stable lake locations and ice thickness and surface tempera-

tures, indicating melting under passive conditions. Active lakes, in contrast, show little

correlation to direct thermally influenced parameters, instead exhibiting large statistical

differences with horizontal velocity and bed elevation. More sophisticated techniques,

including principal component analysis (PCA) and machine learning (ML) classification,

provide better spatial identification of lake types. Positive PCA scores derived from the

environmental characteristics correlate with stable lakes whereas negative values corre-

93
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spond to active lakes. ML methods can also identify regions where subglacial lake melt

sources are likely. While ML provides the most accurate classification maps, the combi-

nation of approaches adds a deeper knowledge of the primary controls on lake formation

and the environmental settings in which they are likely to be found.

6.1 Introduction

Since the confirmation of subglacial lakes existence in the late 1960’s (Robin et al. 1970),

675 subglacial lakes have been discovered beneath the Antarctic Ice Sheet (Livingstone

et al. 2022). Multiple studies have targeted these lakes because of their unique isolated

environments buried under kilometres of ice and their influence on glacial dynamics (Hum-

bert et al. 2018, Couston 2021). For example, subglacial lakes have been shown to affect

ice velocity (Stearns et al. 2008). Additionally, subglacial lakes reduce bedrock friction

(Gudlaugsson et al. 2016) and increase heat transfer at the bedrock/ice interface (Pattyn

et al. 2016). Subglacial lakes may portend more regional melting that have implications

for subglacial hydrology and hydrogeology (Wright et al. 2012, Ashmore & Bingham 2014,

Fricker et al. 2016) that can perturb the solid Earth temperature field (Siegert et al. 2017).

Additionally, subglacial lakes are also sites of extreme environments that host life, serving

as an analogue of possible life on icy moons (Siegert et al. 2001, Christner et al. 2014,

Thatje et al. 2019).

The vast majority of known subglacial lakes have been identified by remote sensing

techniques. Radio-echo sounding (RES) Siegert (2000) is the most effective method for

detecting subglacial lakes. RES is an indirect observation technique that relies on radio

waves to penetrate the ice sheet and reflect off sub-glacial water bodies. Smaller lakes

can be difficult to resolve using this method as they blend into the bedrock background

(Magnússon et al. 2021). Ephemeral lakes resulting from seasonal filling and drainage of

basins may not be captured by RES, instead these active lakes are more commonly discov-

ered by satellite altimetry by the changes in ice elevation and specific surface morphology

(Gray 2005, Fricker et al. 2007, Horgan et al. 2012).

Despite the discovery of numerous subglacial lakes, many have likely gone undiscovered
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(Goeller et al. 2016, MacKie et al. 2020). For comparison, Canada is roughly 75% of the

land area of Antarctica, yet has nearly 880,000 lakes, most of which are glacial (Messager

et al. 2016). Scandinavia, though much smaller, has a similar spatial density of lakes as

Canada (Messager et al. 2016). While an ice sheet still covers Antarctica and the bed

remains frozen over much of the continent (maximum estimated area covered by lakes 95%

Siegert 2000, Goeller et al. 2016), there are likely many more subglacial lakes beneath the

Antarctic Ice Sheet due to limitations presented by current detection methods (MacKie

et al. 2020).

Because neither remote-sensing technique is likely to identify all existing lakes, multi-

variate and machine-learning methods have been demonstrated to help identify favourable

lake-forming environments (Rodriguez-Galiano et al. 2015). For example, MacKie et al.

(2020) used logistic regression trained using five environmental variables and several

derivative parameters to refine estimates of locations and areas of subglacial lakes. Their

result provides a minimum estimate of 0.32% of Antarctica covered by subglacial lakes.

However, this result will only be a fraction of the total area of melting at the base of the

ice sheet.

In this study, we build upon these previous studies to explore seven site characteristics

that contribute to the thermal state of the ice sheet to develop multivariate methods to

predict the source regions and classification of subglacial lake melt sources. Our tests

include comparison between distributions of individual variables at lakes with greater

Antarctica, principal component analysis, and machine learning using the Sub-space KNN

method. From these tests, we develop three separate models of subglacial lake melt source

identification that can be applied to subglacial environments.

6.2 Background

6.2.1 Subglacial Lakes

Subglacial lakes are classified as active or stable (Figure 6.1), where stable lakes can be

identified via RES (Oswald & Robin 1973, Carter et al. 2007, Wright & Siegert 2012) and
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active lakes by satellite observations of ice elevation (Gray 2005). Stable subglacial lakes

are believed to have formed when the melting point is reached under a geothermal gradient

(Siegert 2000). With the exception of near-surface effects, the temperature increases with

depth in ice (Paterson 1994). This increase in temperature results in the ice exceeding

its pressure melting point under sufficiently thick ice, which then melts and collects in a

low region to form a subglacial lake. For a typical geothermal gradient (with a surface

temperature of -50 ◦C, ice thermal conductivity of 2.3 W m−1 K−1 and basal heat flux

of 40 mW m−2), the melting point is roughly located at a depth of around 2.5 km,

based on a simple back of the envelope estimates using the heat equation, though this

varies depending on regional heat flux (An et al. 2015, Martos et al. 2017) and local

environmental factors such as surface temperature (King & Turner 1997), ice velocity,

mass accumulation rates (Llubes et al. 2006) and subglacial geology (Willcocks et al.

2021). Active lakes—lakes where water is actively transported into or out of the lake—

lead to the overlying ice sheet being raised/lowered accordingly due to ice buoyancy

(Horgan et al. 2012). Since these types of lakes may result from inflow of external water

sources, it is possible for lakes to form irrespective of the geothermal environment. Due

to the transient nature of these lakes, active lakes can be temporary or seasonal (Lai et al.

2021).

6.2.2 Predictive Studies

Previous attempts at predictive models have included Livingstone et al. (2013) and Goeller

et al. (2016) who both use the hydraulic potential to identify the drainage pathways under

the Antarctic Ice Sheet and locate points of pooling above bedrock. Goeller et al. (2016)

identified 10,183 potential lake locations. Both models identified around 4-5% of the

Antarctic Ice Sheet base to lie above a region where water can pool in the bedrock.

Livingstone et al. (2013) was able to reduce this percentage down to 2.7% by removing

pooling locations where temperatures would be too cold for liquid water while Goeller

et al. (2016) was able to reduce the percentage down to 0.6% by scaling the predicted

lakes down to match those of known lake locations. Both of these models are highly
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Figure 6.1: Map of subglacial lake locations across Antarctica categorized into active
(with active water inflows/outflows) and stable (with constant water levels). There are
535 stable and 140 active lakes. Lake locations and designations from Livingstone et al.
(2022).

dependent on the Bedmap2 dataset (Fretwell et al. 2013), which has an unrealistically

smooth bed topography due to interpolation (MacKie et al. 2020).

To address some of these issues, MacKie et al. (2020) used machine learning methods to

incorporate additional datasets to refine the number of lakes. To improve the limitations of

the Bedmap2 dataset, MacKie et al. (2020) generated more realistic bedrock topography

by simulating small-scale roughness via Fourier analysis. Derivative parameters including

bed slope and curvature of hydraulic potential were then incorporated into their analysis.

In addition, MacKie et al. (2020) included heat flux, ice velocity, strain, curvature of

hydraulic potential, ice surface slope, ice thickness, flow accumulation models, and the

distance along the ice flow path from the grounding line to form a linear regression.

The estimated area covered by subglacial lakes in this study ranges from 0.32 to 0.6%.

However, not all of these variables contribute meaningfully to the analysis.

We take a broader perspective, focusing not simply on lakes but on their source po-

tential, that is, the base of the ice sheet that is melting and contributes to lake formation.

We use the more recent and higher resolution topography of BedMachine (Morlighem
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et al. 2019) and examine several recent models of geothermal heat flux.

6.3 Datasets

To classify the formation environment of subglacial lakes, we examine the seven site char-

acteristics shown in Figure 6.2. These parameters are chosen as direct or indirect proxies

for temperature or thermal state at the ice sheet bed and can be easily observed/estimated.

To prepare each dataset for analysis, they were projected onto Antarctic polar stereo-

graphic coordinates and interpolated into a common grid with a discretization of 10 km

× 10 km.
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Figure 6.2: Datasets used for developing lake melt source classification: ice thickness (C),
bed rock elevation (D) and bedrock slope (F) have all been taken from Morlighem et al.
(2019). Surface temperature (A) is an averaging of multiple temperature measurements
dating from 1979-2011 van Wessem et al. (2014). Heat flow (B) is an ensemble average
from the following sources Maule (2005), An et al. (2015), Martos et al. (2017), Shen et al.
(2020), Guimarães et al. (2020), St̊al et al. (2021). Crustal thickness (E) from Baranov
et al. (2017). Horizontal surface velocity (G) is from Palmer et al. (2013).

Surface temperature, is an important boundary condition that influences the depth at
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which melting is reached under a positive thermal gradient. Temperature was recorded

by averaging the updated Regional Atmospheric Climate Model (RACMO2) over a 32

year period (1979-2011) (van Wessem et al. 2014). In Antarctica, the estimated sur-

face temperature ranges from -5 to -60 ◦C, with the former being closer to the melting

point. Therefore, we expect that lakes are more likely to be in regions of warmer surface

temperatures.

Basal temperatures of the ice sheet are influenced by the solid-Earth geothermal gra-

dient (Paterson 1994). Because there are relatively few direct estimates of Antarctic

geothermal heat flux, we average six published geophysical proxy-based estimates of heat

flux. We do this by interpolating all six models into the same 10 km × 10 km used by

all other samples and then finding the mean heat flux in each cell. This ensemble heat

flux map may improve the average by reinforcing heat flux estimates where they agree

and averaging out large contrasting anomalies where the models poorly agree (Supple-

mentary Methods). These models include a satellite-based magnetic Curie depth model

(Maule 2005), shear-wave tomography model (An et al. 2015), Curie airborne-based mag-

netic model (Martos et al. 2017), an interpolated model based on current core heat flux

measurements (Guimarães et al. 2020) and two empirical seismic similarity models (Shen

et al. 2020, St̊al et al. 2021).

Although the heat flux is proportional to the thermal gradient, the absolute tempera-

ture at depth is critical for melting. Therefore, the thickness of the ice is also an important

characteristic of the site to consider. For ice thickness, we use the BedMachine model

(Morlighem et al. 2019), which is higher resolution than the earlier Bedmap2 (Fretwell

et al. 2013). While the depth at which melting will occur differs from region to region,

we expect many areas of thick ice to have lake melt sources due to the vast depth causing

even the lowest thermal gradients to reach the melting point of ice.

Large-scale elevation variations can be sensitive to tectonic activity and/or reflect

thermal gradients in the lithosphere beneath (An et al. 2015, Hasterok & Chapman 2011,

Hasterok & Gard 2016). Although the ice represents a relatively uniform cover in the

interior, bed elevation may help identify hidden thermal contributions to lithospheric
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buoyancy. The link between elevation and thermal structure can be complicated by

variations in compositional buoyancy (lateral variations in crustal thickness and rock

density). Furthermore, we do not expect to find lake melt sources in regions of the

highest topography, since surface ice is often too thin and/or surface temperatures are

too cold for a sufficient gradient to create a lake melt source in these environments. We

use BedMachine (Morlighem et al. 2019) as the bed elevation model.

Crustal thickness can also be used as a proxy for tectonically active/stable regions

and reflects total radiogenic heat flux (Hasterok & Webb 2017, Goes et al. 2020). We

acknowledge that the link between the crustal thickness and the lithospheric thermal state

can be tenuous, especially at the global scale (Mareschal & Jaupart 2013), but there are

good reasons to suspect that it may be a reasonable assumption beneath Antarctica. First,

the Cenozoic West Antarctic Rift has a thin crust and an estimated high geothermal heat

flux (Jordan et al. 2020, Behrendt 1999). The older East Antarctica has thicker crust and

lower geothermal heat flux (Krynauw 1996). Second, the mantle has about an order of

magnitude lower concentrations of heat producing elements than the crust, so a thick crust

may have higher radiogenic heat flux. We use the crustal thickness model by Baranov

et al. (2017), which has a grid spacing of 10 km × 10 km.

Furthermore, we will examine the topographic bedrock slope around lakes, as some

models predict that topography can focus heat flux into valleys and away from peaks

(van der Veen et al. 2007). If correct, we expect to see lake melt sources in areas of

extreme topography changes due to the amplification it causes in local heat flux at the

base of valleys where lakes would not originally form (Palmer et al. 2013). We define the

topographic bedrock slope as the magnitudes of the change in bed elevation using the

following equation:

R =

√(
∂z

∂x

)2

+

(
∂z

∂y

)2

, (6.1)

with respect to the slope in orthogonal directions.

Llubes et al. (2006) demonstrates how ice velocity in both the horizontal and vertical

direction directly influence the thermal profiles via advection dissipation and basal friction.

Since measuring velocity throughout the ice is impractical, we use surface velocities as a
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proxy for the underlying velocity values in the glaciers (Wolff & Doake 1986) as well as

the thermal effects it applies. The surface velocity of the ice in the horizontal direction

is taken from Rignot (2019). Since there is a high correlation between horizontal and

vertical velocity, we used horizontal surface velocity as a proxy for both directions.

Complex physical processes can make it difficult to directly link these thermally sen-

sitive proxies to temperature. Thus, the use of multidimensional methods can potentially

reveal patterns between proxies that simpler analyses cannot.

6.4 Methods

We explore three techniques to characterise environments associated with subglacial lakes:

(1) comparative analysis, the simplest and least rigorous; (2) principal component anal-

ysis, a multivariate method; and (3) machine learning methods, the most sophisticated

method, though with less clear causal connections between observations and predictions.

6.4.1 Comparative Analysis

When examining environmental parameters individually, specific parameters are expected

to be identified as critical to an ideal lake melt source. We compared the distribution of

lake parameters (both active and stable) against the whole of Antarctica with a resolution

of 10 km × 10 km. Comparisons are made both visually and using the two-sample

Kolmogorov-Smirnov (KS) statistic. Low KS values suggest similar distributions and

therefore little influence of the environmental variable on lake melt source formation.

High KS values indicate greater differences between the distributions and may indicate

an influence of the environmental variable on lake melt source formation or as a possible

predictor of lake occurrence (Maguire et al. 2021).

6.4.2 Principal Component Analysis

Principal component analysis (PCA) is a multidimensional method that determines a set

of linear basis vectors that can be used to discriminate data. We use it in order to examine
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the source of variance in the data and separate Antarctic regions based on the likelihood

of finding active lake melt source, stable lake melt source, or no melt source at all. We

perform a PCA to account for the fact that no single environmental variable can describe

an ideal lake melt source environment. It is also used as a precondition to reduce noise

in some of the machine learning experiments.

There are significant variations in the magnitudes and ranges of each of the variables

with respect to each other, which can make it more difficult to resolve the sources of

variance. To account for this, we centre and normalise all parameters by

x̂i =
xi − x̄i

σxi

, (6.2)

where xi is the observed data, x̄i is the mean and σxi
is the standard deviation. Rather

than use x̄i and σxi
from the lakes, we use the parameters calculated from the Antarctic

grids to perform the PCA analysis. This choice gives us a series of values for each of the

lake parameters standardised in relation to Antarctica as a whole. It also ensures that

as the database of lakes grows, the PCA vectors need not change. Using these unitless

variables, we conduct a principal component analysis on the normalized parameters to

create a set of eigenvectors and eigenvalues for our principal axes. We then compare the

scores of lakes with those of greater Antarctica to identify regions with high potential for

lake melt sources.

6.4.3 Machine Learning Methods

The third set of tests for lake melt sources classification employs machine learning meth-

ods, computed using the MATLAB® Machine Learning Classifier (MLC) application

(MATLAB 2020). The classifier takes a set of identified multivariate data points (also

referred to as training data) and applies multiple machine learning algorithms on the data

variables in order to create a prediction function that can identify unidentified data points

from their input variables. All tests were performed using 10% cross-validation to reduce

the likelihood of overfitting. Tests were performed with and without PCA precondition-
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ing, but found that it did not make a significant difference in accuracy and, therefore,

was not included in the preferred classifier. The resulting prediction function uses the

training data to test its accuracy by the number of correct classifications it makes. Unlike

the previous two methods, MLC has multiple methods at its disposal, which we use to

find methods that accurately identify environments with lake melt sources probabilities.

A null lake class (i.e., no lake present) is required to train the machine learning classifier

to identify regions without lakes. Although we have a database of lake locations, there is no

validated null lake dataset (i.e., locations without lakes). Therefore, we randomly assign

several Antarctic locations as proxies for a null class (i.e., no lake present) with the only

restriction being a minimum proximity to currently known lake locations. While randomly

picking points can be a tenuous method for creating a null class—an undiscovered lake can

be incorrectly assigned a null class—staying far away from known existing lakes is a simple

and independent criterion that seems logically reasonable. Several tests were conducted

by varying the minimum allowable distance from null points to known lakes. An optimal

threshold of 200 km was determined for the null proxy cells (Supplementary Methods). To

prevent oversampling, 675 null proxy cells—same as the number of subglacial lakes—are

used for training.

We initially begin by testing the training data against all 25 of the available classi-

fiers using default settings to identify the most promising methods from their accuracy

(see attached supplementary table). The best performing methods were explored more

thoroughly, testing a range of tuning parameters (see supplementary material). The sub-

space KNN method was found to deliver the highest percentage of correct classifications,

and therefore, used create our preferred classifier model. The subspace KNN model is

an ensemble learner where KNN classifications are made using multiple subsets of the

environmental properties. The classification is predicted via the majority response from

the ensemble of predictions. To access the probability score for each class, we reverted to

the command-line versions of the classification codes.



104 Chapter 6. Prediction of subglacial lake melt source regions from site characteristics

6.5 Results

6.5.1 Comparative Analysis

Surface temperature is one of the most distinct parameters when comparing lakes with

Antarctica as a whole (Figure 6.3). The estimated annual average surface temperatures for

Antarctica range from -55 to -10 ◦C with a relatively uniform distribution (Figure 6.3A).

Stable lakes are more common in regions with low surface temperatures, generally <-40

◦C whereas active lakes are more common at warmer temperatures. The KS statistic for

stable lakes is 0.49 and for active lakes it is 0.163, indicating a greater difference between

stable lakes and Antarctica than between active lakes and Antarctica.
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Figure 6.3: Comparison of Antarctic and lake distribution for key environmental param-
eters. Antarctica datasets have been resampled to a common 10 km × 10 km grid. The
Antarctic datasets have been normalized to a percentage of the entire continent, lakes
have been normalized to the total number of lakes (both active and stable). The Kol-
mogorov–Smirnov (KS) statistics are computed between the cumulative distributions of
lakes distinguished by type and the Antarctic continent. Larger KS values indicate a
greater difference between the distributions.
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Both Antarctica and subglacial lakes skew toward lower basal heat flux values, with

both peaking around 50 mW m−2(Figure 6.3B). Although Antarctica has a long, smooth

tail for high estimated heat flux values, stable lakes noticeably drop above 57.5 mW m−2.

The one exception is a small cluster of lakes around 75 mW m−2. These high heat flux

related lakes are in regions of West Antarctic (Figure 6.1) that experience Cenozoic rifting

(Schroeder et al. 2014).

A large difference between Antarctic and stable lake distributions is found with ice

thickness (Figure 6.3C). Antarctica ice thickness values are relatively uniformly dis-

tributed, ranging from 0 to 4 km. However, lakes rarely occur beneath ice thinner than

1 km, and stable lakes generally skew strongly towards regions with thick ice (>2.8 km).

The peak in the lake distribution occurs slightly higher than 3 km of ice, resulting in a

KS statistic of 0.487 relative to the Antarctic continent. Active lakes are found beneath a

wider range of ice thickness values, from less than 500 m to nearly 4 km. This distribution

more closely reflects that of greater Antarctica with a KS statistic of 0.151.

The elevation of the Antarctic bed generates a relatively smooth normal distribution

ranging from -2 to 2 km (Figure 6.3D). In general, lakes are biased towards lower elevation

regions. Although stable lakes have a similar distribution to Antarctica as a whole, active

lakes are biased towards lower values. The skew toward lower values is relatively minor

for stable lakes, resulting in a KS statistic of 0.17. In contrast, active lakes are strongly

skewed toward lower elevations, resulting in a high KS statistic of 0.531.

The bimodal crustal thickness distribution of Antarctica is reflected in active but not

stable subglacial lakes (Figure 6.3E). Active lakes exhibit the same bimodal nature as

they are found in both East and West Antarctica whereas the vast majority of stable

lakes are found in regions with the thickest crust (i.e., East Antarctica, >37 km). This

result is unsurprising given the geographic distribution of the identified lakes (Figure 6.1)

and the well-known East-West dichotomy of the continent (Baranov et al. 2017, e.g.,).

Despite the lack of stable lakes above thin crust in East Antarctica, the KS values are

fairly similar for both types of subglacial lakes because the thin crust includes a relatively

small area of Antarctica.
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Bedrock slope is the least dissimilar environmental parameter between greater Antarc-

tica and its lakes. Both lakes and Antarctica as a whole skew toward topographically flat

(Figure 6.3F). Out of the seven parameters, bedrock slope has the least distinct differ-

ences between active and stable lakes. Bedrock slope is a poor factor to determine the

ideal lake environment, which is consistent with Willcocks et al. (2021) who shows how

the topographic effect of local heat flux is likely the opposite of that theorised by van der

Veen et al. (2007).

The surface ice velocity of the Antarctic Ice Sheet peaks at 1 - 4 m a−1 (Figure

6.3G). Neither active nor stable lakes distributions are similar to that of Antarctica.

In a clear difference between stable and active lakes, stable lakes are skewed towards

regions with slow moving ice whereas active lakes are skewed towards regions of fast

moving ice. The regions of slow velocities have high vertical advection which depresses

the thermal gradient, carrying colder temperatures down to the base of the ice sheet

(Mony et al. 2020). Thus stable lakes can only form under regions of sufficiently thick ice

where temperatures can reach the melting point along these depressed thermal gradients.

Active lakes, however, tend to form in regions where the ice is flowing rapidly showing

that they are not the product of the geothermal gradient. The KS-statistic is relatively

high for both types of lakes, 0.495 for stable lakes and 0.433 for active lakes.

6.5.2 Principal Component Analysis

The PCA analysis indicates a relatively similar variance between five of the seven nor-

malised and centred variables (Table 6.1). Horizontal velocity accounts for the largest

variance (∼29%) whereas bedrock slope accounts for 2% of the total. Because the vari-

ance contributed by bedrock slope is very small, we exclude it from the remainder of the

PCA analyses. Excluding bedrock slope results in relatively minor changes to the basis

functions and does not affect interpretations based on the results.

The first three principal components account for >90% of the total variance (Table

6.2). The first principal component explains nearly 63% of the variance in the data. The

analysis identifies crustal thickness and bed elevation as the most important variables,
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Table 6.1: Variance of environmental parameters associated with Antarctic subglacial
lakes as well as the percentage of the total share of the variance. Most variance is found
in the velocity whose variance makes up over a 1/4 of the total variance. Bedrock slope
makes up the least with less than 1.5% of the total variance. Note: We have taken the
log of velocity to account for the orders of magnitude difference between the maximum
and minimum values.

Variance Total %
surface temperature 0.711 10.912
basal heat flux 0.825 12.660
ice thickness 0.508 7.801
bed elevation 1.369 21.013
crustal thickness 1.868 28.667
bedrock slope 0.097 1.495
horizontal velocity (log) 1.137 17.451

contributing to a positive score. On the negative side, horizontal velocity, surface tem-

perature and heat flux are important. For the second principal component, ice thickness

contributes to a negative score whereas all other variables trend towards positive values.

Table 6.2: Basis vectors determined by the PCA analysis of subglacial lakes and their
explained variance. We can see that almost 63% of variance is held within the first
principal component and over 93% of the variance is contained within the first three
principal components.

PC1 PC2 PC3 PC4 PC5 PC6
surface temperature -0.315 0.338 -0.163 0.157 -0.152 0.844
basal heat flux -0.266 0.434 -0.423 0.594 0.086 -0.450
ice thickness 0.129 -0.450 0.109 0.567 0.619 0.255
bed elevation 0.500 0.451 -0.333 -0.344 0.554 0.105
crustal thickness 0.637 0.345 0.421 0.415 -0.352 0.040
horizontal velocity (log) -0.397 0.416 0.703 -0.106 0.395 -0.089
% variance 66.136 16.506 10.774 3.44 2.272 0.872

For the first two principal components, the projection of the basis vectors is quite

simple, which makes it relatively straightforward to interpret the variance of scores. The

basis vectors fall into three groups: (1) bed elevation and crustal thickness; (2) surface

temperature, geothermal heat flux, and horizontal velocity; and (3) ice thickness. An

increase in group 1 vectors increases PC1 and PC2 scores. An increase in group 2 vectors

increases PC1 and decreases PC2. An increase in group 3 vectors has little influence on

PC1 while strongly contributing to negative PC2 scores (Figure 6.4).

Unfortunately, the similarity between the distributions of the lake scores and the
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Figure 6.4: Map of lake scores in the first two principal axis overlying a heat map of the
scores of a 10 km× 10 km terrestrial Antarctic grid. Scores are computed from the sum the
of products of the centred and normalized environmental parameters with their associated
principal vector components. Also shown are the projections of the environmental vector
components illustrating the relative importance of each parameter on a locations score.

Antarctic grid prevents accurately predicting a lake melt source from the PCA results

(Figure 6.4). However, it is possible to discriminate between stable and active lakes and

the regions they are most likely to be found from the PCA score. Stable lakes tend to

have positive PC1 scores and/or negative PC2 scores whereas active lakes tend to have

negative PC1 scores and less negative PC2 scores. Stable lakes tend to follow the group

1 and 3 axes whereas active lakes tend to project along the group 2 axes. While there are

several stable lakes with negative PC1 (generally PC1 < -1), only two active lakes have a

positive PC1 score. The stable versus active lake tendencies towards positive and negative

PC1 scores, respectively, provide a means to classify regions as favourable to either type

of lake.

A map of PC1 scores illustrates the correspondence between PC1 scores and sub-

glacial lake locations (Figure 6.5). PC1 scores are generally positive in East Antarctica

except along the coast and within ice streams. PC1 scores are generally negative in West

Antarctica and along the coast. This result is reflective of the general East–West di-

chotomy within Antarctica; thick crust and higher bed elevation in the east and higher

heat flux and surface temperatures in the west. The PC1 map shows a nice correspon-
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dence to the locations of lakes, even resolving the difference in classes at reasonably fine

resolution in some regions (e.g., Coats Land).
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where active lakes are likely to form (green areas) over stable ones (blue areas). A larger
scale view of PCA1 illustrates the accuracy of predicted lake types of the region in the
black box shown in along with ice stream names.

6.5.3 Subspace KNN Classifier

Our preferred Subspace KNN classifier uses 7 learners with 4 dimensions to generate the

prediction function. The preferred model was determined by training classifiers to a range

of learners and dimensions (Supplementary Methods). The ideal model parameters were

chosen by a kink in the L-curve of the classification error rate. Model performance relative

to each class was evaluated using multiple metrics computed from the confusion matrix

(Table 6.3). Across the three classes, the subspace KNN model resulted in precision >73%

with the highest, 92% for stable lakes. Sensitivity is another metric of accuracy. Around

90% of stable lakes and null cells where correctly identified by the Subspace KNN model.

However, only 58% of active lakes were correctly identified by the model. Most incorrectly

identified true lakes were misclassified as null. However, many of the misclassified lakes
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lie just outside of regions classified with high lake probabilities (Figure 6.6). Perhaps

the relatively low grid resolution of the environmental parameters plays some role in the

accuracy.

Table 6.3: Performance of the preferred classifier (7 learners, 4 dimensions). The confusion
matrix reports the true and predicted class following model training. Also shown are the
percentages correct/total and incorrect/total in each respective row and column.

Predicted Class
stable active null sensitivity miss rate

True Class
stable 456 12 68 85.1 % 14.9 %
active 18 80 41 57.6 % 42.4 %
null 22 17 631 94.2 % 5.8 %

precision 91.9 % 73.4 % 85.3 %
false discovery rate 8.1 % 26.6 % 14.7 %

Visually, the map of predicted lake class map shows good spatial correspondence be-

tween lakes and the class probability (Figure 6.6). The machine learning model identifies

the regions running from Dome C across central East Antarctica, the around the South

Pole, and the Pine Island Glacier as high probabilities for stable lakes. High probabilities

of active lakes are found in Marie Byrd Land, west of the Transantarctic Mountains and

south of Mount Erebus, and ice streams in Coats Land. Because of our color scale, only

null regions with very high probability null class (>90%) are clearly null (white). These

regions tend to be relatively large and continuous and far from lakes. However, there are

many regions with more moderate probabilities of a null class that also exist, which must

contain misclassified lakes. We chose a simple majority to determine a locations class,

however, raising the threshold for null determination would reduce the number of lakes

classified as null.

6.6 Discussion

We find that multivariate methods provide valuable insight into the types of environments

associated with source regions for subglacial lakes. While a comparative analysis is able

to show unique trends in the distribution of lake properties compared to the Antarctic

background it can only be used in a qualitative way. Thus to develop any reasonable
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Figure 6.6: Location of stable (blue) and active (green) lake melt sources classified by a
Machine Learning Classifier as having a high or low probability based of the six parameters
identified in this paper. The classifier was created using a training data set of 140 active
and 535 stable Antarctic sub-glacial lakes parameters combined with 675 Antarctic null
cell parameters. Null cells where identified based off being over 200km away form any
currently observed lake.

map of subglacial melt sources and the types of lakes they fill, multivariate methods are

required.

The comparative analysis is able to identify biases in the types of environments con-

ducive to lake formation (Figure 6.3). Only horizontal velocity shows clear differences

between both lake types and Antarctica, though in opposite ways. Stable lakes tend to

be found in regions of low velocity whereas active lakes are more common in regions of

fast moving ice. MacKie et al. (2020) also identified a similar distinction in horizontal

velocity correlation coefficients between the two types of lakes. Stable lakes tend to reside

in regions with ice thicker than 2500 m (not the 3500 m identified Pattyn et al. (2016)),

low surface temperature and low heat flow. It is likely that the low heat flow influences

the thick ice. This combination of properties is consistent with the geographic location

of the most stable lakes in the interior of East Antarctica. In contrast, active lakes are
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found regions with low bed elevation and high velocities, which are more commonly found

in West Antarctica and along coastal ice streams. Bell et al. (2007) had previously made

similar observations about active lakes found in ice streams. The lack of a clear difference

in heat flux, surface temperature, and ice thickness suggests that active lakes may not

have strongly thermal origins. Instead, active lakes form by melting elsewhere which is

subsequently transported to the lake locations. The low accuracy of the KNN method

for active lakes is probably related to our choice of environmental datasets that reflect

the thermal conditions of the ice sheet. A different set of datasets may be required to

improve the performance of machine learning methods when looking for active lakes.

PCA provides a means to quantitatively map the multivariate distribution of proper-

ties that contribute to stable and active lakes (Figure 6.5). The first principal component

is the most significant for identifying lake types. In regions where both active and stable

lakes are in close proximity the result is remarkably accurate as demonstrated for Coats

Land (Figure 6.5 inset). Although regions with high second principal component scores

(>1.8) are generally regions without lakes, most of the null randomised cells show little

difference in distribution to lakes (Supplementary Figure 2B). These regions correspond

to the Antarctic Peninsula and the Transantarctic Mountains. Hence PCA may poorly

identify regions where melt is unlikely.

Machine learning can refine the prediction of lake types and melt source regions and

provides the means to assess the confidence in such predictions. For example, the Subspace

KNN classifier is able to rectify regions where PCA poorly classifies stable lakes in West

Antarctica (Figure 6.6). By adding null locations, it identifies regions where melting is

unlikely. Because the null cells are random and only based on a minimum proximity

to known lakes, there is the potential that some of the null cells could still be regions

of melting. However, the distribution of null regions is considerably greater than the

area where the randomized null points are located, many with no null training points

(Figure 6.6 and Supplementary Figure 2A).

Like MacKie et al. (2020), we find that the bedrock slope adds very little useful

information to identify lakes and potential melt sources. While other environmental
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properties have clear biases in lake distributions, bed slope does not (Figure 6.3G). We

initially ran machine learning models with bed slope, but found that it did not produce

significant improvements in the classification models. Therefore, we excluded bed slope

from our preferred models. Previous studies include hydraulic potential (Livingstone et al.

2013, Goeller et al. 2016, MacKie et al. 2020), which may improve precise prediction of

lakes rather than melt regions. However, the large error in bed elevation (up to ±1000

km in some locations) Morlighem et al. (2019) can undermine the utility of bed slope for

predictions. Additionally MacKie et al. (2020) found very low correlation between bed

slope and lake probability predictions further suggesting its limited contribution. It is

more likely that the addition of distance along flow paths and a water routing algorithm

results in the differences in probability between MacKie et al.’s model and our own.

The probabilities predicted for lake locations by MacKie et al. (2020) are generally

much lower than ours. Again, this difference is likely due to the addition of water routing

model and an attempt to precisely locate lakes rather than identify potential source

regions. However, there are some key differences that arise from other choices. Our

model predicts a gap in central East Antarctica that is devoid of lakes (Figure 6.6) whereas

MacKie et al. (2020) predict no such gap, probably due to our method for introducing

null cells. It remains to be seen whether our method is valid. Another clear difference

between our model and MacKie et al. (2020) is situated beneath the Pine Island Glacier

in West Antarctica, where there are several stable lakes (Figure 6.6). These lakes were

included in the lake database at the time MacKie et al. (2020) trained their model. While

they do show a very slight probabilities (<0.001) beneath this region, our model suggests

a much higher likelihood.

There have been a number of new heat flux models of the Antarctic continent in the

past few years. Current models can have a wide variety of values for the basal geothermal

heat flux of Antarctica (Shen et al. 2020). MacKie et al. (2020) included a global seismic

tomography based heat flux model by Shapiro (2004) and two magnetic Curie depth

derived heat flux models (Maule 2005, Martos et al. 2017). The global tomography model

is too low resolution to be very useful so it is excluded from our study. We include several
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more recent heat flux models in our analysis in addition to the two magnetic-based models,

including the continent-wide seismic tomography-based model by An et al. (2015), two

statistical-based models by Shen et al. (2020) and St̊al et al. (2021), and a thermal-based

model by Guimarães et al. (2020).

Our preferred model uses the ensemble heat flux model, however, we produced a

Subspace KNN map for each heat flux model separately. We find that the ensemble model

gives results with the highest accuracy, though admittedly the variations in accuracy

range from 86 to 91% (Supplementary Figure 3D). Because an ensemble model averages

out differences and amplifies agreement between models, it will often produce a better

estimate of the true field. Hence, the best result is obtained using the ensemble heat flux.

When compared individually, the recent statistical-based models—which we believe are

presently the most accurate estimates of heat flux—do not perform as well as the magnetic

based models. We hesitate to speculate why this may be so because there are clear issues

with the magnetic models. For example, heat flux in some large regions of west Antarctica

is estimated to be >150 mW m−2 (Maule 2005, Martos et al. 2017), whereas heat flux

higher than 120 mW m−2 would cause regional melting of the middle to lower crust

(Hasterok & Chapman 2011). Furthermore, the Curie depth models are highly sensitive

to the initial depth estimates (Hasterok et al. 2021). In order to produce the predicted

low heat flux in cratonic East Antarctica and higher heat flow in the Cretaceous West

Antarctica Rift, the crustal thickness in West Antarctica was arbitrarily halved to produce

the initial Curie depth (Maule 2005, Martos et al. 2017). Thus the Curie depth based heat

flux estimates may have biases introduced that make them less accurate. However, none

of the heat flux models perform well when compared with conjugate terranes in Australia,

India and Africa (Pollett et al. 2019).

Regardless of the heat flux model used to train the lake classifier, the results are gener-

ally similar (Supplementary Figure 4). The largest differences occur in West Antarctica,

though even there, the models share broad agreement of no lakes on the Antarctic Penin-

sula, stable lakes in the vicinity of the Pine Island Glacier and active lakes in Marie Byrd

Land. Another region of some difference appears beneath Victoria Land to the west of
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the Transantarctic Mountains.

Given the large variations in heat flux models, there is likely still some significant

improvement that can be made in the future. Some of the discrepancies between heat

flux models result from differences in sensitivity of the geophysical fields to temperature as

opposed to other factors like composition. However, a significant fraction of the differences

are probably due to uncertainties in physical properties of the crust that are poorly

constrained (Pollett et al. 2019). Physical property uncertainties also affect statistically

based methods since they tend to resort to average behaviour rather than accurately

capturing the range and wavelength of spatial variations (Shen et al. 2020). Therefore,

improving heat flux models requires better estimates of heat production and thermal

conductivity variations both laterally and vertically within the crust. It may be possible

to improve physical property estimates using empirical relationships between thermal

properties and geophysical proxies such as crustal seismic velocity or density (Hasterok &

Webb 2017, Hasterok et al. 2018, S. Jennings 2019). Near surface variations in thermal

conductivity can also cause refractive effects that are not incorporated into geophysical

proxy-based heat flux estimates (Willcocks et al. 2021). Incorporating these estimates will

require models of subglacial geology, specifically the location of geologic contacts which

could be developed from a combination of gravity and aeromagnetic observations.

6.7 Conclusion

Multivariate methods have the potential to improve our understanding of subglacial lake

distributions and their source regions. Using a combination of comparative analysis,

principal component analysis, and machine learning classification, we find that stable lakes

are more likely in regions with thick ice, and low geothermal heat flux and active lakes lie

in regions with fast ice concentrated in coastal ice streams and West Antarctica. Principal

component analysis is able to distinguish between the environments that typically form

active lakes compared to stable lakes, but cannot identify regions unlikely to contain lakes.

Machine learning methods can improve the prediction of lake types, as well as identify

regions without lakes. The Subspace KNN method was found to be the most accurate
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machine learning method. Producing more accurate maps that identify ideal subglacial

lake melt sources requires improved resolution of environmental characteristics. Such

maps will also benefit from improved heat flux estimates that incorporate subice geology

to predict thermal properties.



Chapter 7

Conclusion and Future Directions

Demand for better understandings of the Antarctic thermal regime has become a necessity

to improve models of ice sheet dynamics in response to climate change. The geothermal

heat flux transferred from the soild Earth to the ice sheet is of keen interest because

it provides a basal boundary condition for the thermal state of the ice, influencing the

rheology, flow velocities, and melt potential. Throughout this thesis I have improve our

understanding of the Antarctic thermal state by developing independent constraints on

geothermal heat flux derived from subglacial lakes and producing a model of the thermal

conductivity of the Antarctic lithosphere.

The importance of knowing the thermal conductivity make up of the underlying

Antarctic bedrock cannot be understated. Chapter 3 shows the flow of heat is intrin-

sically linked to the thermal conductivity differences between the Antarctic ice sheet and

the underlying bedrock. Heat will intrinsically seek the path of least thermal resistance

on the way to the surface resulting in localized region of elevated basal heat flux around

topographic peaks and especially geological contacts. Thermal refraction can adjust the

temperature within an ice sheet by as much as 2.5 ◦C which can result melting in places

previously not assumed. These effects can be scaled up to continental sizes as heat natu-

rally seeks the path of least resistance from the mantel to the surface.

Since the thermal conductivity make up of the underlying Antarctic bedrock has a

major effect on the flow of heat proxy-based models of GHF cannot assume a constant

conductivity continent wide. I collected the thermal conductivity and density of 49 sam-
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ples from Antarctic outcrops and I found no discernible differences between these samples

and the global thermal conductivity database. As there is no difference, the supplemented

global dataset is used to produce a relationship between thermal conductivity and seis-

mic velocity. This has allowed me to estimate the thermal conductivity of the Antarctic

continental crust to a depth of 35 km. This model highlights a highly thermally conduc-

tivity region under the south pole that, as shown in Chapter 3 could allude to heightened

basal heat flux. Although this model is not high enough resolution to accurately model

small-scale refractive effects, this study provides a way to predict conductivity once higher

resolution seismic models exist.

A similar heightened basal heat flux is also alluded to when I compare current proxy

models of Antarctic basal heat flux against the basal heat flux constraint (BHFC). Since

all of the 6 proxy models tested fell well below the BHFC it indicates none of the models

can generate the number of observed subglaical lakes. This high heat flux anomaly is

most noticeable at the lakes located beneath the South Pole which is constant with the

findings in Chapter 4 showing a potential elevated heat flux as the result of a thermally

conductive crust. Such a feature does not show up in many current proxy basal heat flux

which may be a result of their use of uniform parameters including thermal conductivity.

To demonstrate the importance of basal heat flux models I combine them with other

Antarctic environmental properties develop predictive models of subglaical melts. While

a simple analysis of site characteristics indicates surface temperature, ice thickness and

ice velocity are key variables associated with melting results from PCA indicate that

bed elevation, crustal thickness and basal heat flux are also important. While PCA

is only able to distinguish regions in Antarctica based on lake type rather than lake

probability,the probabilities for each type of lake (or no lake at all) can be predicted using

machine learning. I use a subspace KNN classifier to accurately classify the location and

probability of stable and active lakes across Antarctica.

To accurately model the thermodynamic state of the ice sheet major improvements

will be required in mapping the Antarctic geothermal heat flux. Geothermal heat flux is

a critical a component in the creation of subglacial lake melt sources (chapter 6) as the
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addition of more modern models saw a noticeable increase in the accuracy of predictive

maps. Improvements in mapping the Antarctic geothermal heat flux will require a better

understanding of the bedrock thermal conductivity (chapter 3). We can interpolate the

surface Antarctic bedrock thermal conductivity by measuring the oxide composition of

bedrock samples distributed across the continent and using equation 4.6 to assign a ther-

mal conductivity. We can also turn seismic velocity models of the Antarctic region into

maps of thermal conductivity (chapter 4) although this will require expansion of seismic

measurement into large regions of East Antarctica. Using the mapped bedrock thermal

conductivity to create a Antarctic geothermal heat flux model one can also test accuracy

using the methods laid out in chapter 5.

Future studies may build upon the methods and results developed in this thesis to

further improve dynamic models of the Antarctic Ice Sheet. Future studies should em-

ploy a content-wide model of Antarctic crustal thermal conductivity based on a much

larger array of samples including a greater geographic sampling and a larger number

of mafic lithologies that are currently under-represented relative to felsic compositions.

Additionally, the conductivity dataset should incorporate temperature effects on conduc-

tivity to improve the accuracy of predictive relationships for the deep crust. Models for

the geothermal heat flux can also be further improved by refining constraints provided

by subglacial lakes. For example, adding more properties or detailed observation at sub-

glacial lakes that address non-thermal effects that contrute to melting may improve the

subspace KNN-classifier accuracy with respect to lake melt sources.
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Appendix A

Supplementary material for Chapter

3: Thermal refraction: implications

for subglacial heat flux

To compute the conductivity depth relationships shown in Figure 3.3a we use the equation

from (Paterson 1994),

k(W m−1 K−1) =
2kiρ

3ρi − ρ
, (A.1)

where ki is the conductivity of pure ice, ρi is the density of pure ice, and ρ is the observed

density of ice at depth. The thermal conductivity of pure ice can be estimated using the

relation by Paterson (1994),

ki(T ) = 2.072exp(−5.7× 10−3 T ), (A.2)

where T is temperature in degrees Celsius. The density of pure ice is given by

ρi(kg m−3) = 916exp(−αV T ), (A.3)

where αV is the thermal expansivity of ice, 112 × 10−6 K−1. The temperature can be

determined from ice cores. For Figure 3.3a we use the South Pole temperature profile as
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reported by Price et al. (2002),

T (◦C) = 1.83415× 109z3 − 1.59061× 108z2 + 0.00267687z − 51, (A.4)

where z is given in meters. The observed density of ice has been determined on a separate

core by Kuivinen & Koci (1982),

ρ(kg m−3) = 374.15 + 562.285(1− exp(−0.01535z)), (A.5)

with z in meters.



Appendix B

Supplementary material for Chapter

5: Melt constraints on the

geothermal heat flux beneath the

Antarctic Ice Sheet

B.1 Creating Ice Geothermal Profiles

This supplement details our method for calculating geothermal profiles through the Antarc-

tic ice sheet to estimate a basal heat flux constraint. To compute the basal heat flux

constraint, we first solve for temperature using the heat equation governing a moving ice

sheet (Llubes et al. 2006),

κ
dT 2

dz2
− u

dT

dx
− w

dT

dz
+

τb
du
dz
z

cpρH
= 0, (B.1)

for temperature, where u and w are the horizontal and w is the vertical velocities, respec-

tively. The thickness of the ice is given as H, basal shear stress by τb, and κ, cp and ρ

are the physical properties of the ice. We use a finite difference formulation, solving the
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above PDE in one-dimension,

Ti =
Ti+1 + Ti−1

2
+

∆z2

2κi

(
−∆V

∆z i
τ zi

cp,iρih
− wi

Ti+1 − Ti−1

∆z
) (B.2)

where i represents one of 50 discrete points along a profile from z = [0, H] (surface to base

of the ice sheet). As many of the of the physical properties are temperature dependent, the

solution must be determined iteratively until the solution is stable. From this temperature

profile, basal heat flux (Qb) can easy be calculated from Fourier’s Law applied at the base

of the ice sheet (equation 1 of the main text). If no stable solution is obtained, we set the

cell as not-a-number (NaN).

B.1.1 Physical properties

A number of physical properties are required to estimate the thermal profile. We use the

following temperature-dependent relationships to estimate the thermal properties of the

ice (Paterson 1994),

thermal diffusivity, κ(T ) =
k(T )

ρ(T ) cp(T )
; (B.3)

density, ρ(T ) = 916 e−112.5×10−6T ; (B.4)

thermal conductivity, k(T ) = 2.072 e−5.7×10−3T ; (B.5)

specific heat capacity, cp(T ) = 2.1275× 103 + 7.253 T. (B.6)

B.1.2 Vertical Velocity

Since measuring vertical velocity at the surface is difficult, we use the principle of mass

balance (Paterson 1994),

∂v

∂x
+

∂u

∂y
+

∂w

∂z
= 0 (B.7)
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where v, u and w are the ice velocity in the x,y and z directions, respectively. Next, we

determine that the vertical velocity by,

w(z) = wb +

∫ z

H

dv

dx
+

du

dy
dz, (B.8)

where H is the ice thickness and wb is the vertical velocity at the base of the ice sheet

(which we will assume is 0 since ice does not flow into the bedrock). Thus, the surface

velocity is be equivalent to

ws =

∫ 0

H

dv

dx
+

du

dy
dz. (B.9)

Since it is not possible to measure the velocity through the entire ice sheet remotely,

we use the surface velocity to estimate the velocity though the entire ice sheet. The

absolute horizontal velocity (Vs =
√
u2
s + v2s) within the ice sheet can be estimated by the

relation (Paterson 1994),

V (z) = Vs

(
1−

( z

H

)n+1
)
, (B.10)

where n represents a variable integer that determines the profile horizontal velocity takes.

The n value can vary from region to region, but may be difficult to determine a priori.

Therefore, we set this value to 3, which produces vertical temperature profiles in the ice

sheet similar to those observed in Antarctica (Figure 4B and C of the main text).

Since vertical velocity is determined based on the change in horizontal velocity, it can

be estimated by (Wolff & Doake 1986),

w(z) = ws

∫ z

H
f(z)dz∫ 0

H
f(z)dz

(B.11)

where f(z) = V (z)
Vs

.

B.1.3 Basal Shear

Basal shear stress, τb, found via the following equation,

τb = ρigH sin(αs) (B.12)
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where ρi is the density of ice, g is gravity and αs is the bedrock slope expressed as an

angle. We calculate the αs using Antarctic bedrock topography Fretwell et al. (2013).

B.1.4 Demonstrating horizontal advection is negligible

We assume horizontal advection is negligible in our calculations outlined above. To show

that horizontal advection is negligible we compare its base properties of ice velocity and

thermal gradient to those of vertical advection. Vertical surface ice velocity is found to

be around 0.2 m/annum Rignot (2019) while the vertical ice gradient is around 25o C/km

Willcocks et al. (2021). Meanwhile the horizontal surface ice velocity to be around 0.7 m

a−1 Rignot (2019) while the horizontal ice gradient sits around 0.2 ◦C lat−1 = 0.0016 ◦C

km−1 Fortuin & Oerlemans (1990). While horizontal surface ice velocity can be anywhere

from 5 to 10 times greater than vertical surface ice velocity, the fact that the vertical

gradient is over 6000 times larger than the horizontal gradient results in the horizontal

advection term being over 1000 times smaller and thus negligible in the case of our studies.

B.2 Individual Model Plots

Bellow are the 6 individual model plots used in this paper (Maule 2005, An et al. 2015,

Martos et al. 2017, Guimarães et al. 2020, Shen et al. 2020, St̊al et al. 2021) and their

comparison to the ensemble model as well as the basal heat flux constraint (BHFC). We

used these plots in the main paper to help visualise geographically how the proxy models

individually relate to the BHFC. Also shown is their comparison to the measured drill

core site values (Table B.1).
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Fox Maule 2005
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Figure B.1: Evaluation of Maule (2005). A) The original Model, B) The model compared
with the mean of the models (main text, figure 1A), C) The model compared with the
basal heat flux constraint (main text, figure 3B) and D) A Map of lakes compared with
the maximum discrepancy split into the 4 quantiles as explained in section 5.2 in the main
text.
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Martos 2017
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Figure B.2: Evaluation of Martos et al. (2017). A) The original Model, B) The model
compared with the mean of the models (main text, figure 1A), C) The model compared
with the basal heat flux constraint (main text, figure 3B) and D) A Map of lakes compared
with the maximum discrepancy split into the 4 quantiles as explained in section 5.2 in
the main text.
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An 2015
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Figure B.3: Evaluation of An et al. (2015). A) The original Model, B) The model com-
pared with the mean of the models (main text, figure 1A), C) The model compared with
the basal heat flux constraint (main text, figure 3B) and D) A Map of lakes compared
with the maximum discrepancy split into the 4 quantiles as explained in section 5.2 in
the main text.
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Guimarães 2020
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Figure B.4: Evaluation of Guimarães et al. (2020). A) The original Model, B) The model
compared with the mean of the models (main text, figure 1A), C) The model compared
with the basal heat flux constraint (main text, figure 3B) and D) A Map of lakes compared
with the maximum discrepancy split into the 4 quantiles as explained in section 5.2 in
the main text.
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Shen 2020
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Figure B.5: Evaluation of Shen et al. (2020). A) The original Model, B) The model
compared with the mean of the models (main text, figure 1A), C) The model compared
with the basal heat flux constraint (main text, figure 3B) and D) A Map of lakes compared
with the maximum discrepancy split into the 4 quantiles as explained in section 5.2 in
the main text.
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Stål 2020
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Figure B.6: Evaluaton of St̊al et al. (2021). A) The original Model, B) The model
compared with the mean of the models (main text, figure 1A), C) The model compared
with the basal heat flux constraint (main text, figure 3B) and D) A Map of lakes compared
with the maximum discrepancy split into the 4 quantiles as explained in section 5.2 in
the main text.
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Appendix C

Supplementary material for Chapter

6: Prediction of subglacial lake

locations from site characteristics

Here we demonstrate the process in which we refined the subspace KNN model to create

the most reliable prediction function.

C.1 Refining Subspace KNN model

A subspace KNN model is a form of ensemble model in which the KNN method of clas-

sifying a point is preformed over a number of ensembles consisting of a select number of

dimensions (our environmental parameters). These scores from each ensemble are then

weighted against each other with the most common classification across the ensembles

being chosen as the final classification. We can adjust this model in two ways:

� First one can adjust the number of dimensions being used. Dimension can range

from 1 (in which classification are based of individual environmental parameters) to

6 (in which classification are based of all 6 environmental parameters at once which

is just a basic KNN).

� Second one can adjust the number of number of ensembles being used (also referred

135
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as learners). We can run as many learners as we want but an obsessive number

learners will result in oversampling in which the same combination of dimensions

will be sampled multiple times.

For the learners, a sharp improvement was observed in our models accuracy in classi-

fying the training data between 1-7 learners. However, past this point we see minimal to

no improvement in our model accuracy (Figure C.1 A). Thus, to prevent oversampling of

our learners, we will uses 7 learners in the final model. For dimensions a similar trend is

observed as seen in the learners in which accuracy improves greatly between 1-4 dimen-

sions but little to no improvement is seen beyond that point (Figure C.1 B) . We will uses

4 dimensions as 5 and 6 dimensions are somewhat limiting in ensemble arrangements in

comparison.

C.2 Refining Lake and Antarctica data

In determining the optimal proxy distance to sample for our training null cells (cells with

no lakes), we need a distance that keeps our null cells away from ideal lake environments

while at the same time not limiting our sample space to the extremities of the Antarctic

content. Although Figure C.1 C shows an increase in our model accuracy with a larger

proxy distance, we note that, as shown in Figure C.2A at a distance greater than 200 km

we will be unable to sample any null cells from the interior of the continent thus greatly

reducing our diversity of points. Thus, we chose to set our proximity at 200 km, as this

gives us the greatest accuracy, while still giving a wide distribution of null cell properties

that are generally representative of the distribution of Antarctic environments (Figure

C.2B).

With geothermal heat flux being a poorly known property in Antarctica we test the in-

dividual accuracies of the 6 models used along with the combined mean (C.1 D). Strangely

we see newer models preforming more poorly in comparison to older models this conflicts

with our assumption that the newer models Shen et al. (2020) and St̊al et al. (2021) are

more accurate representation of the true Antarctic Geothermal Heat Flux base of the
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Figure C.1: The accuracy of our subspace KNN model (as measured by the percentage
of incorrect classification in the training data) compared to the number of learners (A),
the number of dimensions (B), null cells proxy distance from the lake (C) and heat flow
model used (D). All models where run 11 times to create the error bars using the optimal
variables as highlighted in the other figures. Highlighted bars indicate the final values
used in the subspace KNN model used to create the prediction function.

techniques used. Regardless the mean preforms better than any individual model on its

own and thus we will uses the mean of all 6 models as our value for heat flux.

C.3 Final Subspace KNN model’s ROC curve

Receiver operating characteristic (ROC) curves shows the result of our models in identify-

ing each classification types (stable, active and null) at different classification thresholds

on the Subspace KNN output scores (Figure C.3). The better our data is at being clas-
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Figure C.2: A) Map of Antarctica showing proximity to the closest subglacial lake along
with the location of null cells. B) Distribution of subglacial lakes and null cells across the
1st and 2nd principal axis (see main text).

sified by the subspace KNN model the quicker the true positive value (e.g. stable lake

being identified as a stable lake) will approach 1 in comparisons to the false positive rate

(e.g. active lake/ null cells being identified as a stable lake). This accuracy result can be

measured by the area under the curve (AUC) with a value as close to 1 being desirable.

The red dots seen in Figure C.3 represents the cut off thresholds our final subspace KNN

model uses when classifying the data,

For stable lakes and null cells we see very strong ROC curves both with AUC values

of 0.94 showing that our final Subspace KNN model identify most of the training data’s

stable lakes and null cells without many false identifications. As a result our final Subspace

KNN model is, on average, able to identify 85% of null cells and 90% of stable lakes while

only incorrectly identifying 5% of cells as null cells and 11% as stable lakes. While the

final Subspace KNN model is excellent at identifying stable lakes and null cells it is not as

accurate at identify active lakes. Our final Subspace KNN model is only able to identify

54 % of active lakes before the false positive rate becomes too large. As addressed in

the paper poor the accuracy of our model in identify active lakes is likely a result of the

limited number of active lakes in our training data combined with the wide distribution

of active lake properties.
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Figure C.3: ROC curves of the Active Lake Cells, Stable Lake Cells and Null Cells along
with the area under each curve.

C.3.1 Separate Basal Heat Flux Models

To test the individual geothermal heat flux models on the classifier, we preform the same

hyperparameters used to train the preferred classifier C.4. The result is fairly similar

for each of the heat flux models, though there are a few differences in the details. For

example, there are some differences in Dronning Maud Land, Ellsworth Land (Pine Island

Glacier), and west of the Transantarctic Mountains. There is only a minor influence on

the resulting classification accuracy as a result of these minor differences (Supplmentary

Figure C.1D).
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