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Abstract

The field of solid modelling has been of great interest for many years. The ability
to design, analyse and represent graphically three dimensional objects is highly desira-
ble for all CAD/CAM systems. Several sophisticated solid modelling systems now
exist, but none is able to process objects of useful complexity in real time [8][9]. A
large class of problems share a common three-dimensional numerical structure and
require numerous calculations on 3D vectors. The aim of this Ph.D thesis is to design
and implement the hardware mapping of critical paths of a GaAs Core Processor for a
Solid Modelling Accelerator. This solid modelling accelerator is to be designed using
GaAs/CMOS/BiCMOS unified technology. High speed GaAs technology is used in the
core processor to deal with floating point intensive calculations, while CMOS technol-
ogy is used where high speed outputs are not required such as for frequent accesses to

heavily interlinked high density data structures.

In this project, a solid modelling program called GWB was studied first to iden-
tify those operations in solid modelling systems which are most amenable to hardware
acceleration. This study showed a requirement for a core processor with high speed
arithmetic process elements, namely, floating point adder/subtracter, multiplier, divider
and square root function. The design of a GaAs Core Processor commenced with char-
acterization of suitable logic families and development of a design approach to produce
high speed, high density and low power dissipation GaAs VLSI IC’s. These have been
achieved by:

+BEvaluating and comparing logic families such as Direct Coupled Logic
(DCFL), Source Follower DCFL (SDCFL), Super Buffer (SBFL) and Two-phase
Dynamic Logic (TDFL).

- Using a novel mixed dynamic/static approach to implement an 8-bit serial

divider as a test bench to optimize the speed, power and area.

- Investigating various fixed and floating point multiplier algorithms in terms of
delay, power and area to select a suitable architecture for the GaAs Core Processor
implementation. Developing T1P (Trailing-1’s Predictor) rounding technique to speed

up floating point multiplication.

vii



* Developing a new layout approach, called Modified Ring Notation (MRN) to
implement a 32-bit floating point multiplier, improving layout density and speed. The
analysis of this new layout approach includes interconnections, power supply and
ground considerations. The comparison between the MRN and the original Ring
Notation showed that the MRN maintained the advantages of the original while
improving the layout density by factor of up to 2 to 3 and also improved the speed
because of shorter interconnection lines. The MRN floating point multiplier had better

performance than the other floating point multipliers reported in the literature.

- Implementing, fabricating and testing a 16x16-bit multiplier chip to test the
arithmetic architecture and the MRN layout methodology. Unfortunately because of a
bug in the foundry’s software, the chip has had to be sent for refabrication. Therefore,
the test results will not be included here. We plan to report the test results later when

the chip is available.
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Chapter 1

CHAPTER

1

Concepts of the Solid Modelling Accelerator

Solid modelling is playing an increasingly important role in CAD/CAM systems.
There are currently several commercial solid modelling systems available, but they are
not able to process objects of useful complexity in real time [3][4]. A large class of
problems share a common three-dimensional numerical structure and require numerous
calculations on 3D vectors. This thesis concerns the development of key sections of a
Solid Modelling Accelerator using GaAs/CMOS/BiCMOS unified technology. High
speed GaAs technology is used in the core processor to deal with floating point inten-
sive calculations, while CMOS technology is used where very high speed processing is
not required such as for frequent accesses to heavily interlinked high density data struc-

tures.

In this chapter, the basic concepts of solid modelling and the solid modelling
accelerator are introduced. The partitioning of the solid modelling accelerator and the

scope of the thesis are described.
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1.1 Solid Modelling

1.1.1 Introduction

Solid modelling is the name given to a set of techniques used to represent and
manipulate 3-dimensional shapes in computer systems. It is a field of increasing impor-
tance because of growing demand for CAD/CAM systems which are capable of manip-
ulating and performing a wide range of operations on three dimensional objects. A
solid modelling system for creating and managing solid models is the kernel of any

advanced CAD/CAM system, and as such supports many activities in CAD/CAM [6].

Research in solid modelling became visible in the mid-1960’s, and by the mid-
1970’s a first generation of experimental systems had appeared. These early systems,
while quirky and limited in various ways, elicited great interest because they promised
a level of representational tasks — detail drafting, mesh generation for finite-element
analysis, verification of NC programs — to be automated fully. By the late 1970’s
enough had been learned about solid-modelling theory, key algorithms, and pivotal
applications to enable a second generation of systems to be designed for industrial
service in the 1980’s. The last decade has seen explosive growth in research and appli-

cations.

Despite steady progress, there are still some significant remaining problems.
Many of these relate to the representation of geometric objects of various classes
[7][8][10]. However the issue with which this project is concerned is the lack of real
time performance of solid modelling systems. The operations which are typically per-
formed in solid modelling systems are highly compute intensive and as the complexity
of objects increases such systems are not able to operate in real time [8][9]. Solid mod-
elling systems, although powerful, consume substantial computational resources. The
dramatic increase in the speed-to-cost ratio of computing equipment over the last few
years strongly affects the industrial applications of solid modelling. Companies now
find it cost effective to provide large numbers of engineers with workstations capable

of running solid modellers at interactive speeds for moderately complex objects [11].

Unless competition is performed in parallel in hardware, real time operation of
solid modelling system is not possible [12]. The target of the solid modelling project is

to produce a Solid Modelling Accelerator which will allow solid modelling systems
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running on a general purpose workstation to manage objects of typical complexity in

real time.

1.1.2 The Primary Solid Representation Schemes

Within the field of solid modelling, many different representational forms have
evolved [13][14]. Two of these forms have come to dominate the field because of their
generality and the number of useful algorithms that have been developed for them:

Constructive Sold Geometry (CSG) and Boundary Representation (B-Rep).

In a CSG based system solid objects are represented as a combination of primi-
tive objects such as cylinders, cones, spheres, and blocks. A CSG data structure can be
represented by a tree wherein the leaf nodes are primitive objects and non-leaf nodes
are the boolean operations, such as union, intersection and difference [10]. Figure 1.1
shows a L-bracket with a hole represented as CSG tree. This representation is compact
but the range of the solids which can be represented is limited by the nature of primi-
tives available. Some applications require explicit operations on the surfaces of solids
which requires the computationally expensive calculation of lines of intersection of the

constituent primitive objects.

.

@W@/ Z

Figure 1.1 CSG representation of a simple object
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Figure 1.2 Boundary representation of a simple object.

Boundary Representation systems represent an object as group of topologically
connected surfaces or faces, associated with which are edges, vertices and loops (a
closed sequence of edges around or within a face). Figure 1.2 shows the L-bracket of
Figure 1.1 represented as a B-Rep. A popular method of representing object topology
uses the Winged Edge data structure which for each edge contains pointers to the two
vertices of the edge, the four adjacent edges and the two adjacent faces as illustrated in
Figure 1.3 [15].The amount of adjacency information stored in representation of the
features of an object is a matter of compromise between convenience of access and
storage space requirements. Variations to the winged edge have been proposed on these
grounds [16]. Compared to CSG representation, the Boundary Representation of an
object is cumbersome but the ability of B-Rep to describe a wider class of objects and
to provide direct access to descriptions of the boundaries of objects usually outweighs

the disadvantage.

next_ccw_on_f1 next_cw_on_{2
facel edge face2
next_cw_on_fl next_ccw_on_f2

Figure 1.3 The winged-edge data structure
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Boolean operations to construct composite B-Rep from other B-Rep are possible,
but compared with such operations on CSG representations, the algorithms are com-
plex and slow. An important requirement is to discover which parts of the faces of the
component objects are to be included in the composite object. This requires the deter-
mination of where the component objects intersect and whether new vertices, edges or
faces are created by the intersection. This can be done using set classification algo-
rithms which typically involve reasoning based on geometric algebra [17]. Calculation
of the curves of intersection of two faces can itself be difficult when the faces are not

planar.

Local operations, wherein B-Rep objects are modified by creating and deleting
faces, edges, vertices etc. Using Euler operators are also possible [18]. These are rela-
tively simple to implement but can produce invalid objects, therefore it is necessary to
check for geometric consistency. This involves geometric processing similar to that

required from boolean operations.

Because B-Rep algorithms encompass a broad range of operations which would
map into the hierarchical speed regime of unified technology as described later, and
also because B-Rep system has greater flexibility, we are specifically researching the

development of a boundary representation solid modelling accelerator.

1.1.3 Characterization of a B-Rep Solid Modelling System

It was necessary to analyse the resource requirements and computational behav-
iour of a B-Rep system to quantify the characteristics discussed above. The Geometric
WorkBench (GWB) [19] was selected as the target B-Rep system on which to base ini-
tial development of the Solid Modelling Accelerator. GWB is a polyhedral B-Rep sys-
tem based on single precision floating point geometry for which the source code is
available. Access to source code can produce more information about the behaviour of
B-Rep systems than attempts to analyse more comprehensive systems for which the

source is not available.

GWRB s written in C to run on the UNIX™ operating system. The overall soft-
ware architecture of GWB forms an onion-like layered structure. In this architecture,
the innermost layer consists of the internal data representation of GWB, the half-edge

data structure. The next layer consists of the Euler operators and a set of basic geomet-




ric procedures. The following layer is formed by high level operations such as splitting

and Boolean set operations.

The half-edge data structure contains a subset of the information contained in the
winged-edge structure, including a point to a structure containing a single vertex,
pointers to adjacent half-edge and pointers (via a parent loop structure) to the adjacent
face structure. GWB’s data structures are very pointer rich — an object with F faces
occupies approximately 200F bytes [20]. Some of the pointers are rarely used and con-
tribute little to the efficiency of the system. Some optimization of GWB’s data struc-

tures is possible but has not been pursued.

Figure 1.4 A-B

In order to identify those sections which are most computationally intensive and
suitable for hardware implementation, the GPROF tracing program of Graham et al.
[16] was used to profile the execution of GWB as it subtracts two blocks as illustrated
in Figure 1.4. The result is shown in Figure 1.5 which reveals that almost half of execu-
tion time was spent on arithmetic calculations, such as comparing two numbers, evalu-

ation of a face equation from the coordinates of its vertices, testing if a vertex is on an

edge, etc.! The face equation procedure is dominated by vector cross products and nor-
malization and is therefore floating point intensive. Clearly any effective hardware

acceleration of floating point operations in general and of vector operations (dot, cross

1. The other half execution time such as “mcount” was spent on accessing to the data structure and hence on
memory subsystem. The acceleration of this part is not the subject of this thesis. It is discussed in our
paper[16].
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product, normalization) in particular could significantly increase the performance of

the system.

flat profile:

% the percentage of the total running time of the
time program used by this functionm.

cumulative a running sum of the number of seconds accounted
seconds for by this function and those listed above it.

self the number of seconds accounted for by this
seconds function alone. This is the major sort for this
listing.
calls the number of times this function was invoked, if
this function is profiled, else blank.
self the average number of milliseconds spent in this
ms/call function per call, if this function is profiled,
else blank.
total the average number of milliseconds spent in this
ms/call function and its descendents per call, if this
function is profiled, else blank.
name the name of the function. This is the minor sort

for this listing. The index shows the location of
the function in the gprof listing. If the index is
in parenthesis it shows where it would appear in
the gprof listing if it were to be printed.
granularity: each sample hit covers 2 byte(s) for 0.02% of 60.38 seconds

% cumulative self self total
time seconds seconds calls ms/call ms/call name
21.7 13.09 13.09 mcount (151)

9.6 18.91 5.83 2006000 0.00 0.00 _comp [15]

8.9 24.26 6.356 118000 0.06 0.05 _faceeq [17]

5.5 27.58 3.32 598000 0.01 0.01 _contvv [21]

5.4 30.84 3.26 210000 0.02 0.03 _intrve [16]

5.1 33.94 3.11 284000 0.01 0.01 _int2ee [19]

3.3 35.96 2.01 717000 0.00 0.00 _dot [30]

3.2 37.90 1.95 100000 0.02 0.16 _contlv [9]

2.5 39.43 1.53 307001 0.00 0.01 _malloc [26]

2.5 40.92 1.49 162000 0.01 0.16 _dosetopgenerate <cycle 1> [5]
2.3 42.29 1.38 252000 0.01 0.01 _cross [38]

1.8 43,38 1.09 4000 0.27 0.33 _sreclsectors [39]
1.7 44 .41 1.04 249000 0.00 0.01 _vecnull [24]

1.5 46.35 0.94 342000 0.00 0.00 _dist [45]

1.4 46 .22 0.88 _sqrt [47]

comp--comparing two numbers a and b (a=b or a<b or a>b)
faceeq--evaluation of face equations
contvv-—-comparing two vertices

intrve—-testing if a vertex on an edge
int2ee—-—testing if two edges intesect

dot--dot product

contlv——-testing if a vertex in a loop
cross—-cross production

vecnull--testing if a vertex is null
dist-—-calculating the distance of two vertices
sqrt--square root function

Figure 1.5 Execution profile of A - B
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1.2 Solid Modelling Accelerator Using Unified Technology

1.2.1 Unified CMOS/BiCMOS/GaAs Technology

The necessity of performing extensive geometric algebra in most operations on
solid objects means that solid modelling systems are computationally intensive. Fur-
thermore, the implementation of the winged edge boundary representation of objects as
linked lists means that these systems are also memory reference intensive. A hardware
accelerator for a boundary representation system must not only provide acceleration for
floating point vector calculations but also include a memory architecture which mini-

mizes the time required for data structure accesses.

Over the past several years, CMOS technology has become the dominant fabrica-

tion process for relatively high performance and cost effective VLSI circuits and sys-

tems. For example, today’s micro-processors are able to handle of order of 10°
operations a second, but the circuitry that manages communications with the memory
and with other processors is too slow to keep up with this data rate. The speed/power
limitations have brought the need for development of other technologies such as BiC-

MOS and Gallium Arsenide.

BiCMOS opens up new possibilities for VLSI performance implementation.
Bipolar and CMOS devices can be fabricated on the same substrate to form a technol-
ogy that offers the advantages of both type of devices. BICMOS employs low power
and high density CMOS devices to implement memory and logic functions, register,
multiplexer, etc. and fast bipolar transistors to driver large capacitive loads and imple-

ment sense amplifiers.

Gallium Arsenide is attractive because of its high electron mobility and low para-
sitic interconnection capacitance, both of which improve the speed performance. The
unified CMOS/BiCMOS/GaAs technology is based in the proposition that GaAs tech-
nology may be utilized for core processor sections of high speed stream processors for
digital data. This fast data stream can be subdivided into lower rate parallel streams
suitable for processing in silicon CMOS/BiCMOS subsystems at lower rates. The Solid
Modelling Accelerator encompasses a broad range of operations which would map into

the hierarchical speed regime of unified technology.
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1.2.2 The Architecture of the Solid Modelling Accelerator

Figure 1.6 illustrates the architecture of the proposed Solid Modelling Accelera-
tor based on the information gathered about the behaviour of GWB [22]. In particular
the memory architecture was explicitly designed to exploit the topological locality of
data references exhibited by GWB’s algorithms. It is expected that similar locality will
be found in other systems based on the winged edge data structure. However the archi-

tecture was designed specifically not to depend on any peculiarities of GWB.

Instruction Pl')i;’::e Vector
Memory Memory Processing
I Unit
| Cache || Cache | | Vector Cache
Local
Object
Write Store
. Buffer
Sequencing Half
Processor Edge
Cache
I Host Computer Bus I

Figure 1.6 Solid Modelling Accelerator block diagram.

The accelerator shown in Figure 1.6 is based around a high speed Vector Process-
ing Unit (VPU) which performs the compute intensive geometric floating point calcu-
lations. This processor manipulates vectors with four single precision floating point
coordinates. These may be vertex coordinates in homogeneous space, face equations or

any other numeric data needed.

The VPU is controlled by a Sequencing Processor (SP) which performs the list
traverse and other general purpose tasks involved in carrying out modelling algorithms.
It is envisaged that the SP will be either a general purpose microprocessor or a custom
microcoded engine that will have a writable instruction store and a private memory for

temporary data storage.
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When being operated on by the accelerator the solid data structure will be loaded
into a large Local Object Storage (LOS). This is necessary because of the high band-
width access to the data structure required. The alternative of accessing the object

across the bus to the host computer would cause an insurmountable bottleneck.

To perform modelling commands, the host processor will first load the objects
into the LOS and write appropriate code into the instruction store. It will then be able to
send high level commands, such as boolean operations and rotational sweeps, to the
accelerator. These commands will be interpreted by the SP as directed by the code in its
instruction memory. The operands will most often contain one or more object identifi-
ers, which will be the LOS address of the solid data structure. The SP must follow the
pointers of the interlinked data structures in the LOS, sending commands to the VPU to

operate on numeric data, such as vertex coordinates, when appropriate.

The task of the memory architecture is to supply numeric data to the VPU and
pointer data to the SP quickly enough to maintain operation at close to peak through-
put. There are two caches, one for each processor. This allows each to be tailored to the
specific needs of its processor. To simplify the architecture and allow useful caching
strategies it was decided to restrict the data structure elements, such as edges and faces,
to being aligned to vector cache line boundaries. Furthermore, within each data struc-

ture element any vector, such as a face equation, must be aligned.

The vector cache line size was chosen to match the size of a vector and therefore
each line contains one complete vector because of the LOS alignment restrictions. This
is an appropriate choice for the line size since vectors generally have little or no spatial
locality (in GWB they are never adjacent). Hence temporal locality must be relied on.
The cache uses a write through strategy as analysis of GWB showed that vectors are
never written to twice in a short space of time. [t is planned to have the vector cache on
chip with the VPU, which will limit its size but allow a very wide (up to full line width)

bus to be used.

The data accessed through the half edge cache also has poor spatial locality and
thus a high miss rate is to be expected if a conventional cache is used. To reduce the
miss rate data is prefetched into the cache using knowledge about which data structure
elements will be accessed next. This is achieved by having a prefetch control line from

the SP to the half edge cache. When the cache is accessed with this line high the data

10
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transferred is taken as an address which is then prefetched into the cache by a read
buffer which operates in parallel with the rest of the cache. If prefetching is completed
before the data is needed then a miss can be avoided entirely. If not, then at least one,
most likely more, clock cycles will be shaved off the miss penalty. Note that the align-
ment of data structure elements to cache line boundaries assures that a greater propor-
tion of each cache line will contain useful information. Consistency between the vector

and half-edge caches is not an issue as they never access the same data.

1.2.3 Partitioning

Because of the superior performance of digital GaAs circuits in terms of speed
and power dissipation, GaAs technology is used in the core sections (VPU and Vector
Cache) of the solid modelling accelerator to implement the arithmetic elements, while
CMOS technology may be used where high speed outputs are not required such as for
frequent accesses to heavily interlinked high density data structures. BiICMOS will be
used as buffer to drive large loads in CMOS circuits. The approach necessitates the
solution of some interface problems between GaAs and Silicon. However, this thesis

will concentrate on the GaAs VPU only.

1.3 The Scope of this thesis

At the current state of the art all the arithmetic elements can not be implemented
into one single GaAs chip, a modular architecture has to be used. Ideally, modules
should be designed such that all of the high-speed components needing to communi-
cate with each other are in the same module. The implementation goal will be to get all
parts of a module on a single chip. Modules can be packaged as a hybrid semiconductor
to communicate with each other. This has led to characterization of suitable logic fami-
lies and development of a design approach to produce high speed, high density and low

power dissipation GaAs VLSI ICs.

The complete design of such GaAs Core Arithmetic Processor constitutes a task
well beyond the scope of this thesis. Instead this thesis is to identify the critical design
issues, ranging from the optimization of logic families to the impact of the algorithms
and overall layout architecture on the performance of GaAs VLSI circuits. These have
been done by investigating four GaAs logic families and using them to implement two

arithmetic elements: an 8-bit serial divider and a 32-bit IEEE float point multiplier.
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Then a 16x16-bit fixed point multiplier chip which contains some testing circuits for
the divider is sent for fabrication. The divider is used as a test bench for a mixed
dynamic/static approach, the multiplier uses a new layout approach called Modified
Ring Notation (MRN) approach to produce high speed, high density and low power
dissipation GaAs VLSI ICs. Although the designs are primarily targeted for the Solid

Modelling Accelerator, in principle they have much wider applications.

In Chapter 2 general information about GaAs is introduced, and then four GaAs
MESFET logic families are discussed. TDFL (two-phase Dynamic FET Logic) is used
in the mixed dynamic/static approach. DCFL (direct Coupled FET Logic) is used as the
most appropriate one for static logic implementation. SDCFL (Source Follower DCFL)
is used as a buffer to driver high fanout loads. SBFL (Super Buffer FET Logic) is used
to drive very high fanout loads such as clock signals. Interconnection issues and cross-
talk are also discussed in this chapter which are the theoretical foundation of the new

layout style described in Chapter 5.

Chapter 3 describes an 8-bit serial divider as a test bench for mixed dynamic/
static approach. TDFL is used as shift registers, and a DCFL based BLC (Binary Look-
ahead Carry) adder is used as the static part. This mixed approach is promising to opti-

mize speed, power and area.

Chapter 4 reviews various fixed and floating point multiplier algorithms in terms
of delay, power and area in order to select a suitable architecture for the GaAs Core
Processor implementation. A multi-carry select adder is designed in the final adder and
a new rounding technique called T1P (Trailing-1’s Predictor) is developed to improve

the speed of the floating point multiplier.

A novel layout approach called Modified Ring Notation is developed in Chapter
5 to improve the GaAs layout density. The original Ring Notation approach [55] has
the major advantage of minimizing coupling between power and signal buses and
allows the designer to optimize easily the layout for speed-area-power performance. A
comparison between Modified Ring Notation and original Ring Notation is given. It
shows that the Modified Ring Notation maintains the advantages of the original and

reduces the area by factor of up to 2 to 3.

12



Chapter 6 describes a 16x16-bit multiplier chip implemented by the modified
Ring Notation approach which shows a very high density and very fast speed. The
HSpice simulated results shows that it is the fastest multiplier among other 16x16-bit
multipliers previously reported. Power/ground design and crosstalk analysis are carried
out. The interface between a GaAs chip and a CMOS chip are investigated and bonding

issues and test results are described in this chapter.

Finally, the overall objectives and the work carried out during the course of the
research are summarised in Chapter 7. The outcomes together with the conclusions

drawn from the research are also presented.
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CHAPTER

2

GaAs Technology and Logic Circuit Design

The aim of the work described in this chapter is to look for ways to harness the
speed advantage of the GaAs transistor in order to design fast, low power circuits. This
was done by:

steviewing the advantages of GaAs and comparing it with Silicon;
eoptimizing four logic families which will be used as the bases for the GaAs cir-

cuits design;

»analysing the interconnection models and applying them in the GaAs layout.
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2.1 Gallium Arsenide Technology

2.1.1 Introduction

Gallium Arsenide is a compound semiconductor which was first discovered in
1926 [24]. In the early stages of development, GaAs devices were used as discrete
components in microwave circuits and light emission applications in the late 1960’s
[25]. The development of digital integrated circuit fabrication technology in the 1970’s
made integrated GaAs products a possibility and finally as the result of significant
advances in ion implantation in the 1980’s, GaAs VLSI technology is a commercial

reality in the 1990’s.

2.1.2 Advantages of GaAs

GaAs transistors have two distinct advantages over Si transistors: speed and
power. For the same power dissipation, a GaAs circuit is usually faster, and at the same
speed, the power in a GaAs circuit is usually lower (at high frequencies). The speed
advantage comes from the fact that the peak average electron velocity in intrinsic or
doped GaAs is several times higher than in Si and it is reached at a much lower value of
electric field, and hence with a lower supply voltage. Since the current density in a
device is proportional to the electron velocity, the amount of current available to charge
or discharge a capacitor in a GaAs device is much larger and the switching speed is
therefore higher than in a Si device with the same dimensions. In addition, a GaAs field
effect transistor does not have pn-junction around its drain and source terminals and
therefore the interelectrode capacitance in a GaAs device is much smaller. Smaller
capacitance and higher current density, combined with a smaller voltage swing in a

GaAs transistor, contribute to the realization of low-power, high-speed circuits.

2.1.3 Comparison between GaAs and Silicon

The structure of a typical GaAs MESFET and Si MOSFET are compared in
Figure 2.1 [25]. The main differences between the devices are: (1) the formation of the
channel and (2) the coupling of the gate-control electrode to the channel. The GaAs
MESFET uses a thin, doped channel whose thickness is controlled through depletion
by a metal/semiconductor junction. The metal gate directly contacts the channel. The

MOSEET, on the other hand, forms a channel when the silicon surface is inverted (p-
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type silicon now contains a high density of electrons due to band-bending). The gate

electrode is separated from the channel by a thin oxide dielectric layer.

Metal gate  ~gntact

-1

Semi-insulating GaAs

(@)

Polysilicon gate

Contact Gate oxide

T s ¢ ——
n-Si ¥ et
p-Silicon
®)

Figure 2.1 Schematic cross-sectional representations (not to scale) of (a) MESFET (b)
MOSFET Vv, is low in both case.

The material and electronic properties of GaAs and silicon are compared in
Table 2.1{25][26]. From this table it can be seen that GaAs has a relatively large band
gap. This means that it can operate at relatively high temperatures. Its intrinsic carrier
concentration is low so the material is a semi-insulator. Its resistivity is large so no spe-
cial measures need be taken to provide isolation between devices on the chip. A direct
band gap leads to short life time of minority carriers so that electron-hole pairs gener-
ated by radiation, for example, will recombine quickly before they can cause degrada-
tion of circuit performance. Its high electron mobility gives rise to high cut-off
frequency of amplifiers and fast switching speed of digital circuits. On the other hand,
it hole mobility is disproportionately low so that it is not practical to construct comple-

mentary circuits such as St CMOS. In addition, GaAs does not have a native oxide so

that it is not possible to build a MOS-like structure. Si;N, is used as insulator on a

GaAs substrate. It has a dielectric constant of 7.5 compared to 3.9 for §i0, so it has a

higher capacitance for the same area. The thermal conductivity is relatively low so a
wafer is often thinned to prevent excessive temperature rise. GaAs is also very brittle

and yield loss through handling is significant.
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Table 2.1 Electronic properties of GaAs and Si [25][26].

Property

GaAs

Silicon

Bandgap

Direct; 1.42 eV

Indirect; 1.12 eV

Low-field electron drift
mobility

5000 em®/ (V- 5)

at Ny = 10" /em™

800cm>/ (V- 5)

at Ny = 10" /em™

Saturated drift velocity
E>>10kV/em

8§ x 106cm/s
(100 kV/cm)

6.5x 106cm/s

(in MOS inversion layer)

Peak electron velocity

1.7 % 10’ em/s at E=3.5 kV/cm

and Ny, = 107 /em™

6.5 % 10%cm/s
at E >> 10 kV/cm

Low-field hole (drift)
mobility

250 em’/ (V- s)

atN, =107 /cm™

300 cm’/ (V- 5)

atN, = 10" /7cm™

Substrate resistivity

10° to 10%Q - cm

Low

Surface state density

High ( 10"%/em™ or greater)

Low (10'%/¢cm™)

Native oxide

Several reactive and unstable
compounds of Ga and As

$,0, ; very stable

Effective electron mass 0.063 m, 0.33 m,
Effective hole mass 0.090 m, 0.16 m,
Dielectric constant 13.1 ¢, 119 ¢,
Minority carrier lifetime 1073 2.5% 10 s
Thermal conductivity 0.46 W/cm-C° 1.5 W/cm-C°
Intrinsic Debye length 2290um 24pum

Breakdown field

4% 10°V/ (cm)

3% 10°V/ (cm)

Schottky barrier height

07~08V

04~06V

2.2 GaAs Logic Families

2.2.1 Introduction

The current-voltage characteristics of a GaAs MESFET are similar to those of an
nMOS transistor. This suggests that many of the design techniques that have been
developed for nMOS digital circuits can be applied directly to the design of GaAs dig-
ital circuits. However, there are fundamental differences between a GaAs transistor and
a nMOS transistor. Foremost among them is that in a GaAs device, when the gate volt-
age exceeds the Schottky barrier voltage, the gate becomes conducting and the gate
current has detrimental effects. Special design techniques must be developed and GaAs

logic circuits are somewhat more complicated than comparable NMOS circuits. In
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addition, when the gate becomes conducting, its voltage is clamped at a value equal to
the barrier voltage. This limits the logic swing to a fraction of the supply voltage and
places a severe limitation on the noise margins of logic circuits. Other differences will

become apparent as the logic families are introduced.

There exists a large number of logic families in GaAs MESFET technology. They
are classified into two main categories: the depletion mode (normally-on) and the

enhancement mode (normally-off) logic families[24][25].

The depletion mode GaAs FETs (dfets) are characterized by unequal input and

output voltage levels; Vg must be negative in order to cut off the FET while V¢ must

be positive at all times. Consequently, level-shifting networks, typically composed of
forward-biased Schottky diodes, are necessary. In addition, since both positive and

negative signals are required, low power supply voltages, a positive Vpp and a nega-
tive Vg, are needed. Therefore, additional power is dissipated in the circuit, and the

higher supply differentials make depletion mode logic more susceptible to backgating
effects [20].

On the other hand, larger logic voltage swings can be obtained using a dfet

because the gate electrode often varies between a negative voltage close to Vi, (dfef’s

threshold voltage) and a positive voltage near 0.7V (if connected to another gate). The

voltage range is determined by the choice of Vpp, and the amount of level shifting

required. This is not the case with enhancement mode MESFET circuits (efets) where

Vs 1s always positive. The higher logic voltage swing of the dfet circuit leads to larger

drive currents, but not necessarily to lower delays. It also increases noise margins, giv-
ing higher yields. Finally, the power dissipation is often higher because of the dual

power supplies and larger current levels.

Logic circuits implemented with enhancement mode MESFETs have threshold

voltage Vg 2 OV. Since both V;4 and Vi are always positive, no level shifting from
output to input is needed, and a single power supply voltage, Vpp, is usually sufficient.
Also, the saturation voltage Vp, ., of an efet is less than that of a dfez. Thus, power sup-

ply voltages can be lower for efet circuits than their dfef equivalent. The above proper-

ties can save power and layout area.
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The gate-to-source voltage will be constrained (without the use of level-shifting
or dynamic circuit techniques) to a minimum of 0 V and to a maximum 0.7 V by for-
ward conduction. This small logic swing will provide high speed if the device transcon-
ductance is sufficiently high at small Vg This requirement emphasizes optimum
design of the e-mode FET to minimize source resistance by self-alignment or recessed-
gate fabrication techniques and to minimize the depth of the gate depletion layer to

increase the intrinsic transconductance g,,,.

The small range of Vg also requires uniformity of threshold voltage. Both the
mean Vpr and the standard deviation on a single wafer and wafer to wafer must be very

tightly controlled so that the parametric yield of large circuits will be finite. In this area,
circuit design techniques can play an important role in reducing sensitivity of circuits

to parameter variations.

An additional problem is also encountered in the design of efet GaAs circuits. An
active load can be provided with an efet by connecting gate and drain together. While
this can be used as a substitute for a resistor, it is not suitable for use in this form for
high-speed circuits, since the charging current diminishes as the voltage across the load

capacitor increases. Also, the resistor or diode-like load line V,, vs. V;, transfer charac-

teristic (Figure 2.2), leading in turn to small noise margins. In the GaAs MESFET
wired with Vg, = OV, the gate conduction also limits the maximum Vp. Therefore,

dfets are also required for active-load current sources in most efet circuits which are

also called E/D circuits.

-V

Figure 2.2 Transfer characteristics illustrate the influence of voltage gain.
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Because the advantages of E/D circuits, they are commonly used in digital GaAs
circuits. Four commonly used E/D logic families are chosen for the GaAs Core Proces-

sor, which are introduced as follows.

2.2.2 Direct-Coupled FET Logic (DCFL)

Vop
A

Tp

L, B= il

2 7D Wp/Lp Increasing
Vo W
Tg
_— €
Wg/Ly i
GND Typicali,oad V.

n

dav

® Wp/Lp determined by I = CLE

requirement

® Wi/Lg, determined by restoring logic requirement (Node voltage must be £V, to
achieve proper logic low)

* Baseline speed determined by g, /C . of enhancement switch and by p ratio

* [} ratio can be scaled to drive various capacitive loads

Figure 2.3 Summary of the basic characteristics of DCFL circuitry

The first, simplest, and most widely used e-mode GaAs logic circuit is the direct-
coupled FET logic circuit (DCFL). Its inverter circuit is shown in Figure 2.3. In this
diagram, the symbol of the dfet is distinguished from the efet by a double bar on the

channel. The enhancement transistor T is sometimes called the pull-down or driver
transistor and performs switching functions. While the depletion transistor T, is called
the pull-up or load transistor. Since the threshold voltage of T}, is negative, with its gate
connected to the source, T, is always conducting and it can be regarded simply as a

non-linear resistor. Like nMOS, circuit performance is determined by the ratio of the
transistor sizes, i.e., their comparative current-handling capability. Figure 2.3 is a sum-
mary of DCFL characteristics [27]. The DCFL logic family is characterized by low
power consumption, low component count for a given logic function, and requires only

a single power supply. The basic logic element is the inverter shown in Figure 2.3. Sev-
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eral switching elements can be connected in parallel to form a multi-input nor gate. In

DCFL, inverter and nor are the most conveniently implemented logic functions!.

The gate of a GaAs MESFET is a Schottky-barrier diode which draws current
when it is forward biased. The effect of the Schottky barrier diode gate on circuit oper-
ation is illustrated by analysing the operation of a low stage inverter chain. A schematic
diagram of the inverter chain and the load-line characteristic for a single inverter are

shown in Figure 2.4. A logic 1 (high voltage) applied to the input terminal causes 7, to
sink the load current ;. Therefore, the output of the first stage inverter Vy falls to the
output low voltage V;. The value of V; is established by the intersection of the pull-up
and pull-down I-V curves. Vy rises to the output high voltage Vy;, when the input volt-
age falls below the threshold voltage of T,. As Vy rises, the gate-source diode of the
driven pull-down transistor 7 is forward biased and draws gate current I;. The gate-
source Schottky diode of T4 clamps the voltage Vy at a value determined by Schottky-

barrier height.

(b)
1
1 Ds
A
T, rl:l: T,
)
<
Q
l g
[
[ Ny i :
T @
2 C 4 Vo 8
o l *Vps
GND
IDS
(© @
T, Diode
q) .
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] Vos>Vr
0
© Ve.e=0
2 GS
VDS

Figure 2.4 (a) DCFL 2-stage inverter chain; (b) I, - Vpscharacteristic of the
dfet; (c) Ipg - Vpg characteristic of the efet; (c) Load line characteristic.

1. Because of the low noise margin, the NAND function obtained by series connections of e-mode MESFETS: is
not recommended[25].

Chapter 2
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The output voltage V,,,, of the inverter chain is determined by the ability of T, to
sink the current supplied by its load T3. When T is off (Vx < Vp), V,,,, is pulled up
toward Vpp. However, when Vy < Vg, the current through 7, depends on the gate volt-
age. If Vy is clamped at a low value by the gate-source diode, then T4 will not sink all
of the current supplied by T3. The remaining current is available to drive the output

node and V,

" Will not achieve the desired low voltage value. Therefore, the gate cur-

rent requirement of the pull-down device 7 is the constraint which determines the out-

put low voltage of a gate.

The primary factor which determines transistor sizing for DCFL circuits, is the
loading fan-out of the gate. Loading fan-out is defined as the ratio of pull-up transistor
width of the driven stage to the pull-up transistor width of the gate being designed. It
determines the amount of current which must be supplied to satisfy the gate current
requirements of the driven stages for current DC operation and to charge the capaci-
tance during transient operation. In addition, process tolerances, power supply varia-

tions, and operating temperature range must be considered when selecting device sizes.

2.2.3 Source-follower DCFL (SDCFL)

Logic circuits based on DCFL inverter are simple in design and efficient in area
and power. However, the noise margin of DCFL gates is rather small, limited on the
high side by the forward gate conduction of the next stage and on the low side by the
saturation voltage of the efet. Besides having low noise margin, DCFL also has rela-

tively high sensitivity to fan-out and capacitive loading [25].

Efforts to improve on these shortcomings, particularly important for large-scale
integration where uniformity is critical and gate array applications where loading is
large, have resulted in a Source-follower DCFL (SDCFL) circuit [55]. SDCFL is logic
family which is well suited for driving large loading. It is formed by adding a source
follower output stage to the DCFL gate previously described. The schematic diagram
of a SDCFL 2-input NOR gate is shown in Figure 2.5. The SDCFL circuit has several
powerful advantages. A source follower output driver lowers the minimum output volt-

age V., which means that smaller B-ratios (transconductance parameter) can be used.

The source follower also isolates the logic function of the circuit from the output and

provides the necessary current to drive a large load either in the form of a capacitor or a
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number of fan-out transistors. The improvement comes at a cost of increased circuit
complexity and power dissipation than DCFL and slightly longer delay for similarly

sized devices.

DD

3

-

Yout

" GND

Figure 2.5 Schematic diagram of a SDCFL 2-input NOR gate.

In addition to inverter and nor gates, SDCFL also supports And-Or-Invert (AOI)
structures to give increased function complexity per gate. A schematic diagram of such
structure is illustrated in Figure 2.6. In this AOI structure, the output of two SDCFL
gates are connected together to form an or operation. In another words, an or can be
used between two DCFL gates without incurring extra delay. The AOI structure enables

very high speed operation as there is no gate delay involved and a very compact layout

R
Lq . F e L. Loy

GND

can be achieved.

Figure 2.6 And-Or-Invert (AQI) structure in SDCFL.

A possible design approach is to utilize clusters of DCFL gates for logic opera-

tions and to use SDCFL in critical paths and higher fan-out applications.
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2.2.4 Super Buffer FET Logic (SBFL)

In a SDCFL inverter, the depletion transistor of the source follower acts as a fixed
nonlinear resistor whose resistance is a function of its drain voltage only and is not con-
trolled by any external signal. The performance of the inverter would be improved if
the nonlinear resistance could be made (a) smaller as the load capacitor is discharged
through it to reduce the pull-down delay, and (b) larger as the capacitor is charged
through the enhancement transistor so as to reduce the current taken away from the
charging current. One circuit that accomplishes this goal is the Super Buffer FET Logic
(SBFL) shown in Figure 2.7. The input stage is a DCFL inverter and the output stage
consists of two enhancement transistors controlled by the input and its complement so
that as one input goes high the other goes low, and the resistance of the corresponding
transistor is increased or decreased, as the load capacitor is being charged or dis-

charged.

Referring to Figure 2.7, when the input is low, V, will be close to V. At the
same time, transistor T will be cut off. These two efforts reinforce each other so that
the output voltage V,,,, becomes high and is clamped by the gate of next stage. When
the input is high, V, is low, T} is cut off while T; becomes highly conductive, and the
output voltage V,,,, drops to a very low value. These improve the low noise margin and

show the strong drive ability. However, dynamically the operation is slightly more

complicated. The low to high transition on the output follows the inverter output. After

KE’B—'I: T, V(Eut
L\

Figure 2.7 Schematic of SBFL inverter.

the inverter transits from low to high (input is low), T, is already cut off, and load

capacitance will receive the full current of T5. However, on the high to low transition,
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T, begins to discharge the load before the inverter has cut off T;. Therefore, on this
transition, there will be a momentary current spike on Vpp and ground during which
both T3 and T are in conduction. As a consequence, circuits that use superbuffers must

be designed with ample power bus width so that a momentary voltage drop during high
to low transition does not dynamically upset other logic elements. Nevertheless, after
the propagation delay of the inverter has passed, the load receives the full current of

either T3 or T,. The static power of the superbuffer driver is the same as that of the

inverter.
VDD _
A - I— o ‘—]
(. = v
B =[—' =r— out
\_l L
‘GND

Figure 2.8 A SBFL 2-input nor gate.

A SBFL nor gate with two inputs is shown in Figure 2.8. Since each input must
drive two transistors, the area requirement is considerably larger than that of a SDCFL
nor. In addition, the two transistors present a capacitive load to the driving stage about
twice as large as that presented by a SDCFL gate. For these reasons, the SBFL invert-

ers are ordinarily used only as buffers and not as logic elements.

2.2.5 Two-Phase Dynamic FET Logic (TDFL)

Much of the motivation for using E/D logic circuits with GaAs MESFET has
been to obtain low power per gate and high circuit density so that LSI and VLSI cir-
cuits can be achieved within a manageable thermal budget and chip size. It is also
important to maintain the high-speed operation that is the main reason for using GaAs
logic rather than CMOS. Thus, the power-delay product is an important factor which

can be reduced by circuit design trade-offs and topologies.

So far several static logic circuit approaches, in which direct current flows at all

times from the power supply, have been described. Static logic is usually dependent on
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Figure 2.9 Schematic of two TDFL inverters in serial.

width ratios to control logic levels and noise margins, hence these circuits are often
referred to as ratioed logic. For a given logic circuit, speed and power are traded off
over a wide range as device widths are scaled [25]. Changes in FET threshold voltages
also strongly influence both speed and power. Power reduction in static logic also
requires circuits and devices which operate efficiently with low logic voltage swings so
that power supply voltages can be reduced. Logic swing reduction also implies using
FETs with more positive threshold voltage so that the full on-to-off ratio of current can
be achieved. Finally the device widths are also reduced so that supply currents can be
made small. While all of these factors contribute to lower dc power dissipation, the
lower voltage swing reduces noise margin as well, requiring more stringent process
control to achieve acceptable circuit yield. For VLSI circuits, high yield is not just
desirable but is essential for successful commercial production. Finally, the smaller

current levels often lead to increased propagation delay.

While there have been many demonstrations of LSI circuits with some of the
above techniques, the higher complexity examples have demanded very strict control
of process parameters and uniformity of device parameters. Hence there is an interest
in alternative circuit techniques that offer power reduction in combination with an

acceptable noise margin.

In efforts to reduce the above problem, a dynamic GaAs logic family called two-

phase dynamic FET logic (TDFL) was developed [28].

Two-phase dynamic FET logic (TDFL) is a ratio-less dynamic logic family
which uses two nonoverlapping clocks and dissipates power only during clock level

transitions. Figure 2.9 shows the schematic diagram of two TDFL inverters in series.
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When @, is high the circuit is in the precharge phase. Transistors T, and T, conduct,
the output (V,;) is charged to high and the gate of T} is charged to high if the input is
high or discharged to low if the input is low. When ®; is low, ®, is high, indicating the
start of the evaluate phase. At this point 75 conducts, if the gate of T} is charged high
during ®,, then T, conducts and the output is discharged to ground by T and T73. Oth-
erwise T, remains off and the output remains high at about 0.5V. This is mainly

because it is clamped by T of the next inverter stage.

Since TDFL uses dfets as pass transistors, referring to Figure 2.9 the nonoverlap-

ping clock voltage level is determined as follows [29]:

when T ison: V, ;< Vgs < VSchorrkydiode =>V,<V, (on) -V, <08; (Eq2.1)
when T is off: Vgs <V,y=2V,(aff) -V, <V, (Eq2.2)

where
0<V,<05. (Eq2.3)

The VITESSE HGaAsII process is going to be used, whose dfet has a typical

threshold voltage V,; = -0.88 V, therefore, the region of clock voltage levels are:

-038V<V,_, (on) <08V, (Eq2.4)
V. (off) <-0.88V. (Eq2.5)

Shift registers are very easy to construct and occupy little area since they are just
cascades of TDFL inverters as shown in Figure 2.9. Figure 2.10(a) and (b) show the
schematics of TDFL nand and nor gates. and-or-inverter (AOI) gates are also possible.
Unlike DCFL, nand gates are reliable in TDFL because there is no static current flow in
the input transistors (73, T4 and T'5 in Figure 2.10(a)). Proper nand gate operation is dif-
ficult to achieve in DCFL, because when the inputs are both high so that static current
flows through the input transistors, Vg of the lower of the two input transistors causes
a significant difference between the V;¢ of the two input transistors. The Vg of the
upper transistor is significantly less than the V¢ of the lower. With a TDFL nand gate,
however, this is not a concern. All that is required for proper operation is the dynamic

discharge of the output load capacitance through the series resistance of the input FETs.
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Figure 2.10 Schematic of 2-input TDFL (a) NAND gate; (b) NOR gate

2.3 Design Considerations For Logic Families

2.3.1 Definition of Design Parameters

In the following section the gates are evaluated by simulation using HSPICE
(95). Measurements are done on the middle gate in a chain of three identical gates
(Figure 2.11), in this way the input and output of the gate under observation are realis-
tic. The evaluations are done in terms of noise margin, propagation delay and power
dissipation. There are various definitions for these parameters. The definitions used in

this work are given below:

II l 12 l IR
£ 4{>0—[>—[>0—
in
Voutl Vout2 Vout3

Figure 2,11 Circuit used for measurements.

1. Noise Margin

Noise margin is a parameter closely related to the input-output voltage character-
istics. This parameter allows us to determine the allowable noise voltage on the input of
a gate so that the output will not be affected. In this section only dc noise margin is con-
sidered, because this definition is efficient for the dc design of a logic circuit. Noise
margin can be defined in several ways working from the transfer characteristic of the

logic circuit [30][31][32]. The definition most commonly used to specify noise margin
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(or noise immunity) is in terms of two parameters —the low noise margin, NM;, and
the high noise margin, NMy. With reference to Figure 2.13(a), NM|, is defined as the

difference in magnitude between the maximum low output voltage of the driving gate

and the highest input low voltage recognized by the driving gate. Thus

NM; = |V, -V, (Eq2.6)
The value of NM is the difference in magnitude between the minimum high out-

put voltage of the driving gate and lowest input high voltage recognized by the receiv-

ing gate. Thus

NMy = |Vou-Viy (Eq2.7)

These definitions are illustrated in Figure 2.12(b).

Vol L% mt” - Y
f

R/ ... Vou 772222

VI L IH
(2) (b) Vin

Figure 2.12 (a) Definition of high level and low level noise margin; (b) Transfer curve of a logic gate.

2. Propagation Delay

The propagation delay ¢, is defined as the average of rise time 7, and fall time #

e.g. 1 =(t, + tp/2, where t, and trare shown graphically in Figure 2.13.

\ 50%

Figure 2.13 Delay time calculation.
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3. Power Dissipation

The power dissipation consists of static and dynamic components. For high speed
circuits, the dynamic component of the power dissipation is significant and must be
included in the calculations. The HSPICE MEASURE statement which calculates the
area under the output variable divided by the periods of interest is used to measure the
average of the instantaneous power dissipation. This includes both the static and

dynamic components [33].

4. Power Supply

From simulation the four logic families described previously can work with a
supply voltage form 1.2 V to 2.5 V. However, since the mean threshold voltages for the
VITESSE HGaAslII process are quoted at power supply voltage of 2V+10%, a 2 V sup-

ply is chosen.

5. Temperature

The commercial temperature range is from 0°C to 70°C (case temperature) so for
the absolute slowest case, circuits use the slow parameters at 0°C, and the high-current
(fast) case should be simulated using the fast parameters at 85°C (to allow for the tem-
perature difference between device junctions and the outside world). Industrial temper-

ature range is -40°C to 85°C while military temperature range is -55°C to 125°C.

All the transistors sizing was chosen at temperature of 75°C, then simulated at

temperature range from 0°C to 125°C.

6. Backgating Voltage

Backgating is a widely reported effect [34] in which the drain current of a MES-
FET is reduced by the presence of other nearby neighbouring FETs which happen to be
biased negatively with respect to the source of the first device. The backgating voltage

is set to 0.6 V above the most negative voltage.

7. Process Spread

The threshold voltage of a set of identical MESFETs is not constant over a wafer
or from wafer to wafer. The variations have several causes including: short and narrow

channel effects, variations in channel implant dose, activation efficiency, built-in volt-
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age variations, and changes in the effective acceptor concentration within a substrate
and over all substrates used for circuit fabrication. These variations produce a distribu-
tion of V7 across the process (global spread) and across a die (local spread). An
increase in threshold voltage due to process spread results in a slow MESFET, while a
decrease in threshold voltage gives a fast MESFET. Although in theory the depletion
mode and enhancement mode process spreads can have opposite polarities, this possi-
bility has been substantially eliminated by the use of the additive implant manufactur-
ing technique. Consequently slow-slow (ss) and fast-fast (ff) are the only two deviations

that need be considered, slow-fast and fast-slow situations being rare [27].

The magnitude of the process spread is characterized by a number, indicating
how many standard deviations from the mean the threshold voltages lie. For H-GaAs I1
process, LSI circuits (greater than 1000 devices) typically require insensitivity to +2c

in Vvariations between adjacent devices and across a die (where o is one standard

derivation)[22]. Therefore, the circuits are designed using the “typical” set of models,
simulated to demonstrate functionality, then resimulated using “20o fast” (ff2) and “20

slow” (ss2) models to ensure design robustness over process variation.

2.3.2 DCFL Optimization

The design goal of optimization is a trade-off between speed, noise margin,
power dissipation and load driving ability. The design priority in this research empha-
sizes the speed with acceptable noise margin. Since the only parameters which are not
fixed by the foundry are the sizes of transistors, therefore the optimization is done by

changing the pull-up/pull-down ratio. From Curtice Model [35]

I, =B %’ (Vo= V)™ (141 V) - tanh (ot V) (Eq2.8)
where
—transconductance parameter of the device
Igs—the drain-to-source current of the device
W—the width of the device
L—the length of the device

Vgs—gate-to-source voltage
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A—channel-length modulation parameter

V gg—drain-to-source voltage

o—saturation voltage parameter

When the input is high, there is a current flowing from Vppto GND through the

dfet and the efet which can be rewritten as

Wi

2
I, ,= ﬁd-L—d- (V,p) -[1+A-(Vpp—-V))]-tanh[a,- (V,,-V )], (Eq2.9)

144

and I, =B, L—:- (v, - Vte)2 “(1+A,-V)) -tanh (a,- V), (Eq2.10)

respectively. Note that the subscript “d” denotes parameters associated with dfet and

the subscript ““e” denotes parameters associated with efet.

By equating the two currents, the following expression can be obtained:

W,/L, B, (V,,—~V,)*+ (14A-V,) - tanh (- V)
W = 5 . (Eq2.11)
Le B (V)P [1+h, (Vyp-V,)]-tanh[oy: (V,,-V,)]

Since only when input is high, the efef conducts and I,,, = I,_,. By substituting

the appropriate values for the H-GaAs II process (Table 2.2) with Vpp=2V, V;,=0.65
V (a nommal high input voltage) and V,= 0.1 V (a normal low output voltage), the ratio

turns out to be 0.17. This provides a good starting point for using HSPICE to do the

optimization process. A DCFL gate with satisfactory speed and noise margin at differ-

ent process spread was found which has the transistor dimensions L, = 2um,
W, =2um, L, = 1.2um, and W, = 8um. Table 2.3shows the performance of this
optimal DCFL gate. The dc characteristics and transient of a DCFL inverter are shown
in Figure 2.14(a) and (b), respectively.The power plot is for instantaneous power, so are
the power plots shown in Figure 2.16 and Figure 2.18.

Table 2.2 Parameter value used in the MESFET model for Vitesse H-GaAs-II process

B (A/V) a AV V,(V)
dfet 2.34x107* 351 0.083 ~0.798
efet 3.02x107 6.53 0072 | 02271
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Table 2.3 summarizes the performance of the optimal DCFL inverter. It can be

seen that with increasing fan-out the performance of DCFL is degraded by increasing

the propagation delay ¢; and decreasing the high noise margin NMy. This is due to the

reduced ability of the D-MESFET to drive the E-MESFETs of the fan-out load. The

fan-in capability of DCFL is restricted by the drain-to-source leakage current of the E-
MESFET which, when multiplied by the fan-in, reduces NM.
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Figure 2.14 (a)The dc characteristics; and (b) the transient of a DCFL inverter.
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Table 2.3 Performance of an optimal DCFL inverter

fan-out | ¢, (ps) tf (ps) | t; (ps) NM; mV) | NM, (V) P , W)
inv 1 70 45 57.5 160 100 235
3 150 70 110 178 50 260
nor2 1 80 40 60 160 90 239
3 170 72 121 173 48 265
nor3 1 90 35 62.5 160 80 240
3 190 75 132.5 170 45 270

2.3.3 SDCFL Optimization

The optimization of SDCFL is first started by keeping the DCFL stage

unchanged while changing the sizes of source follower stage. It was found that the

noise margin is improved but the delay and the driving ability is not good unless larger

transistors are used in the source follower stage. By changing the sizes of the DCFL

stage too, a SDCFL inverter is found which is shown in Figure 2.15. The dc character-

istics and the transient of a SDCFL inverter are shown in Figure 2.16. The performance

of the optimal SDCFL inverter is summarized in Table 2.4.

Figure 2.15 Optimized SDCFL inverter

Vop
1.6um | 1.2um
_20pm . 84pum
‘ 1.2pm | | 1.2um
7.0um 4.0um

GND

Table 2.4 Performance of a optimal SDCFL inverter

fan-out | ¢, (ps) tf s | t; (ps) | NM;, mV) | NMy (mV) P, (uW)
inv 1 78 50 64 230 110 710
3 89 67 78 245 70 741
nor2 1 110 61 85.5 160 200 712
3 122 78 100 180 170 735
nor3 1 133 61 97 130 260 714
3 144 83 113.5 120 240 721
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Figure 2.16 (a)The dc characteristics; and (b) the transient of a SDCFL inverter.

2.3.4 SBFL Optimization

Optimizing the SBFL gate sizing is similar to SDCFL, however the devices in the
output stage are chosen to have the same sizes. This will improve the driving ability,
the penalty is larger area and more power dissipation. Therefore, SBFL gates are only

used as drivers. The sizing of the SBFL gate is shown in Figure 2.17

Voo
| | 2.4um l 1.2um
2.0pum 12.0um
1.2um 1.2um
| 8.0um l 12.0um

GND

Figure 2.17 Optimized SBFL inverter.

The dc characteristics and the transient of a SBFL inverter are shown in
Figure 2.18(a) and (b), respectively. The peak in Figure 2.18(b) panel 3 indicates that
the SBFL inverter has a momentary current spike on Vpp and ground during the high

to low transition.
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Figure 2.18 (a)The dc characteristics; and (b) the transient of a SBFL inverter.

2.3.5 Performance Comparison

The performance of the optimized DCFL, SDCFL and SBFL inverters are shown
in Figure 2.5. Their performance are compared on the basis of speed, noise margin,
area and power dissipation. From this it can be seen that the DCFL gate, which is fast
and occupies little area, can be used extensively for local logic blocks. SDCFL shows
that it has strong fan-out and capacitive driving ability, however it has higher power
consumption. SDCFL can be used in critical paths, while SBFL can be used for buffer-
ing global signals (such as clocks) due to high power dissipation and noise injection to
the power buses during high to low transition. As for SDCFL, the optimized SBFL siz-
ing is minimum. The widths of transistors can be adjusted in proportion to the load. By

mixing DCFL, SDCFL and SBFL, high speed and low power operation can be simulta-

neously achieved.

Table 2.5 The performance of the optimized DCFL, SDCFL and SBFL inverters.

DCFL SDCFL SBFL
propagation delay (ps) 57.5 67 92
noise margin (NM; /NMymV) 160/100 220/120 220/210
power dissipation (UW) 235 708 482
2
area (Um ) 339.2 593.6 784
maximum fan-in 3 5 —_
delay/fan-out (ps) 26 5 16
delay/20fF load (ps) 25 10 12
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2.3.6 TDFL Optimization

Unlike GaAs static logic families, TDFL is ratio-less logic which means the tran- .
sistors can be chosen as small as possible. By simulation, the TDFL inverter sizing as
shown in Figure 2.20 were chosen, which satisfies the negative backgating voltage
requirement and process spread consideration at the cost of relative large transistors.
The efet size can be made a little bit larger if the output capacitance is larger.
Figure 2.20 shows the simulated operation of TDFL inverter with typical processing

parameters and V=-1.5 V(to generate -1.2 V clocks) at 1GHz frequency.

VD D

qal-—[[ 1.2/4.0

<1>2+[[1.2/4.o
q’l
V. 4—;:!—.[ 1.2/6.0
in 12720

ol

GND
Figure 2.19 The sizing of TDFL inverter.
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2.4 Interconnections

The high frequency of operation of GaAs circuits requires special attention to the
design and analysis of interconnections. A big problem which occurs as a consequence
of the fast transitions will be the apparent noise on the signal paths and power supply
lines which comes about from reflected waves and crosstalk between lines. The faster
the logic family, the more sensitive it will be to transient noise. The effects can be mod-
elled with transmission lines. Any interconnection between two nodes may be thought
of as a transmission line if there is an identifiable path for current to flow away from the
driving node and back through a return path or reference node. If the interconnecting
material is metal and its series resistance is small compared with its characteristic
impedance, the losses in the circuit can be neglected for first-order analysis [25]. The
properties of the transmission line play a central role in predicting the influence of

interconnections. In this section, interconnecting wiring on-chip will be discussed.

2.4.1 Interconnection Analysis

Interconnecting wiring on GaAs IC chips generally consists of metal strips
deposited on GaAs(e, = 12.9) or on a dielectric layer such as S;0, (¢, = 3.9), silicon
nitride or oxynitride (4 <€, £ 8), or polymide (g, = 3 to 3.5), or even in some cases sus-
pended in air above the GaAs wafer surface (air bridges). These metal strips are often
thin compared with their widths. Also, the GaAs semi-insulating substrate is quite thick
(typically 600 pm) [25] in comparison with the line-to-line spacing. Thus, any backside
ground plane has less influence than neighbouring conductors on the surface. These
metal interconnect lines also are often short enough that their scries resistance is
smaller than their characteristic impedance. Therefore, they can sometimes be approxi-

mated by ideal transmission lines or segments of transmission line.

Ideally, when working with a well-established and fully characterized IC process,
at least the capacitance of interconnect lines of typical widths, spacing, and on all lev-
els will have been measured and will usually be provided by the processing facility.
Such measurements require either scale models or interconnect test structures specifi-
cally designed for accurate characterization. However, it is also useful to have some
approximate models of these interconnections when considering a new process, chang-

ing an old process, or interpolating between measured data. Also, line characteristic

38



Chapter 2

impedances and inductances are seldom measured or provided, and they can be calcu-

lated if capacitances are known.

The relationships between the characteristic impedance Z, the capacitance per

unit length Cy and the inductance per unit length L are [25],

VAN
L, = 0N elf (Eq2.12)
c

and

(Eq2.13)

Zyc
where £ 4is the effective dielectric constant for a given transmission line. ¢ is the speed

of light in free space.

The effective dielectric constant €, allows one to calculate electrostatic quanti-
ties of interest for a system of conductors in a nonuniform dielectric using a quasi-TEM
approximation. More precisely, if the total capacitance of the conductor embedded in

its dielectric layers is C, and the capacitance of the conductor in free space (¢, = 1) is
C}, egp= C,/C;. Integrated circuit wiring can consist of metal strips embedded in slabs

of dielectrics, including air.

In order to have an accurate prediction of the parasitic elements in the actual cir-
cuit, proper models of transmission line behaviour are required. The general structure
of interconnections, however, has prevented the formulation of the characteristics of
the lines in a generic form. Assuming the interconnection lines have rectangular cross-
section and constant width can help to simplify the analysis. Further simplification can
be achieved by categorizing the structure into one of the well defined and accurately
modelled structures which have already been studied and characterized. The usual
interconnection structures which may occur in GaAs chip are shown in Figure 2.21(a).

The most commonly used transmission line structures are listed below.

1. coplanar waveguide (CPW)

The coplanar waveguide (CPW) geometry is shown in Figure 2.21(c) which can

approximate multiple interconnect lines running in parallel along a wiring channel
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which occur frequently in many IC layouts (Figure 2.21(b)). CPW is a surface-oriented
structure which assumes that the dielectric and the reference or ground (earth) strips
have semi-infinite extent. Even though on the IC the adjacent conductor strips,
assumed to be ground, are not semi-infinite, the error is small (Z is 6 percent low when
b/c = 0.6), and a correction for this error may be made if desired [36]. Also, the first-
order CPW analysis can ignore the influence of the lower ground plane on the substrate

back side. The lower ground is significant only if the substrate thickness h < 5b [36].
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semi-insulating substrate € = 12.9

Figure 2.21 (a) Different interconnection structures in a GaAs technology. (b) Section
of a typical wiring channel. Interconnect strips are not covering the surface completely
and are not semi-infinite in extent. (c) A section of the coplanar waveguide (CPW)
transmission line. The usual analytical solution for line impedance or capacitance
assumes semi-infinite extension of ground strips and dielectric.
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For the ideal CPW of Figure 2.21(b) without a lower ground plane, Ref. [37] pro-

vides the follow equations:

_ 30m K (k)
Z, = —JS_—K D (Eq2.14)
eff
g, — 1k (k) K(ky)
Eyff = 1+ A0 K(k’l) (Eq2.15)

In these equations, K(k) is a complete elliptic integral of the first kind and X’(k) = K(k’)

is the complementary function. &’ is defined as

K om alll=k (Eq2.16)
where
a
s b’ (Eq2.17)
'™ sinh (nh/2h) (Eq2.18)

For the usual case where h >> b > a, sinhx = x and k, = a/b . Thus in most instances,

Eq.2.15 reduces to

(Eq2.19)
where €, is the relative dielectric constant of GaAs.

An approximation for the elliptic function was provided in Ref.[38] and is repro-
duced below. For convenience, Figure 2.22 provides a plot of K(k)/K(k’) for arguments

k in a useful range for CPW calculations:

1 1+J7c
~1n| 2
Kk _ “n( 1-Jk

K |11, (L 1+8Y]

) 0<k<0.707
(Eq2.20)
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K(KY/K'(K)
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k

Figure 2.22 Elliptic function K(k)/K’(k) where K(k) is the elliptic integral of the first kind and
K’(k) is the complementary function.

2. coplanar striplines (CPS)

Another transmission line geometry which may occur occasionally in digital IC
layouts is that of the coplanar striplines (CPS) shown in Figure 2.23(a). It differs from
CPW in that the two strips are assumed to be completely separated from neighbouring
conductors on the surface. In practice, if the spacing between the coplanar strips and
the nearest conductors is at least 10b, then the CPS formula from Ref.[37] can be
applied:

7 - 120K (k)

T R K ®

(Eq2.21)

Equations Eq.2.15 to Eq.2.19 also apply to CPS.
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Figure 2.23 (a) Coplanar stripline (CPS). (b) Microstrip line. (¢) Stripline.

3. microstrip line

The microstrip line shown in Figure 2.23(b) would apply to digital IC chips, if
the substrate were conductive. Lightly-doped p-type substrates (or semi-insulating sub-
strates with a buried p-layer) might be used as an alternative to semi-insulating sub-
strates for isolation of devices. On semi-insulating substrates, the distance from the line
to neighbouring conductors is generally less than the substrate thickness so the copla-
nar models are more appropriate. Microstrip occurs more frequently on circuit boards
and on the microwave monolithic ICs (MMICs).The impedance and effective dielectric

constant for the microstrip have been derived in Ref.[39] and are given below:
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60 8h w w
Z, = ——In| —+ for — <10, (Eq2.22)

e, +1 ¢,-1 104\ -172
€y = —5— + —2—< 1 —) : (Eq2.23)
4. stripline

Finally, the stripline geometry shown in Figure 2.23(c) is a frequent configuration

found on or in multilayer circuit boards. The equation for Zyis [40]:

_ 30mK (K .
0= EK® (Eq2.24)
k = tanh(g—vl:). (Eq2.25)

2.4.2 Power Supply and Ground Considerations

The most critical problem associated with the packaging of high speed chips is
delivering clean, constant and equal power supplies and ground to every device on a
chip. This task is the hardest to do correctly and, if done incorrectly, is difficult to
detect and fix. Since the metal thickness is constrained by the processing technology, it
may be necessary to increase line width in order to reduce voltage variations. At the
same time, the area consumed by power buses has to be minimized so that the density
of circuits and signal interconnections can be as high as possible. There are three key
factors associated with power supply issues: resistance, electromigration and induct-

ance.

1. Resistance: IR drop

Variations in power supply and ground will happen because of the finite resistiv-
ity of metal interconnect lines. This happens even though the resistivity of most metals
is quite small, because the on-chip interconnect lines are very thin (0.3pm to 10um typ-
ically).The resistance of a conductor is:

l
R = pyps (Eq2.26)
where p(Q-cm) is the resistivity of the conductor, and /, W and ¢ are the length, width
and thickness of the conductor, respectively. Therefore, the voltage variation can be

calculated as:
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11
AV = IR = py. (Eq2.27)
Eq.2.27 can be used to estimate the voltage drop on a conductor when the power
line is from point to point. However, usually a power bus line distributes current to a
number of gates rather than only one gate. If the current is uniformly distributed along

the length of the line (), the current at position x can be calculated as:

I(x) = IT< 1 —J-lc) . (Eq2.28)

The voltage drop at the far end of the line will be:

pIT ! X pITl
AV = Tf()(l_i)dx: >3 (Eq2.29)

where ITis the total current, and A = Wt. It can be seen that the voltage drop is half of

that if all the load were concentrated at the far end of the line.

2. Electromigration: current density limitations

The maximum current flowing in one direction through metal wires on the die is
limited due to a phenomenon called electromigration.When current densities are high,
metal atoms will migrate in the presence of electron flow because of the force on metal
ions due to the electric field and the exchange of momentum caused by the motion of
electrons (electron “wind”). This phenomenon is called electromigration. The rate of
diffusion is increased in thin-film structures by grain boundaries. When the current
density is high, the grain boundaries will form larger vacancies in the metal crystal
structure which tend to merge to form larger voids. The current density is further
increased in the region of the voids, causing an increasing rate of migration. Eventu-
ally, cracks are formed which cause open-circuit of the interconnect line. Therefore,

electromigration presents a reliability problem.

The maximum current limits for VITESSE HGaAsII metal lines (I 7 per micron)

are given in Table 2.6[27]. These are the absolute maximum currents allowed as deter-

mined by worst case simulation.
The maximum current in a metal line is calculated as:
Lay =1, (W—AW) (Eq2.30)

where Wis the drawn line width and AW is the process control factor.
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Table 2.6 Layer sheet resistance and maximum current (T=85°C)

Max. Current Limit, [ -] (mA/um)
Layer R (Q/0D DC AC Peak | AW (um)
Gate Metal T 05-15 5.0 5.0 25.0 0.4
Ohmic Implant 190-230 | 10 1.0 2.0 0.0
Ohmic Metal <100 03 0.3 0.6 0.0
Metal 1 <0.070 10 | 10 5.0 0.2
Metal 2 <0.035 2.0 2.0 10.0 0.0
Metal 3 <0.025 2.8 2.8 14.0 0.0
 Metal 4 ' <0.025 2.8 2.8 14.0 00 |

Chapter 2

Power and ground wires are especially prone to the electromigration limit
because current generally flows in one direction through them. If the total current flow
in a power bus is greater than the electromigration limit I;,, circuit performance deg-
radation can result after period of time. Therefore, the number of internal power/ground

pads has to be carefully calcutlated.

3. Inductance: Ldl/dt voltage variation

The third factor is the self-inductance associated with the transmission line nature
of the wiring, which is troublesome for both on-chip and off-chip power supply and
ground interconnections. If the current on the line changes at the rate di/dt, the induct-

ance L will cause a transient change in voltage according to the well known equation:

dl
V=Lx. (Eq2.31)

The inductance of a transmission line can be calculated by the models describe in
Sec. 2.4.1. Since L is independent of €, it is more convenient to use €,y = €, =1 when

calculating L, without loss of accuracy.

2.4.3 Propagation Delay

In fact in all cases concerning digital signal propagation, RC effects dominate
transmission line effects at the frequencies of interest for GaAs integrated circuits. This

is due to the low metallization resistance and short line lengths used for on-chip rout-
ing.
Usually if the propagation delay is less than the signal rise time, the signal path

can be modelled by lumped RC elements. The propagation delay can be calculated as

below:
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ty =1/, (Eq2.32)

where 1 is the signal path length, v, is the speed of light in material, and v, = c/¢,. ¢ is

the velocity of light in free space. €, is the relative dielectric constant. For the Vitesse

process, €, is approximately 4.5.

Since usually the signal rise time is around 100ps, for path length < 5 mm,

Eq.2.32 gives #,4 < 75 ps. Therefore, propagation delays are indeed dominated by RC

effects and not by speed of light effects for normal signal lengths. RC propagation
delays can be obtained by HSPICE simulations.

2.4.4 Crosstalk

When two unshielded signal lines are placed very close, the electric and magnetic
fields of the lines overlap sufficiently so that a wave propagating in one line will induce

a wave in the adjacent line. This coupling is called crosstalk.

Whenever signal lines carrying gigahertz frequencies must be routed in parallel
for even a few centimetres, crosstalk must be considered. This effect is proportional to
the length of interconnection lines and to signal speeds as well as other parameters.

Crosstalk is inversely proportional to the distance between two traces.

Crosstalk can be simulated by HSPICE using transmission models. Figure 2.25
and 2.26 show the HSPICE simulated crosstalk between two signal lines with length
of 5 mm and 1 cm respectively. The model used in the crosstalk simulation is illustrated

in Figure 2.24. The detailed HSPICE files are listed in Appendix C.

— l P

i outlll ulinel out1131
= spacing =
vhieh outl12 v uline2 out1132

é_refl refli

Figure 2.24 The model used in the crosstalk simulation.
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It can be seen that for short interconnections (Figure 2.25), the coupled voltage
on the quiet line, induced by adjacent active line, is below 60 mV. In this case, crosstalk
is generally not a problem. However, for long interconnections (Figure 2.26) the cou-
pled voltage is about 115 mV. This will cause problem for static GaAs logic families
mentioned previously, since their high voltages are about 700 mV. Therefore, long par-
allel bus structures on chips can present crosstalk problems and should be carefully

modelled.

2.5 Summary

In this chapter general information about GaAs was introduced, and then four
GaAs MESFET logic families were discussed. In conclusion, TDFL (two-phase
Dynamic FET Logic) can be used in the mixed dynamic/static approach; DCFL (direct
Coupled FET Logic) can be used as the most appropriate one for static logic implemen-
tation; SDCFL (Source Follower DCFL) can be used as a buffer to driver high fan-out
loads; SBFL (Super Buffer FET Logic) can be used to drive very high fan-out loads
such as clock signals. Interconnection issues and crosstalk were also discussed in this
chapter which will be the theoretical foundation of the new layout style described in

Chapter 5.
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Figure 2.25 The simulated crosstalk between two 5 mm signal lines.

HSPICE FILE CREATED FOR CIRCUIT COUPLEL12 L - S5 MM

COUPLE2 .TRO

700 =
= ViOoUT111
£0°0 = VCULINE1
- —
500 =
400 =
J00 =
200 =
100 =
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110 = viouTi12a
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208 = T
so =
80 =
70
s0
50

Figure 2.26 The simulated crosstalk between two 1 cm signal lines.
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CHAPTER

3

An 8-bit Serial Dynamic/Static Divider

High-speed and low power digital GaAs chips are required for the GaAs Core
Processor and many digital signal processing and image processing applications. How-
ever, the relatively high static power dissipation and relatively low layout density as

compared to CMOS tend to limit the utilization of GaAs VLSI circuits.

From Chapter 2, it was seen that TDFL family has the characteristics of very low-
power and high-density. Since TDFL is compatible with other static logic families
described in Chapter 2, a GaAs dynamic/static mixed approach is used to reduce the

power and the area of chips while maintaining high speed.

In this chapter, an 8-bit serial divider is described, which serves as a test bench

for this mixed approach.
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3.1 The Algorithm of The Serial Divider

The implementations of division in the Floating Point Unit’s (FPU’s) of current
microprocessors are based on one of two categories of algorithms [36]. Subtractive
methods such as the conventional approach using subtraction and shifting, and the
many variations of radix-2 SRT (higher-radix subtractive division), generally use dedi-
cated, parallel hardware. Multiplicative techniques, examplified by the Newton-Raph-
son iteration and series expansion algorithm, share functionality with the floating point
multiplier and use multiplication and addition to develop increasingly accurate approx-
imations to the desired quotient. These different approaches give rise to the distinct
area and performance characteristics which are explored in this section in order to

choose the better method for implementation using GaAs logic.

3.1.1 Subtractive Division

The subtractive division uses subtraction and shifting in a manner similar to the
paper-and-pencil approach that people use. This class of division includes restoring

and nonrestoring algorithms [43].

1. Restoring Division

The simplest divider operates on two unsigned binary numbers, one bit at a time,
as illustrated in Figure 3.1. The divident and divisor are a,,_ja,_»ayand b,_;b,, »**by
respectively and they are placed in register A and B, respectively. Register P is initially

zero. Then the division proceeds as follows:

Figure 3.1 Block diagram of simple divider for n-bit unsigned integers.
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1. Shift the register pair (P, A) one bit left.

2. Subtract the contents of register B from register P.

3. If the result of step 2 is negative, set the low-order bit of A to 0, otherwise to 1.

4. If the result of step 2 is negative, restore the old value of P by adding the con-

tents of register B back into P.

After repeating this » times, register A will contain the quotient, and register P will

contain the remainder. This algorithm is the binary version of the paper-and-pencil

method.

Example:

Consider the division of 15/6. The numbers 15 and 6 are represented in binary as 1111

Divide 15 = 1111 by 6 = 0110, B always contains 0110

step (1): shift

step (2): subtract

step (3): result is negative, set quotient bit to 0
step (4): restore

step (1): shift

step (2) subtract

step (3): result is negative, set quotient bit to 0
step (4): restore

step (1): shift

step (2): subtract

step (3): result is positive, set quotient bit to 1
step (1): shift

siep (2): subtract

step (3): result is negative, set quotient bit to 0

and 0110, respectively.

P A

00000 1111

gogo1r 111

-00110

00101 1110

00001 1110

00011 110

-00110

-00011 1100

00011 1100

00111 100

-00110

00001 1001

00011 001

-00110

-00011 0010

00011 0010

step (4): restore, The quotient is 0010 and the reminder is 00011.

This division algorithm is called restoring, because if subtraction by b yields a

negative result, register P is restored by adding b back in. It is obvious that it may need

as many as 2n + I cycles to select all the quotient digits, that is, there are n +1 cycles

for the trial subtraction, and there may be additional » cycles for the restoration. How-
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ever, these restoration cycles can be easily eliminated by a more powerful subtraction

division algorithm: nonrestoring division.

2. Nonrestoring Division
The nonrestoring algorithm is:
1. Shift the register pair (P, A) one bit left.

2. Subtract the contents of register B (b,,_;b,,_>by) from register P.

If P is negative,
3.1a. Set the low-order bit of A to 0.
3.2a. Shift the register pair (P, A) one bit left.
3.3a. Add the contents of register B to P.

Else,
3.1b. Set the low-order bit of A to 1.
3.2b. Shift the register pair (P, A) one bit left.
3.3b. Subtract the contents of register B from P.

After repeating this # times, the quotient is in A. If P is nonnegative, it is the remainder.
Otherwise, it needs be restored (i.e., add b), and then it will be the remainder. Note that
the sign of P must be tested before shifting, since the sign bit can be lost when shifting,
Register P must be extended to n + 1 bits in order to detect the sign of P. Therefore, the
implementation of nonrestoring division uses the same hardware as restoring division

(the control is slightly different) but without extra additions.

Take the same example for restoring:

P A
00000 1111 Divide 15 = 1111 by 6 = 0110, B always contains 00110
00001 111 step (1): shift
+11010 slep (2): subtract b (add 2°s complement)
11011 1110  step (3.1a): result is negative, set quotient bit to O
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P A
10111 110 step (3.2a): shift
+00110 step (3.3a): add b
11101 1100  step (3.1a) result is negative, set quotient bit to 0
11011 100 step (3.2a): shift
+00110 step (3.32): add b
00001 1001  step (3.1b): result is nonnegative, set quotient bit to 1
00011 001 step (3.2b): shift
+11010 step (3.3b): subtract b (add 2’s complement)
11101 0010  step (3.1a): result is negative, set quotient bit to 0
+00110 remainder is negative, so do final restore step
00011 0010  The quotient is 0010 and remainder is 00011.

3. Higher-Radix Subtractive Division

Even with nonrestoring division, the speed of quotient formation is seriously lim-
ited by the requirement of an inspection and conditional operation in order to form each
new bit of the quotient. An n-bit quotient requires z-serial addition/subtraction opera-

tions—significantly slower than multiplication.

A good deal of the early literature on division concerned methods of improving
division speed by developing two or more quotient bits per serial addition/subtraction
time. These algorithms use multiple simultaneous subtractions or comparisons to situ-
ate the new quotient bits. The radix-2 member of this class is also called radix-2 SRT
division named by Freiman [44] because it was discovered independently at about the
same time by D. Sweeney of IBM, J. E. Robertson of the University of Illinois [45],
and T. D. Tocher, then of Imperial College, London [46]. Then J. E. Robertson

extended the technique to higher-radix subtractive division [47].

The basis for these algorithms is that multiple trial divisors can be simultaneously
compared with the present partial remainder to determine both the new quotient bits as

will as the next trial divisor action. In order to form n bits of quotient in an iteration
2" —1 equally spaced divisor partitions must be derived. These partitions together with

the two extreme trial divisors, 0 and D, define 2" possible outcomes. Thus, 2" 1 com-

parisons are simultaneously made with the present partial remainder. The smallest par-

tition that has a positive comparison determines the next n quotient bit configuration.

The radix-2 SRT algorithm may be expressed by following equations:
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X', =X,—qD (Eq3.33)
X, . =2X, (Eq3.34)

1+

where D is the divisor expressed in unsigned binary (D = dyd_;...)
X is the partial remainder after i iterations (X = X,X, X, X ;...)
X) is the dividend expressed in 2’s complement
g; is the i’th digit of the quotient (q,9,9,---9,,)
X is the unshifted version of X, ; (X', = X,'X,'X,’X_,"...)

For radix-2 SRT, the resultant quotient is in a redundant signed digit form in
which each digit is selected to be one of +1, -1 or 0. The arithmetic value of the quo-

tient can be evaluated using

m
Q= q,-'2_]- (Eq3.35)
j=0

Given a divisor and dividend within the range [1, 2), it is possible to select a quo-

tient digit such that the new partial remainder always falls within the bounds

1X; .4 =2D. (Eq3.36)

3.1.2 Multiplicative Division

Algorithms of this class first produce a reciprocal of the divisor 1/b, and then the
result is multiplied by the dividend a. Thus, the main difficulty is the evaluation of a
reciprocal. There are two popular techniques of iteration to find the reciprocal [41].
One is the series expansion, and the other is the Newton-Raphson iteration. For the

clarity, these two algorithms are discussed here.

1. Division by Series Expansion

The series expansion is based on the Maclaurin series (a special case of the famil-

iar Taylor series). Let b, the divisor, be equal to I + x and between [0.5, 1.0]:
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2 3 4
S =1l-x+x —x +x —... (Eq3.37)

1__1
b 1+x

Sincex=b-1,and 0.5 = b < 1.0, Eq.3.37 can be factored:

= (1—x)(1+x2)(1+x4)<1+x8><1+x16)... (Eq3.38)

Sl =

Since:

n

2—(1+xn) =1-x,

the two’s complement of 7 - x* is 1 + x”.

This algorithm was implemented in the IBM 360/91 [49], where division to 32-

bit precision was evaluated as follows:
1.(1-x + xz)(l + x4) is found from a ROM look-up table.
2.1-=[1 -0 + 21+ +x)].
3.1 + B is the two’s complement of 7 - £,
4. 1 - x'0 is computed by multiplication (I - x5)(I + x8).
5.1 + x!% is the two’s complement of 1 - 10,
6. 1 - ¥°2 is the product of (I - x%)(1 + x!6).
7.1 + x°2 is the two’s complement of 1 - x°2,

In the ROM look-up table the first i bits of b are used as an address of the approx-
imate quotient. Since b is bit-normalised (0.5 < b < 1), then |x| < 0.5 and |x32| < 2_32;
i.e., 32-bit precision can be obtained in Step 7.

2. Newton-Raphson Iteration
Newton-Raphson iteration is based on the following procedure to solve the equa-

tion f{x) = 0, shown in Figure 3.2 [42]:

+ draw a graph y = f(x)
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+ estimate the root, x; where f(x) crosses the x axis

- the next estimate, x;, ;, is the place where the tangent to f{x) at point (xi, fx;))
crosses the x axis

From Figure 3.2 the equation of this tangent line is:

y—f(x) = flx)(x-x,) (Eq3.39)

This equation has a zero at

f)
" flx)

x=xi+1=x

(Eq3.40)

f(x)

N X
X.

i X+l

Figure 3.2 Newton-Raphson iteration for zero finding.

The above recursive iteration can be used to solve many equations. For division,
A . . : . 1
computing the reciprocal is of interest. Thus, the equation f(x) = P b = 0 can be

solved using the above recursion (where b is the reciprocal) as follows:

f) = 1-b

Then

fo =2

X

At x = x;, Eq.3.40 becomes:
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1/x,—b

X.

o1 B xi+xi—xi2b = x;(2-x,b) . (Eq3.41)

= X.—
l —1/xf

(Eq3.42)

Then the following method could be used to compute 1/b:

1. Scale b to lie in the range 0 < b < I and get an approximate value of 1/bxy = 1.
2. Tterate x;, ; = x;(2—x;b) until reaching an x, that is accurate enough.

3. Compute x,, and reverse the scaling done in step 1.

An example:

Find 1/b where b=0.85 (¢ = error).

xy= 1 g, = 0.017647

x, = 1(2-085x1) 115 &, = 0.02647

x, = 1.15(2-0.85 x 1.15) 1175 &, = 0.00147

x; = 1.175(2-0.85x 1.175) = 1.176 g5 = 0.00047

. . 2 .
The quadratic convergence (i.e. €;, , < &; ) of this method can be proved as follow:

Xip1 = % (2-bx), (Eq3.43)
1
8= p 7N (Eq3.44)
or
1 1-bg,
X = o8 = —p— (Bq3.45)
and
1 1 1-2bx;, + (bx)’
€1 = 5 Xie1 = = [ (2-bx)] = lb —, (Eq3.46)
substituting for Eq.3.45,
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1 —bei 2
1—2b( )+(1—bei)
€iv1 = b = be;; (Eq3.47)
recall that b < 1,
therefore
2
€,,1S€; - (Eq3.48)

The division execution time of the Newton-Raphson approximation can be
reduced by using a ROM look-up table. For example, computing the reciprocal of a 32-
bit number can start by using 1024x8 ROM to provide the 8 most significant bits, the

next iteration will provide 16 bits, and the third iteration produces a 32-bit quotient.

The advantage of iteration is that it doesn’t require special divide hardware, but
can instead use the multiplier (which, however, requires extra control). There are two
disadvantages with inverting by iteration: The first is that the IEEE standard requires
division to be correctly rounded, but iteration only delivers a result that is close to the
correctly rounded answer. In the case of Newton-Raphson iteration, which computes 1/
b instead of a/b directly, there is an additional problem. Even if 1/b were correctly
rounded, there is no guarantee that a/b will be. Take 5/7 as an example: To two digits of
accuracy 1/7 is 0.14, and 5x0.14 is 0.70, but 5/7 is 0.71. The second disadvantage is
that iteration does not give a remainder. This is especially troublesome if the floating-
point divide hardware is being used to perform integer division, since a remainder

operation is present in almost every high-level language.

Normally a divider is not used as frequently as a multiplier. Furthermore, the
divider is used not only for division function, but also as a vehicle for the mixed
dynamic/static approach. Thus, a nonrestoring algorithm is chosen for these purposes.
The main elements of the nonrestoring division are shift registers and a adder/subtract.
Since TDFL is a very low-power, high-density logic family and is compatible with
other static logic families described in Chapter 2, it can be conveniently used for the
shift registers. In the following sections a DCFL based adder/subtracter, TDFL regis-
ters and an 8-bit divider will be discussed as a test bench for the mixed dynamic/static

approach.
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3.2 Analysis of Adder Designs for GaAs VLSI

Conventional fixed time adders are ripple-carry adder, carry look-ahead adder,
carry select adder, carry skip adder and binary carry look-ahead adder. Because the
fastest Silicon adder is based on high fan-in and fan-out capability, and GaAs technol-
ogy is restrained to low fan-in and fan-out as described in Chapter 2. The fastest adder
in Silicon is not necessarily the fastest in GaAs technology. Therefore, in the following
sections various adders are evaluated for GaAs VLSI implementation. The circuits are
based on DCFL gates and are fully optimized in terms of speed, area and power dissi-

pation.

3.2.1 Ripple-carry Adder

The main problem in building an adder for n-bit numbers is propagating the car-
ries. The most obvious way to solve this is using a ripple-carry adder, which is formed

by cascading » full adders as shown in Figure 3.3. The c;,; output of the ith adder is
fed into the c;, ; input of i+ Ith adder. The lowest order carry in ¢y is set to 0. Since ¢y is
zero, the lowest order adder could be a half adder. However, ¢, can be set to 1 to per-

form subtraction later.

@n1 by ana by a; 11; Qo bf
C full | ¢, full | o c full | ¢ full | ¢y
<2 adder |<2| adder |22~ <21 adder | adder [«——o
Sn.1 Sp.2 S1 So

Figure 3.3 Block diagram of a ripple-carry adder.
The full adder is defined by the following logic equations:

s; =abc,+abc,+abc,+abc, = a,®b,dc, (Eq3.49)

C;pq1 = a;b,+bic;+ca,; (Eq3.50)

To implement the full adder in GaAs DCFL, these equations must be represented

by nor and invert functions.

Chapter 3 60



Chapter 3

ri Y

s.=(al.+17.+c_i)+(¢7i+17i+ci)+(¢7i+bi+c_i)+(7;i+bi—+ci), (Eq3.51)

i

¢io1 = (a;+b) + (b;+c) +(c;+a). (Eq3.52)

From Eq.3.52, there are two logic gates involved in computing c;,; from c;.
Thus, if the least significant bit generates a carry, and that carry gets propagated all the
way to the last adder, the ¢ signal will pass through 2n logic gates before the final gate

can determine whether there is a carry out of the most significant place. Therefore, the
ripple-carry adder is a slow but cheap adder. It can be built with only #n simple cells,

connected in a simple, regular way.

3.2.2 Carry Look-ahead Adder

The ripple-carry adder requires 2n logic gate delays because the carry bit has to
ripple through all » full adders. A Carry look-ahead adder (CLA) avoids the 2n logic

gate delays by accelerating the computation of carries using a treelike circuit.

The key observation is that in ripple-carry addition, for i = 1, the full adder FA;
has two of its inputs, namely a; and b;, ready long before the carry-in c; is ready. The

idea behind the carry look-ahead adder is to exploit this partial information. The goal is

to represent c; in terms of a; and b,. To accomplish this, take a 4-bit slice as an example

to derive its equations.

The general carry equation Eq.3.50 can be rewritten as [43]:

c =ab,+c;(a;,+b)). (Eq3.53)

i+1

This general equation for the carry can be verbalized further as follows: there is a
carry into the i+ /th stage if a carry is generated locally at the ith stage or if a carry is
propagated through the ith stage from the i-Ith stage. Carry is generated locally if both

a; and b; are ones, and it is expressed by the generate equation:

g = al.b..

4

(Eq3.54)
A carry is propagated only if either a; or b; is one, and the equation for the propagate

term is:

p, = a;+b,. (Eq3.55)
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Substitute the generate and propagate equations in Eq.3.53, the carry equations

are functions only of the previous generate and propagate terms:

€1 = 8ot PoCo>

62 gl +p1C1.

Substitute ¢; into the ¢, equation (in general substitute c; in the c;, ; equation):

€y = 811 P89 T+ P1Poo>

C3 = 8t PyC) = 8,1 P281 1 PP 180t P2P 1Py o>

C4 = 831 P38, 1 P3Pr81 Y P3PrP18o t P3P2P1PoCys

therefore, the general equation of carry look-ahead addition is:

Ciy1 = 8;+Pi8i_1tPP;_18i_2t .- +*DPP;_1---PoCo- (Eq3.56)

Above equations implies that a carry look-ahead adder requires one logic gate
level to form p and g, two levels to form the carries, and two for the sum, for a total of
five logic gate levels, if it were not limited by fan-in and modularity. This is a vast
improvement over the 2n levels required for the ripple-carry adder. Unfortunately, the
fan-in is a serious limitation since for n-bit look-ahead the required fan-in is », and
modularity requires a somewhat regular implementation structure so that similar parts
can be used to build adders of differing operand sizes. The latter modularity require-
ment, in fact, is what distinguishs the CLA algorithm from the Brent & Kung algorithm

to be discussed in the next section.

The solution of the fan-in and modularity problems is to have several levels of

carry look-ahead. This concept is illustrated by rewriting the ¢, equation (assuming

fan-in of 4, or 5 if a ¢, term is required):

— ' ’
€4 = 8y tPg o>

where g, = 8, + P38, +P3Py81 +P3P,P18y> and py' = p3p,pipycy-
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Notice the similarity between the new c4 equation to that of c;. Similarly, the

equation for c5 and ¢4 resemble those for ¢ and c;.
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Figure 3.4 The logic diagram of a 4-bit CLA.

These equations should be transformed into their equivalent nor gates and invert-
ers for GaAs DCFL implementation. The logic diagram of a 4-bit slice carry look-

ahead adder is illustrated in Figure 3.4. Figure 3.5 shows another possibility using 4-bit
CLA blocks to form an n-bit adder.

a a a a
1 b,;  Gnq b,y 3 by 4o by 1 b; ol by
Cn 4-bit Cnyg Cg 4-bit Cy 4-bit Cy
- CLA -  cesess -f—————— CLA -t CLA il —
Sp-1 84 83 So §3 So

Figure 3.5 An n-bit adder built using the 4-bit CLA adders.
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3.2.3 Brent & Kung Algorithm (Binary Carry Look-ahead Adder)

As mentioned in the previous section, the Brent & Kung Algorithm can be used
to meet the modularity requirement for a CLA. The Brent & Kung adder, also called
the Binary Carry Look-ahead Adder, like the CLA is based on parallel computation of
the carries. It uses an associative operator “o0” to compute the carry signals in a binary

tree structure. The function of “o” is defined as follows [59]:

(g;p)o(g’,p') = (g+(p-g),p'p) (Eq3.57)

where g, p, g’ and p’ are boolean variables.

The carry signals are defined as:

¢; =G, for i=12,...,n (Eq3.58)
where
(g,P1) if i=1,
(GiaPi) = . . (Eq3.59)
(g,p)o(G;,_1,P;_;) if 2<isn,
and
(G,P) = (g,p)o(8g;_1»P;_1)0---0(81>P;) - (Eq3.60)

Using Eq.3.58 to Eq.3.60, c; can be evaluated in any order from the given g;’s and
p;’s. In other words, identical circuit elements can be arranged in a binary tree structure

to implement the carry bits.

This can be illustrated in the following for an 8-bit binary carry look-ahead

adder:

€1 =8

C; = 8,tP,' 8,

C3 = 83%P37C

Cy = 841 Py 831 DPyP3C)
Cs = 85+ D5 " Cy
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Cc = 861 P 851 PgPsCy

agby  aghg a;b;
: | |
gp ' '
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block ( ; ( y ( :
\ | l
I I I
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Eafey L |
generate< C (
block ? .. ?
] I I
I 7/ / I
C8 e ( 7 C] /(j Co
block
So Sg Sy
aibi Pin8in . Pin
: e ' Ci
I I
P8 Po8o Po8o PoSo sum
pi=0a;®b; Po=PinPin |Po=Pin 80780 | Po=Pin Ci-1 = 8o
gi=a;" b 86 =Pin" 8 int8in | 80=Pin" 8 in*8in 80 =80 S; =Pin @ C;_1
pg cell black cell grey cell white cell sum cell
Figure 3.6 The block diagram of a 9-bit binary carry look-ahead adder.
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The complete structure of a 9-bit binary carry look-ahead adder is illustrated in
Figure 3.6. The similarity in the equations above results in a simple regular carry gen-
erator block consisting of only three cells, namely, black cell, grey cell and white cell.
The black and grey cells perform the “o” operation and the white cells just transmit the
data. The functions performed by each cells are also illustrated in Figure 3.6. The vari-

ables g;” and p;” are the g;’s and p;’s from the previous stage. The pg blocks, like the
CLA, generate the g;’s and p;’s to the carry generator block and the sum blocks perform
the xor function on the carries c; and the propagate signals p; from the pg blocks to gen-

erate the sum.

Figure 3.7 shows the logic diagrams of the cells in Figure 3.6. All the circuits are
implemented by DCFL nor gates and inverters. SDCFL logic gates are used for driving

large fan-out.

a —
b Di
11 ’

pg cell
g - 3 -
_m Dc g 8in Dc g,
in
g in E in
Iz in —4):>Q—DCF—P0 &in
black cell grey cell
I_7in B
—1 5
Ci1 |
sum cell

Figure 3.7 Logic diagrams of the cells of binary carry look-ahead adder.
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3.2.4 Carry Select Adder

The principle of a carry select adder (CSA) [56] can be described as follows:
Two additions are performed in parallel, one assuming the carry in is zero and the other
assuming the carry in is one. When the carry in is finally known, the correct sum
(which has been precomputed) is simply selected. An 8-bit carry select adder is illus-
trated in Figure 3.8. The 8-bit adder is divided into two half blocks, and the carry out
from the lower half is used to select the upper half. If each block is computing its sum
using a ripple carry adder as shown in Figure 3.8, then the design is about twice as fast
at 50% more cost in area. Each block can also use CLA or any type of adder to further
speed up the addition, but at more cost. The logic diagram of the multiplexer used in
the CSA is illustrated in Figure 3.9. In Figure 3.9, c is the select signal, when ¢ = 0,

output signal m = my), otherwise, m = m;.

a7b7 a6b6 a5b5 a4b4 a3b3 azbg albl a0b0

T TR R VY

4-bit ripple carry adder <0 4-bit ripple carry adder |= Cin

s S S
4-bit rjpple carry adder <1 5 2 1 So
Y | YY VYV
muxes . Cy
Sz Sg Ss S4

Figure 3.8 A simple carry select adder.

my

Figure 3.9 The logic circuit of a mux used in CSA.
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3.2.5 Carry- Skip Adder
From Eq.3.50 it is clear that c;,; is dependent on ¢;, and the sum of two n-bit

numbers is not achieved until the n-1 bit carry out is known. However, it is worth not-

ing that if a; and b; are the same (i.e. a; ® b; = 0), there is no need to know c; in order to

know c;, ;. That is:
If a;=b;=0,thenc;,; =0;
If a;= bi = 1, then Ciy1 = 1.

Thus, an adder can be designed which is divided into several blocks, where a special
circuit associated with each block detects quickly if all the bits to be added are differ-
ent, in which case carry into the block will propagate to the next block otherwise it

won’t. The adder based on this principle is called carry-skip adder.

Figure 3.10 illustrates a carry-skip adder with each block being a ripple carry

adder. The inputs of the and gates come from the exclusive or (a; @ b;) gate of each full

adder [63].

a3b3 azbz a,b, aobo

FA |FA |FA [FA

Figure 3.10 A carry-skip adder using multiplexers.

- If for each cell in the block a; = b;, then the output of the and gate is true, carry
in can be selected to skip over the block.

«If a; = b; for some i in the block, a carry is generated in the block (whether 1 or
0).

It is noted that if each block has a cell i such that a; = b;, no block is skipped, but

in each block, a carry is generated; thus, the carries are propagated in parallel and the

Chapter 3 68



—{_|

Chapter 3

total time of computation is bounded by the time of propagation of a carry in the largest

block.

Figure 3.10 is called first level skip. By combing first level skips a second level
skip can be made, and a third level skip can be obtained over second level skips and so
on [66]. Figure 3.11 illustrates a three level carry-skip adder. The multi-level carry-skip

adder has a better speed performance at a little more cost in terms of area and compli-

cation.

o

first level skip

second level skip

third level skip
Figure 3.11 A three level carry-skip adder.
aysbys apzbrz anbn agbg azb; agby azbsz azby arby aghy
cr2 Cg ¢4 [ in
FA |FA |FA |FA FA |FA |FA |FA FA |FA |FA [FA FA |FA |FA |FA

) ) ]

Figure 3.12 A carry-skip adder using or gates.

Figure 3.12 shows another version of carry-skip adder using or gates instead of
muxes as shown in Figure 3.8 [41]. Because of the AOI structure discussed in 2.2.3, an
or function is easy to build between DCFL logic gates, and it is fast and more compact,
while it is difficult to build a mux in GaAs, compared to CMOS. Thus, Figure 3.12 is a
better solution than Figure 3.10. Note that the inputs of the and gates come from or

gates (a; + b)) instead of from xor gates (a; @ b;). The and gates are implemented by

DCFL nor gates and inverters.
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Assuming one gate delay is d, then it takes 2d for a signal to pass through a full
adder. Thus, it will take 2kd for a carry to ripple across a block of size k, and 24 for a
carry to skip a block. The longest signal path in the carry-skip adder starts with a carry
being generated at the Oth position. Then it takes 2kd to ripple through the first block,

takes gkd—Z to skip blocks (on average), and another 2kd to ripple through the last

block. Take a 24-bit adder for example: If it is broken into groups of 4-bit, it will take
24d gate delay to preform an add. If it is grouped into 4-5-6-5-4, then the time of the
adder drops to 22d. In general, for a carry-skip adder, making the interior blocks larger
will speed up the adder. In fact, the same idea of varying the block sizes can sometimes

speed up other adders as well.

3.2.6 Performance Comparison of Different Adders for GaAs VLSI

The adders described in the previous sections were implemented using Vitesse H-
GaAs-II 0.8um Technology. GaAs DCFL nor gates and inverters were used to perform
logic functions, SDCFL gates are used to drive large fan-outs. MAGIC, a full custom
layout tool, was used to draw the layouts. A full HSPICE simulation was carried out to
obtain the characteristics of speed and power consumption. The performance in terms
of speed, area and power consumption is the basis for selecting a particular adder type

for GaAs VLSI.

Figure 3.13 to Figure 3.15 show the adders’ delay, area and power consumption
against the number of bits where the CLA uses the structure shown in Figure 3.7. For a
small number of bits, the binary carry look-ahead adder has the best performance. For
adders exceeding 8 bits in width, the carry select adder is the fastest adder with moder-
ate area. This is because SDCFL is used as driver which can drive a large number of
multiplexes. However, SDCFL also brings the highest power consumption. For a large
number of bits, if the speed is the main concern, the Carry Select Adder is the right

choice; if power dissipation is the main concern, the carry-skip adder can be used.
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Figure 3.15 Power consumption against number of bits.

3.3 An 8-bit Serial Dynamic/Static Divider

3.3.1 The Structure of the 8-bit Divider

The block diagram of the 8-bit divider is illustrated in Figure 3.16 where clk is

used to shift data, R is used to start the division, ctr,, ctr, and ctr, are control signals

used to load or shift data for register A, B and register P, respectively. xor gates either

pass the value of register B or B to the adder/subtracter.

3.3.2 The Adder/Subtracter

From the discussion in previous sections it can be seen that for the addition of a
number with a small number of bits, the binary carry look ahead adder has the best
performance. An 8-bit nonrestoring divider was to be implemented to test the mixed
GaAs dynamic/static approach, thus, a 9-bit binary carry look-ahead adder was chosen.
The block and logic diagrams are shown in Figure 3.6 and Figure 3.7, respectively.

Figure 3.17 shows the worst case delay of this 9-bit binary carry look-ahead adder from
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HSPICE simulation results. The worst case occurs when all the inputs of a are high, all

the inputs of b are low, and a carry in signal c;, is from low to high which causes the

carry out signal cq from low to high. Note that c¢- is the complement of the carry out of

the most significant bit cg. The bottom graph shows the power consumption of the

adder is about 25.4mW with 2V power supply.

Control Signal/Clock Generator

a, ay as as ay as as az
e, 4 444§y oy
< L Reegister A
> f
il gl egister|P
T Pz P7 Pe PSRI P. P3 b2 P
A A A [} A A A [}
v / \ L Y L Y L
9-bit Binary Carry Look-ahead Adder
’|T T T T T T T 1T
Ct?‘b _
o Register|B
ad o b b b b & 4 d

Figure 3.16 The logic architecture of the 8-bit divider.
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Obtaining a two’s complement number involves complementing each bit and
then adding 1. Thus, to implement a - b using an adder, simply feed a and b (where b is
the number obtained by complementing each bit of b) into the adder, and set the low-

order bit to 1. This is why a carry in signal c;, is needed in the adders discussed.

v = e s B = BLCYB.TRO
5 B00.0M = - Ao
L = = &
s 500.0M = =
L 400.0M = =
I = —
N 300.0M 2 3
20 07, O M S Ay o A a s =
= | | | | v ) a
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Figure 3.17 The hspice simulation results of the 9-bit binary carry look-ahead adder.

3.3.3 TDFL Based Registers
1. Why Use TDFL Registers?

+ Suitable for the mixed dynamic/static approach

Figure 2.20 shows that TDFL logic levels are compatible with DCFL and other static
logic families described in Chapter 2. In fact, the output of a TDFL gate can drive the
input of a DCFL gate through a pass transistor, and the output of a DCFL gate can be
directly connected to the input of a TDFL gate.

+ Low power and high density

One can see from 2.2.5 that shift registers can be made easily by cascading TDFL
inverters. TDFL shift registers have the advantages of low power and high density. The
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latter can be seen from the layout of these two registers drawn in the same scale as

shown in Figure 3.18; The former can be seen from Table 3.1 which displays a compar-

ison between DCFL register and TDFL register. Compared to a DCFL register a TDFL

register can save 82% of the area and use only 6% power dissipation. Figure 3.19

shows the HSPICE simulation results of a 8-bit TDFL shift register operated at 1Ghz

clock. It can be seen that after 8 clock cycles, the high input voltage Vpy shifts to the

output of the 8th shift register (Vyg).

scale: 0.040000 (1016X

D

Size: 162 x 92 microns

A\

A

31.6 um

162 pm

Figure 3.18 The layouts of a DCFL and a TDFL shift register

Table 3.1Comparison of DCFL and DCFL registers.

46.4 pm

transistors area (wm) delay (ns) power dissipation (mW)
DCFL register 27 7516.8 1.17 1.8
TDFL register 16 1415.7 1.0 0.1
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Figure 3.19 The HSPICE simulation results of a 8-bit TDFL shift register.
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2. TDFL Shift Register A

Register A in Figure 3.16 requires both serial and parallel inputs and outputs.
These was done for TDFL registers by adding pass transistors at the input. When data
is loaded in Register A, the next clock can’t arrive until the 9-bit addition/subtraction is
finished. Since it takes about 2ns to add two 9-bit integers for the binary carry look-
ahead adder as shown in Figure 3.17, the TDFL registers need to refresh the data or use
low frequency clock. Because clock is used to shift data, the low frequency will affect
the total speed of the divider. Thus, a pass transistor is added between input and output
of the registers to refresh the data until the addition is completed. The schematic dia-
gram of register A is illustrated in Figure 3.20, and the layout is shown in Figure 3.21

with signals defined as follows:

Vin_s—serial input, philh—shift data,
Vin_p—parallel input, philh—refresh data, ctrg
Vo2—serial output, philSa—control signal for parallel input data,
Vo_p—parallel output, phil [phi2—nonoverlapping clocks.
Vdd
phil ——[[ phi2
Vo2
phi2
philh-
philh |
Vmﬂs — —-[ VO_p

philSa
GND

Vin_p
Figure 3.20 Schematic diagram of register A.

A_repeil seale: 0.120000  (3048X)  Size: 65 x 50 microns .
E—_:,_.I.nu)n 5 I—_..-.—-_.47 —————— —— _‘jmm:—‘]—_
== i 3

[pith. S

=
!.::D“f.:: -

Figure 3.21 The layout of register A.
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3. TDFL Shift Register P

Register P is very similar to register A except register P needs a clear function to
clear the register before addition. This was done by connecting a pass transistor
between output to ground as shown in Figure 3.22. The layout of register P is shown in

Figure 3.23 with the signal definition similar to register A where control signals clr,,

are philh, philh-, philSp and clr is the clear signal.

Vdd
phil ——[[ phi2 -b[[
Vo2

phsz[[' Vol ) [[

philh- ph"'} Phllh‘

i phi2 clr [[
pnt

Vin_s —%—-’[

philSp
GND

Figure 3.22 The schematic diagram of register P.

——— |
TG A et

Figure 3.23 The layout of register P.
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4. TDFL Shift Register B

Register B doesn’t need to be shifted, thus, it has only one input v, ,, and philh-
is used to refresh the data (together with shift data signal philh are the control signal
ctrp) as illustrated in Figure 3.26. However, the output of register B v, , needs to con-
nect to a xor gate which either passes input value B to the adder/subtracter or acts as an
inverter to deliver B to the adder/subtracter. Exclusive-or (xor) gates can be constructed
using three TDFL nand gates and one DCFL nand gate [68]. This kind of xor gate does
not have too much advantage over DCFL and is less reliable, so a DCFL xor gate is

used. Figure 3.25 shows the layout of register B with a DCFL xor gate.

Vdd
phil—bl]: phi2
Vo2
hi2 Vol
ohithe T <) phil -w|| philh-
philh : P
Vin_s —p- ——>|: Vo_p
GND

Figure 3.24 The schematic diagram of register B.
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Figure 3.25 The layout of register B connected to a DCFL xor gate.
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3.3.4 The Control Circuit and The Clock Generator

1. The Control Signals

Referring to the architecture of the 8-bit divider shown in Figure 3.16, inv2 and

inv3 are DCFL inverters, while invl and reg are a TDFL inverter and register. The

schematic diagrams of invI and reg are illustrated in Figure 3.26(a) and (b), respec-

tively. Figure 3.27 shows the required timing diagram of the control signals with con-

philh = philset.

trol signals philSa
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Figure 3.26 The schematic diagram of (a) inv1, (b) reg.

@

v

L}
L T T T O T T S T O T T T T O T I Y

R
LI T O T O O O }

L T I A O R B B B O
O = RS gt O ot IO PO o O e O T 1

phil

LI EY
i

M N

Figure 3.27 The timing diagram of control signals.
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The control signals are generated by a 6-bit ring counter shown in Figure 3.28.
The structure is simply a TDFL shift register with each serial output connected back to
the next serial input. The first element in the counter is initially set to logic 1 and the
remaining elements are set to logic 0 as shown in Figure 3.29 (a) and (b). This is then
shifted. Since the voltage level of the clock is from -1.6v to Ov, a negative voltage sup-

ply Vi, = -2v and voltage level shift diodes are needed as illustrated in Figure 3.30.

phi2
" phi
philSp
|i 1(0]0 clr
010 0
\—_‘\/_—’
TDFL counter

Figure 3.28 Control circuit block diagram.
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phil phi2 ]]46 7 phil

GND GND

(@) (b)

Figure 3.29 The schematic diagram of TDFL shift register with (a) clear function (b) preset function.
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Figure 3.30 The schematic diagram of the special nor gate.
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2. The Two Nonoverlapping Clock Generator/Driver

Figure 3.31 illustrates the clock schematic diagram for the generation of two non-
overlapping clock signals from a single clock input. The clock generator consists of
three stages. The first stage has the normal DCFL nor gates and inverter. The second
stage has SBFL inverters as the interface between the first stage and the driver. The last
stage is the clock driver. Since the capacitive load is around 600 fF (from layout extrac-
tion), the clock driver consists of a large SDCFL inverter and a large modified SBFL
inverter. The detailed size of the driver is shown in Figure 3.32. The HSPICE simulated
results of the control signals and the clock generator are shown in Figure 3.33. These
results are simulated with typical-typical (tt) process parameters at 1Ghz. The simula-
tion shows that the generated control signals and the nonoverlapping clocks meet the
requirement of the 8-bit divider, as shown in Figure 3.27. However, when circuits
become large, for example, for 64-bit double precision floating point divider, the clock
skew for TDFL will be a problem. Therefore, it is suggested that the TDFL gate or the

mixed static/dynamic logic should only be used locally.

clk Dc i>o I>o—pki2
[>o [>o [>o—phil

e —~
DCFL gates SBFL inv driver

Figure 3.31 The schematic diagram of the nonoverlapping clocks generator.
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Figure 3.32 The schematic of the clock driver.
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Figure 3.33 The simulated results of the control signals and clock generator.

3.3.5 Simulated Results for the 8-bit Divider

The HSPICE simulated results of the 8-bit divider are shown in Figure 3.34 with
1t process parameters using the same example of 15/6 as used in the beginning of this
Chapter. The graphs in Figure 3.34 from second bottom to top one show the quotient
VIAB_7/vo_p)*V(AB_1/vo_p), V(AB_O/vo_p) = 00000010 which is the correct
answer. The last graph is the power consumption which is only 0.35mW on average. It
can be seen that the delay of the 8-bit divider is 49ns with 1GHz clock. The floor plan
of the 8-bit divider is illustrated in Figure 3.36. Figure 3.36 shows the layout of the

divider using GaAs compatible 1/O pads [69]. The area of the die is 0.31 mm?.
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Figure 3.34 The HSPICE simulated results of the 8-bit divider.
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Figure 3.35 The 8-bit divider floor plan.

Figure 3.36 The 8-bit divider layout.

3.3.6 Process Spread

From Figure 3.34 it can be seen that the divider works as expected at typical
process parameters. However, it is good design practice to ensure that a circuit will

work for process spreads ranging from ss2 to ff2, corresponding to approximately 95%
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of cases on average. That is, if a manufactured circuit is randomly selected from a large

sample, there is 95% chance that the circuit will work.

The divider was tested over a range of process spreads: ss2, ssi, #, ff1, [f2. It was
found that both fast modes performed correctly, but both the slow modes failed. When
the slow modes failed, it was the TDFL registers that lost information. The stages

appeared to be impaired when it came to discharging an output to ground.

In order to understand the means by which the divider circuit failed for slow-slow
process spreads, it is necessary to consider the operation of an isolated TDFL shift reg-

ister stage under these conditions.

GND
Figure 3.37 Schematic of the TDFL shift register.

Under slow-slow conditions, threshold voltages for both enhancement and deple-
tion devices are increased. For example, for ss2 at 75°C the efet threshold voltage has

changed from 0.227V to 0.327V, and the dfet threshold voltage has changed from
—0.798V to —0.6V . Referring to Figure 3.37 on the precharge phase, the node vol will
be precharged to V,;, minus the dfet threshold voltage, |V,,]. If the input to the gate of

transistor T is a logic high, then the transistor will be turned on. On the evaluate phase,
the depletion device T3 will turn on, but later than normal, due to the higher |V,4|. Once
it is turned on, then the node is discharged to ground through T, and T3. However, in
this situation, transistor T is in saturation (Vg > V,, - V), and so Eq.2.10 is applicable:

w
I,,=B; —- (V,,— Vte)z- (1+A,-V)) - tanh (a, - V). Since V,, has increased,

e

then the saturation current through transistor T, to ground will be less. Nearing the end

86



Chapter 3

of the evaluate phase, the depletion transistor T3 turns off earlier as well. Thus, slow

transistors have effected the circuit in two ways:

- Effectively shortened the evaluate phase (effect on dfers),
- Impaired ability to sink current (through the efet).

The result is that node vol may not able to discharge to the logic low level of the next
stage and the circuit will fail. This problem would become worse for less ideal clock
signals. The greater the rise and fall times of the clocks, the less current is available to

discharge node vol.

The effect of process spread can be modelled in HSPICE by the following for-
mula [27]:

Vip = V,u+ (GAMDS xV,) + (K, (V) — (TCV x AT) (Eq3.61)

where

V., = nominal threshold voltage,

GAMDS = multiplication factor to account for bias dependence,

K;(Vgg) = functional relationship for the backgating effect,

TCV = temperature coefficient of threshold voltage.

Since TDFL uses a negative voltage to generate negative clocks, therefore the

backgating voltage Vgg = 0.6 - Vo = 0.6 - 1.5 = -0.9V. This negative backgating volt-

age together with temperature variation will make slow transistors even worse.

There are two ways to solve the problem, one is using lower clock frequency,
another is increasing the width of transistors. Clearly, to increase the saturation drain to
source current of the efer during the discharge of node vol, it is necessary to increase
the width of the transistor. It may also be necessary to increase the width of the dfet in
the pull down path, since this increased current also needs to flow through the dfet.
Note that as a penalty for increasing transistor width, the parasitic capacitance of each
transistor is also increased. This extra capacitance tends to slow down the operation of
the circuit, requiring an extra current to be supplied to charge them. The final optimized

transistor size of register A is illustrated in Figure 3.38 which has similar sizing to reg-
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ister P and B. Note that the transistors in the second inverter are slightly wider than
those in the first as they must drive the large load of the parallel outputs. The TDFL
registers worked correctly at ss2 with a clock frequency of 750MHz, while they can

work at up to 1.4 GHz for ff2 process parameters.

vdd
Phil-w-[1.2/20 phi2 ’[[1.2/4.0
Vo2
hi2 Vol
hilh- p—-l]}.z/z.o phil —>|]:1.2/4.0
h[.Jl A 12720 phi2 philh=s|| 1.2120
_..p ll_Ll_ ; _%__[
Vin_s |:1.2/4.0 1.2/6.0
N 1.2120 1.212.0 ) Vo_p
philSa
“ 1.2/2.0 GND
Vin_p

Figure 3.38 The transistor sizes of register A.

3.4 Summary

A variety of dividers and adders were examined, an 8-bit nonrestoring divider
was implemented based on a mixed dynamic/static approach. The design of the divider
had shown that it is possible to accommodate the deficiencies of TDFL, so that the
advantages it provides in terms of area saving and low power consumption can be
exploited. TDFL is well suited to shift register applications. DCFL allows the imple-

mentation of static logic functionality, with the ability to drive moderate loads.

The divider showed to operate at 1GHz clock frequency at typical typical

processing parameters. The associated power dissipation from Vpp at this frequency

was 0.35mW on average including the static adder/subtracter part. The work in this
chapter showed this mixed dynamic/static approach was very promising for GaAs
VLSI circuits. However, the sensitivity of TDFL to variations in process spread and
clock skew are of some concern, since they impair the evaluation phase of the circuit.
By operating at a lower clock frequency the problem may be circumvented, but further
investigation of transistor sizing may yield improved robustness. It is recommended
that TDFL only be used localized where process spread and clock skew are under con-

trol.
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CHAPTER

4

A 32-bit IEEE Floating Point Multiplier

High-speed and high-precision computation are desired for the GaAs Core Proc-
essor and many digital signal processing and image processing applications. Floating
point computation is most suitable for these applications because it maintains high pre-

cision operation over a wide dynamic range.

From Chapter 1, it was seen that a floating point multiplier is the most important
element in the GaAs Core Processor. It also requires for single-clock-cycle operation.
Furthermore, if a multiplicative divider is used the multiplier will be shared with the
divider. In this case, a fast floating point multiplier greatly influences the entire opera-

tion of the GaAs Core Processor.

In this chapter, a 32-bit IEEE floating point multiplier is described, which is fast

and suitable for implementation in GaAs technology.
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4.1 The IEEE Floating Point Standard

4.1.1 Introduction

There are a number of ways to represent nonintergers. One is to use fixed point
numbers where the number is written as an integer string of digits and the radix point is
a function of the interpretation. Addition of two such numbers can be done with an
integer addition, whereas multiplication requires some extra shifting. The problem with
fixed point arithmetic is the lack of dynamic range. The GaAs Core Processor places
the highest demands on computer arithmetic performance, and especially on the large
dynamic range of numbers used in Solid Modelling Applications. The dynamic range

of a fixed point number system is simply inadequate.

Other representations that have been proposed involve storing the logarithm of a
integers (a, b) to represent the fraction a/b [41]. However, there is only one noninteger
representation that has gained widespread use, and that is the floating point representa-
tion. In this system, a number is divided into two parts, an exponent and a significand.
The choice of significand and exponent wordlengths together with sign conversion is
entirely arbitrary. There are several different floating point formats [69][71], among
them, IEEE standard 754 [72] was an attempt to provide a practical floating point
number system that would force floating point calculations performed on different
computers to yield the same result. Because of its rapidly increasing acceptance, in this

Chapter only IEEE floating point format is discussed.

4.1.2 IEEE Floating Point Format

The IEEE floating point standard specifies the representation of floating point
numbers, rounding and exception handling for each of the floating point operations.
IEEE floating point numbers consist of three parts: a sign bit, an unsigned exponent
with a fixed bias, and a significand which consists of an explicit or implicit leading bit

the left of its implied binary point and a fraction field to the right.

The standard specifies four precisions: single, single extended, double, and dou-
ble extended. The properties of these precisions are summarized in Table 4.1. The first
row gives the number of bits in the significand. The blank boxes are unspecified param-
eters. The format for 32-bit single precision numbers is illustrated in Figure 4.1. The

value of a normalised number in this format is given by:
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n= (12" (1 (Eq4.1)
where s, e and fare the 1-bit sign, the 8-bit exponent biased by 127, and the 23-bit frac-
tion, respectively. (1.f) is the 24-bit mantissa consisting of an implied leading “1” and
f. So the range of the mantissa is 1 < (1.f) < 2. The exponent is a signed number repre-
sented using the bias method (as explained in Chapter 3) with a bias of 127. The term
called exponent field is used to mean the unsigned number contained in bits one
through nine and exponent to mean the power to which two is to be raised. (In the
standard these are called the “biased exponent” and the “unbiased exponent”, respec-
tively.) The fraction represents a number less than one, but the significand or mantissa

of the floating point number is one plus the fraction part.

Table 4.1 Format parameters for the IEEE 754 floating point standard.

Chapter 4

Single Single extended Double Double extended

p (bits of precision) 24 =32 53 =64
E,. 127 = 1023 1023 = 16383
E. i -126 =-1022 -1022 =-16382
Exponent bias 127 1023

S e f

R Y ! "
1 8 23

Figure 4.1 Format for IEEE single precision floating point number.

In Table 4.1, the range of exponents for single precision is —126 to 127; accord-
ingly, the exponent field ranges from 1 to 254. The exponent fields of 0 and 255 are
used to represent special values. When the exponent is 255, a zero fraction represents
infinity, and a nonzero fraction represents a NaN (Not a Number). When the exponent
field and fraction are zero, then the number represented is zero. Because ordinary num-

bers always have a significand greater than or equal to 1—a special conversion such as

min

this is required to represent zero. In IEEE standard, numbers less than 1.0 x 2™ are

represented by shifting their fraction part to the right (hidden bit = 0). This is called

mir

gradual underflow. Thus, as numbers decrease in magnitude below 2° ', they gradu-
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ally lose their significance and are only represented by zero when all their significance

has been shifted out.

4.1.3 IEEE Rounding Modes

Another feature of the IEEE standard with implications for hardware is the
rounding rule. IEEE standard 754 stipulates four rounding modes, which are round to
nearest, round toward 0, round toward +o and round toward —. The default is round

to nearest, which rounds to an even number in the case of ties. For example, in a float-

ing point system using base 10 and two significant digits, 4.1 x 0.5 = 2.05. The result
2.05 should round to 2.0, not 2.1.

4.1.4 Floating Point Multiplication

Floating point multiplication is much like integer multiplication. Because floating
point numbers are stored in sign-magnitude form, the multiplier needs only deal with
unsigned numbers (although later it can be seen that Booth recoding handles signed

two’s complement numbers easily).

According to Eq.4.1, the values of a multiplicand X (normalized number) and a

multiplier Y are described as:

s e —1

X = (02" g,

Y= (0”227 ).

Then the product P = X - Y becomes

s (ex+ey—127+a) -127

P=(-1)*""2 (LF) (LFY] -2

where “a” results from post-normalization:
a=0 0= (L.f) - (l.fy) <2,
a=1 2s (L.f) - (l.fy) <4.

If the fractions are unsigned n-bit numbers, then the production can have as many

as 2n bits and must be rounded to a n-bit number. P’s mantissa of 2n bits can be divided
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into the most significant n+1 bits and the least significant n-1 bits. The least significant
n-1 bits act as information for rounding and are represented by round bit R and sticky
bit S. The R becomes the msb of the least significant n-1 bits, and S is the boolean or

value of the least significant n-2 bits.

Besides multiplying the fraction parts, the exponent fields must be added, and
bias then subtracted from their sum. However, detecting overflow and underflow is
slightly tricky. Consider the case of single precision. The exponent fields must be
added together with -127. If the addition is done in a 10-bit adder, -127 =
1110000001,, and overflow occurs when the high-order bits of the sum are 01 or if the

sum is 0011111111. Underflow occurs when the high-order bits are 11 or the sum is
0000000000. Alternatively, the addition can be done using only an 8-bit adder. Simply
add both exponents and —127 = 10000001,. If the high-order bits of the exponent fields

are different, no over/underflow is possible. If the high-order bits are both 1, the result
has overflowed if it has 0 in the high-order bit or if it is 11111111. If both the exponents
have high-order bits of zero, underflow has occurred if the sum has a high-order bit of

1, or if the sum is 00000000.

Since the mantissa typically have much longer wordlengths than the exponents,
the main constraint on the speed of the floating point multiplier will be computation of
the product’s mantissa which consists of an integer multiplier array and a final addition
and rounding stage. The following sections will discuss these two important stages in

detail.

4.2 Integer Multiplication Algorithms

The most basic form of multiplication consists of forming the product of two pos-
itive binary numbers. This may be accomplished through the traditional “grade-
school” multiplication algorithm also called “shift and add” algorithm. Figure 4.2

illustrates the computation of the 2n-bit product P = (03,1, P2,-» -+ Pg) of two n-bit
numbers X = (x,,_5, X2 --» Xg) and Y = (v,,.1, Y2, -+ Yp)- To perform the multiplica-
tion, the bits of ¥, from y, up to y,_;, need to be examined. For each bit y; with a value

of 1, X is added into the product, but shifted left by i positions. For each bit y; with a
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value of 0, 0 is added into the product. Thus, letting pp @ x-y;: 2 , the product will

be:

n-1

P=XY-= Epp(l). (Eq4.2)
i=0

where each term pp(i) is called a partial product. There are n partial products to sum,

with bits in positions 0 to 2n — 2. The carry-out from the highest bit yields the final bit

in position 2n - 1.

1 1 1 0 = X
1 1 0 1 = Y

1 1 1 0 = O

0 0 0 0 = M

1 1 1 0 = @

1 1 1 0 = O
1 0 1 1 0 1 1 0 = P

Figure 4.2 The “grade-school” multiplication method.

There are a number of techniques that may be used to perform multiplication, e.g.
serial form, serial/parallel form, parallel form or array form. In general, the choice is
based on factors such as speed, throughput, numerical accuracy, and area. A variety of
multiplier architectures are available for GaAs implementation [83]. The speed advan-
tage of GaAs is best exploited by array architectures [56]. In this section the most
widely-used array multiplication techniques will be presented, starting with a simple
linear-time array and then develop the multiplier design to cover the modified Booth’s
algorithm, carry save array, modified carry save array and Wallace tree methods. The
section will conclude with examination of speed and circuitry needed for IEEE stand-

ard floating point number multiplication.

4.2.1 Simple array multiplier

The simplest VLSI multiplier is the shift-and add form which consists of an array

of cells comprising an and gate and a full adder as illustrated in Figure 4.3. The final
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product is the sum of a number of partial products as shown in Eq.4.2, each partial

products is formed on individual rows of the multiplier.

X3 X Xy Xg
Yo
- - — -t — |
v S v Sy Sy
Yi
- [~—] rg—
PAVAYE'
Y2
ot —] - | g —
Y * * |
Y3
- [— -
l_¢ ‘ # * Y Y

Siﬂ X
\
y Y
C,p -~—cC, — Cot— FA |a—c;,
iy I
o So

Figure 4.3 A simple array multiplier architecture.

Figure 4.3 illustrates a 4 x 4 array multiplier. An # x n multiplier requires 2 full
adders and and gates. The critical path through the multiplier, and hence the worst case

delay is 2n cell’s delay.

4.2.2 The carry save multiplier

The speed of the simple array multiplier may be increased considerably by means
of minor alteration to the cell’s interconnection: if the carry signals were to propagate
diagonally through the array rather than horizontally, the implicit ripple carry adders
embedded in the simple array multiplier could be replaced by an explicit accelerated

carry adder at the foot of the array as illustrated in Figure 4.4.
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Figure 4.4 Carry save multiplier architecture.

An n x n carry save multiplier requires n? cells (each cell consists of one full
adder and one and gate), plus an accelerated carry adder. The accelerated carry adder
could be any accelerated carry adder like a carry look-ahead adder, carry select adder,
or carry-skip adder. The multiplication time of the carry save multiplier is n cell’s delay

plus the accelerated carry adder delay.

4.2.3 Radix-4 Booth’s algorithm

The structures shown in Figures 4.3 and 4.4 compute the partial products in a
radix-2 manner, that is by observing one bit of the multiplicand at a time. Higher radix
multipliers may be designed to reduce the number of adders and hence the delay
required to compute the partial sums. The best know method is called Booth recoding

or Booth’s algorithm, which is a radix-4 multiplication scheme.
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Booth’s algorithm may be understood by considering a two’s complement

number. A useful formula for the value of a two’s complement number Y = (y,,_;, ¥,,.2

s Yg) i [41]:

Y=-y 2" +yn_22"—2+...+y121+y0 (Eq4.3)

n-1

By adding a dummy term y_; (equal to 0), Eq.4.3 can be rewritten as:

-1 - -2 X -3
Y= =y, 2 (5,02 02+ (5as? ey, a2 ¢
2 1 1 0 0 (Eq-4)
+<y12 -y,2 ) +(y02 —¥2 ) +y 42
Rearranging Eq.4.4, the word Y will be:
-1 -2 1 0
Y=, 09, 102 +,_ 3=V, 22" T+t y=y)2 + (-2
n . n " (Eq4.5)
= E (yn—i~1_yn—i)2n ‘= Ean—izn l
i=1 i=1

where a,,; can be any of the values {-1, 0, 1}. Therefore, the product P of X and Y can

be written as:

P = Ean_iX2n—f = Epp(i), (Eq4.6)

i=1 i=1
and the partial products pp D - . ¢ 2"~ have to be computed in relationship with

the value of a,,_;.

This algorithm was modified by Mac Sorley [87] in following way. The number

Y from Eq.4.3 can be rewritten as:

-2 2 -3
n—12n +yn—22n +(yn—32n _yn—32n )+yn—42 ]

(yn—52

2 1 0 0
et (y12 -y,2 ) +y92 +y_,2

Y=-y

n—4

=5 - 6 -7
—)’,,_52n )+y,,_62 +<y,,_72" —yn_72" )+ (Eq4.7)

where is y_; once again a zero dummy variable.

Eq.4.7 can be further presented in the following form:
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n-3

- & 50
Y=(—yn_12n +Y,_52 +yn_32” )+(—yn_32

6 56 1 0 0
(—yn_52 +y, 62" 4y, 2" )+...+(—y12 +y,2 +y_12)

+yn_42n_4 +y”_52n_4) +

Factorising all the powers of 2 yields:

-2 -4
Y = (yn—3+yn—2_2yn—1)2n +(yn—5+yn—4_2yn—3)2n +
- 0 (Eq4.8)
Oy vV 6=2V,_5)2 +o+ (1 +yy—2y)2
Thus, the number Y can be expressed as:
n-1 - n—-1 -
n—1tr— n—it—
Y = E (yn_l._2+yn_i_1—2yn_i)2 = 2 al.2 , (Eq4.9)
i=1 i=1
odd odd

where o, can be any of the values {-2, -1, 0, 1, 2} and i is odd. Eq.4.9 is called modi-
fied Booth’s algorithm.

A modified Booth’s algorithm examines three bits of the multiplier Y = (y,,.;, .-

2 .., Yp) at a time to determine whether to add g sum of 0, 1, -1, 2 or -2 of that rank of

the multiplicand. Hence, the number of digits in the multiplier word is halved com-
pared with the original Booth recoding Eq.4.5. Consequently, the number of partial

products is reduced by a factor of 2. However the value range of the coefficients o; has

almost doubled (from 3 to 5) at the cost of increased complexity of encoders and multi-

plexers.
In summary, the steps in the modified Booth’s algorithm are as follows [88]:

1. Append a zero y_; to the least significant bit of the multiplier Y.

2. Examine the three least significant bits of the multiplier Y (called triplets) and

decode the multiplicand X according to Table 4.2.

3. Add or subtract the resulting multiple of the multiplicand from the previous

partial product to form the new partial product.
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4. Shift the new partial product and the multiplier Y right two places arithmeti-
cally, that is, the bit shifted into the high order bit of product P should be the
sign bit of P.

5. Repeat above operations »/2 times (n = 0 and even). After the final addition or

subtraction, the partial product is shifted right one place to form the final prod-

uct.
Table 4.2 Modified Booth’s algorithm of bit triplets.
Multiplier Bits Operation
Yis1 Ji Ji-1

0 0 0 +0

0 0 1 +1

0 1 0 +1

0 1 1 +2

1 0 0 -2

1 0 1 -1

1 1 0 -1

1 1 1 -0

Example:

Consider 16 x 16-bit modified Booth’s algorithm multiplier. The multiplicand X
= 14 = 0000 0000 0000 1110, the multiplier Y = -157 = 1111 1111 0110 0011. Append-

ing a zero to the least significant bit of the multiplier Y yields:
Y=1111 1111 0110 0011.0
Then examining the triplets and decoding the multiplicand X according to Table 4.2:
Y = 1111 1111 0110 0011.0
110 = first partial product = -1 = 1111 1111 1111 0010
001 = second partial product = +1 = 0000 0000 0000 1110
100 => third partial product = -2 = 1111 1111 1110 0100

011 = fourth partial product = +2 = 06000 0000 0001 1100

110 = fifth partial product = -1 = 1111 1111 1111 0010
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111 = sixth partial product = -0 = 0000 0000 0000 0000
111 = seventh partial product = -0 = 0000 0000 0000 0000
111 = eightth partial product = -0 = 0000 0000 0000 0000

Shifting the new partial product right two places arithmetically, and adding the

partial products give:

X 1< 1< 1 1 1 1 0 1 0

+X 0 0 0 0 1 1
0< 0« O 0 0 0 1 0 1 1 0

-2X 1 1 1 0 0 1 0 0
1« 1< 1 1 1 0 0 1 1 0 1 O 1 0

+2X 0 0 0 1 1 1 0 o0
0< 0« O 0 0 1 0 1 0 1 1 0 1 0 1 0
-X 1 1 1 1 0 0 1 0

P 1 1 1 1 0 1 1 1 0 1 1 0 1 0 1 0

where P =111 0111 0110 1010 is equivalent to the decimal number —2198, which is the
correct result of (14) x (-157).

There are two ways of designing the partial product generation circuits in a mod-
ified Booth’s algorithm multiplier [95]. One is to use three-to-one multiplexer to
manipulated (shifted, inverted etc.) the multiplicand directly. Method 1 requires more
logic to produce the partial product bits, but simpler control signals and circuitry. In
fact, the control circuits are related since the “direct” control circuit may be used to
produce the multiplexer select signals. Figure 4.5 illustrates a typical partial product
generator circuit for the second method and Figure 4.6 illustrates a typical control cir-

cuit that derives shift, invert and zero signals according to Table 4.3.
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Table 4.3 Booth’s recoding of bit triplets for method 1.
Operatio =

Y1 Y; Y1 Sy Sz S3 n p

0 0 0 0 1 0 +0 0

0 0 i 0 0 1 +1 X

0 1 0 0 0 1 +1 X,

0 1 1 0 0 0 ) X, ;

1 0 0 1 0 0 -2 5,

1 0 1 1 0 1 -1 X;

1 1 0 1 0 1 -1 X

1 1 1 1 1 0 -0 0

S S; S,

pP

Figure 4.5 Partial product bit generator for method 1.

S, (inverter)

5D
Y, — ¢ ﬂi S, (zero)
- ' ' —e S5 (shift)

Figure 4.6 “Direct” control circuit for a modified Booth’s algorithm coder.

Since each shift, invert and zero signals would drive nearly double loads com-

pared to the first method, heavier buffering is needed and the speed would suffer.

Chapter 4 101



The other way to generate the partial products in a modified Booth’s algorithm

multiplier is to employ a five-to-one multiplexer for each partial product bit—the five

data inputs to the multiplexer would be biti of 0, X and 2X, derived in advance from

the multiplicand word, and the multiplexer’s select signals would be derived from the

multiplier bit triplets according to Booth encoders.

The Booth encoders examine the bits in the multiplier and activate the appropri-

ate lines in the complement/select (five-to-one multiplexer) logic circuitry. The latter

subsequently produces the inputs to the full adders so that the proper partial product

terms are evaluated. The function of each encoder is defined in Table 4.4.

Table 4.4 The functions of the encoders of the five-to-one multiplexer method.

Chapter 4

Multiplier bits Operation Partial product (pp) Selectors
Yie1 Y; Y ; Sy Sz S3 S4 Ss
1 0 1 -1 0 1 1 1 1
1 1 0 -1 0 1 1 1 1
0 0 1 +1 1 0 1 1 1
0 1 0 +1 1 0 1 1 1
0 0 0 0 1 1 0 1 1
1 1 1 0 1 1 0 1 1
0 1 1 +2 1 1 1 0 1
1 0 0 -2 1 1 1 1 0
From Table 4.4 the following equations can be obtained:

Sy = (E+yi+yi+l>+<yi—1+)7i+yi+1)’ (Eq4.10)

Sy = (E+yi+yi+1>+(yi—1+}7i+yi+1)’ (Earay

S3 = (yi—1+yi+yi+1) +<yi—1+)7i+yi+1)’ (Eq4.12)

S, = <yi_1+)7i+yi+l), (Eq4.13)

S5 = (yf.~1+yi+y“1). (Eq4.14)
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Figure 4.7 illustrates the logic diagram of the encoder implemented by nor gates
and inverters. The last stages of the encoder (thick nor gates and inverters) are SDCFL

gates which act as buffers to drive large loads.

Yi-1—+

Vi

Y| v[Y

Yi+1

Sq S, S3 S4 Ss

Figure 4.7 Logic diagram of the encoder circuit.

Table 4.5 shows the function of the complement/select (five-to-one multiplexer)
logic. It uses the output of the encoder to select the appropriate bits of the multiplicand
so as to form the partial products. The output of the multiplexer is directly connected to

the input of the full adders. The logic diagram of the multiplexer is illustrated in

Figure 4.8.
Table 4.5 The functions of the five-to-one multiplexer.
Inputs Operation | Output
S S, S3 Sy Ss multiplicand bits (vp)
0 1 1 1 1 X, X Xie1 Xigl -1 Xt
1 0 1 1 1 X; X; Xiy1 Xir +1 Xis]
1 1 0 1 1 X; X; Xjy1 Xig] 0 0
1 1 1 0 1 X; X; Xivg Xivl +2 X;
1 1 1 1 0 X; X; Xivg Xiy] -2 X;
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Ss
X

Figure 4.8 Logic diagram of the five-to-one multiplexer.

Noting that in two’s complement representation a “1” must also be added to the

partial product for —1 and at a “10,” or two “1” has to be added for -2, for +2 a “0” has
to be appended to the partial product. Thus the least significant bit multiplexer is con-

nected with x; ; = x,, x; = 0 and the output of §; @ S5 is fed to the inputs of the
least significant bit full adder. In this way, when S; = 0, S5 =1 (-1 case), a “1” from the

output of §; @S, is added to the least significant bit of partial product pp, = X;
when S; = 1, S5 = 0 (-2 case), a “1” from the output of §; @ S, is added to the least

significant bit partial product pp, = 1. Figure 4.9 illustrates a overall schematic of a 4

x 4-bit carry save multiplier with modified Booth’s recoding. It can be seen that the 4
partial products are reduced to 2. In this case a ripple carry adder is used as final adder.
To further speed up the multiplier, other accelerated carry propagate adders can be

used.
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Figure 4.9 The overall schematic of a 4 x 4-bit modified Booth’s multiplier.

4.2.4 The Wallace tree multipliers

The Wallace tree method multipliers use circuits called counters or compressors
to reduce the partial product tree height from # to 2. The final result is then computed
by using a carry-lookahead adder or other fast adders mentioned previously on the two
remaining partial product rows. A (n, m) compressor is a combinational logic circuit
with n inputs and m outputs. The outputs are binary encoding of the sum of the input
bits. Such tree architectures are known as Wallace trees (if (3, 2) compressors only are
used) or Dadda trees (if some combination of (3, 2), (4, 2), (2, 2), (5, 3), and (7, 3) com-

pressors are used).

b R
(3,2 G;2)

= T

(3,2) (3,2)

1]

G,2)

[ —
G2

v

accelerated carry-propagated adder

Figure 4.10 A Wallace tree for n = 8 partial products.
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Among these methods, Wallace tree reduction is the fastest [90]. Figure 4.10
shows a Wallace tree that adds 8 partial product products. It takes 4 (3, 2) compressors
(full adder) to reduce 8 partial product products to 2, then an accelerated carry-propa-
gate adder is used to add the remainder 2 partial products. In general, the number of

stages required to reduce n partial products to 2 is:
T = log,s(n/2) = 2.46641n (n/2) . (Eq4.15)

For 8 partial product products, n = 8, T = 3.4. Therefore, at least 4 stages are
needed as shown in Figure 4.10. For a 25-bit multiplier with modified Booth’s recod-
ing, the partial product tree height will be 13. Putting n = 13 to Eq.4.15, T = 4.62 can be
obtained. This means that for IEEE single precision format with modified Booth’s
recoding and Wallace tree reduction, only 5 stages i.e. 5 full adders deep are needed,
while using an array multiplier with modified Booth’s encoding, it needs 13 stages.
However, the total delay depends not only on the number of stages 7, but also on the
delay associated with the interconnection wiring capacitance. It can be seen from
Figure 4.10, a Wallace tree is not as regular as an array multiplier, the delay of the

interconnection is high and it is not suitable for VLSI implementation.

The irregular layout can be improved by using other reduction schemes such as
(4, 2) and (7, 3) compressors. Figure 4.11 illustrates a 25x25-bit modified Booth multi-
plier using (4, 2) compressors. The (4, 2) compressor is formed from two (3, 2) i.e. full
adder cells. It can be seen that it needs 3 stages i.e. it is 6 full adders deep. However, the
layout regularity is still compromised, which is a disadvantage in high-speed GaAs

technology. Figure 4.11 illustrates the connections of such (4, 2) compressor tree.

FETI T TR Y £ 1 i

(4, 2) (4, 2) (4, 2)
| — ]
i ‘ lTl A L
(3,2) 4,2)
_';|
“4,2)

vy
bidd
e

Figure 4.11 A 25x25-bit multiplier using modified Booth and (4, 2) compressors

106



Chapter 4

oo s PP1,DPO;

e

- 42 “42) | 42 ~—
l :
EITRIRTATRINe Y

~— (4,2 4,2) @,2)

gl

— @2 [ @) [ 4D [
2 & @ i l ‘

L |

|
-~ (4, 2 (4, 2) (4, 2)
e b
C i
- (4, 2) 4, 2) +—] (4, 2) —

el Pl P

Final Adder

Figure 4.12 The connections of the (4, 2) compressor multiplier.

4.3 Rounding Algorithms

Multiplication of nxrn-bits will produce a 2r-bit product and a significant part of
the delay in a floating point multiplier may be caused by rounding the product in
accordance with the IEEE standard. As mentioned earlier, the IEEE standard 754
default rounding mode is round to nearest. In this chapter only this default rounding

mode is considered.
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Rounding to nearest as defined in IEEE 754 is actually round to nearest/even.
This means always round to nearest, and in the case of a tie round to even. A conven-
tion rounding system, round to nearest/up, adds 1/2 to the least significant bit (Isb) of
the desired result and then truncates by removing the bits to the right of the Isb. Round-
ing to nearest/up produces exactly the same result as round to nearest/even in all cases
except when a tie occurs. If the even result were the smaller value, round to nearest/up
would incorrectly round up. Dealing with the tie case before rounding makes round to
nearest/even more complex and slower than round to nearest/up. Thus, this section will
discuss a general rounding algorithm to produce round to nearest/up result [94], then

using the sticky bit to get the correct round to nearest/even result.

4.3.1 A simple round to nearest/up algorithm

Supposing A and B are n-bit mantissae of two IEEE single precision numbers.
After using array or tree reduction multipliers, AxB will become the sum of two 2n-bit
partial products in carry save form as shown in Figure 4.13. These two numbers are
then added in the final addition section to produce a complete 2n-bit product. There are
two possible rounding operations, depending on the most significant bit (msb) of this

product. If the resulting product is in the range 2 = product < 4, which means an over-

flow occurs, the constant 20m+1) i5 added to the product and the result is truncated to n-
2 bits to the right of the decimal point. A normalization shift of 1 to the right is then
necessary to restore the rounded product to the range 1 < rounded product < 2, with an

appropriate adjustment of the exponent. If the original 2n-bit product is in the range 1 <

product < 2, which means an no overflow occurs, the constant 20" is added to the prod-

uct. In most cases this rounded product will be less than 2 and the rounding operation is

finished. However, it is possible that the addition of 20" could cause the rounded prod-
uct to be equal to 2 which means overflow, in this case a normalization shift of 1 bit and

an exponent adjustment is necessary.

It can be observed from Figure 4.13 that this rounding algorithm is simple, but
requires two carry propagate additions in series. In order to significantly increase the

performance, these additions need to be computed in parallel.
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n bits n bits
)

| I
A 1], [e]e] ‘ [e]e] x [1].[e]e] ‘ [e]e] B

Array or tree reduction multiplier

2n-bit products in carry save form
{ |

[o]e], [o]e]e] [e]e]e] carry bits
+  [o]e], [e]e]e] [e[e[e] sum bits
Overflow /\ No Overflow
n bits n bits
r | | ]
[o]e], [o]0] [o]e]o] [o] [e]e], [0]e] [o]e]e] [o]

|+ [0[0]. [OT0] 0...0 [110]= pl) + [0[0]. [O[0] 0.0 [01]= 2(-n)

e

[a[0]., [e]e] o]e]

[O[1]. [e]e] o]e]

Right shift 1 bit and increment exponent
n-bit round to nearest result

Figure 4.13 A simple round to nearest/up algorithm.

4.3.2 A parallel rounding algorithm

If an n+2 bits carry propagate adder is used in the Final addition section of

Figure 4.13, then the carry from the low order n-2 bits (C;,) will be added at the 21

position. In the case of no overflow, an additional 20" will be added to the result in the

Rounding section. Thus, this p) position is called the rounding bit position or R bit

position. A “1” is always added to the R bit position for rounding, and called R;,,. If no
overflow occurs, adding C;, and R;,, to the R bit position will produce the correct round

to nearest/up result.

In the case of overflow, the msb of the product, known as the overflow bit (V), is

a 1. Then 20" needs to be added for rounding. This can be done by adding another
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2 o the R bit position. This new 20" is defined as the overflow rounding bit (R,).

Thus, the correct rounding can be obtained by simply adding the carry from the lower

order bits (C;,), the rounding bit (R;,), and the overflow rounding bit (R,), to the R bit

position as illustrated in Figure 4.14.

® R,
1Rin
.Cin
Carry|@ |@ | @ e|loo|e
Sum(e|e|e oo (0|0
\% n-1 bits LR

Figure 4.14 Bits to be added for correct round to nearest/up.

It can be seen that there are five slots to be added at Isb and R,, is not known until
the sum of all of the other bits have been computed. Santoro [94] proposed two algo-
rithms to solve these problems. One is using a row of n+2 bit half adders and an empty
slot in the array/tree multipliers; the other one is using carry select adders at the two
least significant bits instead of using two half adders. The former is useless if no empty

slots are left in array/tree multiplier, the latter is a little bit complicated.

Here a modified version is proposed which uses the same idea as Santoro [94] but
is much simpler. This algorithm is illustrated in Figure 4.15. One full adder at Isb is
used to provide a slot for R;,,. This full adder together with a row of n+1 half adders are
used to partly sum the carry and sum bits. This leaves a hole in the carry propagate
increment adder at the R bit. The C;, from the lower order bits can be placed into this
hole. A carry select adder is used, one adding O representing R,, = 0, the other one add-
ing 1 for R, = 1. Once R;, and C;, have been added to the R bit position and the carry
select adder has completed, the correct result can be picked based on the overflow bit
from result of adding 0. In this case, the result must be normalized and the exponent

adjusted.
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Correct rounding result

Figure 4.15 A parallel addition and rounding algorithm.

4.3.3 Obtaining round to nearest/even by round to nearest/up

Round to nearest/up produces exactly the same result as round to nearest/even
except when a tie happens. A tie can only happen when the result is exactly halfway

between two numbers of representable precision. For example:

14.65XXX Raw number to be rounded

+ 0.05 Add 0.05 to round to nearest/up
14.70 Sum
14.7 Truncated—Final rounded result

If the “X”s are all zeros then 14.65 is exactly half way between 14.6 and 14.7. In
this case round to nearest/up produces a different result than round to nearest/even.
There are only two cases to be considered. Either all of the “X”s are 0, or they are not.
The bit which distinguishes between these cases is referred to as the sticky bit. This bit

is a 0 if all of the “X”s are 0, and 1 if any of the “X”s is 1.

The difference between correct round to nearest/even and correct round to near-
est/up according to the least significant bit L, the rounding bit R, and the sticky bit § is
shown in Table 4.6 [94].
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Table 4.6 Round to nearest/even versus rounding to nearest/up.

Before Rounding Adder to R L After Rounding

R U

X = © X XM~
N =

_ o O = Ol
= = © U UM
Xlo o X X|&
Xl o ~ X X|&

1
1
1
1
1

where:

E = Bit added for correct round to nearest/even.
U = Bit added for correct round to nearest/up.

Lg = The L bit after round to nearest/even.
Ly = The L bit after round to nearest/up.

D =Don'’t care. E can not affect Lg.

It can be seen that the only case where the round to nearest/up bit (U) will pro-
duce a different result from the round to nearest/even bit (E) is in row 3 of Table, where
E =0, and U = 1. In this case round to nearest/up changed the L bit from a 0 (L = 0) to
a1 (Ly = 1), while round to nearest/even left the L bit unchanged (Lg = 0). The should
be noticed that when round to nearest/up changed the L bit to a 1, the 1 was not propa-
gated. As such, only the L bit was effected. This means that the correct round to near-
est/even result can be obtained from the round to nearest/up result by restoring the L bit

to a 0.

By assuming that the round bit will be a 1 (R;,, = 1), the round to nearest/up algo-

rithms have the advantage over the round to nearest/even methods in that the carry
propagate addition can take place before the sticky bit has been computed. This means
that the round to nearest/up result can be obtained using the rounding algorithms
described in previous section. The correct IEEE round to nearest/even result can be
obtained by observing only the L, R and sticky bits, and forcing the L bit to 0 if
required. Figure 4.16 illustrates such a circuit implemented by DCFL gates. The sticky
bit is the or of all of the bits to the right of the R bit.
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Figure 4.16 The circuit diagram for obtaining round to nearest/even from round to nearest/up.

4.4 A 32-bit IEEE Floating Point Multiplier

The previous sections have described various techniques for floating point multi-
pliers. This section will use the best of these techniques to present a complete 32-bit
IEEE floating point multiplier. A modified carry save array is used in conjunction with
modified Booth’s algorithm to reduce the partial product addition and interconnection.
A optimized final adder consisting of a number of carry select adders and a special
rounding technique called Trailing-1’s Predictor are presented to speed up the final
addition and rounding. Finally, the exponent block evaluates the sign and exponent in
IEEE single precision format, and detects overflow/underflow.The architecture of this

floating point multiplier is illustrated in Figure 4.17.

EXPONENT
| . | dder
2 Sion exp a

BLOCK detect
L ovf/unf
&0
§=
i modified carry save
Q
o
MANTISSA = adder array
< Q
3
BLOCK &

[ carry select adders I

[ rounding |

| final format adjust l

Figure 4.17 The architecture of this floating point multiplier.
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4.4.1 A modified carry save array

To summarize integer multiplication algorithms: Multiplication arithmetic is usu-
ally realized as additions of partial products. The multiplication time is proportional to
the number of additions, since the generation and propagation delay times for sum and
carry signals dominate the operation time. Therefore, one of the most important design
constraints is to reduce the number of additions to increase the multiplier speed. There
are two ways to meet this requirement. One is to reduce the number of partial products
to be added like modified Booth’s algorithm, and the other is to reduce the number of
sum and adding stages like a Wallace tree. A Wallace tree incorporated with modified
Booth’s algorithm has been prevailing in high-speed multipliers [90][91][98]. How-
ever, the Wallace tree suffers from poor structure regularity. Regularity is necessary not
only to enhance the design productivity and multiplier bit-width extendability but also
to enhance the performance, by allowing less complicated and shorter interconnection

wiring.

In order to maintain both regularity and high speed, a modified carry save array
[97] is used in conjunction with modified Booth’s algorithm for the 32-bit floating
point multiplier. Figure 4.18 illustrates the structure of this modified carry save array.
The array consists of odd rows (shaded rows) and even rows where sum and carry sig-
nals generated in an odd row are fed to the next odd row and signals generated in an
even row are concurrently transferred to the next even row. In this way, the array has
two signal streams in a column in parallel. In the last stage, the sum of odd rows and
the sum of even rows are added together. Using this modified array with Booth’s algo-
rithm, the maximum number of adder stages is further reduced by half i.e. the maxi-
mum number of adder stages T = n/4 full adders. However, implementing full
adders in the first row of the array is a little difficult, because three partial products
from three multiplexers has to be connected together. The connection is complicated
and less regular than the rest of the array. Therefore, half adders are used in the first

row instead of full adders to get regular structure at cost of one more half adder delay.

Therefore, the maximum number of adder stages is T = = + - full adders.

NI =
Pl
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Figure 4.18 A modified carry save array with modified Booth’s algorithm.

For IEEE single precision format mantissa n = 25, therefore T = 7 full adders
deep, which is comparable to a Booth multiplier using (4, 2) compressors (6 full adders
deep) while using a simple and regular structure, necessary for minimizing delays due

to interconnect in GaAs technology.

4.4.2 The final adder

To obtain maximum speed, both the array and the final adder part must operate at
highest possible speed. From 3.2.6 it is known that for adders exceeding 8 bits in
width, the carry select adder is a fast adder with moderate area. Since the final adder
width for 25x25-bit mantissa multiplication is 2n = 2x25 = 50 bits, a carry select adder
is used. It was found that the carry select adder can be further speeded up by the struc-
ture called multi-carry select adder as shown in Figure 4.20(a). Each block is a pair of
ripple carry adders and each block should be one bit wider than the next. Therefore, the
best design involves variable-sized blocks. However the size of m-bit ripple carry
adders must be chosen carefully in order to get minimum delay. For n-bit addition, the

total delay of the adder of Figure 4.20(a) can be calculated roughly as follows:

115



Chapter 4

d m-d ﬁ-1)-d

carry + <m (Eq4.16)

total =

where d¢,,, is the carry in to carry out delay of a full adder, d,,, is the delay of one

block multiplexer. The HSPICE simulated results show that d_,,,, = 0.25ns and d,,,,, =

arry
0.3ns. For 25x25-bit multiplication, #» = 50. m may be found by differentiating Eq.4.18

with respect to m to find the minimum d,,,,;:

0 n
a_m(dtotal) = dcarry__z ) dmux =0 (Eq4.17)
m
dmux
Hence m= [——-n=177 (Eq4.18)
dcarry
dtotal = dmin = 3.5ns (Eq4.19)

The relationship between d,,,; and m when n = 50 is shown in Figure 4.19. It can
be seen that the delay is minimum when m is around 8 bits. Figure 4.20(b) shows the
final adder structure used in the 32-bit floating point multiplier. This structure is chosen

also by considering rounding.
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Figure 4.19 The total delay vs. m bit.
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Figure 4.20 The structure of the final adder.
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4.4.3 Rounding

Two new rounding techniques are developed for the floating point multiplier. One
is using the parallel rounding algorithm described in 4.3.2 combined with the multi-
carry select adder. The other is called Trailing-1's Predictor (T1P). Both methods per-
form addition and IEEE rounding in parallel.

1. The CSA method
To implement the multi-carry select adder into the parallel addition and rounding
algorithm shown in Figure 4.15, C;, has to be combined into the multi-carry select

adder, otherwise parallel addition can not be fully achieved. This can be done by using
an additional carry select adder, but there are more economical techniques. Consider
using two sets of carry select adders, one for C;,, one for R,. Figure 4.14 can be alterna-
tively illustrated as in Figure 4.21. “0” and “1” represent carry select adder, the correct
results are selected by C;, and R,, respectively. To simplify the circuit, “0”s are deleted

because any X + 0 = X. By combining Figure 4.21 with Figure 4.15, there are two CSA
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parallel addition and rounding methods as illustrated in Figure 4.22. Method 1
(Figure 4.22(a)) uses one CSAdder (two rows of full adders in parallel) plus two rows
of half adders. The critical path is one CSAdder delay plus two half-adder delay.
Method 2 (Figure 4.22(b)) uses one row of full adders plus three rows of half adders.
The critical path is one CSAdder delay plus three half-adder delay. Since one full adder
equals two half adders, method 1 has one more row of half adders cost but at one half

adder faster speed. Thus, method 1 is preferred.

0

1 Ry

0 1 1] R, ]
1 Cm SZ 1 Ci

1| Rip S1 [:> 1| Ry s, 52
® |Rcarry| |[Sp ® |Rcarry| |[Sp I

® | Rsum | ® | Rsum

Figure 4.21 Bits to be added at R position for CSA method.
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S, S2
(a) Method 2

Figure 4.22 The two CSA methods.
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The structure of the final adder and rounder for the IEEE round to nearest/even is
illustrated in Figure 4.23. Besides the final adder, this parallel rounding method only
requires an additional two rows of half adders and two rows of multiplexers. The first

half adder row provides a slot for R;, The second half adder row provides a “1” for S,.

The three mux rows are for C;,,, R, and renormalization, respectively.

!
Riin
| |

1 * Y ‘ i y 3
Ff\ t— A < FA -—() FA = FA | FA a—()
! R ¥ o
FAje - FAl«|FA |=-1 FAf= - FA|«{|FA =1
s,
—{HAl=- [HA}{HAJ--1
1 [ Sog r[
Im‘:x}——[m 1] {mbil|— mp Cin
52
[_nﬂ—l_nux (mux}— gnu;c il
|| L [
‘ JHJ:LH
v b—efmix] ... [mux}—{mux}—{mux
iZ R S
P 3

Figure 4.23 The structure of CSA method.

The delay of this CSA parallel addition and rounding can be estimated as the sum
of two half adder delay, 2n-bit CSAdder delay and one row of n-bit mux delay, i.e.
drotal = 2844 + deggon + dpuxn + dgare-3- Among them, dg, 5, Is taken by the multi-
CSAdder and dgy, 3 are the three gate delays. Thus, only two extra half-adder delays,
n-bit mux delay and three gate delays for converting of round to nearest/even are

required.
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2. The T1P method

The Trailing-1’s Predictor rounding technique is based on this observation: if
there is a large number of “frailing ones” in the final addition result P, the process of
rounding can be quite slow due to the carry being rippled through until the first zero in

the result is reached.

Instead of employing a second adder to add 1 at rounding bit, a Trailing-1’s Pre-
dictor would examine the pair of addends to generate a set of flag bits indicating those

bits that should be inverted in order to increment P,

Example:

T1P rounding method

0.1101010 A

+ 0.1110101 B
1.1011111 Sum §;

+ 00111111 flag bits R; = R 1'(A;®B;) R ;=1
1.1100000 Rounding Result P; = S;®R;

It can be seen that at the same time doing final addition, T1P examines the pair of

addends A; and B,. If they are different, T1P will set the flag bit R; to 1 indicating sum
bit §; should be inverted to get correct product bit P;; if A; and B; are the same, the flag
bit R; will be 0 and so are the rest of the flag bits, indicating the correct product bit P;

will be the same as sum bit S;.

A direct application of R; = R; ;-(A/®B;) leads to the simplest design based on a

carry-ripple principle as illustrated in Figure 4.24. Other faster, more sophisticated
T1P’s can be made based on other accelerated addition techniques. However, a carry
select version of the T1P is preferred in GaAs technology for the same reasons as were

discussed in relation to the choice of adder. This structure is illustrated in Figure 4.25.
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Figure 4.24 A simple 8-bit ripple through T1P.
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Figure 4.25 An 8-bit carry select T1P.

In order to discuss the rounding procedure clearly, Figure 4.26 shows the top 26
bits of the product, produced in this multiplier by the three most significant blocks of
the multi-carry-select adder. The square brackets “[]” indicate the bits to be occupied
by the correctly-rounded result. Table 4.7 and Table 4.8 list the actions necessary for
producing a correctly-rounded product under the rounding-to-nearest (even) option of
the IEEE floating-point standard as a function of: v, the overflow bit at the msb end of
P; 1, the Isb of P; r, the round bit; and s, the sticky bit. (The round and sticky bits are

produced by the three least significant blocks of the final adder and are not included in
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Figure 4.26.) Table 4.7 assumes v = 0 and Table 4.8 v = 1. In Table 4.8, P” indicates P

right-shifted 1 place.

¢— 22 bits

—»{ /| r

Table 4.7 Rounding actions for IEEE round-to-nearest (even) for 1 <P <2

Figure 4.26 Labelling of bits in product P.

l r s rounded result
0 0 0

0 0 1

0 1 0 P

0 1 1 P12

1 0 0 P

1 0 it P

1 1 0 P22

1 1 1 pio24

Table 4.8 Rounding actions for IEEE round-to-nearest (even) for2 <P < 4

k ) (r+s) = s* | rounded result
0 0 0 P"
0 0 1 P
0 1 0 P
0 1 1 P 2n
1 0 0 P
1 0 1 P
1 1 0 P23
1 1 1 P42 23n

A further complication is that the T1P must accommodate a carry-in signal

(“C;,”) as well as the pair of addends. The multi-carry-select adder at the foot of the

multiplier array is partitioned 7-7-8-8-9-9 as shown in Figure 4.20(b), with the bottom

Chapter 4
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3 blocks producing the round and sticky bits and the carry-out signal for the top 3
blocks to operate on. In other words, the prediction must accommodate a carry signal
being produced that could increment the top 23 bits of the product independently of the

rounding,.

However, it turns out that this is not a major complication since either the round-
ing action or the carry signal could cause a carry-propagation in the top 25 bits of the
product, but not both. Hence, the carry-in signal is ignored at first and incorporated at a
later stage. Table 4.9 summarises the operations to be performed in rounding a product
including the event of a carry-in but in the absence of an overflow. A carry-in signal of

1 is accommodated by adding 2°2* to P and then determining whether a further 224

24

needs to be added for rounding purposes. Consequently, is added in some cases,

and 223 in others.

Table 4.9 Rounding actions for IEEE round-to-nearest (even) for 1 <P <2

Cin ) r s rounded result
0 0 0 0
0 0 0 1
0 0 1 0 P
0 0 1 L | P+224 (422 round up)
1 ) 0 0 P
0 1 0 1 P
0 1 1 0 P+27%* (42724 round up)
0 il 1 T | P+2"% (+2"* round up)
1 0 0 0 | P22 (2% for c;,)
1 0 0 1| Pe2 %42 for ¢y
1 0 1 0 | P+22 (422 for c;, +2°%* 1ound up)
1 0 1 T | Pe2? (422 for ¢y, +272 round up)
1 1 0 0 | P22 (322 for ¢
1 1 0 T | Pe224 (422 for ¢;)
1 1 1 0 P+2% (+2'24 forc;,)
1 1 1 L | Pe22 (422 for ¢y, +272 round up)
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Table 4.10 gives the actions in the event of overflow and taking account of the
possibility of a carry-in. Again, a carry-in signal of 1 is accommodated by effectively

adding 1 to r and allowing for a possible carry into /.

Table 4.10 Rounding actions for IEEE round-to-nearest (even) for 2 < P < 4

Cin k l (r+s)=s* rounded result
0 0 0 0 P
0 0 0 1 P
B 8 0 1 0 P
0 0 1 1 (P+2"%)" (+22 round up)
0 1 0 0 P
0 1 0 1 P
0 1 1 0 P+2%)" (+22 round up)
0 1 1 1 (P+23)" (+2° round up)
1 0 0 0 P
1 0 0 1 (P+2"%)" (+22 round up)
1 0 1 0 (P+223)" (+2°2* for carry into J)
1 0 1 1 P+23)" (+2°2* for carry into [)
1 1 0 0 (P+23)" (+22 round up)
1 1 0 1 (P+22)" (+22 round up)
1 1 1 0 (P+22)" (+2°3 for carry into [)
1 1 1 1 (P+2723)" (42723 for carry into /)

Taking Table 4.9 and Table 4.10 together, P should be increased by 2724 if v-{c;,
+C;rs + Lres} is true, and by 223 if v {c;, r(I + 5)} + v-{c;y (k + L + s*) + I-(k + s*)} is
true.These additions cover the necessary rounding to nearest actions as well as adding
the carry signal from the three least significant blocks of the carry-select adder to the
final product. (In fact, splitting the adder in this way speeds the operation of the multi-
plier a little because two half-length adders are employed instead of one full-length

adder.) Hence, the T1P should be designed to operate from bit position / (at signifi-

cance 2'23) upwards to accommodate rounding by adding P Rounding by adding
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27" is achieved by activating the T1P if v-{c;, 7 + ;7 + I'r-s} and r are both high
(which can be simplified as if v-{c;,'r-s + I'r-s} is high), and inverting r irrespective of
its initial value. Finally, the act of rounding up may itself cause an overflow, but this
event would be detected by the most significant flag bit produced by the T1P going
high, which could then provide a right shift signal in concert with the overflow bit, v.
The structure of a final addition and rounding by the T1P method is illustrated in

Figure 4.27, where Control Logic detects v-{c;,r's + I'r=s}. It has one more row of

muxes and a multi-carry-select T1P comparing to CSA method. Since the inputs of T1P
can share the xor gate in CSAdder, the T1P is actually just a string of nand gates in
serial. A nand gate can be made by one inverter connected with a nor gate in DCFL,
and a mux uses fewer gates than a half adder. Thus, the T1P method occupies less hard-
ware than CSA method. Furthermore the T1P method implements round to nearest/

even directly, thus no round to nearest/up to round to nearest/even conversion needed
only a Control Logic is needed to perform +2724 from +2723, The delay of this scheme
can be estimated as d;,y = deggon + Cpue-n + Aconror- Detailed layout and simulation

will be discussed in the next chapter to see clearly which method is better in terms of

delay, area and power dissipation.

Adder r ‘
T1P
S Ti-1
Tmsb AND | Cont.rol ‘Clz
Logic
v
y 3

l ‘ XOR

OR

L Shiit \

Figure 4.27 The structure of T1P rounding technique.
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4.4.4 The exponent block

The exponent block consists of an 8-bit adder, a sign generator and an overflow/
underflow detector. The sign of the product of a pair of IEEE floating point numbers is
simply the xor of the sign bits of the two operands. This is true even if an infinity or a

zero is returned, and is easily determined. The exponent of an IEEE number is biassed

by an amount, § = P 1, where € is the wordlength of the exponent, so that

biassed exponent is always unsigned. Hence, the sum of the two exponent fields will be

too large by & so that Ep = Ex+Ey—5. For an 8-bit adder, § = 2711 =127,

Since subtraction of 127 equals to addition of 10000001, in two’s complement. There-
fore, the exponent adder simply adds both exponents and 10000001,. In general, the

exponent adder can use a simple and slow adder like a ripple carry adder, because 8-bit
addition is usually faster than 25x25-bit mantissa multiplication. However, the final
addition and rounding stage may cause an overflow (v = 1), in this case a normalization
shift of 1 bit and an exponent adjustment is necessary. Therefore, a CSAdder is used,
one assuming v = 0, the other assuming v = 1. As soon as v is known, the correct expo-

nent result is picked.

Only overflow and underflow are detected in this floating point multiplier. When
Ep = 255, overflow occurs. If Ep < 0 underflow occurs. There are two cases for each

flow as shown in Figure 4.28.

[1]o]o]o]olofof1] -127 l1]o]ofofolo]o]1] -127
La[xIxx[xx[x[x] Ex Lol x[x[x[x[x{x[x| Ex
[ ]xIxIx]x[x[x[x] Ey . Lol x[x]x[x[x[x[x] Ey
Lofx[xx[x[x]x]x] L1 x]x[x[x][x[x]x]
or Ep > 255 or Ep<o0
[afafaf2fa]a]2]1] lofofofofofoo]o]
Overflow Underflow

Figure 4.28 The overflow and underflow cases.
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It can be seen that if the high-order bits of the exponent fields are different, no

over/underflow is possible. If the high-order bits are both 1, the result has overflowed if

is has 0 in the high-order bit of the sum or if the sum is 11111111,. If both the expo-

nents have high-order bits of 0, underflow has occurred if the sum has a high-order bit

of 1, or if the sum is 00000000,.

Examples:

Overflow case 1:

1 0 0 0 0 0 0 1
1 1 0 0 0 0 0 0
+ 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 1
Overflow case 2:
1 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
+ 1 1 1 1 1 1 1 0
1 1 1 1 1 1 1 1
Underflow case 1:
1 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0
+ 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1
Underflow case 2:
1 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0
+ 0 1 1 1 1 1 1 1
1 0 0 0 0 0 0 0 0

In summary,

—-127 -
Xx=(1)"2""" . (1f) and Y = (-1)”-2”

=-127
E,= 192
E, = 192

Ep= 192 +192-127 =257 255

=-127
E, = 128
E, = 382
E, = 128 +382-127 =255

[es}
1]

Ep=0+0-127=-127<0

=-127
E.,= 0
E, = 127

y
Ep=0+127-127=0

for two IEEE single precision floating point numbers

flow can be expressed as follow:

Overflow = €7 €

Underflow = 87787 €Y7

+ ep7

+e,;

e

. epS

4
p

e 3'6

1

) ep6 ) epS ) ep4 ) ep3 ) ep2 ) epl ) epO’

p3 " €p2 " €p1 7 €po-

27
- (1.f,)) , overflow/under-

(Eq4.20)

(Eq4.21)

Chapter 4

127



where € T €7€,6€,5€,4€:3€x2€518x0° €y T €,7€,6€,5€,4€,3€,7€,1€. and the sum

of the two exponent field and -127 is €, = €,7€56€p5€p4€p3€p2€p1€p0 -

The value of v from the mantissa block could affect overflow/underflow. To speed
up the floating point multiplier a CSA-like over/underflow detector can be used at the
cost of double the hardware. However, it is observed that the second item of overflow
as expressed in Eq.4.20 can be accelerated using the trailing-1’s technique (without xor
gates). The second item in underflow can be sped up using inverters instead of xor
gates in the T1P shown in Figure 4.25. The inverter plus T1P works like a trailing-0’s
predictor. In this way, speed and area constrains can be both satisfied. The structure of
the exponent block is illustrated in Figure 4.29. Noting that the “1”s of -127
(100000015,) is combined in the 8-bit CSAdder. This arrangement allows the circuit to

perform one addition instead of two additions which will further speed up the exponent

block.

SxSy €x7y71
u 1 il €x6 ?6 €x5€y5 €x4 ‘1)'4 €43 ?3 €2 ?2 €x1 ?I €x0 ?0
e A G
v Ea] [FA] [FA] (Al [FA] [FA) (A
vy Al Y ¥ ¥ ¥ ' vy
FA [« FA |« | FA l«{ FA [«—(0 | FA |« FA |« FA |~ FA =0
Sign |
FA l«| FA [« | FA |« FA |«—1 | FA |«— FA |« FA |« FA =—1
R e B b 4% 4y !
[ mux}e— muxje—{ Mmuxje—{ Muxje———oA Muxje—{ muxje—{ muxje— muxje—v
U ep7  46P6  yéPs  y°prd4 1 €P3 €P2 £€p1 €po
| T1P |
YYYY YYVYY
Overflo 11P |
Underflow

Chapter 4

Figure 4.29 The structure of the exponent block.
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4.5 Summary

A IEEE single precision floating point multiplier has been described. The analy-
sis of conventional algorithms has been carried out and some new techniques have
been developed to choose the best one for GaAs technology. This multiplier is based on
a combination of all accelerated parts of a floating point multiplier such as: the modi-
fied carry save mantissa array, the multiple carry select final adder and the Trailing-1’s

Predictor rounding technique, and the exponent block.

The next chapter will describe the implementation of this multiplier, and the sig-
nificant performance of the circuit can be seen from the layout and the HSPICE simu-

lated results.
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CHAPTER

S

Modified Ring Notation Approach—
A New Layout Design Methodology for GaAs VLSI ICs

Chapler 5

For CMOS technology there are tools such as COMPASS, OCTTOOLS which
have facility to generate mask layout from schematic automatically. However, there are
no such tools available for GaAs technology, mainly because that layout style is a criti-

cal design parameter for high speed systems.

A Modified Ring Notation approach is presented in this chapter which translates
a circuit schematic into mask layout suitable for use in the Vitesse 0.8um GaAs IC

foundry. However, the same idea can be used for other GaAs processes and foundries.

Various primitives have be implemented by different layout styles and compared.
The modified Ring Notation approach proves to be the best one to reduce coupling and

to improve GaAs technology layout density.

The 32-bit floating point multiplier described in the previous chapter is imple-
mented using this new layout approach. The HSPICE simulated results show that the
combination of the fast arithmetic architecture and the new layout style makes the mul-

tiplier faster, more compact and lower power.
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5.1 The Original Ring Notation Approach

5.1.1 Motivation

The layout style has a major impact on the performance of very high speed VLSI

ICs. The main issues of concern are:

1) To minimise interconnect lengths to reduce parasitic capacitance so that the

coupling between high speed signals can be minimized.

2) To reduce the inductance and increase the capacitance associated with the

power buses so that voltage and current spikes can be reduced.
3) To achieve a high layout density.

4) Pitchmatching of basic blocks.

GND

LOGIC

LOGIC

GND
(@) (b)

Figure 5.1 (a)The nMOS style and (b) the Ring-Notation style.

5.1.2 Ring Notation (Ring Diagram)
Eshraghian [24][55] introduced the Ring Notation approach explicitly to try to
meet the above requirements. In the Ring Notation approach, the GND rail is placed

between the logic and the power supply V,, rail (Figure 5.1(b)), as compared to the

nMOS style layout (Figure 5.1(a)). This reduces the self-inductance of the buses and

hence increases immunity to noise induced by signal crosstalk and switching spikes.

Ring Notation also provides an intermediate method to describe the layout of a
circuit design. In the Ring Notation as shown in Figure 5.2(b), the ‘dashed’ line repre-
sents the efet while the ‘solid’ line represents the dfet. The two MESFETs are joined
together using metal which is implicit in the ring representation for simplicity. How-

ever, it should be noted that the missing geometry will appear when the Ring Notation
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is translated into mask layout as shown in Figure 5.2(c). Figure 5.3 illustrates the trans-

lation from a two input DCFL nor gate to a Ring Notation layout.

It can be seen from Figures 5.2 and 5.3 that the translation from a circuit to the
layout is straightforward using the Ring Notation approach. Ring Notation allows sig-
nal paths to be highlighted and the interconnection strategy to be formulated before the
design proceeds to a layout. Complex structures can be readily and systematically
mapped thus providing an easy translation method from symbolic notation to mask lay-

out and hence ensuring the portability of designs.

Vi
R
GND
(a) The circuit of a DCFL inverter
. Vaa
. AN GND
LI
(b) Ring-Notation

gmu
il

| ‘ Metal_1
ﬂ";‘ljm I
[ |

Gate_Meial

Active_Arca

Depletion_Implant

iy
e |
‘ mJ Vialg
i |

(c) Layout

Figure 5.2 Translation from a DCFL inverter to ring style layout.
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gl

GND

(a) The circuit of a two input DCFL nor gate

Vaa

GND

(b) Ring-Notation

nor2.¢if seale: 0.200000._(SOBUX)._Size: 35 x 16 mictons

~_nor2

(c) Layout

Figure 5.3 Translation from a two input DCFL nor gate to ring style layout.

From a designers point of view, ring notation methodology is easier to implement
than the nMOS style, allowing a straightforward approach to circuit design. Eshraghian
[55] also showed that the Ring Notation technique produces circuits with higher speeds
than the nMOS style technique, mainly because of the shorter interconnection length of
the path. In this sense, the delay incurred by overcrossing capacitance effects is less in
ring style layouts. However, for the same circuit, Ring Notation layouts occupy a little

more area than nMOS style layouts ([55] Table 1). This can also be seen from
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Figure 5.4 which shows a nMOS style two input nor gate (a) [25] side by side with a
Ring Notation two input nor gate (b). In this case, the ring style takes 5% more area
than the nMOS style. This situation will get worse for larger circuits, because when the
circuit is large and complex, the ring style layout has to use several V;,/GND bus lines

instead of extended transistors along one V,,/GND bus line. The extra V;,/GND bus

lines occupy extra area.

.Opum

= 35.6um |

9

21.6pm

|

(c) The modified Ring Notation

Figure 5.4 Side-by-side comparison of three styles for a two input nor gate.
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In order to maintain the advantage of Ring Notation and at the same time reduce
the layout area, a Modified Ring Notation (MRN) has been developed and will be

described in the next section.

5.2 The New Modified Ring Notation Approach

5.2.1 The Modified Ring Notation Layout

The MRN uses the same idea as ‘ring notation’ or ‘ring diagram’. But when
translating to the mask layout, the MRN stacks transistors vertically instead of horizon-
tally along the bus lines as shown in Figure 5.4 (c). The layout is more compact,
because e-mode transistors can share connected vias and no horizontal spacing required

between e-mode transistors.

5.2.2 The Improvement in Layout Area

For complex circuits, the advantage of MRN over original Ring Notation in terms
of area is more obvious. Figure 5.5 shows a full adder implemented by the two ring
styles at same scale. Because original ring style lays-out the transistors horizontally

alone the V,,/GND bus lines, it has to use three bus lines to make the layout the desired
shape. The extra bus lines and the space between lines occupy a lot of area. In contrast,
the modified ring style full adder uses only one V,,/GND bus line, the transistors are

stacked vertically along the bus line. There is no wasted space in the layout. The MRN

approach reduces the full adder area by a factor of 3 which is very significant.

5.2.3 The Improvement in Speed

The MRN not only improves the layout area, but also the speed of the circuit.
Table 5.1shows the simulated performance of some basic logic cells implemented by
these two Ring Notations with fan-out = 1. It can be seen that when the circuit is as
simple as nor gates, the area of MRN is improved, but the delay is increased. This is
because using shared vias reduces the area of the vias, hence the resistance is increased.
Consequently, the current through the transistor is decreased, which slows down the
speed of the circuit. However, when the circuit is more complex, such as a full adder,
the MRN also has a significant improvement in terms of speed. It can be seen that the

MRN approach increases the speed of the full adder by a factor of 1.31-1.75. This is
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because the more compact layout reduces the length of connections and therefore the

capacitive loads.

88.8um | |yddt

163.6um

(b) A full adder using modified ring style.

Figure 5.5 A full adder implemented by (a) original ring style and (b) the modified ring style

Table 5.1 Results for a selection of basic logic blocks

Chapter 5

Original Ring Notation Modified Ring Notation
delay(ps) area(um?) | power(mW) delay(ps) area(um?) power(mW)

nor?2 60.0 569.6 0.250 63.0 432.0 0.250

nor3 81.8 801.6 0.278 89.7 541.0 0.278

full co 282 14528 3.467 co 161 4720 3.467
adder sum 462 sum 350

5-to-1 mux 371 7873.6 3.03 282 6205.7 3.03
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5.3 Global Power Supply and Ground Arrangement

5.3.1 Local Power and Ground Arrangement

The V,; and GND bus lines must be placed carefully to reduce their self induct-

ance so that their susceptibility to current transients can be reduced. The impedance of
these bus lines can be approximated using the CPW or CPS models depending on their
separation. Figure 5.6 show the Characteristic impedance of (a) CPW, (b) CPS as a
function of the shape ratio k = a/b, using the models described in 2.4.1. The plots use
the normalised substrate thickness 4/b as a parameter (noting the difference of a and b

between CPW and CPS).
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Figure 5.6 Characteristic impedance of (a) CPW (b) CPS as a function of the shape ratio k = a/b,
taking the normalised substrate thickness //b as a parameter.

It can be seen that for both CPW and CPS geometries, either the width of the two

V,4/ground buses have to be widened or the spacing between the two V,,/ground buses

have to be reduced in order to get smaller impedance and therefore smaller inductance.

The MRN, like original Ring Notation, forces the V; and GND bus lines to be

placed as close as possible with a minimum distance determined by the design rules.
On the other hand, in nMOS layout style, the bus lines are placed far apart on either
side of the logic gates.
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Figure 5.7(a) and (b) illustrates the normal sizes and the relative distances of the

Viiground buses for two layout configurations. The nMOS layout shown in

Figure 5.7(a) is clearly a CPW model. Referring to Figure 5.6(a) with A/b = o (usu-
ally h = 600 wm [25]), and typical values given in Figure 5.7(a), the characteristic
impedance of a nMOS layout style is about 1082 The MRN layout shown in
Figure 5.7 is a CPS model. Referring to Figure 5.6(b) with /b = oo, and typical val-
ues given in Figure 5.7(b), the characteristic impedance of a MRN layout style is about
80€2 This analysis shows that the MRN has a quarter of improvement in the inductance
between bus lines even at the leaf cell level. At higher levels of hierarchy this improve-

ment becomes even more significant as the distance between the bus lines is increased.
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el Logic _
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y
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. Logic
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(a) nMOS style (a) MRN style

Figure 5.7 The usual sizes and the relative distances of the bus lines of (a) nMOS (b) MRN style.
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5.3.2 Global Power and Ground Arrangement

The objective of the power distribution is to provide constant and equal power
supply and ground potentials to every device on a chip. Since the metal thickness is
constrained by the processing technology, increased line width may be needed to
reduce voltage variations. In conflict with this goal, one would also like to minimize
the chip area consumed by power buses so that the density of circuits and signal inter-
connections can be as high as possible. These objectives are further complicated by the
problems like resistance (ir drop), electromigration (current density limitations) and

inductance (Ldl/dt voltage variations).
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In order to solve the above problem, a net-like connection for power supply and
ground is used in conjunction with the MRN approach as shown in Figure 5.8. Metal 2
(M2) lines are the ring power/ground buses used horizontally as local buses to connect
to rows of gates, represented by triangles. Metal 3 (M3) lines are used vertically for
global buses. Because M3 has the highest current density and is transparent to the rows

of gates, using M3 instead of M1 can save space. As local V;; and GND buses, the M3
V44 and GND buses pair should be placed as close as possible to reduce themselves

inductance. In Figure 5.8 connections between M3 and M2 are represented by X sym-
bols for vias. The width required for the M2 buses depends on the current driven by the
transistors on the row between via connections to the M3 buses. The width of the M3
buses depends on bond pad width. The number of bond pads required can be deter-

mined by considering the worst case ir drop and electromigration current density (J,,,,,

= 2.8mA/um for M3 [27]). By using this method, all the inductance, electromigration

and the resistance are reduced because of the parallelism, without increasing chip area.
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Figure 5.8 Net-like power lines arrangement

The arrangement of M3 power/ground wiring on the chip must be considered.
There are typically many options available. If ir drop and inductance were not impor-
tant, these buses could be arbitrarily located. However, for big and high density chips,
it is necessary to select a low ir drop and low inductance layout. In general, multiple
ground and supply pads must be used in order to meet metal migration limits in most
chips. This requirement has the additional benefit of reducing both the ir and inductive

noise in the power and ground buses. Interleaved and distributed ground and supply
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connections are much better than grouped multiple connections since the total induct-

ance and resistance are lower.

5.4 Implementing the 32-bit Floating Point Multiplier

After fully considering the algorithm and layout style, the detailed layouts of the
32-bit floating point multiplier can be implemented by following the introduction of the

MRN for basic gates.

5.4.1 Mantissa Multiplier

The mantissa multiplier is a 25%25-bit (including hiding bit) modified carry save
array. Figure 5.9 illustrates the floor plan of the array which is arranged as a square for

convenient implementation and area efficiency.

I - =l L]

encoder half adder multiplexer full adder

Figure 5.9 The floor plan of the 26-bit mantissa array.

Chapter 5 140



Chapter 5

(a) logic diagram
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(c) layout

Figure 5.10 The implementation of the half adder using MRN.

1. Half adder

The first two rows of adders are half adders. Figure 5.10 shows the implementa-
tion of the half adder using MRN. Note that the gates drawn in bold lines are imple-
mented by SDCFL to increase driving ability, because the outputs of the half adder
need to drive three to four gates plus 150pF capacitive load of interconnection wire.
Table 5.2 shows the characteristic of the implemented half adder. The area information
comes from MAGIC layout, the delay and power dissipation are from the worst case
HSPICE simulated results at # parameters and 75°C temperature with fan-out = 4 and

Cload = 150ff (from layout extraction).

Table 5.2 The characteristics of the implemented half adder.

half adder delay (ps) area (umz) power dissipation (mW)
co 240 3200 4.5
sum 311
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2. Full adder

The full adder is the most important and frequently used cell in the multiplier.
The characteristics of the full adder will dominate the performance of the whole float-
ing point multiplier. Therefore, the full adder has to be designed carefully. Figure 5.11
illustrates three full adder designs: (a) is implemented directly from Eq.3.51 and
Eq. 3.52; (b) uses only nor gates to reduce the total gates of the full adder; (c) consists
of two half adders to perform the full adder function. It seems that design (a) is the fast-
est, because it has only 3 gate delays. However, it has a 4-input nor gate to drive big
load, which will seriously degrade the speed of the full adder, even for a 4-input
SDCFL nor gate. Alternatively, this 4-input nor gate can be replaced by two 2-input or
gates and one 2-input nor gates, but the speed still suffers. Design (b) has 3 gate delays
(the or gate is no cost in delay according to 2.2.3) and the least number of gates among
the three full adders. However, the five 3-input nor gates plus two or gates will take
more area and longer interconnect wires which slow down the whole speed of the
adder. On the other hand, even though design (c) has 6 gate delays and one or two more
gates than other designs, it consists of inverters and 2-input nor gates, and only one 3-
input nor gate. This makes it the most compact and the fastest design which is demon-
strated by the HSPICE simulated results for these three full adders with four fan-out at
typical process parameters as shown in Figure 5.10. Thus, design (c) is used in this
multiplier. The layout of the full adder shown in Figure 5.11(c) varies from place to
place depending on the place of the input/output required by its adjacent cells.
Figure 5.13 illustrates a typical implementation of the full adder. Table 5.3 shows the
characteristic of the implemented full adder at #f parameters and 75°C temperature with

fan-out = 4 and C;,,,; = 100ff (from layout extraction)

Table 5.3 The characteristics of the implemented full adder.

full adder delay (ps) area (umz) power dissipation (mW)
co 231 4399.7 5.1
sum 436
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Figure 5.11 Three full adder designs.
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() logic diagram

3. Multiplexer

(c) layout
Figure 5.13 The implementation of the full adder vsing MRN.

For the five-to-one multiplexers, there are five control signal buses along each

mux row. They are arranged in parallel with the local V 33/GND buses and implemented

by Metal 2. This makes the control signal buses have lower ir drop, inductance and

electromigration problem. Using Metal 2 also allows the control buses to overlap the

transistors of the muxes as much as possible to save layout area. Figure 5.14 illustrates

the implementation of the multiplexer using MRN. The simulated characteristic per-

formance of the multiplexer is shown in Table 5.4 with fan-out = 4.

Table 5.4 The characteristics of the implemented mulfiplexer.

5-to-1 mux

delay (ps)

area (umz)

power dissipation
(mW)

326

3200

3.34
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Figure 5.14 The implementation of the multiplexer using MRN.

4. Booth encoder

The encoders are placed on the left of the multiplexers. Each encoder generates
the five control signals for each multiplexer row. Therefore, five V34/GND buses are
used to correspond to the signals. The outputs of the encoder use larger SBFL gates to
drive such heavy loads. The implementation of the multiplexer using MRN is illus-
trated in Figure 5.15. The characteristic performance of the implemented encoder is

shown in Table 5.5 when driving 26 5-to-1 muxes.
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Figure 5.15 The implementation of the encoder using MRN.

Table 5.5 The characteristics of the implemented encoder.

power dissipation
encoder delay (ps) area (umz) (mW)

385.8 17335.5 17

5.4.2 Sticky Bit Generator

According to its definition, sticky bit S is the boolean or value of the least signifi-
cant n-2 bits. In another words, it is the or of all of the bits to the right of the R bit.
There are a total 22-bits which must ored together. Since the or gate of an AOI struc-

ture (Figure 2.6) has to be inserted between two DCFL gates, and the maximum
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number of inputs is restricted to 2, DCFL nor gates followed by inverters are used to
perform the or function. Figure 5.16 illustrates the logic diagram of the sticky bit gen-
erator using DCFL 3-input nor gates and inverters. It takes 6 gate delays to generate the
sticky bit, which is acceptable, because it is not needed until the final addition is fin-

ished.

S
Figure 5.16 The sticky bit generator circuit.

It is not necessary to implement all of the gates of the sticky bit generator in a sin-
gle block. The nor gates and inverters can be placed wherever is convenient in the man-

tissa array, then connected together.

5.4.3 Final Adder/Rounding

Two rounding algorithms, the CSA method and T1P (Trailing-1’s Predictor)
method, were presented in Chapter 4. In this section, first, an 8-bit CSA final adder/
rounder and an 8-bit T1P final adder/rounder are implemented and compared. Then the
final 48-bit adder/rounder for the 32-bit floating point multiplier based on the better

method is implemented and simulated.

1. An 8-bit CSA method adder/rounder

Figure 5.17 illustrates the structure of an 8-bit CSA method adder/rounder. It
consists of half adders, full adders and two-to-one multiplexers. The half adders and
full adder used can be as same as those in the multiplier array. The implementation and
the characteristics of the multiplexer using MRN are illustrated in Figure 5.15 and

Table 5.6, respectively.
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Figure 5.17 The structure of an 8-bit CSA method adder/rounder.

Table 5.6 The characteristics of the implemented two-to-one multiplexer.

2:1 MUX delay anes power dissipation
ps umz mW
115.7 2052 1.5
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(a) logic diagram (b) modified ring notation
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Figure 5.18 The implementation of the multiplexer using MRN.
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Figure 5.19 shows the HSPICE simulated results of the 8-bit CSA adder/rounder

at the worst case. The worst case occurs when a carry ripples through the adder/

rounder.
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Figure 5.19 The HSPICE simulated results of the 8-bit CSA adder/rounder.

2. An 8-bit T1P method adder/rounder
The schematic diagram of the 8-bit T1P (Trailing-1’s Predictor) adder/rounder is
illustrated in Figure 5.20 which uses the Carry-Select T1P as shown in Figure 4.25.
The T1P starts at the / bit position. The r bit rounding is achieved by activating the T1P
if v-{c;,;'So's + 57°s¢°s} is high. Figure 5.21 illustrates the schematic of the control logic,

where r = sy, [ = 57, 5 = sticky bit

Chapter 5 149



\ vy \ IR i l \ L ] R
FA - FAL | FA{~ FAl=-0 FA|<| FAl«{ FAle] FAle0
3 \ AR vl v Yiv Yy 'y
HA|[«{ FA|, | HAl={ BA|=-1 HA =+ HA |« lj%_*— HAle-1
{ Al L LA Al [ A i ¥ Al Cin
[mux}—{ muk}— muk}—{ mukj—| mux]c—‘_lr|11ux|—| muk| [muk}— mukj—{mux]-
] ] ' \ ]

=1

| Carry-Select T1P il e——

L

— Y T | S— i E— [ ll II

U U U ) O

=
¥

d
= e
=

P; P, P

Figure 5.20 The structure of T1P rounding technique.

) s Cinrv

out

Figure 5.21 The schematic of the control logic.

Control
Logic

Chapter 5

150



Example:

1 0 1 1 0 1 0 1 a
0 1 1 0 1 0 1 0 b
1 0 0 0 1 1 1 1 1 sums;
0 0 0 1 1 1 1 1 rflag
1 0 0 1 0 0 0 0 0 s5;®r;
shift 1 0 0 1 0 0 0 0O P
T Y S = e = S A 3135110 1908

00011111

0001111

1001000

v )

100 200 300 400

sl 0 700

(o] L 100 0|

Chapter 5

Figure 5.22 The simulated results of the 8-bit T1P adder/round in IRSIM.

Figure 5.22 shows the IRSIM simulated results of this example. The worst case

delay can be found in the HSPICE simulated results shown in Figure 5.23. Comparing

to Figure 5.19, the T1P method is much faster and uses less power than the CSA

method. The detailed comparison of these two methods is shown in Table 5.7. It can be

seen that the T1P method is 50% faster and 25% smaller than the CSA method. The

T1P method also saves 16% power. Therefore, the T1P rounding technique is adopted

in the floating point multiplier. The partitioning of the final adder is 7-7-8-8-9-9 as

illustrated in Figure 4.20.
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Figure 5.23 The HSPICE simulated results for the worst case of the 8-bit T1P adder/rounder.

Table 5.7 The comparison of the two implemented rounding methods.

delay area power dissipation
ps mm’ mW
CSA 2.22 0.376 153.0
T1P 1.12 0.280 128.5

5.4.4 Exponent Block

The exponent block consists of an 8-bit adder, a sign generator and an overflow/
underflow detector. The sign generator of the IEEE floating point multiplier is simply
an exclusive-or gate. Figure 5.24 illustrates the logic diagram and the implementation
of the exclusive-or gate using MRN. The performance of the xor gate is shown in

Table 5.8.
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Figure 5.24 The implementation of the xor gate using MRN.

Table 5.8 characteristics of the implemented xor gate.

power dissipation
xor delay (ps) area (um2 ) (mW)

220 1874.9 1.3

The 8-bit adder is built from a row of half adders and an 8-bit CSAdder. The
overflow/underflow detector is sped up using the carry select T1P technique (without
xor gates). The layout of the exponent block corresponding to Figure 4.29 is shown in
Figure 5.25. The worst case delay of the exponent block occurs when the sum of the
exponent adder and the overflow v from the mantissa block are zero which causes a
underflow. Figure 5.23 shows the IRSIM results for various cases including overflow
and underflow. Figure 5.24 shows the HSPICE simulated results of the worst case

delay. It can be seen that the worst delay is §40ps.
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Figure 5.25 The layout of the exponent block.
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Figure 5.27 The HSPICE simulated results of the exponent block.
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5.4.5 The floating point multiplier chip
1. Final Floorplan
Having described the implementation of all modules of the floating point multi-
plier, it is time to put everything together. The floorplan of the multiplier is illustrated
in Figure 5.28. The complete layout, in MAGIC, is shown in Figure 5.29. It corre-
sponds exactly to the floorplan of Figure 5.28. The area is 2.43mm by 3.77mm (without

pads). The chip uses 28,000 transistors which gives 3956 transistors/mm? for 0.8 wm

GaAs technology.
Exponent Block
g
i S
5 0 =
3 2 2
: . O
& The Modified Carry Save Mantissa Array g O
= = ‘B
3 il =
m 8 4
7

Chapter 5

26-bit CSAdder/T1P Rounder

Figure 5.28 The final floorplan of the floating point multiplier.

2. Simulations

The function of the floating point multiplier was checked using IRSIM. 40 differ-
ent sets of input vectors were applied with correct results. Figure 5.31 shows four
IRSIM results including the worst case. The worst case delay of the multiplier equals to
the sum of the worst case delays of the mantissa array, the final adder/rounder and the
exponent block. Namely, all the ¥ inputs are high and all the X inputs are low, then X,
is from high to low, which causes a carry rippling through the final adder/rounder and
an overflow v in the mantissa. The latter causes an underflow as mentioned in exponent

section. Figure 5.30 shows the HSPICE simulated results for the worst case. The simu-
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lated delay

of the chip is 4ns at typical-typical (tt) parameters with 100fF load. The

power dissipation is 3.5W at 75°C with 2V power supply giving 14mW/MHz.
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Figure 5.29 The final layout of the floating point multiplier.
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Chapter 5 156



¢ 191deyn

LST

Jydynur jurod Suryeoy ay) Jo SHNSAI NISHI YL 1€°S 2131y

fp32 i) Tue Apr 11 14:56:15 1895
Xbus 800000 800001 I 800000 ffffed
Ybus 800000 i 800029
000000 3fffff I 000000 3ffcts
Exbus f 00
Eybus 00 7e
Epbus 80 00 ff oo
underfiow ||] l
=
overflow | ﬂ ‘l ||
Sx
Sy
Sign
HiMe (N8) o R e e e e Tt e e o e b e
0.0 $0.0 100.0 150.0 200.0 250.0 300.0 350.0 400.0




3. Performance comparison

Table 5.9 shows the comparison of the 32-bit floating point multipliers (U of A)
with the AT&T GaAs heterojunction FET 32-bit multiplier [98]. It can be seen that our
chip has less than half delay, uses about 12% area and saves half power comparing to
AT&T chip. Since the AT&T chip is the only other 32-bit multiplier reported in this
field, a 16x16-bit fixed point multiplier has also been designed and implemented with
the same techniques used in the floating point multiplier in order to compare with other
GaAs technologies. Table 5.10 shows the comparison of our 16x16-bit multiplier with
other 16x16-bit multipliers. It can be seen that our chip has the best performance in

terms of delay, area and power dissipation.

Table 5.9 The performance of 32-bit multipliers

Chapter 5

Delay Area . Density | Power | mW/
Technology Format | Method ns o’ Transistors . W Mz
AT&T GaAsHFET IEEE32 4,2) 9.25 8x9.5 49,700 654 7 74.75
1pm
Uof A || GaAsMESFET | IEEE32 m. CS 4 2.43x3.77 28,000 3056 35 14
0.8pum
Table 5.10 The Performance of 16x16 Multipliers
Authors Technology Method Delay Area FETs Density Power mW/
ns mm? Imm? w MHz
Sekiguchi GaAs m. Booth, WT 7.6
Sumitomo(1990) (0.7um) multi-chip 4X375X375 | 4X3906 278 4X1.1 334
Singh et al GaAs cs 475 32X28 11708 1307 2.61 124
ITT(1990) (0.7um)
Kajii et al GaAs 4.1 63X48 15000 496 6.2 254
(1988) HEMT
Cui et al GaAs m. Booth 2.93 14X25 11562 3300 1.44 42
U of A (1994) (0.8um) &m.CS
5.5 Summary

A novel GaAs VLSI layout approach, called the Modified Ring-Notation
approach, is described. This approach maintains the advantages of the original Ring

Notation while reducing layout area and delay.

The floating point multiplier presented in the previous chapter was implemented
by the new layout approach. The combination of the fast arithmetic architecture and
compact layout style achieves 4ns multiplication time with 3.5W power dissipation at

75°C giving 14 mW/MHz. The area of the chip is 2.43mm by 3.77mm (excluding pads)
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and uses 28,000 transistors to give a density of 3056 transistors/mm? for 0.8-um GaAs
technology. It has the best performance amongst the current designs, which suggests
that the our floating point architecture and the new layout approach work very well for

the GaAs technology.

From the implementation of the 32-bit single precision multiplier, it can be esti-
mated that it will take 7.6ns to performance 64-bit double precision floating point mul-

tiplication if the same architecture is used.
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CHAPTER

6

A 16x16-bit Fixed Point Multiplier Chip

A 16x16-bit fixed point multiplier is described in this chapter. This chip was fab-
ricated using VITESSE H-GaAs-II 0.8um Technology. It consists of a 16X16-bit multi-
plier, a TDFL test circuit and CMOS compatible pad drivers and receivers. The
purpose of the chip is to economically verify the architecture of the multiplier, the
Modified Ring Notation layout methodology, the dynamic/static mixed approach and
the interfacing between the GaAs/CMOS/BiCMOS unified technology described in the

previous chapters of this thesis.
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6.1 The 16x16-bit Fixed Point Multiplier

6.1.1 The Architecture of the 16x16-bit Multiplier

The 16x16-bit fixed point multiplier uses the same architecture as the 32-bit float-
ing point multiplier described previously, i.e. a modified carry save array is used in
conjunction with Booth’s algorithm to reduce the partial product addition and intercon-
nection, and a multi-carry select adder is used to speed up the final addition. For
16x16-bit multiplication, the total number bits of the final addition is 30. Using
Eq.4.18, m = 6. Therefore, the multi-carry-select adder at the foot of the multiplier

array is partitioned 5-5-6-7-7 as shown Figure 6.1. The area is 1.4mm by 2.5mm

(excluding pads).
Input X
mux} = & Bl NN
[encoder] Thal — ; 5
1] = = 2
mod . |- | [ a 5 il o
l l fa
-t i — = i g —
] Himil
= _Eﬁ- i i ,- oﬁr ;-;E L i LA
B 3|2 |5
— n— || 5 &
=)
= 5 ) L5 el W I | -V
] —— B
: a
[ i - 3 —f = i 4 - ;
|:| B o
B2 |5
7-bit 7-bit S| [el |8
7-bit 7-bit L] U
mux | L mux ]
Output P(16-29)

Figure 6.1 The partitioning of the 16x16-bit multiplier.

The HSPICE simulated worst case delay is shown in Figure 6.2. The worst case
delay is the time taken for “P29” going to high with all the Y inputs are high, all the X
inputs are low, and X0 is from high to low. The worst case delay is 2.93ns at typical-

typical (tf) parameters and 75°C temperature. The power dissipation is /.44W with 2V
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power supply. The simulations at slow-slow (ss) and fast-fast (ff) were also carried out.

The worst case delay is 6.5ns at ss2, and is 2.16ns with 2. /4W maximum power con-

sumption at ff2.

300.

200.

(=]
=

o
=
ey

(=]
4

oM

oM

734 _394M

29 .280M

TN.TRO
IcvoDix2

I coonn b | N I:i
1.0N 2.0N 3.0N 4 ON 5_0N 6.0N
TIME (LIN) 6.0N

Figure 6.2 The HSPICE simulated delay of the 16x16-bit multiplier.

6.1.2 The Global Power and Ground Buses

In order to deliver clean, constant and equal power supply and ground to every

device on the chip, the global power and ground buses must meet the electromigration,

ir drop and inductance requirements. The net-like connection for power supply and

ground described in 5.3.2 is used for this chip. The width of the M3 buses depends on
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the power pad width. The number of power pads required is determined by considering
the electromigration. According to the VITESSE manual, the current density for M3 is
Jyax = 2.8mA/pum [27]. The bond pad width used in this chip is 96pum. Therefore the
maximum current flow in a power bus is [,,,, = 268.8mA. Since the maximum power

dissipation is 2.14W, and Vjzis 2V, the minimum number of the power pads will be:

1
N = }‘OTAL N 2.14/2 _ 308

MAX - 268.8x10™

Therefore, at least four internal power pads and four internal ground pads are needed,

to satisfy electromigration requirements.

In order to reduce the ir drop and inductance, the placement of the global power

and ground buses must be carefully considered. Figure 6.3 illustrates two arrangements
of the power/ground buses for the 16x16-bit multiplier chip. Figure 6.3(a) simply uses

two groups of power/ground buses as required by the electromigration consideration

(24.2). Figure 6.3(b) uses four pairs of power/ground pads, but uses five groups of

power/ground buses connected in parallel.

Vdd growmd Vddg’w"d_

i 2500pum
(a)
: ;| Iy
) E”.( R (s VR }g$ T ,n
et ~ (e ’ { 1 |
| g
a |l
Y Y Y g
) ) A
+ 380w-1

=TT B 155 ST TR S 7 GRS R T =, S }'::..{ ST K 2 B
4 T " T R
Vdd ground (b) Vda ground

Figure 6.3 The two arrangements of the power/ground buses for the multiplier chip.
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We use the interconnection models described in 2.4 to calculate the ir drop and

inductance of each design.
1.ir drop
» Design (a)

According to Eq.2.27 the voltage drop at the far end of the power line is:

_ Pl _pll R

e 24 2Wr  2W

where K, is layer sheet resistance.
-

Referring to Figure 6.3(a), current /5 per bus can be calculated as following:

_ Py Vs _ 21472

1
4 4 4

= 267.5mA.

The VITESSE 132 standard padring is used for this chip which will be described
later. The size of the padring is 5590um by 3490uwm, and the sheet resistance of M3 is

0.025Q /0 [27]. Therefore,

v o Rl 0.025x267.5 x3490/2

W 7% 96 = 60.78mV .

*Design (b)

From Figure 6.3(b), the total current /7 per bus is:

_ PV _ 21472

b =
J 10 10

= 107mA.

Therefore, the voltage variation due to ir drop is:

_RI;L 0,025 x% 107 x 3490/2

AV = W 7% 96 = 24.31mV.

The voltage drop of the layout shone in Figure 6.3(b) is 24.31mV which is signif-
icantly better than the 60.78mV of Figure 6.3(a).
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2. Inductance

» Design (a)
According to the VITESSE manual, the minimum space between two M3 wires
is 6pm. Therefore, in Figure 6.3(a) a = 6/2 = 3ym and b = W,y + a = 96 + 3 = 99um.

Because the two power and ground buses in Figure 6.3(a) are completely separated
from another two power and ground buses (2500um > 10b), the CPS model can be

applied.

From Eq2.14 and Figure 2.2, k = & = 3 _ 03, KB

99 K (k) = 0.32. Using

Eqs.2.11, 2.16 and 2.16 with g, =1, the effective dielectric constant can be deter-

mined as following:

ar—l
Eopr = 1+ 5 = 1,
. K(k) _ _
Z() = lZO‘n:K——,(k) = 120m x0.32 = 120.602,
1 1
Co= 5= = —— = 0.0276fF/um.
0¢  120.6x3x10 %10

For minimum design rules, the capacitance of M3 to substrate, Cyy; is:

Cys = Cpp+2Cf = 5x0.022 +2x0.035 = 0.18fF/pm [27].

The ratio of the capacitance gives

Cars 0.18
“of T C, T 00276 0:%

Then the actual impedance and inductance can be determined from Eqs.2.11 and

2.10 using Eofr = 6.5:

z, = e _ ~6.5 - 47Q
Cus¢  0.18x 10 x3x10%x 10°
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Ly = Z3Cpps = 47°x0.18x 107> = 401fH/um = 4.01nH/cm.

Because the centre of the power/ground buses is connected to the V44 or ground

by two parallel paths, the net inductance to the centre is reduced by half:

1 _1 3490) 4
L = 2LOl =5 (4.01) x(—z 10 * = 0.35»rH.
If the chip is connected to its circuit board or chip carrier by bond wires, an addi-

tional 0.8nH is added in series with each bond pad [25]. Therefore, the total inductance
of one power/ground bus is:

L= %[(@ x 107 4.01) +08] = 035+04 = 0.75nH.
eDesign (b)

In Figure 6.3(b), a = W, #/2 = 96/2 = 48um and b = spacing of M3 + a =6 + 48
= 54um. Because the spacing between the two power and ground buses and their

neighbours is not significant (380pum < 10b), the CPW model and Eq.2.12 can be
applied as follows:

_a_48 _ K(k) _ _
k = 5 =55 = 0.89 and Kk - 1.34. Therefore, when & = 1

K’ (k) _ 30m
Z = = = 5
0= 30n e = T3z = 03¢

Cy =

i 1
Z.c

= o= 0.0474fF/pum .
0 703%x3%x10 %10

The ratio of Cy;3 with Cy gives

£ _CM3_ 0.18 _ 133
“f T C, 00474 T

Then the actual impedance and inductance can be determined from Eqs.2.11 and
2.10 using o = 38:
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/8 /
ZO = eff = 38 = 369,

Cus¢  0.18x10 " x3x10%x10°

Ly = Z3Cpps = 36" x0.18x 107> = 233fH/pm = 2.33nH/cm.

Because five Vy4/ground buses are connected parallel, and they share four Vy4/

ground bond pads, each bus net inductance to the centre is reduced by one fifth:

1,1 ﬂ)) -4 _
L = 5Lyl = £ (233) x( 5 |x 107" = 0.08nH

The total inductance of one power/ground bus is:
L, = §(0.8+L) = %(0.8 +0.08) = 0.176nH.

By comparing design (a) and design (b), it can be seen that the latter has 40% less
voltage variation and 23% less inductance than the former. In order to keep the induc-

tive voltage spike below 50mV, the maximum current slew rate for design (a) is
dl/dt = V/L = 0.05/0.75 = 6.67x10’A/s or Al = 6.67TmA out of a total of

100mA in 100ps. For design (b) dI/dt = 0.05/0.176 = 28.4% 10'A/s or

Al = 28.4mA out of a total of 100mA in 100ps. Because DCFL steers current between
the switch FET and the input gate-source diode of the next stage, the Ipp and ground

current is relatively constant. However, a fractional change in current below 6.67 per-

cent is difficult to achieve, while below 28.4% is much easier and possible.

Therefore, while both Figure 6.3(a) and (b) satisfy electromigration requirement,
the latter has 40% less voltage variation and 23% lower voltage spike due to ir drop

and inductance, the design in Figure 6.3(b) is chosen for this multiplier chip.

The currents driven by the transistors on the M2 buses between two M3 buses are
from 10mA to 16mA. The electromigration current density for M2 is 2.0mA/um.
Therefore the width of the M2 buses ranges from S5pum to 8 pm. The ir drop and induc-
tion are not problems for M2 buses, due to the net parallel structure which reduces the

whole resistance and inductance.
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6.2 The TDFL Test Circuit

In order to test the dynamic/static mixed approach described in Chapter 3, a
TDFL test circuit is implemented in this 16x16-bit multiplier chip. Since the mixed
approach depends on dynamic (TDFL) operations, only TDFL test circuits are put on
the chip due to restriction on the area and the number of pads. The TDFL test circuit
contains a 24-bit TDFL shift register, an on chip clock generator and four probe pads

for high speed testing as shown in Figure 6.4.

Vs GND GND Vi
- f
t
. Tobetriver ‘1 probe driver =
I genc‘;amr ] T2-bit TDFL shift register_I |
N robe diiver | 12-bit TDFL shift register_0

probe driver

Figure 6.4 The structure of the TDFL test chip.

6.2.1 The 24-bit TDFL Shift Register

A 24-bit simple TDFL shift register designed in 2.3.6 was simulated under a
range of conditions to test if the design is robust enough to withstand manufacturing

variation.

Figure 6.5 TDFL shift register stage.

The 24-bit shift register with TDFL register sizing shown in Figure 6.5 is
expected to work properly with process spreads from ss2 to ff2 at highest clock fre-

quency around 600MHz.
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6.2.2 On Chip Clock Generator

Since the maximum frequency of the 24-bit TDFL shift register is around
600MHz, there are 12 inverters and one nor gate connected with output to the input of
next stage in the on chip clock generator. There is a reset signal connected to the nor
gate to start the ring oscillation. The structure of the on chip clock generator is illus-

trated in Figure 6.6.

start

{>°i>c out
oo oo

Figure 6.6 The structure of the on chip clock generator.

The output of the clock generator is connected to the two phase non-overlapping

clock generator/driver described in 3.2.2 for the 24-bit TDFL register.

6.2.3 Probe Pads

The chip uses CMOS compatible I/O which will be described later. These pads
are too slow to test the TDFL circuit. Therefore, probe pads are used for testing the out-
puts of the TDFL circuit. There are four probe pads, two for the two non-overlapping
clocks to test the frequency, another two for the outputs of the shift registers at the 12th
register and 24th register to test the function of the TDFL register. The pad driver uses

the same clock driver as described in Figure 3.32.

6.2.4 The low_to_high (lotohi) Input

The output level form the CMOS pad receiver is from -1.4V to -0.85V. However,
the input level required by the TDFL circuit is from OV to 0.6V. Therefore, a lotohi
input buffer is used to convert to the desired voltage level. Such a circuit can be easily
achieved by connecting a DCFL inverter with a DFET buffer as illustrated in

Figure 6.7.
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GND Vpp = 20V

Vout

[:tgg 0.65V
Vin l ‘
-0.85V, 4’[[ ov
-L4V___J—-l_

Vgg = -1.5V GND

Figure 6.7 The lotohi buffer.

6.2.5 The HSPICE Simulated Results

The HSPICE simulated result of the TDFL test circuit is shown in Figure 6.8 at
typical-typical parameters and 75°C temperature. The clock frequency is S23MHz. The
circuit works also from ss2 to ff2 with frequency from 330MHz to 600MHz.

¥ HSPICE FILE CREATED FOR CIRCUIT TDFL_TEST
94/09/22 12:04:58

2.0 4t TDFL_TEST.T:
> PHI1_PROBE
vV L 1.50 = e
01 = PHI2_PROBE
LN L H=Saa—s"
T 1_0: u
500.0M ::.ri it s B /g R e ] R P P i | R TR [T B R
-850.0M - TOFL_TEST.T:
S = VIN
VL S
01 -
L N =
T -
A
Z TDFL_TEST.T:
Z VOl12_PROBE
vV L "
01 =
LN
=
TOFL_TEST.T!
V024 _PROBE
vV L s/
01
L N
T

10.0N 20,0N 30.0N 40.0N 50.0N
0. TIME (LIN) 60.0N

Figure 6.8 The HSPICE simulated results of the TDFL testing circuit.
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6.3 The Test Chip

6.3.1 The CMOS Compatible Pad Driver and Receiver

In order to test the interface between GaAs chips and CMOS chips for the solid
modelling accelerator, the VITESSE VCB50K Library’s CMOS compatible pads 77L
I/0 [116] are used in the 16x16-bit multiplier chip.

The TTL input buffer (ITOQD1) in the VITESSE TCB50K Standard Cell is used

as the CMOS-to-GaAs receiver. Figure 6.9 illustrates the schematic of the circuit.

]
i!
Vee _
|
w == ﬁ§+;ﬁ,\w!
|[1.2/20
| [1.2/20
1.54150 . 4 - ﬂ[z.sm.s
[ 4 1.53.9+ [[1.5/
1.9150
1.5/3.3+ [ 1.5/4 —»Z

ﬂya_ |i|12’3 ——~H—| 1.2/19
o0 4o 20 1 12220 k%.mdﬂ L

Figure 6.9 CMOS-to-GaAs receiver schematic.

The circuit was designed for Vi = 5V Vo = OV and V= -2V In this case, the
backgating voltage has to be set to -1.6V, which will seriously degrade the speed of the
whole chip. Therefore, Vyry = 7V, Ve = 2V and Vpr = OV are used instead without
affecting the function of the receiver. The HSPICE simulated results of the receiver are

shown in Figure 6.10. It has a logic swing of 0.66V to 0.1V, which is suitable for DCFL
and SDC FL logic families. The rise time is 0.685#ns, and the fall time is /.06ns
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™ HSPICE FILE CREATED FOR CIRCUIT IN
n/00/730 10119:

Zrr 4ro<
L]
£

Zw-r Rl -}
o n
2
2 o
LG
x
e

200.0M T 3 k ||
100, oM S0
a an -o & ON
L) Tlnr CLIND 10 0K

Figure 6.10 The HSPICE simulated results of the CMOS-to-GaAs receiver.

The TTL output buffer (OT00D1) in the VITESSE TCB50K Standard Cell is
used as the GaAs-to-CMOS driver. The schematic is illustrated in Figure 6.11. As the
receiver, the power supplies are also shifted up 2V to get positive supplies. Figure 6.12
shows the HSPICE simulations. It has a logic swing of 4.55V to OV when driving a sin-
gle CMOS input. The rise/fall times are 4./8ns and 2.74ns, respectively.

VrrL
M ; o
ez ¥=U
- "‘I —a
1.5/40]x9 » PAD
i | [[ 1.5723.1x11
Vee _ 1.5/1.5
=
VRS- X Veea
[-| 2538 < == rrrj
~ JEL
1540
[—| [[2.513.5 I—|"
LIl
He [1.5740
o
2.3/3.5
r‘ [[12.3/3.5 r‘ [ 1.5,36
1.2
Am—|[1.271p IR(W [
t|2119) | 5/ko
o AR
Figure 6.11 GaAs-to-CMOS driver schematic.
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® HSPICE FILE CREATED FOR CIRCUIT 1IN
g4/08/730 1019167
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Figure 6.12 The HSPICE simulated results of the GaAs-to-CMOS driver.

Finally, the layouts of the receiver and driver are shown in Figure 6.13. The size

of the passivation opening over the bonding area is 96 X 148 pm.

mmm—PAD _
(a) CMOS-to-GaAs receiver (b) GaAs-to- CMOS driver

Figure 6.13 The layouts of (a) receiver, (b) driver.
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6.3.2 The Chip Layout

The floorplan and the layout of the whole chip with the VITESSE 132 padring
are shown in Figure 6.14 and 6.14, respectively. The pads are numbered clockwise

from the arrowed corner of the padring.

CMOS Compatible Input Pads

The 16-bit Multiplier

CMOS Compatible Input Pads
TDFL Test Circuit
CMOS Compatible I/0 Pads

CMOS Compatible Output Pads

Figure 6.14 The floorplan of the 16x16 bit multiplier chip.

Figure 6.15 The final layout of the 16x16 bit multiplier.
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6.3.3 Packaging The Chip

The chip is packaged using the VITESSE 132 pin ceramic LDCC package which
offers 132 leads and 92 signal lines. The package is a high speed multilayer ceramic
package specifically developed for the requirements of very high performance IC’s

with Cu-W heat spreaders for efficient cooling,.

Signals are carried on a S0Q controlled impedance transmission line between the
package leads and the cavity bond pads resulting in good cross talk control, low imped-
ance power supply leads and low thermal resistance from junction to case. Multiple
ground pins provide for excellent signal isolation. Internal ground, power planes and

decoupling capacitors minimize switching noise on the power supplies.

Figure 6.16 illustrates the 132 LDCC package. The pins are numbered anti-clock-
wise from the angled corner of the package body (when viewed from above). The chip
pad assignments and their corresponding package pins are shown in Table 6.1 with the
function of the pin and the name of the package line. All Vy4s, Vs and Vs are 2
volts. All Vs are 7 volts for the multiplier and 5 volts for the TDFL test circuit. All
Vs are 0 volts or grounded. Clk1 and CIk2 are external clock inputs for the multiplier.

All grounds are connected.
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Figure 6.16 The 132 pin ceramic LDCC package.
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Table 6.1 Assignment of pins and their corresponding pads.

Package Signal Chip Function || Package Signal Chip Function
Pin Name Pad Pin Name Pad
- 140 - 67 - 68 -
sl 141 Vcee 68 - 69 -
GND 142 Vit 69 GND 70 Vit
4% GND 143,144 Vit 70* GND 71,72 -
S** s2 1,2 Vce T1** s49 73,74 Vcee
- 3 - 72 s50 75 x1
s3 4 y15 73 s51 76 x0
s4 5 yl4 74 §52 77 set_i
$S 6 yi3 || 75 s53 78 set_o
10 s6 7 y12 76 s54 79 p0
11 s7 8 yll 77 855 80 Vcca
12 s8 9 y10 78 - 81 -
13 s9 10 y9 79 s56 82 Vo
14 s10 11 y8 80 s57 83 vitls
15 s11 12 Vitl 81 s58 84 Vin
16* GND 14 Vit 82* GND 86 Ground
17** s12 13 Vee 83#* s59 85 vdd
18 s13 15 Vref 84 s60 87 Vss
19 - 16 - 85 s61 88 stop
20 s14 17 y7 86 s62 89 in
21 s15 18 y6 87 s63 90 out
22 s16 19 y5 88 GND 91 Veeal
23 s17 20 y4 89 s64 92 vi2
24 s18 21 y3 90 GND 93 Vel
25 s19 22 y2 91 s65 94 c
26 s20 23 yl 92 s66 95 clk2
27 s21 24 y0 93 s67 96 clr2
28* GND 28,29 Vit 94* GND 100,101 Vit
29*+* s22 25,26 Vce 9Q5** s68 98 Vee
30 GND 30 Vit 96 s69 102 vi2
31 s23 31 Vee 97 - 103 -
32 - 32 - 98 - 104 -
33 s24 34 clkl 99 s70 106 Vcca
34 §25 33,35 vitl 100 s71 105,107 vitl
35 526 36 clrl 101 s72 108 pl6
36 s27 37 x15 102 s73 109 pl7
37 s28 33,35 il 103 s74 105,107 vitl
38 s29 39 x14 104 s75 111 Vdd
39 s30 40 x13 105 - 112 -

Chapter 6
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Table 6.1 Assignment of pins and their corresponding pads.

Package Signal Chip Function || Package Signal Chip Function
Pin Name Pad Pin Name Pad
40 s31 42 x12 106 s76 114 pl8
41 GND 41,44 Vit 107 - 113,116 -
42* GND 47 Ground 108* GND 119 Ground
43%* s32 38 Vdd 109** s77 110 Vdd
44 $33 43 Vil 110 s78 115 Vil
45 s34 45 x11 111 s79 117 p19
46 GND 46 Ground 112 GND 118 Ground
47 GND 41,44 Vit 113 - 113,116 -
48 s35 48 x10 114 s80 120 p20
49 836 49 x9 115 s81 121 p21
50 s37 51 x8 116 s82 123 p22
51 s38 52 x7 117 s83 124 p23
52 GND 56,59 Vit 118 GND 128,131 Vit
53 GND 54 Ground 119 s84 126 p24
54 s39 55 X6 120 s85 127 Vcea
55 s40 57 | x5 121 586 129 p25
56 GND 56,59 Vit 122 GND 128,131 Vit
57* GND 53 Ground 123* GND 125 Ground
5% s41 62 Vdd 124%+ s87 134 Vdd
59 s42 58 x4 125 s88 130 p26
60 s43 60 x3 126 s89 132 Veca
61 sd44 61 vdd 127 s90 133 p27
62 s45 65,67 Vitl 128 s91 137,139 Vil
63 546 63 x2 129 $92 135 p28
64 s47 64 Vce 130 s93 136 p29
65 s48 65,67 vitl 131 s94 137,139 vitl
66 - 66 - 132 s95 138 229

* Vit pins: 4, 16, 28, 42, 57, 70, 82, 94, 108 and 123 are internally connected.

** Vce pins: 5, 29, 43, 58, 71, 83, 95, 109 and 124 are internally connected.

Chapter 6

6.3.4 PCB Board

A custom designed test fixture was fabricated for testing of the packaged chip.
The package is surface mounted to the PCB with an elastomer ring (pressure contact)
to allow easy mounting and unmounting of the test chip. The board is designed to inter-
face to the Tektronix DAS-9200 digital analyser. The connections are standard gold
PCB pins with a 0.1” pitch. The PCB is made from double-sided fibre glass which pro-
vides controlled impedance lines to the test interface pins [118]. Solder pads are pro-

vided to connect chip resistors and capacitors to either end of the board trace. The
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board is 4.6” square. The top and bottom artworks of the board are shown in

Figure 6.17 and 6.18 respectively. The design parameters are:

- The signal traces are 0.015" wide, 0.010" spacing (0.025" pitch).

- The board material is fibre glass (dielectric = 4), double sided 1 ounce copper.
Thickness is 1/32".

* Pins to the DAS must be a single-ground pair which can be arranged in a group
of 8 or individually. The pin spacing in both directions is 0.100". They must be
gold to make reliable contact and to prevent metal migration of tin into the DAS
probe tips.

- Due to the compact nature of the test board, trace lengths could not be equalized

so there is a slight difference in delay between some traces.
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Figure 6.17 Top layer of the test fixture PCB.
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Figure 6.18 Bottom layer of the test fixture PCB.

Since GaAs components have very fast transitions, but they have CMOS output,
the trace lengths must be considered as transmission lines and must be terminated cor-
rectly to retain signal integrity. The traces on the PCB are treated as lossy transmission
lines. The structure can be modelled by a microstrip line as described in 2.4.1 where
the backside ground plane reflects the signal to produce its dual. The impedance can be

approximated by Eq.2.20 and 2.21:

Z, = ol ln(&l+lv—) and

@ w  4h

_ 8r+1+8r—1(1+10h)—1/2
Ceff = T3 2 w :

wheree. = 4, w = 0.015" and h = l”.HenceZ = 100Q.
r 32 0
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Therefore, the output pads of the chip drive into a 10092 resistor to ground.
HSPICE was used to model a signal trace driven by one of the output pads through a

bond wire, a source resistor Ry, a transmission line, a lead, a terminating resistor R;in a

probe. The equivalent circuit is shown in Figure 6.19.

8 8 3
2 2 g
[72] w ]
B e bond wire and g
probe, o | lossy g, & | pad driver
load .5 | transmission & package lead 8
g | line 131 g |
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Figure 6.19 Equivalent circuit of a signal driven off chip.

The following simulations were carried out to determine the effects of various

board parameters on the signals:

- a 4cm long line with no resistance and terminating resistors of 50, 75, 100, 125
and 150€2. Figure 6.20 shows that the 1002 load has the best damping, a satis-
factory voltage swing and a reasonably good delay at the start (S1) and end of
the PCB line (T1). It also can be seen from panel 3 and 4 of Figure 6.20 that the
effects on the two neighbours of the test trace (from S2 to T2 and S3 to T3
respectively) is £200mV which is acceptable comparing to a 1.6V to 3.6V volt-
age swing.

- a 4cm long line with a 100Q terminating resistance for source resistance values
of 50, 100, 150 and 200€2. Figure 6.20 shows that finite source resistance gives
negligible improvement in rise/fall time and cross-talk relative to large source

resistance.

Therefore, from the above simulations the terminating resistance is set to 100Q
for fast rise time and the source resistance is set to infinity (i.e. open circuit) for best
voltage swing. The delay from the input to the PCB pin is measured to be about 4.15ns.
The output voltage swing is about 3.1V. The terminating resistance can be increased to

obtain a larger swing if required at the expense of slower rise and fall times.
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TITLE SIMULATION FOR PCB 2 SIDED FIBER GLASS. 1/32°° THICK (0.792MM)
95703708 10:07:11

5.5890 ° P I pce TRO
2 - 1IN
VoL - =X
01 . = S
LN e fn-————
1 = = !
- ]
T . PCB.TRO
. =S IN
VoL = -
01 5 5T
NN g
T = I
= ]
E Z PCB.TRO
T < s§2
VoL -
01 - > g2
L N S .ﬁﬂ__———
T 2
-9 6113M !
& - PCe 1Ro
o, g
MEELLE L =k
01 - - 3
LN 0 > — ad’————
T = = =
<200 0M "
= ) R ey 0w W B
10 ON 20.0N 30.0
0 TIME C(LIN) 400N

Figure 6.20 Simulation of a 4cm long line with R;=50, 75, 100, 125, 150X and no R,.
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Figure 6.21 Simulation of a 4cm long line with R;=100<, and R.=50, 75, 100, 125, 1502
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6.3.5 Test of the chip

In order to test the CMOS compatible pad driver and receiver, and the speed of
the 16x16-bit multiplier, a test structure as shown in Figure 6.22 is used. The delay of
the I/O pads is the time from a change in high input of set_in signal to the change in
output of set_out signal. The delay of the multiplier is the delay from change in input of

set_in signal to the change in output of g,9 minus the delay of the [/O pads.

Input -
Pad € set_m

Culpul = Sct out
Pad =

Multiplier

1111111111 111111

Y15Y14Y13Y12Y11Y10Y9 Y8 ¥7 Y6 ¥5 Y4 Y3 ¥2 Y1 Yo

Y

Output
Pad

—— 229

Figure 6.22 Speed test structure.

The micrograph of the chip is illustrated in Figure 6.23. A serious problem with
the fabricated chip was found by examining the chip under the microscope. An output
register array at the bottom of the multiplier had been displaced from its correct posi-
tion by a significant distance. The register array now runs from the lower left side of
the multiplier across some signal lines and over the top of a pad driver (see

Figure 6.23).

A closer examination of the chip has revealed that some arrays of cells have been
reflected in either the x or y axis. It would seem that this problem affects the arrays of

cells that have themselves been reflected.
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Figure 6.23 The micrograph of the multiplier chip.

The result of this fault made the fabricated chip completely useless. The cause of
the fault has been traced to the software used by CMP to design the multi-project wafer.
The foundry has offered a free refabrication of the chip. However this will take several
more months, therefore the measured results will not be included in this thesis. They

will be reported later when available.

6.4 Summary

A 16x16-bit fixed point multiplier chip was fabricated using VITESSE H-GaAs-
IT 0.8um Technology. The details of the design, implementation and testing were
described in this chapter. To enhance the speed, a modified carry save array and a mul-
tiple carry select adder are used in the multiplier architecture. The chip used the Modi-
fied Ring Notation approach to improved layout density. A net-like connection for
global and local power supply and ground were used to reduce the ir drop, electromi-

gration and inductance.
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Chapter 7

7.1 Conclusions

The importance of a solid modelling system in CAD/CAM has been widely rec-
ognized. The trend toward real time solid modelling system, especially for complex

object applications, demands the development a Solid Modelling Accelerator.

An examination of a solid modelling program call GWB was shown that half of
execution time is spent on floating point intensive calculations (another half is spent on
accessing to the data structure and hence on memory subsystem). An architecture of the
Solid Modelling Accelerator was proposed using the GaAs/CMOS/BiCMOS unified
technology. The essence of the unified technology concept is that the mix of the tech-
nologies can be adjusted to suit high performance architectures through appropriate
partitioning. Because of the superior performance of digital GaAs circuits in terms of
speed and power dissipation, GaAs technology is used in the core sections (VPU and
Vector Cache) of the Solid Modelling Accelerator to implement floating point intensive
calculations, while CMOS technology is used where high speed outputs are not
required such as for frequent accesses to heavily interlinked high density data struc-

tures. BICMOS is used as buffer to drive large loads in CMOS circuits.

The main objective of the research work described in this thesis was to design
and implement the hardware mapping of critical paths of a GaAs Core Processor for
the proposed Solid Modelling Accelerator. This was led to characterization of suitable
logic families and development of suitable algorithms and a design approach to pro-

duce high speed, high density and low power dissipation GaAs VLSI IC’s.

The evaluation and characterization of four GaAs logic families—Direct Couple
Logic (DCFL), Source Follower DCFL (SDCFL), Super Buffer (SBFL) and Two-
phase Dynamic Logic (TDFL) showed that DCFL gate was fast and occupies little
area, used extensively throughout this research for local logic blocks. SDCFL showed
that it had strong fan-out and capacitive driving ability, however it had higher power
consumption. SDCFL was used in critical paths, while SBFL was used for buffering
global signals (such as clocks) due to high power dissipation and noise injection into
the power buses during high to low transition. TDFL was used in the mixed dynamic/

static approach to reduce the power and area while maintain high speed.
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A variety of division algorithms was examined, an 8-bit nonrestoring divider was
implemented based on this mixed dynamic/static approach. TDFL was used as shift
register and DCFL was implemented in static logic functions with the ability to drive
moderate loads. The divider showed to operate at 1GHz clock frequency at typical typ-

ical processing parameters. The associated power dissipation from Vpp at this fre-

quency was 0.35mW on average including the static adder/subtracter part. This work
showed that the mixed dynamic/static approach was very promising for GaAs VLSI
circuits because of low power dissipation and small area occupation. However, because
the sensitivity of TDFL to variations in process spread and clock skew, it would better

to be used locally.

A floating point multiplier is the most important elements in the GaAs Core Proc-
ess. Therefore, a 32-bit IEEE floating point multiplier was designed and used as vehicle
to select a suitable architecture for the GaAs Core Processor. After investigating vari-
ous fixed and floating point multiplier algorithms, a modified carry save array, a multi-
ple carry select adder and a Trailing-1’s Predictor were used and developed to improve

the speed of the floating point multiplication.

The Modified Ring Notation (MRN) approach was developed for the implemen-
tation of the GaAs Core Processor and many GaAs VLSI’s. The analysis of this new
layout approach included interconnections, power supply and ground considerations.
The original Ring Notation has the advantages of easy design structuring and improved
reliability. The MRN maintains the advantages of the original Ring Notation while

reducing layout area and delay.

The floating point multiplier presented in the previous chapter was implemented
by the new layout approach. The final layout provided an adequate measure of the effi-
ciency of the proposed layout approach. The combination of the fast arithmetic archi-
tecture and compact layout style achieves 4ns multiplication time with 3.5W power

dissipation at 75°C. The area of the chip is 2.43mm by 3.77mm (excluding pads) and

uses 28,000 transistors to give a density of 3056 transistorsimm? for 0.8-um GaAs
technology. It has the best performance amongst the current designs in terms of delay,

area and power dissipation.
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A 16x16-bit multiplier chip was implemented to test the architecture and the lay-
out methodology. It was fabricated using VITESSE H-GaAs-1I1 0.8um Technology. It
was found that there is a bug in the software used by CMP to design the multi-project
wafer. The bug affects arrays of cells that have themselves been reflected The result of
this bug made the chip completely useless. The chip will be refabriated by CMP. How-
ever, because of the long time needed for refabrication, the measured results of the chip

is not included in this thesis.

7.2 Recommendations for Future Work

High speed and high precision computation are required for many digital signal
processing, computer graphics, model simulation and image processing application,
and so is the Solid Modelling Accelerator. For more accurate performance, solid mod-
elling systems require double precision floating point operations. By using the modular
architecture, all of the high-speed components needed to communicate with each other
should be in the same modules. Then modules such as adder/subtracter, multiplier,
divider and square root etc. can be packaged as a hybrid semiconductor to communi-
cate with each other. However, with VITESSE H-GaAs-II 0.8um Technology, it is dif-
ficult to implement the whole double precision floating point multiplier into one single
chip even using MRN. Also, from Chapter 1 it can be seen that besides the Vector
processing Unit the GaAs Core Processor also needs a Vector Cache. However, one of
the major limitations of GaAs technology is the difficulty of producing large quantities
of data storage. This arises from the relatively high power dissipation occurred through
using storage elements on the one hand, and the fact that leakage currents prohibit the
use of dynamic storage elements on the other. Furthermore, the interface between mod-
ules can use GaAs compatible [/O pads which have less than Ins delay [69]. However,
the CMOS compatible I/O pads for interface with CMOS/BiCMOS part are quite slow
(Sns).

Therefore, further development of the GaAs Core Processor based on the work of

this thesis is likely to proceed on four fronts.

Firstly, use VITESSE H-GaAs-III 0.6um technology or Fraunhofer-Institut fiir
angenwandte Festkdrperphysik high speed 0.3um HEMT process, to scale down tran-

sistor’s sizes, hence the chip’s areas. Based on the work of Chapter 2, re-characterize
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the four logic families using the new process parameters. Search for better logic fami-

lies to enable higher operational speed while preserving low power consumption.

Secondly, finish all the arithmetic elements in the GaAs Core Processor using the

scaled logic gates, and use the MRN for the layout.

Thirdly, design a dynamic RAM cell for the Vector Cache of the GaAs Core
Processor using a three phase clock strategy to refresh charge at the storage node dur-
ing read operations. The object is to use the cell to make a RAM array which consumes

no static power, and is as fast as dynamic RAMs and consumes less area than static

RAM.

Finally, modify the CMOS compatible pads to make them compatible with low
voltage (3V) CMOS and have significantly faster speed than 5as.
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Appendix A

Procedure to Implement the Face Equation in GWB

\footnotesize
\begin{verbatim}
# include “gwb.h”

int faceeq(l, eq)

Loop *I;
vector eq;
{
HalfEdge *he;
double ~  normy;
vector vi, vj, vc, vl, v2;
int i

vi[3]=vi[3]=ve[3]=v1[3]=v2[3]=eq[3]=1.0;

he = I->ledg;
veccopy(vi, he->vix->vcoord);
veccopy(vj, he->nxt->vix->vcoord);

vecminus(vl, vi, vj);

Appendices
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he = he->nxt;
veccopy(vj, he->vtx->vcoord);

veccopy(ve, he->nxt->vix->veoord);

L: vecminus(v2, vj, vc);
cross(eq, v1, v2),
norm = sqrt(dot(eq, €q));
if(norm != 0.0)
{ for(i=0;i<3; i++)
eq[i] /= norm;
eq[3] = -dot(eq, vi);
return(SUCCESS);
h
else
{
/* printf(“faceeq: null face %d\n”, 1->1face->faceno);
return(ERROR); */
veccopy(vce, he->nxt->nxt->vtx->vcoord);
goto L;
}
h
\end {verbatim}
\normalsize
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Design Tools Used in This Thesis

- VHDL (Very high speed integrated circuit Hardware Description Language)
was used to describe modules at high level, then simulated using MENTOR
GRAPHICS VHDL simulator before detailed subcircuits were designed.

+OCTTOOLS is package of various tools. It was mainly used for gate and tran-

sistor level design and functional simulation of sub-modules and random logic.
*MAGIC is a layout editor. It was used to implement layouts.

-HSPICE was used for detailed simulation from Subcells to the whole chip

including processing variations.

-IRSIM is a fast and efficient event driven switch level simulator for the simula-
tion of larger blocks. It provides a reasonable accurate estimation of the sys-

tem’s timing, but here it was mainly used to check functional behaviour.
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HSPICE Simulation Files for Crosstalk

*** Generated from try.mag by Adelaide Uni modified magic spice generator
*** technology: cmp

*** extraction style: default

*** units per lambda: 0.10

*** timestamp: 774594049

*** version: 1.0

*** Capacitance Threshold = 100000 units
*** Resistance Scale = 1000 units

.options post dcap=1 brief probe

* cmp uses Vitesse HSpice model parameters
.protect

.nc ‘/opt/vlsi/lib/tcm/hspice/vsc2.01models’
ib ‘/opt/visi/lib/tcm/hspice/vsc2.01corners’ tt
.unprotect

.global 1 vdd gnd

Vdd 10 2v

.global sub

Vsub sub gnd 0.6v
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.probe tran v(out111) v(ulinel) v(out112) v(uline2) v(outll) v(tlinel)v(outl2)
v(tline2) v(out211) v(uline21) v(out212) v(uline22) v(out311) v(uline31) v(out312)
v(uline32)

temp 75

.model line2 U level=3 plev=1 elev=1 nl=2
+KD=4.0 xw=0.4u rho=2.1e-8 rhob=3e-8
*+wd=1.5u ht=3.2u th=0.3u sp=2u
+wd=1.5u ht=2u th=0.5u sp=2u

+llev=1 dlev=0 maxl=25

.subckt sdcfl 101 100

JO 05 101 0 sub jfet04 L=1.2U W=21.0U $ x = -2287, y = -2674
J2 100 05 1 sub jfet04 L=1.2U W=25.0U § x = -1958, y = -2674
J1 05 05 1 sub jfet19 L=1.6U W=6.0U $ x = -2045, y =-2710
J4 100 0 0 sub jfet16 L=1.2U W=12.0U § x = -1678, y = -2675
C1 101 00.24F

C2 1000 1.67F

C3 05 0 0.99F

C0 1 020.32F

.ends

.subckt sdcflib 101 100

JO 05 101 0 sub jfet04 L=1.2U W=42.0U $ x =-2287, y =-2674
J2 100 05 1 sub jfet04 L=1.2U W=50.0U $ x = -1958, y =-2674
J1 05 05 1 sub jfet19 L=1.6U W=12.0U $ x = -2045, y = -2710
J4 100 0 0 sub jfet16 L=1.2U W=24.0U $ x = -1678, y = -2675
C110100.24F

C21000 1.67F

C3 05 00.99F

Appendices
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C01040.32F

.ends

.subckt inv 101 100

J0 100 101 O sub jfet04 L=1.2U W=8.0U $ x = 8327, y = -2655
J1 100 100 1 sub jfet19 L=2.0U W=2.0U § x = 8439, y = -2663
C110100.24F

C21000 1.67F

C0105.43F

.ends

**kxkx+x++ the followin calculations are for a line with L=5mm
****The characteristics of the line used is as follows:
*#** T (unit length)=9.2nH/cm

***% C(unit length)=0.9pF/cm

#x** V=10 cm/ns

x111 in cut111 sdcfib

x112 vhigh out112 sdcflb

x121 ulinel out1131 inv

x122 ulin¢2 out1132 inv

x131 out1131 out1141 inv

x132 out1132 out1142 inv

u3 out111 out112 O ulinel uline2 refl line2 L=0.005
refl ref1 01

vin in 0 pwl(0 0.65 0.5ns 0.65 0.6ns 0.15)
.tran (0.01ns 2ns)
.END
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Appendix D

Testing Equipment

1. The Test Jig

A test jig was made from aluminium with a sealed cavity under the PCB as
shown in Figure D.1 [117].

The PCB posts are gold plated so as not to corrode or react with the gold strips of
the DAS pattern generation probes. The terminating resistors and capacitors are surface
mount 805 type packages which are suitable for high frequency applications. Terminat-
ing resistors for chip output lines are mounted next to the PCB pins. All power pins

have decoupling capacitors of 0.1uF connected to ground near the chip.

2. Chip Mounting
The following procedure was followed in mounting the chip:

-Ensure normal ESD prevention techniques for handling CMOS circuits are
used. Carefully place the package on the PCB and align the pins with the PCB
tracks. The elastomer ring and the retainer can be assembled and placed over the
package and the four bolts inserted. With the bolts loose, adjust the retainer to

correctly position the package and tighten the bolts.
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Figure D.1 High speed test jig for VITESSE 132 LDCC package.

+ Check alignment of trace and corresponding pad by measuring the resistance

between internally connected pins (e.g. pins 4, 16, 28, 42, 57, 70, 82, 94, 108 or

123). If aligned correctly, the resistance should be zero.

- Check the electrical integrity of the test fixture by measuring the resistance

between ground and power supply at several pins.

» Place a finned heat sink on top of the package with a smear of Unick UH-102

Silicon heat transfer compound.
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3. DAS 9200 High Speed Digital Tester

The Tektronix Digital Analysis System (DAS) 9200 is a tool which provides the
operating environment for a pattern generator module, data acquisition module, and
the software to control them. The software is configured to run via a host system using

an X-window interface.

}

The software allows programming of the algorithmic pattern generation module
with test vectors, after which the program can be run, applying signals to the chip under
test. The resulting output signals can then be read from the data acquisition probes and
displayed as a timing diagram from which a hard copy can be generated. Figure D.2

shows the setup of the DAS testing system.

Local Area | I
Network

Figure D.2 Setup of the DAS9200 Digital Analysis System.
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4. 92516 Pattern Generation Module

The 92516 Pattern Generator Module is connected to the device under test
through the P6464 Pattern Generator Probe. The P6464 provides a total of 9 signal
lines (bits 0-8) and a clock line (clk). The maximum clock frequency available is 50

MHz. The P6464 can supply signals at either TTL or ECL levels.

The P6464 receives power via three sense leads connected to the probe: a red line

for Vg (voltage high), a black line for Vi (voltage low) and a green line for ground.

The specifications for the 92516 Pattern Generator are shown in Table D.1

Table D.1 DAS 92816 Pattern Generator Specifications

Characteristic Specification
clock maximum frequency 50 MHz (20 ns)
VH -0.5V to +5.5V @ 100mA + I; gop
VL | +03V 10 -5.5V @ 100mA + Iy o Ap
Vi-VL 4.8Vto5.2vV
TTL V|, out VL +08V
TTL Vg out Vi - 1.1V ]
ECLVi out Vi - 175V
ECL Vy; out V-1V
driver capability 20 mA (sink or source)

The 92516 Pattern Generator Module can produce outputs at TTL levels with 5
volts swing or ECL levels with 0.8 volts swing. TTL output high and output low volt-
ages can be controlled by the supply voltages applied to the P6464 probe module. By
providing suitable supply voltages, the 0 to 5 volts TTL outputs can be level shifted up.

Hence the two P6464 pods’ power wires should be connected as follows:
-red: +6 volts
*black: +1 volts
- green: circuit chassis ground and power supply ground (These two should be

connected together.)

This gives a logic high of 4.9 (Vy - 1.1V) volts and a logic low of 1.8 (V| + 0.8V)

volts at the probe tip. This meets the voltage swing requirement for the CMOS compat-
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ible pads. ECL logic levels can not be used because the voltage swing is too small (0.8
V).

5. 92A96 Data Acquisition Module

The 92A96 Data Acquisition module provides a facility for sampling digital data
in a format which can be viewed and analysed by DAS software. The user specifies a
reference voltage, variable from -5 volts to +5 volts. Any voltage sampled above this

voltage will register as a logic high and any voltage below this as a low.

The 92A96 in 24 channel high speed acquisition mode has a resolution of 2.5 ns
or 400 MHz. The signal side of the probe tips is marked with a colour and should point

towards the chip.
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