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ABSTRACT

Mobile telephone services are presently provided by fréquency
division multiplexing techniques. A voice circuit in the form of a
radio frequency channel is allocated to a subscriber for his sole use
during a telephone call. An alternative to this is to employ time

division multiplexing and provide voice circuits on a digital basis.

In such a scheme speech is digitized and formed into packets
for transmission. It is possible to interpolate packets from different
conversations onto a single high capacity radio channel. This is a
form of time division multiple access and is best implemented by a
technique termed reservation ALOHA. When a packet is prepared at a
mobile telephone a request is sent, over a small capacity channel, for

transmission space in the main or speech channel.

To determine the efficiency of this process the characteristics
of speech in packets are investigated through computer simulation. An
optimum packet length is shown to exist and is obtained for a wide

variety of different systems.

Various delays are inherent in packet speech interpolation and
these are considered in turn. The most important is the delay involved
in assigning space in the speech channel in times of greater than aver-
age speech activity. Limiting this delay to maintain reasonable speech
quality results in certain packets not being transmitted. Such packets

are said to have been glitched.

The nature and extent of glitches is studied both theoretically

and by further simulation. Their subjective effects are also considered
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and acceptable rates of speech loss are determined. Within this con-
straint and another imposed upon the total delay, an optimized packet
system is designed. This is capable of servicing over 4000 subscribers

in a total capacity of 2.16 Mbit/s.

A comparison is performed between the above packet system and
alternative small cell frequency modulated (FM) systems which employ
radio channel reuse. It is shown that with similar channel repetition
the packet scheme can provide more telephone connections within a given
bandwidth. There are however penalties of greater cost and complexity.
A compromise system incorporating interpolation with the small cell FM
structure is shown to be superior to both, at least for applications in

the near future.

Alternative areas for packet speech interpolation such as pulse
code modulation telephone links, satellite systems and integrated data
and speech networks are also considered. It is found that these very
much parallel the mobile telephone situation and that the results
obtained for the Tatter are of direct relevance. In some ways these
areas are better suited to the use of packet speech interpolation than
is a mobile telephone system and they offer the best opportunity for its

implementation at the present time.
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LIST OF SYMBOLS

Excess capacity factor on an ALOHA channel.

Number of bits in an information packet (bits).

Nominal number of voice circuits in a speech channel.

Bit rate of digitized speech (bit/s).

Expected number of entries in an infinite M/D/1 queue.
Freezeout fraction in a TASI system.

Total traffic on an ALOHA channel (packets/slot).

Glitch probability.

Glitch rate, or fraction of packets glitched.
Interpolation gain of speech in packets.

Full channel interpolation gain.

System interpolation gain.

Maximum random delay in packet retransmission on an ALOHA
channel (slots).

Maximum length of slot assignment queue (speech packet slots).
Number of request slots within a subpacket recording time.
Number of request slots within the total of a subpacket
recording time and the slot assignment 1imit.

Number of request slots required for resequencing.

Number of subpackets per packet length.

Number of simultaneous users in a system.

Number of calls commencing per second.

Speech activity factor.

Probability of a collision.

Steady state probability of being in state "i".

Matrix of state transition probabilities.

Acknowledgement packet time-out wait in an ALOHA system (slots).
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Ratio of acknowledgement channel to speech channel capacities.
Ratio of request channel to speech channel capacities.
Throughput of an ALOHA channel (packets/slot).

Request channel information rate (bit/s).

Packet length; time of speech recorded in a packet (seconds).
Usage; average number of requests arriving per transmission slot.
Time Timit for slot assignment (seconds).

Capacity of the speech channel (bit/s).

Acknowledgement channel capacity (bit/s).

Request channel capacity (bit/s).

Assignment channel capacity (bit/s).

Total one way radio channel capacity (bit/s).

Time of a speech channel transmission slot (seconds).

Time of a request channel transmission slot (seccnds).



1. INTRODUCTION

1.1 Background

Telephone service to mobile subscribers has grown rapidly in
recent years and is expected to continue to expand in the foreseeable
future [1]. To meet this demand the telephone administrations in many
countries are planning and implementing high capacity mobile telephone

systems [2,3].

At present mobile telephones are usually found in automobiles.
However, as their size and weight are reduced, hand held, portable units
will become possible [4]. Indeed there appears to be no reason why such
devices cannot eventually be made as small as radio pagers. Given the
present trend toward rapid accessible personal communication, the demand
for such telephones could well be enormous. What sort of radio system
can provide a telephone service to such a large number of people within
a relatively compact city area? This thesis investigates one possibility

based upon digital techniques.

The main problem with any proposed large scale mobile telephone
system is to provide sufficient services within the available radio
frequency (RF) spectrum. It is impossible to provide every subscriber
with a unique radio channel. Instead, present systems employ a number
of voice-width channe]s/which are allocated to particular users when a
telephone call is initiated. After call completion the channels are
freed for reallocation [5]. Frequency division multiplexing (FDM) is

used to split the RF bandwidth into voice channels [6].



An alternative to this is to use time division multiplexing
(TDM), in which a voice circuit occupies the entire RF bandwidth
available, but only in short bursts. Speech in this system is digitized
and arranged into packets [7,8] for transmission during the allocated

time.

The main advantage of a digital system is its compatibility with
future digital telephone systems. As the cost of digital equipment is
falling relative to that of its analogue equivalent, more and more of the
normal telephone network is becoming digital. Th1s 1is nowhere more
evident than in the switching field where it is now cheaper in certain
circumstances to employ digital rather than analogue switching, even
though the speech has to be digitized prior to switching and afterwards

converted back to analogue.

Another advantage of the digital technique is the possibility it
offers for improved spectrum utilization as progress is made in digitizing
speech at low bit rates. Further, there are inherent advantages in digital

transmission because of its greater resistance to interference.

1.2 Packet Radio Techniques

In a digital mobile telephone system many users transmit packets
over a common radio channel. This process is termed time division
multiple access (TDMA) [9] and it relies upon each user having an average
data rate which is a small fraction of the channel capacity. This is
very common in computer communication networks and the majority of

research in TDMA relates to this field [10,11,12].



The simplest form of TDMA is the random approach embodied in the
"ALOHA" system. Here users transmit packets immediately upon their
formation. Since the transmissions are entirely random two or more
packets will, at some stage, overlap in time and interfere with each
other. Such packets cannot be correctly received and are said to have
collided. To prevent loss of information through collisions, an acknow-
ledgement is returned to the user when a packet is correctly received.

If no acknowledgement is received the packet is retransmitted.

This scheme was first studied and implemented at the University
of Hawaii in 1970 in a system connecting remote terminals to a computer
[13,14]. It was quickly realised that as well as providing a scheme for
ground radio communications [15], the technique could be used in

satellite systems [16,17,18].

The major problem with the ALOHA method is that only a small
fraction of the radio channel capacity can be used without overloading.
Proposals allowing greater use have been presented by Kleinrock with
Lam [18,19], and with Tobagi [20,21] and by others [22,23]. The most
promising technique for mobile telephone applications is some form of
reservation ALOHA [17,21,24,25,26]. Here space for transmission in the
radio channel is allocated by a central controller upon receipt of a
request for space. In a mobile telephone scheme this entails transmitting
a request over a second radio channel, the request channel, to the
central controller. Reservation ALOHA is the basis of all the mobile

telephone schemes proposed in this thesis.



Another important consideration for the radio connection is the
environment through which the signal must pass. In a city area multiple
echoes of the original signal are detected at the receiver. This multi-
path propagation causes severe fading with the signal amplitude varying
randomly with position. The signal is also spread in time thereby
limiting the achievable baud rate. This is of particular importance in
wideband digital transmission. The characteristics of multipath prop-
agation have been examined by Cox [27-29] and several other authors

[30-34] and will be discussed in detail in chapter 2.

Man made noise is also a problem in transmission through the urban
environment. Noise levels are much higher than in free space and impulses
from automobile ignitions can swamp even high level signals [35,36].
Needless to say this can cause significant numbers of errors in digital
systems. Methods for overcoming these limitations are discussed in
chapter 2, where a practical radio channel arrangement for a digita]

mobile telephone system will be determined.

1.3 Interpolation

In any telephone conversation each person speaks for only 25%
to 40% of the time. The resulting spaces may be used to carry other
conversations and thereby effectively increase the number of voice
circuits. This process, termed interpolation, was first used in the
time assignment speech interpolation (TASI) system on the transatlantic
underwater telephone cable [37]. It enabled the number of simultaneous
conversations the cable supported to be doubled with only a slight

degredation in speech quality [38,39].



Digital speech interpolation in which speech is interpolated in a
digital format has also been proposed. It is usually considered within
the structure of pulse code modulated (PCM) telephone lines [40-47],
though satellite applications have also been investigated [48,49].

Few authors however, have considered the interpolation of speech in
packets and none have previously investigated such an arrangement in a

mobile telephone system.

The operation of packet interpolation requires that each tele-
phone has a speech detector to ensure packets are generated only when
speech is occuring. For every packet, a request must be sent to a
central controller which allocates space for the packet in the speech
channel. Clearly this results in a significant Toad on the request
channel which must therefore have a correspondingly high capacity.
This agpect is investigated in chapter 3 where the gain in the number
of simultaneous conversations, achieved through interpolation, is

determined.

Although interpolation can increase the efficiency of telephone
systems, it also introduces certain degradations. Potentially large
delays occur in the formation and transmission of a packet. In fact,
in practical systems, there is a finite probability that a packet will
not be transmitted at all. 1In this case the speech in that packet is

lost and a glitch is said to have occurred.

The probability of a glitch in any particular system can be
obtained from queue theory as shown in chapter 4. Several authors
[40,50-53] have investigated this queue problem, however, there are
some discrepancies in the solutions derived. These difficulties are

resolved and extensions to the theory required for the mobile



telephone system are considered in chapter 4.

1.4 Comparison of Mobile Telephone Schemes

In chapter 5 a computer simulation of the mobile telephone system
is described. This provides a check on the validity of the theory and
also enables other previously ignored aspects of the system to be con-
sidered. The simulation results suggest methods for optimization
within a given set of performance criteria. The subjective effects of
glitches are also investigated and it is shown how these can be minimized

by correct design.

To determine the usefulness of a packet mobile telephone scheme,
an optimized system is compared with the alternative present technology
in chapter 6. The most efficient mobile telephone systems now in exist-
ence use the small cell concept. Here voice circuits are provided on
individual radio channels as in the older FDM schemes, but transmission
power is kept Tow so that the channels may be used simultaneously by
several telephones, separated by sufficient distances. There results at
least a five-fold increase in the number of voice circuits available

within the allotted RF bandwidth.

At present small cell systems are beiné implemented in the U.S.A.
by the American Telephone and Telegraph Company [3,54-56], and by the
American Radio-Telephone Service Inc. [4,57,58]. A small cell system is
also being installed in Japan [2,30,59]. These systems are compared

theoretically and practically with the proposed digital system.



A variation on the digital scheme, considered in chapter 7,
employs a simple TASI arrangement without packets. This is analysed

and compared to all other systems.

1.5  Further Applications

Digital speech interpolation has been proposed for use in PCM
telephone lines as described earlier. It is possible to employ a
packet system in this context and the results obtained for the mobile
telephone system may be applied directly to this new application.
Differences in the two systems, however, enable an alternative arrange-

ment in the PCM case and this proves to be beneficial.

In chapter 8 a packet PCM system is designed and compared with a
TASI scheme without packets. Other proposed advanced PCM interpolation
schemes [44,46,48] are also discussed. Finally, the use of packet speech
interpolation in the fields of satellite communication and integrated

speech and data networks are briefly considered.



25 A DIGITAL MOBILE TELEPHONE SCHEME

2.1 ALOHA Schemes

Consider a mobile telephone system employing digital transmission
over a wideband radio channel. Time division multiplexing is used to
provide each active source with a voice circuit. The easiest means of
achieving this in such a distributed network is for transmission to take
place in packets holding up to a second of recorded speech. This minim-
izes the amount of switching involved and ensures that 1ittle time is

wasted due to the radio propagation delay.

At each telephone,speech must be digitized, recorded and formed into
a packet with addressing information and possibly error correcting code.
The time of the speech stored in each packet is termed the packet length.
In transmission, the packet occupies only a small fraction of this time
since it is sent at a bit rate far greater than the recording rate. This
enables packets from many other sources to be transmitted while the sub-

sequent packet is being formed.

Packets are initiated when speech begins and therefore their trans-
mission times are random. Since packets from all sources must be transmit-
ted on a single channel, some time division multiple access protocol must
be used to prevent information loss when packets collide. The simplest
technique 1is that of pure ALOHA. This employs a positive acknowledgement
scheme in which an acknowledgement packet is transmitted whenever a speech
packet is successfully received. The acknowledgement packet contains the
address of the telephone from which the speech originated and is trans-
mitted to the telephone on a return radio channel. If, within a certain

time after a packet transmission, the telephone has not received an
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acknowledgement, it assumes that the speech packet has collided with one
from another telephone. It therefore retransmits the packet after a ran-
dom delay. This delay ensures that collided packets do not inevitably

collide again.

If the input of packets to the speech channel is assumed to be
completely random and derived from an infinite number of sources, the
input process can be modelled by a Poisson distribution [52]. The channel
throughput, S, is defined as the average number of correctly received
packets per packet transmission time. The channel traffic rate, G, is
defined as the average number of packets (both new and previously collided)
transmitted per packet transmission time. It has been shown [60] that.
under equilibrium conditions where the throughput equals the average input
rate, the relationship between S and G is

S = Ge 2 G

(2.1)

A useful description of the performance of an ALOHA system is the
relation between average packet delay and throughput. The average delay
is directly related to the average number of transmissions a packet requires
G

for successful reception. This is given be §-and is easily derived from

(2.1). Figure 2.1 shows how this quantity varies with throughput.

It should be noted that if the transmissions were perfectly sched-
uled so that no collisions took place, the channel could be used at its
maximum capacity and the throughput would be 1.0. However, there is in
reality no possibility of the throughput exceeding 0.184 ( = ?lE')' If

at any time the input rate exceeds this value the system becomes unstable,

the throughput reduces toward zero and the delay increases toward infinity.

The mechanism behind this collapse is as follows. At low jnput



AVERAGE NUMBER OF TRANSMISSIONS PER PACKET

10

200 i~

100 |-

50 -

20 |~

10 |-

| J S— I l 1

0 0.05 0.10 0.15 0.20
THROUGHPUT S

Figure 2.1 Characteristic behaviour of a pure ALOHA system

0.25



1N

rates the throughput equals the input. An increase in the input results
in greater numbers of retransmissions per packet and increases the
average delay. When the input rate reaches 0.184, the total traffic rate,
G, is 1.0. Then, even a small increase in input rate overloads the
channel and sets off a chain reaction with packets colliding and being
retransmitted repeatedly. Eventually, virtually every packet transmitted

collides and there are almost no successful transmissions.

An improvement on this simple or "pure" ALOHA system results if
a time base is established and the radio channel is divided into slots
of length equal to the transmission time of a packet. Users are requ-
ired to be synchronized and may only begin a packet transmission at the
start of a slot. This reduces the probability of a collision and results
in a throughput-traffic rate relation of

s = ge "G (2.2)

In Tigure 2.2 the throughput-delay curve for "slotted" ALOHA is
shown together with that of pure ALOHA. As a result of slotting the
1

radio channel, the maximum throughput is doubled to 0.368 ( = 5—).

However the possibility of a catastrophic breakdown still exists.

Equations (2.1) and (2.2) are in fact only approximations due to
the Poisson input assumption used in their derivation. In practice the
retransmitted portion of the input is far from random and hence does not
have a Poisson distribution. Consider the packet transmission procedure
in the slotted ALOHA case. After a telephone transmits a packet it waits
a time-out period of length R slots, for an acknowledgement. If at the
end of this period, no acknowledgement has arrived, it waits a random

number of slots up to a further K before retransmitting.
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An analysis incorporating this complex input has been performed
by Kleinrock and Lam [18,61]. They prove that the exact nature of the
delay-throughput relation depends upon K as shown in figure 2.3, In
fact K may be used to stabilize ALOHA systems to a certain degree as

will be seen Tater.

Clearly neither pure nor slotted ALOHA are suitable for a mobile
telephone system. The Tow input rate required to avoid a system break-
down means that the RF bandwidth would be used inefficiently. This must
be avoided at all costs. Several propecsals have been made for variations
on the ALOHA schemes which result in more efficient channel usage. The
most important of these are carrier sense multiple access (CSMA) and

reservation ALOHA.

In a CSMA system each user senses the RF channel for a short time
before transmission to determine whether any other user is transmitting.
Various procedures may be adopted for rescheduling the transmission if
the channel is occupied. This scheme was analysed by Kleinrock and
Tobagi [20] who found that the delay-throughput curve was similar in
shape to that of other ALOHA schemes but that the maximum throughput was
0.857. Unfortunately this figure decreases rapidly if even a few users'
transmissions cannot be detected by the remainder. In a mobile telephone
system, where lTow power transmitters and omnidirectional antennas would

be used, this situation is virtually certain to occur.

A solution to this hidden user problem is to have the receiving
station transmit a tone on a separate radio channel, whenever it detects
a packet transmission. Users listen to this busy tone channel to deter-

mine whether the main channel is in use. The resulting maximum system
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throughput is 0.720, though in practice a Tower rate must be used to
avoid overload. This scheme could be used in a mobile telephone system.
It is considerably superior in efficiency to slotted ALOHA but requires

an extra radio channel.

Reservation ALOHA also requires an extra radio channel; this time
used by the telephones to carry their requests. The main channel is
entirely controlled in this scheme and may be used at its full capacity.
The requests however are still transmitted at random and hence the request
channel must use one of the ALOHA protocols. This technique was analysed
in detail by Kleinrock and Tobagi [21] who found that in certain cases
the system throughput could exceed 0.9. Because of this high efficiency
and also the versatility that multiple radio channels provide, this tech-
nique is the most suitable for mobile telephone systems. It will there-

fore be used in all the systems presented in this thesis.

Before these schemes are considered in detail, it is necessary to
investigate two fundamental aspects. The first of these is the bit rate
necessary to digitize speech at a quality appropriate for a mobile tele-
phone network. The second is the digital capacity that can be achieved
on an RF channel in the urban environment. These two quantities influ-
ence the choice of virtually all other system parameters and in particular
they together define the number of available voice circuits. This will

be seen to be a major determinant of the system performance.

2.2 Digital Encoding of Speech

Digitized speech often has the disadvantage of requiring much

greater transmission bandwidth than the original analogue version. To
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Timit the bandwidth required to a reasonable value advanced encoding
techniques must be employed. Such techniques fall into one of two
broad categories: waveform coding methods and the more complex analysis/

synthesis methods. These will be examined in turn.

The most common form of waveform coding is pulse code modulation
(PCM). Here a speech signal is sampled about 8000 times per second and
the amplitude of each sample is digitally encoded into 7 or 8 bits [7].

To increase the permissible dynamic range of the input and yet retain good
signal to noise ratios at low levels, non-linear encoding is used. This
involves spacing the quantization levels in an exponential manner so that

effectively the Togarithm of the input signal is linearly encoded.

This technique is termed LOG-PCM and it is universally used for
digital speech transmission in the present telephone network. It does
however require a relatively high bit rate of 56 kbit/s to 64 kbit/s and
is quite sensitive to errors in the transmission channel. Differential
encoding techniques exist which provide comparable quality at half the

bit rate and which are much less sensitive to errors.

The basic structure of a differential speech coder is shown in
figure 2.4, It is the difference between adjacent speech samples
which is encoded with this arrangement. The output from the quantizer
is transmitted to the receiver and also fed back to a predictor which
reconstructs the waveform, just as the receiver does. This reconstructed
(and delayed) signal is subtracted from the input to produce the error
signat for quantizing. The performance of differential pulse code

modulation (DPCM) is superior to that of PCM at any bit rate [62].

Improvements may be made to DPCM by tailoring the encoder to
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follow the speech characteristics. This involves the use of one or

both of adaptive quantizers and adaptive predictors which vary their
parameters, with the input, to maintain an optimum signal to noise ratio
[63,64]. With any of these either forward or backward estimation can

be used. In the latter case the quantizing levels or predictor coeffi-
cients are ca]cu]ated from past samples by both the encoder and the
receiver. Forward estimation involves using a sequence of up to 256
samples to calculate the most appropriate values for this group prior

to encoding. A description of the quantizer and predictor parameters
used, in addition to the encoded speech, must be forwarded to the

receijver,

A11 of the adaptive schemes outperform their non-adaptive
counterparts and predictably the most complex perform best. A signal
to noise ratio (SNR) comparison is shown for all of these schemes in
figure 2.5. Differentialencoding by itself provides a 7dB advantage
over LOG-PCM and this increases to 11dB with adaptive prediction.
Adaptive quantization provides an extra 7dB without adaptive prediction
and 5dB with adaptive prediction. Further, where forward adaptive
techiques are used and asynchronous coding is possible, entropy coding

[64] can be used to give a further 2 to 3dB improvement.

A DPCM system incorporating all of the above features can at a
bit rate of 24 kbit/s, perform as well as a LOG-PCM system at 48 kbit/s.
The resulting SNR of 27dB is sufficient to provide good quality telephone
speech since, at a SNR of 21dB, the quantization noise is barely
perceptible [45,65]. Forward estimation techniques are well suited to
a packet system where speech has to be recorded for a packet Tength in

any case.
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Another common waveform coding technique is delta modulation (DM).
This is very similar to DPCM but only one bit is used to encode each error
signal. To compensate for this, the sampling frequency is increased to
between 16 kbit/s and 64 kbit/s [62]. The basic structure of a DM
encoder is again as shown in figure 2.4 and again both the quantizer and

predictor can be made adaptive with forward or backward estimation.

The SNR's of adaptive delta modulation (ADM) encoders are
generally a Tittle smaller (by 3dB to 6dB) than that of the equivalent
DPCM encoders. However, the former are very rugged in their ability
to withstand channel errors. With some ADM arrangements intelligible
voice with speaker recognition may be attained with a bit error rate of
10% [66]. It is for this reason that ADM at bit rates of 24 and 32 kbit/s

is being used for voice communication with the space shuttle.

The final waveform coding technique to be considered here is
adaptive transform coding (ATC). This involves storing between 16 and
128 speech samples and performing a transform on them prior to coding.
Zelinski and Nol11 [67] showed that an ATC coder using a discrete cosine
transform and forward adaptive quantization and prediction could out-
perform the equivalent DPCM coder by 3B to 6dB. In fact this technique

can provide good quality speech at a bit rate of 16 kbit/s [68].

The second approach to speech encoding involves speech analysis
and synthesis. This is embodied in Tinear predictive coding, vocoder
and formant based techniques [69-71]. These can provide quite intelli-
gible speech at bit rates as low as 2.4 kbit/s [8], but only at
considerable cost and complexity. Substantial computing power such as a
dedicated 16 bit minicomputer is required for real time speech encoding

in the most complex versions. Significant amounts of other hardware may
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also be needed. Clearly this is out of the question for a mobile telephone

scheme in which an encoder is required by each telephone.

Thus, in conclusion, speech encoding at bit rates below 30 kbit/s
is achievable at the present time with waveform coding techniques of
moderate complexity. Speech so encoded is quite suitable for mobile
telephone applications as long as the bit error rate is small. If this
is not the case then error protection and consequently a larger encoding

rate is required [65].

In Tight of the above considerations it would seem that a suit-
able choice for the speech digitization bit rate is 24 kbit/s. This
figure reflects the need to have as small a bit rate as possible and
yet still provide good quality speech. It should be kept in mind that
bit rates of 16 kbit/s are quite feasible and that with advances in inte-
grated circuit technology, some of the analysis/synthesis techniques may
become considerably cheaper to implement. Thus in the future the use of

bit rates Tower than 24 kbit/s must be considered a strong possibility.

2.3 Digital Transmission in the Urban Environment

The provision of high rate digital radio transmission in the urban
environment is a very complex process. Indeed a thorough study of the
subject would require years of research and experimenting. Its treatment
in this thesis will therefore of necessity be restricted to a discussion
of the major problems and solutions applicable in a mobile telephone
situation. The most critical feature is the channel capacity available.

Methods of providing capacities up to 1 Mbit/s will be examined.
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Mobile telephone systems operate in the ultra high frequency (UHF)
band between 500 MHz and 2 GHz. At such frequencies transmissions in the
urban environment are subject to multipath propagation, high range loss,
background noise, man made noise and interference [36]. Undoubtedly the

major problems are caused by multipath propagation.

A radio signal received in the urban environment consists of many
components reflected from large buildings. Because of these obstructions
it is very unlikely that a direct path signal from the transmitter will
be present. The arriving components are out of phase and spread in time
and when they combine destructively the resultant signal amplitude can
decrease by up to 40 dB. This is termed fading. Figure 2.6 [72] shows
a typical variation in signal amplitude as a receiver moves. Cox [28]
found that this variation was well approximated by a Rayleigh distribution

as shown in figure 2.7.

A moving vehicle will pass through fades at a rate directly
dependent upon the vehicle's speed. There is on average a fade every
half wavelength of the carrier signal (every 15cm for a 1 GHz signal).
In addition to this the mean of the signal strength varies over greater
distances due to shadowing by buildings. The mean follows a log normal

distribution with a variance of around 6 dB [30].

Another aspect of multipath propagation is the high probability
of receiving echoes of the original signal 8 or 9 ms after the first
arrival. This is termed excess delay and several examples have been
documented by Cox [27-29]. The type of results obtained are illustrated
in figure 2.8. In cases where large peaks in the signal occur at delays
of several milliseconds they are often the result of reflections from a

single large structure. However broad peaks at large delays also occur
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and are associated with a multitude of unresolvable reflecting surfaces.
Needless to say such characteristics result in excessive intersymbol
interference at high baud rates. Fralick and Garrett [36] suggest that

multipath effects Timit the achievable baud rate to 100 to 400 kbaud.

Related to the excess delay is the correlation (or coherence)
bandwidth. The resultant signal at any position depends upon the signal
frequency, thus, two signals of different frequency will not necessarily
fade at the same place. The extent to which signals of different freq-
uency behave in the same manner is measured by their correlation. This
may be determined by taking the Fourier transform of the excess delay
curves. The correlation bandwidth is the separation between two frequen-
cies which have a correlation of 0.9. Figure 2.9 indicates how this can
vary. Cox [29] concludes that it can be as Tow as 20 kHz in inner city

areas, while in more favourable positions it may exceed 1 MHz.

The range Toss urban environments is much greater than in free space.
It has been found to be inversely proportional to distance to the power
3 or 4 rather than 2. For practical ranges therefore it is 40 to 50 dB
greater than the free space loss [34,35]. This limits the useful range

for transmission in urban areas to about 5 km.

Noise in the urban environment may be characterised as background
or as man made. In the UHF band background noise is primarily of thermal
origin and has a uniform spectral density of around =170 dBm/Hz and a
Gaussian amplitude distribution [36]. Far more important than this how-
ever is man made noise of which the major component is impulsive noise.
Impulses some mainly from automobile ignition systems but other potential
sources include the power distribution system and electric trains. The

average level of all man made noise can exceed that of the background
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noise by 20 to 40 dB [35,73]. More importantly however, from a digital
point of view, is the fact that noise impulses can often exceed the back-

ground noise by 60 to 80 dB [36].

It is impractical to attempt to overcome these impulses by increasing
transmitter power. The errors that they cause must simply be accepted,
or if possible corrected by using coding techniques. Fortunately the
duration of the impulses is of the orderof only nanoseconds [73] and the
number of errors created can be minimized by correct receiver design. The
interval between impulses in heavy traffic areas is fairly linearly
distributed between 1 and 10 ms [36]. At a bit rate of 1 Mbit/s this will

result in an error rate from this source alone of 10'4 in the worst areas.

One method of achieving high data rates in lostile environments is
to use.spread spectrum techniques [34]. These operate by transmitting
information in an RF bandwidth many times that actually required. When
the signal arrives at the receiver it may be completely submerged in
noise, but by "despreading" the signal it can be restored to a useful
level. The amplitude gain achievable with spread spectrum techniques is

simply the ratio of the bandwidth used to that required [74].

The obvious problem with this method is its very inefficient use
of the RF spectrum. There are however two possible solutions. Firstly,
since the transmitted power required is so small, it is quite possible
that the frequencies could be used for other purposes at the same time.
Secondly there is room within any one system for many people using
orthogonal codes. Such code division multiple access would enable
potentially hundreds of sumultaneous conversations in a bandwidth of

several tens of MHz [33,74].
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Spread spectrum techniques have been utilized in a multihop, multiple
access, packet radio computer network termed PRNET [15,34,75,76]. Here
repeaters are used in the radio path between the mobile terminals and
control stations. Bit rates of 100 kbit/s are used on the terminal to
repeater 1ink and of 400 kbit/s between repeaters and stations. The repeat-
ers allow Tower power terminals and increase the system reliability. This
network is designed to operate over 100 square miles and provides virtually

10

error free performance (one undetected error in 10'° packets). It is at

present being tested in San Francisco, USA.

Such spread spectrum systems would be capable of providing a mobile
telephone service to a large number of people within an urban area.
However, they are undoubtedly quite wasteful of the RF spectrum and probably
could not match the efficiency of current alternative systems (see chapter
6). To achieve high bit rates without spread spectrum techniques it will
be necessary to use multiple parallel channels and to take advantage of the

opportunities that packet transmission provides.

Excess delays of up to 10 ms appear to limit the transmitted symbol
rate to 100 kbaud. Also high noise levels will probably prevent multi-
level coding. Thus to achieve a bit rate of 1 Mbit/s it is necessary
to use say 10 parallel channels each of 100 kbit/s capacity. Unless
precautions are taken with this arrangement, fading could easily result
in a bit error rate exceeding 0.1. The most reliable method of reducing

fading is by the use of diversity.

With a two branch equal gain diversity system signals received from
two antennas are cophased and added. Bacause of the physical separation
of the antennas it is very uniikely that both will be in a fade at the

same time. Thus the Tikelihood of deep fades is reduced as shown in
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figure 2.7. With an allowable loss of 15 dB from the mean signal strength
the probability of having an unusable signal is less than 0.1% and the

expected duration of such an event is about 1 ms (at 60 km/hr) [72].

- Assuming that each packet contains 1000 bits then the packet trans-
mission time is also 1 ms. Thus whenever any of the 10 parallel channels
are in a fade its contents will almost certainly be lost entirely. Under
the conditions assumed above the probability of such an event is around
10'3. Thus if the 10 channels are well spaced in frequency so that their
correlation is low, the probability of one or more of them fading and
thereby destroying the packet is unacceptably high at around 10'2.
However, if for instance one redundant channel is added, containing a
checksum for the other 10, then any ﬁne can fade without affecting the

packet. The probability of losing a packet is then reduced to around 10'4.

An alternative to adding an extra channel is to require that any
packets destroyed by fading be retransmitted. This adds slightly to the
channel traffic and increases the delay until final packet reception but
it avoids a 10% increase in the RF bandwidth. With this strategy the
correlation between paraliel channels should be as large as possible to
reduce the probability of a packet being destroyed. Multiple retrans-

mission can then reduce the packet loss to insignificant proportions.

If 15 &8 of loss is not allowable or diversity cannot be used the
fading frequency increases significantly. The only way then to reduce
fading is to ensure that some specular (direct path) component is present
in the received signal. This can be achieved by correctly positioning,
and perhaps increasing the number of repeater stations so that a line
of sight path to a station exists from virtually all points in the

service area. Nettleton and Cooper [33] showed that this can reduce the
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SNR required for a given fade probability by more than 5 dB.

Finally it is worth noting that the reception at the repeater
stations is far better than that at the mobiles. Even if diversity
cannot be implemented for each telephone it can certainly be used at the
far less numerous stations. Also it is very likely that the stations
will be positioned high on buildings where the man made noise (and in
particular the impulse component) is at a much lower level [36]. Thus
less power is required by the mobile transmitter to produce an accept-
able SNR. This is a factor of particular importance in hand held mobile

telephones.

In summary, the radio environment in urban areas is extremely
hostile for digital transmission. However, it does appear that a bit
rate of 1 Mbit/s can be achieved in a packet system. With diversity
and packet retransmission the problems of fading can be minimized and
intersymbol interference cap be avoided by the use of parallel channels.
The bit error rate must be expected to be around ]0'3, with most of the
errors being due to noise impulses from automobile ignitions, If, for
the speech encoding technique used, this error rate proved to be un-
acceptably high then error correcting code would be needed. Because of
the nature of errors caused by the impulses, single error correcting

codes should be particularly efficient.

For the remainder of this thesis a channel capacity of 1 Mbit/s
will be assumed. The difficulty of achieving this however will be

kept in mind.
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2.4 A Basic Mobile Telephone System

In a digital mobile telephone system the telephones are scattered
randomly throughout the service area and are connected via radio
channels to a network of repeater stations. Repeaters provide more
reliable radio communications by minimizing the vadio path length and
maximizing Tine of sight coverage. The radio paths end at the stations
which are connected via Tandline (or microwave 1ink) to a control centre
incorporating a computer. Here circuit or slot assignment and packet
switching take place and interconnection to the remainder of the tele-

phone network is provided.

With reservation ALOHA four separate radio channels exist between
the mobile telephones and the stations. These are the main or speech
channels, in which packets containing speech are transmitted in both
directions, and the smaller request and acknowledgement channels.

These last two will be referred to collectively as the information

channels.

Consider the sequence of events when a mobile telephone wishes
to make a call. As soon as its handset is raised the telephone will
transmit a packet containing its identification on the ALOHA request
channel. If this packet does not collide an acknowledgement packet will
be returned by the station receiving the strongest signal. Signal
strength comparisons can be made either at the control centre or at a
station, in the immediate area, equiped for the task. In the second
case, some interconnection between stations would be required. This
expense however would be justified by the need to continuously

compare signal strengths for moving telephones.
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Upon receipt of the acknowledgement packet the telephone issues
a dial tone and, when dialling is completed, it transmits on the request
channel, another packet containing the dialled number. An acknowledge-
ment packet from the station is returned immediately and when a circuit
to the called party is established, a packet denoting this follows. In
response, the telephone gives the usual ringing signal. When the called
party answers, two slot numbers are transmitted in a further packet on
the acknowledgement channel. These denote the slots, in the forward and
reverse speech channels, which contain speech packets from the mobile

telephone and the station respectively.

Now consider the simple situation in which each slot number repeats
every packet length. The telephone must record speech for a packet
length and then form it into a packet in time for transmission in the
assigned slot. Clearly this is simply time division multiplexing of
active telephones in the speech channel. The request channel is not
required again until the call is terminated when a suitable notif-

jcation packet is transmitted.

If any of the mobile telephone's request packets are not correctly
received because of collision, fading or excessive numbers of errors,
then no acknowledgement packet is transmitted. The telephone then
retransmits the packet after the normal delay thereby ensuring that
no information is lost. Similarly, if any of the station's acknowledge-
ment packets are not correctly received the request is repeated and an

acknowledgement is retransmitted.

To prevent problems with the loss of a ringing packet from the
station, a telephone can repeat the dialled number packet after a time-
out period. The station can easily detect if the slot assignment packet

is not correctly received, by the absence of any transmission in the
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appropriate speech channel slot. Finally, if any speech packet is lost
through fading it can be repeated in a later speech slot (if one is
available). This arrangement is therefore quite reliable and flexible.
Virtually no packets should be Tost and the only cost is an occasional

small delay, which will cause few problems.

If a call from the main telephone network is destined for a mobile
subscriber, a packet containing the appropriate identification number
is transmitted on the acknowledgement channel. This cannot be done
from every station at the same time because of possible intersymbol
interference. However simultaneous transmission is possible from
stations sufficiently separated. Probably an average of five to ten
transmissions will be required to obtain a response from the target
mobile telephone. When this is done the slot numbers are transmitted

and the call proceeds as before.

2.5 Design of a TDM System

To completely specify the characteristics of the above mobile
telephone system, the information channel capacities must be det-
ermined. These depend upon the number of bits in the reqdest and
acknowledgement packets. A request packet contains the following

fields

synchronization or preamble

source identification

destination identification

packet information

error protection

These will be examined in turn.
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Since the request channel is of the slotted ALOHA type, system
synchronization must be closely maintained to ensure correct transmission
timing. This can be done by accepting timing from packets in the
acknowledgement channel. Each telephone must receive and decode all
of these packets in any case to determine if it is being paged.

Timing obtained in this manner however cannot be exactly correct because

of variable propagation delays.

The round trip radio propagation delay is 6.7 us for each kilo-
meter of distance to the appropriate station. In addition, when multi-
path effects are severe there may be a further delay of several micro-
seconds until the strongest part of the signal arrives. Thus synch-
ronization is required for every packet. The PRNET mentioned in
section 2.3 uses a 48 bit preamble in a packet length of 2 kbits [34].

Hence between 20 and 50 bits will be required here.

Source identification should take no more than 20 bits. This
allows over a million subscribers which should be sufficient for any
imaginable system. The actual telephone number of a mobile tele-

phone can be stored with the identification number at the control centre.

There are advantages from an organization viewpoint if request
packets are directed to particular stations. This prevents multiple
copies of a packet being presented to the central control computer and
requires noc more than 10 bits for station identification. A station
that received a packet not destined for it would discard the packet

only if the correct station had also received it.
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The function of any particular packet must be identified.
However, since there are very few different types of packet this could
be encoded within 4 or 5 bits. It is also possible that timing inform-
ation may be required, for instance to denote when a packet was first
transmitted. An allocation of 10 bits for this purpose should provide
sufficient accuracy. Thus, in total, 45 bits are required to convey

the information component of a packet.

Request packets containing the dialled number will require special
arrangement. Dialled digits must be stored as binary coded decimal
(BCD) to avoid conversion to true binary at the telephone. Thus the
normal seven digit telephone number occupies 28 bits. Rather than
increase the packet size significantly, just to handle dialling packets,
it is better to rearrange the packet fields and use more than one
packet; For instance, if one information bit is dedicated to denoting
a dialling packet the others become free. Also the timing information
can be abandoned and the destination identification abbreviated to
provide space for Tour or five digits. Two packets are therefore
adequate in normal circumstances but if more than seven digits are

dialled extra packets will be needed.

The Tength of error coding depends upon the number of bits to
be checked and upon the complexity of the coding technique. Simple
error detection may be used with a retransmission procedure. However,
this can result in significant increases in the channel traffic and
delay. With a bit error rate of 10'3 the probability of one or more
errors occuring in the 45 information bits approaches 5%. The number
of retransmissions drops drastically if even a samll amount of error

correction is incorporated.
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Repetition of the information an odd number of times is the
simplest form of error correction. For example, with a best-of-three
arrangement 90 error bits are required and the probability of a packet
error is reduced to around 10 —4. Although this represents an adequate
figure when combined with packet retransmission, the cost in bits
required is clearly substantial. More complex coding techniques are

far more efficient.

Cyclic or recurrent codes can correct both random and burst
errors in blocks of information. Typically these codes will correct
a certain number of errors and simultaneously detect a greater number.
This property is ideal for a packet system. A total of "e" errors
can be corrected in a block of "m" bits with "k" error correction bits

given by

K »1g [1+n+ n(2—1) +oonw €] (2.3)

where n = m + k and 1g = logarithm to the base 2.

For a block of m = 45 bits, the number of error bits required
and the resultant probability of an undetected error are shown in table

2.1 for various numbers of corrected errors.

————

Number of errors corrected 1 2 3
Number of error bits 6 11 16
Total number of bits 51 56 61
Probability of uncorrected error | 1.2 x 1073 2.7 x 107° 5.3 x 107/

NOTE Bit error probability = 10'3, m = 45 information bits.

Random errors have been assumed.

Table 2.1 Error probabilities with a cyclic error correction code.

If less complex error correcting codes are employed then more

bits are required to achieve the same protection. Thus allowing
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around 20 bits, a request packet will contain in total between 80 and

120 bits.

Acknowledgement channel packets require exactly the same fields
as request channel packets. There are again a lTimited number of packet
types and only those containing slot numbers require special consider-
ation. No more than 10 bits are necessary for a slot number, thus the
bits allowed for timing will suffice. To transmit both forward and
reverse slot numbers, two packets are needed, or, alternatively, station
identification may be omitted. Acknowledgement channel packets will

therefore also have between 80 and 120 bits.

It is now possible to calculate the capacity required by the
information channels as a function of the speech channel's capacity.

To maintain generality the following variables are defined.

Let W be the capacity of each speech channel (bit/s)
D be the bit rate of digitized speech (bit/s)
B be the number of bits in a request and (bits)

an acknowledgement packet

A be the ALOHA factor, i.e. the ratio of the request
channel capacity to its average throughput.

The number of TDM voice circuits in a speech channel, referred to

as the circuit capacity. is
_ W
C = 3 (2.4)
If it is assumed that a telephone conversation lasts an average of 100
seconds then the number of calls changing over per second is

N, = %o o= oA (2.5)

Now there are three or four request packets transmitted through-

out a call whether it is initiated or received by the mobile telephone.
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To make allowance for a possible extra dialling packet or for a
retransmission due to packet loss (not including collisions), a total
of five request packets will be assumed for each call. Then the
required bit rate in the request channel becomes

- _ BW
S‘n =5 NC B = 50D (2.6)

Because the request channel is of the slotted ALOHA type, its
capacity must exceed its input rate by a factor A. The minimum value
of A is 2.72. In practice a Targer value of between 5 and 10 must be
used to avoid overload. Thus the final capacity of the request channel

as a fraction of the speech channel capacity becomes

_AS._AB

R - =
r W 20 D

(2.7)

The values of these variables may be taken as follows

A=10 - request channel throughput is 0.1.
B = 120 bits - largest size is taken for safety.
D = 25 kbit/s - allows 24 kbit/s for speech digitization and
1 kbit/s for packet synchronization and
error correction.
W=1Mbit/s - see section 2.3.
Then R = 2.4 x 10 ~°.

In the acknowledgement channel there are an average of ten packets
transmitted per call (assuming a search for a called subscriber requires
on average ten packets). However, this channel is completeiy controlled
and may be used at full capacity. Thus the ratio between the acknowled-
gement and speech channel capacities is

R, = 105 (2.8)
With the above values this becomes

_ -4
Ra =4.,8x 10 .
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Clearly the theoretical capacities of the information channels
are negligibie compared to that of the speech channel. 1In practice
larger capacities than those suggested by (2.7) and (2.8) should be
used to reduce the transmission time and hence the delay. With a
transmission slot length of 10ms the capacity required is only 12 kbit/s.
Thus virtually 99% of the total RF capacity is dedicated to carrying

speech packets; obviously a very efficient arrangement,

To put this TDM mobile telephone system into perspective it
will be necessary to compare it with present day alternative systems.,
This will be delayed until chapter 6 when another digital system will
be available for comparison. It is sufficient at this stage to say
that the TDM system is roughly comparable with the non digital systems

in performance though obviously very different in implementation.

2.6 Conclusion
In this chapter various aspects in the design of a digital
mobile telephone system have been described. A consideration of
packet transmission, Teads to a choice of a reservation ALOHA protocol
for the mobile to repeater station radio Tink. This results in very
high RF efficiency because the random component of the transmissions

is restricted to the low capacity request channel.

A study of the various methods available for digitizing speech
showed that waveform coding techniques are the most suitable for use
here. These can provide adequate quality speech at bit rates down to
20 kbit/s, with modest amounts of hardware. A rate of 24 kbit/s was

adopted initially, however allowance must be made for synchronization
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and error correction in speech packets. To nominally account for this

an effective speech digitization rate of 25 kbit/s will be used through-

out the remaining work.

Another aspect of a digital system is the Timitation imposed upon
radio transmission by the urban environment. The most important impair-
ment is multipath propagation. This results in signal fading and multiple
echoes at relatively long delays. To overcome this fading it is necessary
to have an extra 15 dB of SNR and also to use a diversity reception
technique. Fortunately, becausg of the automatic packet repetition, the
remaining fading has no effect on the request and acknowledgement channels.
It has been shown here, that fading of speech packets may also be over-

come by packet repetition.

To achieve a speech channel capacity of 1 Mbit/s, multiple parallel
transmission can be used. This will increase the probability of fading
and also the error rate, which emphasises the need for the fade preven-
tion techniques outlined above and also for error correction in speech
packets. It is indeed a difficult task to arrive at a procedure which
provides the desired 1 Mbit/s capacity without an unacceptable error
rate and without sacrificing efficiency in the packet format. However,
as long as the probability of incorrect speech packet reception is below

1%, retransmission should increase the quality to a suitable Tevel.

A1l of the aspect§ considered above have been brought together
in the design of a time division multiplexed mobile telephone system.
A very flexible and efficient system has been designed using only 12
kbit/s for each information channel and a speech channel capacity of 1
Mbit/s. A comparison of this scheme with analogue alternatives will be

performed in chapter 6.
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k11 INTERPOLATION OF SPEECH IN PACKETS

3.1 Interpolation

Interpolation of speech is a process through which a number of
conversations may be transmitted in a smaller number of channels. This
is achieved by transmitting Tittle or no information whenever no speech
is occurring. Effectively conversations are interpolated into each others®

silence intervals.

The first commercial application of interpolation was the time
assigned speech interpolation (TASI) system used on the transatlantic
undersea cable in 1960 [37]. This relied upon circuit switching of the
analogue speech signals. Since that time several digital interpolation
schemes using time division switching have been proposed [44,47]. 1In
the packet schemes considered here, packet switching is used to inter-
polate speech. This becomes quite complex in a mobile telephone situa-

tion,

To avoid recording packets when speech is not occuring, each
telephone must possess a speech detector. A packet is begun when speech
starts and a packet length is recorded. If at the end of this time
speech is still occurring, then a further packet is begun. Note that
because of the fixed length of packets some will inevitably contain

periods of silence.

A mobile telephone scheme based upon packet interpolation can
have the same physical arrangement as the TDM scheme. However, the
various radio channels differ in their use. The stream of packets from

any one source is not now at a constant rate but varies with speech
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activity. Thus individual circuits in the speech channel are no longer
assigned. Instead all speech slots are treated separately and must be

competed for by all telephones with packets ready for transmission.

Fach telephone must send a request via the request channel when-
ever it begins to record a packet. This request is forwarded to the
controlling computer which allocates an appropriate slot in the speech
channel. The slot number must then be returned to the telephone, via

the acknowledgement channel, in time for its packet to be transmitted.

Various aspects of this proposal require considerable study to
ascertain the scheme's usefulness and viability. Firstly, the gain in
numbers of users through packet interpolation must be determined. This
will be seen to be a relatively simple function of the packet length.
Secondiy, the request channel suffers much greater usage with interpo-
lation as one request must be transmitted for each packet readied. This
must be investigated as must the timing arrangements. The latter are
much more critical than in the simple TDM system since requests must be

satisfied in real time,so as not to disrupt the flow of speech.

3.2 Speech Characteristics

The gain achievable with packet speech interpolation depends upon
the efficiency with which speech can be transmitted in fixed length
packets. This is determined by the duration of the three elements which
characterise telephone conversations: talkspurts, pauses and response

times.

A talkspurt is speech by one party which is preceded and followed

by speech from the other party.
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A pause is a length of silence between two periods of speech within

a talkspurt.

A response time is the interval between the end of a talkspurt

of one party and the beginning of the other's reply.

The standard conversation interchange consists of a talkspurt by
one party which may contain several pauses, followed after a brief
silence by a talkspurt from the other party. Non standard interchanges
such as interjections and interruptions can be described in terms of

negative response times.

The duration of these three elements were measured by Norwine and
Murphy [77] on a total of 13,000 seconds of telephone conversation.
They presented probability density functions for the length of talk-
spurts, pauses and responses, and distribution funtions for the number
of pauses in a talkspurt and the length of talkspurts with a given

number of pauses (figures 3.1 to 3.5).

These curves are quite complex and must be approximated by well
known distributions if a mathematical analysis is required. This is
inadequate for speech stored in packets since the actual short term
behaviour of the speech is lost. The best way.to determine the true
efficiency of the packet format is by computer simulation. Fortune-
ately, this may be done relatively easily by using the curves in

figures 3.2 to 3.5.

The Fortran programme used to simulate speech and place it into

packets is shown in appendix C. At each stage in speech generation, a
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pseudo-random number denerated by the computer is used in conjuction
with the curves described, to determine a length for the variable in
question. This results in quantities which are random but with the

correct long term distribution.

Speech is formed in talkspurtsasfollows. Firstly the number of
pauses is determined, then the length of.a talkspurt with that number
of pauses. The length of each pause is found and the total time left
for speech is calculated by subtraction. This speech time is then ran-

domly divided into the correct number of talk intervals.

A response time is determined and then another talkspurt and
response time. The second talkspurt is not split into talks for it
represents the speech from the far end party. This talkspurt is com-
bined with the two response times to form a silence interval. The
entire process is repeated at the end of this silence, thereby result-

ing in a realistic one way conversation of any desired length.

There are certain inaccuracies in this method of speech
generation. For instance, the curves of figure 3.5 had to be extended
to cover greater numbers of pauses per talkspurt. Also, curves of
best fit were used for the tails of several distributions. The curves
themselves were fed in as points on their respective distribution
functions and intermediate points were determined by 1inear interpola-
tion. There were also of course approximations and inaccuracies in
determining points on the curve from the original reference. Finally,
events such as negative total talk and silence times had to be corrected

in the programme.

To ascertain the extent of the distortions caused by the above,
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the density functions of talkspurt, pause and response lengths were
measured in Tong simulations (100,000 seconds of simulated speech).
After a little tweaking of the curve data, very close agreement was
obtained with the original curves as demonstrated by figure 3.6. The
resultant silence interval distribution is shown for interest in figure

3.7.

As a final check on the simulation process, the probability
density function (pdf) of talk length was determined. Although this
information is not presented by Norwine and Murphy, many authors
[37,78-80] have suggested that it is well modelled by an exponential
distribution, i.e. the probability that a talk has length "t" is given
by

P(t) = L e "t/ (3.1)

where "a" is the average talk length.

Figure 3.8 shows the talk length pdf obtained from simulation and
a Poisson function with the same average Tength (1.79 seconds). Clearly
there is remarkable agreement between the two. Significant discrepancies
ocecur: gnily: at very short and very long talk Tengths. In the former
case, the simulation correctly reflects the fact that the probability
of short talks, peaks at a length of 0.25 seconds. The close agreement
at other Tengths tends to confirm that both the Poisson process and the

simulation are good approximations of real speech.

In the simulation programme speech is assigned to packets in the
manner described earlier. This process is complicated by the possibil-
ity of a number of talkspurts being included within one packet. This
is particularly Tikely if the packet Tength is long and the talkspurts

and the silences between them are small.
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The information vreally desired from this simulation is the
change in the interpolation gain, caused by transmitting speech in
packets. This is determined by the amount of silence and pause time
included within packets and depends upon the packet length. The inter-
polation gain, I, for any packet length, is the ratio of the total
conversation time to the time included within the packets required by

that conversation, i.e.

_ Total Time of a Conversation
Time of the Packets Conveying the Conversation

I =

Figure 3.9 shows how the interpolation gain, as determined by
simulation, varies with the packet length, T. Not surprisingly, the
gain diminishes with increasing packet Tength since more silence is

included in the packet.

For near zero length packets the total time contained in packets
is virtually exactly the time for which speech occurs. Thus the inter-
polation gain at this point is merely the inverse of the average speech
activity, which, in the programme used to determine figure 3.9, is 37.96%.
This gives an interpolation gain at zero packet length of 2.634. At
the other extreme, an infinite packet length corresponds to each speaker
having a circuit dedicated to him alone. This is simply the TDM case
for which the interpolation gain is unity. The curve is therefore

asymptotic to the I = 1 line for large packet lengths.

An interesting feature of this curve is the relatively siow drop
in gain with increasing packet length. For example, a gain of greater
than 2.0 is found with a packet length of 1.2 seconds. This is some-

what surprising in view of the fact that the most common talk length is

0.25 seconds.
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Another point requiring comment is the appropriateness of a
speech actiVity around 38%. The actual percentage of the time that
speech occurs is quite probably below this value. .However, speech det-
ection involves a compromise between excluding silence intervals contain-
ing noise, and including very Tow level speech. This usually results
in a detection delay of up to 5 ms, to avoid unnecessary activity due
to impulsive noise, and a hangover time of up to 100 ms. The hang-
over is a delay inserted after speech nominally stops and before the
speech detector indicates this. It ensures that low level speech in the
middle or at the end of a talk is not lost. Lyghounis [42] suggests
that although speech activity can range down to 25%, a realistic

speech detector produces an activity up to 40%.

In the case of packets no special hangover provision is required,
since speech will virtually always end part of the way through a packet
and the remainder is in fact hangover. Because of this, an activity

factor of 38% is probably conservative here.

3.3 The Request Channel

In an interpolation system packets must be transmitted individ-
ually. Thus a request must be sent for each packet as described
previously. Clearly, the request channel will require much greater
capacity than in a TDM system, where only a few request packets are
transmitted per call. The actual capacity required will now be

determined.

The structure of a request packet can be identical to that in the

TDM system. Call start up and end procedures are exactly the same and



only one extra type of packet, a speech slot request, is required. The
timing of requests is however more important in interpolation systems.
Whereas a small delay arising from collisions make very little difference
at the start and end of a call, such delays in the middle of a speech
segment may cause disruptions. Therefore, it is critical that correct

timing can be restored in the event of request packet collisions.

This need was recognised earlier when 10 bits were set aside for
timing in TDM request packets. The actual starting time needs to be
known to within an accuracy of 1 ms. A simple method of arranging this
is to establish a time frame which repeats after a given number of
speech slots and is divided into intervals of 1 ms length. Each tele-
phone must keep a synchronised clock and use it to denote packet start-
ing times by interval number. A 10 bit code provides for frame lengths

as long as a second, which is sufficient to cover multiple collisions.

Frame synchronization can be maintained throughout the network
by acknowledgement channel packets holding the number of the interval
in which they are transmitted. This whole procedure is much simplified
if the interval length bears a simple relationship to the packet trans-

mission times.

If acknowledgement channel packets are required to carry the above
timing information as well as a slot number for speech transmission,
then an extra 10 bits will be required. However, it is certain that
the central controller will need some time to process a request for
slot assignment. Thus the station will reply to a request with an
immediate acknowledgement packet and follow that sometime later with
a slot assignment packet. If the acknowledgement packet carries frame

synchronization bits and the assignment packet carries a slot number
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instead, adequate synchronization will be maintained without any extra

bits.

The previous packet size range of 80 to 120 bits can therefore
stand for g]] information packets in the interpolation scheme. An
exact size can only be chosen after experimental transmissions in the
urban environment, to determine exactly how many synchronization and

perhaps error correction bits are required.

Consider again the general case in which W,D,B,A, and C are as
defined in section 2.5 and in addition the packet Tength is denoted by T.

The maximum rate of speech packet transmission (in packets per second) is

T DT (3.2)

This is also the maximum average rate of request transmission.

Thus recalling the ALOHA nature of the request channel, the capacity

required to handle this traffic is

. ABW
M = BT e

By comparison the capacity required by call set up and termination

packets is (from (2.7))

- ABW
We2 = 720D (3.4)
Thus the total request channel capacity needed is
- - ABW 1.1
W = Mgt Wy = == (F+55) (3.5)

Clearly that component of the capacity due to requests for slots,
is much the larger for packet lengths under one second. With a smaller
packet length the required capacity is increased as a greater number of

packets must be transmitted per second.

Since two acknowledgement packets are required for each slot

request, the total capacity of this channel must be (using (2.8))
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_ 28 BY _ 2BW 1.1
a T 7D oo - "o (Ttag) (3.6)

Again this is the smaller of the two information channels since A

W
T— +

must be greater than 2.72.

Now consider the effect of a variation in the packet length.
It was shown in section 3.2 that the length should be minimized to
increase efficiency in packet formation. However this increases the
capacity required by the information channels. Hence there must exist

an optimum packet length which maximizes the speech transmitted in the

total of speech and request channel capacities, wt. This may be
measured in terms of the full channel interpolation gain given by
W I W
I I &= = == (3.7)
f wt W+ wr

The request channel capacity is used here since it is the worst

case.

Rearranging (3.7) gives

ID
Le = 9% &B (/T + 1720 (3.8)

This quantity possesses a maximum at a value of T dependent upon the

system variables. Figure 3.10 shows the curve of If versus T for the

following three examples.

(a) D =30 kbit/s, A=2.72, B = 80
(b) D =25 kbit/s, A=5 , B =120
(c) D =20 kbit/s, A=10 , B =120

These cover the ranges of interest in mobile telephone systems.
Example (b) is the standard case while (a) and (c) represent extremes.
The optimum packet lengths are

(a) 0.17 s, (b) 0.32s, (c) 0.47 s

This variable is shown for all feasible parameter values in

figure 3.11. The optimum packet length increases with the request
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channel capacity (A B) and decreases as the bit rate of digitized speeﬁh
is increased. The first relationship follows from the fact that if more
capacity is required for each request then the number of such requests
should be reduced by increasing the packet length. As the bit rate of
digitized speech is increased however, the relative effect of the
request channel diminishes and a larger number of requests and there-
fore a smaller packet size, can be tolerated. The actual interpolation

gain achievable is Targer when the optimum packet length is smaller.

It should be noted that near its peak, the full channel inter-
polation gain curve is reasonably flat. Thus a packet length may be
chosen which produces a gain close to the maximum for a wide range of
system parameters. Since it is necessary to choose such a figure to
proceed much further with the analysis, a value of 0.4 seconds will

be used until more information allows a better choice.

With parameter values as in example (b) above, and with a
packet length of 0.4 seconds, the full channel interpolation gain
is 2.24. Now, with a 1 Mbit/s speech channel capacity, that required
by the request channel is 61.2 kbit/s. If some larger but more
convenient request channel capacity were chosen the effect would
simply be to increase A. The acknowledgement channel can for simplicity
have the same capacity. This channel will be considered in detail

later.

The total one way capacity of the system is wt = 1.0612 Mbit/s
and the nominal number of speech circuits is, from (2.4), C = 40.
Thus the theoretical number of simultaneous conversations possible is

No= e ro- c1 o= 952 (3.9)
D
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Together with the gain achieved through interpolation however, there
will be some reduction in the speech quality. The most obvious degrad-
ations are the delays inherent in the system. Various sources of

delays and methods for minimizing their impact will now be considered.

3.4 Delays in the Digital Schemes

Both of the digital mobile telephone schemes considered above
suffer from time delays in packet formation and transmission. The
interpolation scheme incurs a further delay in the assignment of a
transmission slot for each packet. Now delays do occur in the normal
teTephone network on long distance calls. However, delays in a digital
mobile telephone scheme occur on every call and they can be quite large
and even variable. The nature of these delays and their approximate

values will now be defined.

A packet is transmitted at a much greater bit rate than that
at which it is recorded. It therefore must be completely recorded
before transmission can begin. Even if a packet is sent instant-
aneously immediately upon its completion, there is a delay, between
the original speech and the reproduced version, equal to the packet
length. This implies that the packet length should be kept as small

as possible.

In the TDM system the choice of a packet size is governed
largely by radio transmission considerations. A small packet 1is
beneficial from a fading point of view. Also the main sources of
error are impulsive. Therefore, smaller packets are less Tikely

to contain multiple errors, and error correction is correspondingly
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easier. Another advantage of small packet size is that little memory

is required at each telephone.

On the other hand, the slots for packet transmission.require guard
bands of fixed size to allow for variation in the propagation delays.
Smaller packets therefore result in less efficient transmission. Also,
a higher proportion of the bits must be dedicated to error correction
in smaller packets. Thus, the final choice for a packet size must be

a compromise based on these conflicting factors.

A reasonable figure for a TDM system is 1000 bits. With a
1 Mbit/s speech channel capacity the resulting slot size is 1 ms and,
for a 25 kbit/s speech digitization bit rate, the packet length is

40 ms.

In the interpolation system however, the packet length is set
at an optimum value to maximize the combined channel throughput.
For the parameter values above, the optimum packet length is 0.32 s.
If the length were to be reduced to 40 ms, figure 3.10 shows that
the interpolation gain would drop to around 1.7, representing a 25%
reduction in efficiency. Fortunately, the dual ideals of Tow delay
and high efficiency can be achieved simultaneously by a different

method, to be described shortly.

Other delays common to both digital systems arise during encoding,
transmission and decoding. In the TDM system, packet recording is
timed so that a packet is encoded and ready for transmission at the
start of its slot. However, the transmission itself takes one slot
Tength and at the station the packet must be checked and any errors

corrected. From here the packet is transmitted over a land line to
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the central computer for switching to its ultimate destination. The bit
rate on the land line will be the same as on the radio 1ink since this

enables cheap digital switching to be used at the controller.

Since advance knowledge is available of all speech packets in
the system, the transmission delays can be reduced to the minimum
incurred in receiving the packet, checking it and forwarding it to
the next stage. Thus the total of these delays in the TDM case should
be no more than a few speech sTot lengths, or, under 10 ms for the

example above.

It has been noted that one of the advantages of a packet system
is the possibility of speech packet retransmission when the original
packet is destroyed by fading or errors. In practice this operates
as follows. If a station is unable to successfully decode a packet it
requests the controller to allocate another transmission slot. If
no other station has a good copy of the packet and if a slot is
available, it is allocated and the station transmits the slot number
to the appropriate telephone. The packet is then retransmitted in this

slot and forwarded in the normal way.

Clearly there are delays involved in this process. Allowing
for calculation time, at least 5 ms is required to notify the station
of the new slot number. This must then be transmitted back to the tele-
phone over the acknowledgement channel which has a slot Tength of 10 ms.
Thus the average time taken for the telephone to receive the number

is around 20 ms.

In addition, there is a delay until the designated slot arrives.

Since in the TDM system, slots are dedicated to particular telephones
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in circuit form, a slot from the first appropriate free circuit must be
used. In the worst case there will be only one such circuit with a slot
occurring during the above 20 ms delay. Then the lost speech packet is
delayed a complete packet length and is transmitted in place of the
subsequent speech packet. This in turn uses the free slot in the

next frame.

Thus to use this facility, each telephone must be able to store
a packet for up to a full packet length after transmission. Also, the
playback of packets at the far end has to be delayed by a packet length,

so that a retransmitted packet can be inserted without a break.

If a packet from the station is destroyed, the mobile telephone
must transmit a request for a repetition. A slot must then be assigned,
just as above, and the consequent delay has the same maximum value. The
cost of this retransmission facility is therefore a delay of one packet
Tength. This brings the total one way delay for the TDM system to
Jjust undér 100 ms. The acceptability of such a delay will be considered
shortly. It must also be noted that retransmission is only possible if

Tess than the maximum of C circuits are occupied.

In the interpolation system at least 5 ms is taken for the speech
detector to operate. However, as a memory is available, it is simple
to include speech during the detection time in a packet, and avoid
initial clipping. Three request slot Tengths are needed to formulate
a request and transmit it to the central controlier. This follows since
speech begins at a random time in a slot and must be transmitted to the
station and checked there before forwarding. In addition, there is some
computation time required to assign the speech slot number and another

two request slots to complete transmission of the slot number to the
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telephone.

With the example (b) system of section 3.3, the Tength of a request
slot is 1.96 ms. Thus, the delay between speech beginning and a slot
number arviving at the telephone is around 20 ms. If any collisions
occur in the request channel there are further delays. The time taken
for an acknowledgement packet to be received by a telephone after it has
transmitted a request can be up to 5 slots (allowing for some queue-
ing of acknowledgement packets at the station). This is referred to as
the time-out number R (see section 2.1). If the maximum random delay
associated with collisions is taken as K = 5 slots, then the average time
for retransmission is 8 slots or 16 ms. This amount of delay is added

every time a collision occurs.

Even with a very small packet tlength (for the interpolation scheme)
of say 40 ms, one request collison will not prevent the slot number
arriving at the telephone before packet recording is complete. With
two collisons a small amount of extra delay does occur at this packet
Tength. However, since the probability of two or more collisions under
these circumstances is only 0.09, having to request a slot for each

packet rarely results in any delay.

Again if a speech packet is destroyed during transmission it
may be repeated. The procedure is exactly as in the TDM system except
that the delay involved is smaller. This comes about because the
acknowledgement slot length is smaller and hence the new slot number
can be returned more quickly (in about 10 ms). Also since speech slot
assignment is dynamic, there are no preassigned slots and the repeating
packets can be given priority. Thus it is possible to retransmit the

packet within 20 ms.
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A potentially much more serious delay occurs if, due to several
requests arriving in quick succession, some have to wait many silots
for an assignment. This delay depends in a quite complex way upon
the instantanious rate of request arrivals. It has significant
consequencies and will be considered in detail in chapter 4. At this
stage it is sufficient to state that the delay 1is random and may

be large.

To summarise, the one way delay in the TDM scheme with
retransmission allowed will be of the order of 100 ms. In the
interpolation system, delay from transmission through the network
and from retransmission can be kept below 30 ms in total,
regardless of the packet length. However, packet recording and
slot assignment can be far more serious sources of delay. The

first of these will be considered now.

3.5 Subpackets

The use of an optimum packet length in the interpolation
scheme maximizes the system efficiency. However, at the same time
it introduces a large recording delay into the speech path. To
reduce this delay and still maintain the optimum packet length, the
packet must be split into a number of parts for transmission. If for
instance a packet is divided into M subpackets, each of which is
transmitted as it is readied, then the recording delay is reduced
from T to %—seconds. In this case each request reserves M slots

in the speech channel instead of one, but covers the same total
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amount of speech. Thus the optimum packet length calculation

is not affected.

As an example, consider the interpolation system described
above with M = 10 subpackets per packet length. The recording
delay is reduced to 40 ms, just as in the TDM example, and there
are 1000 bits in each subpacket. Transmission slots, now containing
subpackets, have a length of 1 ms and the subpacket format is as

iTTustrated in figure 3.12.

A problem arises with the use of subpackets if a transmission
slot number has to be sent to the mobile telephone for each subpacket
Since only one slot number can be sent per acknowledgement channel
packet, there must be M such packets, plus the initial acknowledge-

ment, for each request.

In addition, speech from the station to the mobile telephone
has to be sent in subpackets. The destination address of each
of these return subpackets can be included within the subpacket
itself but this creates some difficulties. Firstly, as well as the
address bits, special error correction is required because of the
importance of the address information and the relatively high
channel error rate. These extra bits will of course reduce the
packet efficiency. Also it is now necessary for the telephones
to monitor the speech channel in addition to the acknowledgement
channel. To avoid these problems, packets must be sent on the
acknowledgement channel to inform the telephone when to receive

speech subpackets.
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Figure 3.12 Illustration of packet transmission procedure
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If a slot number is transmitted for each subpacket, M transmiss-
ions are required for each packet destined for a mobile telephone. Thus
the total capacity required by the acknowledgement channel becomes (from

(3.6) )

W = (2M + 1) B W ) B
a DT 10

(3.10)

If an ALOHA factor of 5 s used in the request channel, then, where M
is greater than 2, more capacity is required by the acknowledgement
channel than by the request channel. This is important for the optimum

packet Tength calculation.

Various methods however, are available to reduce the required
acknowledgement channel capacity. Firstly, subpacket transmission can
be made partially or wholly periodic. For instance, separate slot
assignments may be provided for only alternate subpackets. Then the
subpacket following one with an assigned slot is transmitted exactly
one subpacket length later. In the extreme case only one assignment is
provided per packet. The slot number is for the first subpacket and

others are transmitted sequentially at subpacket length intervals.

Another possible technique is to amalgamate the request and
acknowledgement channels so that a single channel is used by both
stations and telephones. To allow high occupancy, the slot Tength
has to be increased so that the station transmits in a slot only
after it detects no telephone requests in that slot. This has the
dual advantage of doubling the ALOHA factor of the request channel
and adding the almost 80% of that channels capacity, which is unused,
to the acknowledgement channel. The disadvantage is that the new

channesls capacity exceeds 100 kbit/s.
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Thus using the above techniques, the acknowledgement channel cap-
acity can be kept effectively equal to, or below, that of the request
channel . This justifies the use of the request channel to determine

the optimum packet Tength when subpackets are employed.

Subpackets therefore enable the recording delay to be reduced to
a reasonable value, regardless of the packet length. However, there
are sti1l significant delays in both of the digital schemes considered.
Thus, it is necessary to determine the subjective effects of such delays
in telephone conversations. This should indicate an acceptable Tevel

for the delay and the digital systems can be designed accordingly.

3.6  Subjective Effects of Telephone Delays

Detays of up to 100 ms may be experienced in long distance tele-
phone calls in a land based network. If a single or multiple hop
satellite link forms part of the transmission path, the delay will
generally be greater than this. A geostationary satellite introduces
a delay of almost 300 ms. If both forward and reverse signals travel
via such a satellite, the round trip delay is 600 ms, and if a two
satellite hop is used it becomes 1200 ms. Concern as to the effect
of such delays on speech quality has prompted much research. The

conclusions drawn from this are described here.

Peoples response to delay changes significantly if an echo is
present. The response without echo will be considered first. Klemmer
[81] and others have performed subjective tests on the effects of pure

delay. They found essentially that a delay of 600 ms did not cause any
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discomfort to the speakers, and no loss in quality was reported. Simi-
larly, there was very little objection to delays of 1200 ms. When even
tonger delays of 1800 and 2400 ms were inserted, the test subjects

noticed some degradation and were thereafter slightly more conscious of

1200 ms delays.

This suggests that the response to delay is far more complex
than to say increased noise on the line. This was confirmed by Brady
[82] who measured various characteristics of conversations with delays
of 0, 600 and 1200 ms. He found that the main effect caused by delay,
was a greater number of confusions between the speakers. Other effects,
were an increased incidence of both people talking and both silent and
a tendency for people to remain silent longer and to pay less attention
to interruptions. These changes, while being statistically significant
on avekage were relatively small so that the essential aspects of the

speech were altered very little.

The subjects of the experiments were unable to identify the
cause of the confusion as delay in the circuit. In addition, they
apparently automatically adjusted their speaking technique to minimize
the effects. It was also found that increasing the delay from 600 ms
to 1200 ms produced no significant extra degradation. Thus it
appears that a delay of 600 ms is sufficient to cause all of the above

changes to reach their asymptotic values.

If an echo path exists, people are far less tolerant of delays
[83]. Even a delay of 20 ms can result in perceived severe degrada-
tion unless the echo amplitude is sufficiently small. To achieve
reasonable quality with a delay of 90 ms, the total loss in the echo

path must exceed 40 dB. For a delay of 600 ms, a 60 dB loss is
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required [84]. Such losses are achieved in practice through the use of
echo suppressors. These insert attenuation into the transmission path
from a telephone when speech is detected on the incoming line. Unfort-
unately, echo suppressors add their own type of distortion to speech,
since they tend to chop it on and off and can result in large amounts

of speech being Tost when both parties are talking.

Echo suppressors are generally used whenever the delay in a
telephone line exceeds about 40 ms [85]. Special suppressors are used
for long delay circuits. The problems that exist even with (and because
of) these devices, prompted the CCITT to issue a recommendation regard-
ing circuits having delay [86]. This states basically that round trip
deTays less than 300 ms are always acceptable. Round trip delays between
300 and 800 ms are acceptable, provided care is taken to minimize echo
creation and, for delays exceeding 600 ms, echo suppressors designed
for long delays are used. Round trip delays of greater than 800 ms are

unacceptable, except in the most unusual circumstances.

In the normal telephone network, echos arise whenever there is
a change in characteristic impedance in the transmission path. The
most common echo source is the hybrid network, which enables both for-
ward and reverse signals to travel on two wires. At the mobile tele-
phone the two paths are kept entirely separate and an echo can occur
only by acoustic feedback through the microphone. This path is a
very high loss one and the echo amplitude is at least 40 dB below the
local speakers level. Thus in the TDM scheme, when the echo reaches
the original source, it is at least 50 dB below speech level and may

well cause no problems.

If this Toss is insufficient an echo suppressor or an echo
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cancellor is required. The latter removes any echo from a transmitted
signal by subtracting an appropriately delayed version of the received
signal. This is reasonably straightforward in a digital system, espec-
ially one with memory already present [87]. Such a device may be
required at each mobile telephone in the TDM system. Echo suppressors
or cancellors are certainly required at the interface with the normal
telephone network, since this network undoubtably generates echos. One
advantage of a digital echo cancellor in this position is that it can

be time shared among a number of output lines.

In the interpolation system no echo can be transmitted unless
packets are being generated. Of course it is imperative that echos do
not activate the speech detector. If at the mobile telephone they are
sufficiently large to do this then a more complex speech detector must
be used. This can, for instance, subtract an appropriate version of
the received signal from the microphone output, prior to determining
whether speech is present. Thus an echo occurs here only when both
parties are talking and is then returned to the original source at Teast
50 dB down. Echo suppressors as such are therefore not required at the
mobile telephones in an interpolation system. However again, an echo

suppressor or cancellor is necessary at the network interface.

[t appears that a one way delay of 0.3 seconds is not unreasonable
in a normal telephone conversation. Though this requires an echo remo-
val device, a digital inplementation results in much smaller effects on
the signal quality than the analogue equivalent. Hence the criterion
of a maximum one way delay of 0.3 seconds will be adopted for the sche-

mes considered here.

The TDM system has a one way delay of under 0.1 seconds, which
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is quite reasonable and permits long distance, and possibly even satel-

lite calls, to be made from or to mobile telephones.

The one way delay in interpolation systems depends upon the time
spent waiting for a free sfot. The remaining delays, due to packet
formation and transmission, can be kept to around 50 ms when an approp-
riate number of subpackets per packet length are chosen. If the final
system is to meet the above criterion, the delay in slot assignment
must be Timited to around 0.25 seconds. The feasibility of this is

determined in the next chapter.

3.7 Conclusions

In this chapter, the use of packet speech interpolation to
increase the number of simultaneous conversations in a mobile tele-
phone system has been considered. The possible gain is limited by
the efficiency with which speech can be placed into packets. This
in turn depends upon the actual structure of a conversation. A
computer simulation of telephone conversation has been used to deter-
mine the efficiency, which is presented in terms of the interpolation
gain in figure 3.9. This is a general result, not previously reported.
It demonstrates that the interpolation of speech in packets is a worth-
while objective, since it can more than double the number of simult-

aneous conversations in a digital system.

Interpolation requires at least one request packet to be trans-
mitted for each speech packet prepared. This necessitates a request
channel capacity which is significantly greater than in the TDM system

and which increases for smaller packet lengths. Since the interpol-

ation gain also increases for smaller packet lengths, it is
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apparent that there must exist an optimum tength that maximises the

number of simultaneous conversations per unit total capacity.

This was found by calculating the full channel interpolation
gain If, which takes into account the request channel capacity.
Examples showing how If varies with packet Tength, and the optimum
Tengths for a wide range of system parameters, are shown in figures
3.10 and 3.11 respectively. From this analysis, a packet length of
0.4 seconds was chosen for the example interpolation system, with
other parameters as follows
W=1Mbit/s , B =120 bits , D = 25 kbit/s , A=5, wr = 61.2 kbit/s.
A theoretical maximum of 95 simultaneous conversations can be handled

by this system.

The most obvious problem with these digital schemes is the delay
introduced into the speech path. The three main sources of delay are
packet formation, transmission through the network and packet retrans-
mission. These produce a total delay in the example TDM system near
100 ms. In the interpolation system the delay also includes a waiting
period for a free transmission slot. Since in this system the chosen
packet length must be reasonably large to produce a high gain, sub-
packets are required to reduce the recording delay to acceptable Tevels.
Delays in transmission and retransmission are small and result in a

total one way delay, excluding slot assignment, of the order of 50 ms.

When the subjective effects of delay in telephone conversations
are considered, it is found that pure delays of 600 ms or more are
permissible and result mainly in minor changes in the speakers conver-
sation techniques. With an echo path however, even small delays are

highly disruptive. In this case echo suppressors or cancellors become

mandatory,
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From this investigation it may be concluded that the delay in the
TDM scheme is acceptable and that that in the interpoiation scheme should
be kept below 0.3 seconds. The final figure for this system depends upon

the delay in sTot assignment which will now be considered in detail.
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4. GLITCHES IN PACKET SPEECH INTERPOLATION

4.1 Slot Assignment Delay

There exists for every speech packet an optimum transmission slot
in the speech channel. This is the first slot beginning after the packet
formation is completed. If this slot is allocated to the packet, then
the only delay involved is the transmission time itself. However, if
this slot has already been assigned to some other telephone, then the
packet must await a free slot. Such a situation will arise often becayse
the arrival of requests at the central controller is essentially random.
There will be periods when no requests arrive and some slots in the
speech channel are left empty. On the other hand, when a number of

requests arrive within a short period they will have to queue for a slot.

The delay that any request experiences equals the number of
requests in the queue upon its arrival, multiplied by the slot length.
This delay will be random since it depends upon the past history of
request arrivals. Very large delays are possible, and in fact if the
average number of arrivals is one per slot, the queue Tength will tend
to infinity. Even for rates of input smaller than this, the queue length

is certain to become very large at some time.

Consider the effect that such a random and possibly Targe delay
has on the reproduced speech. There can be no guarantee that consecut-
ive packets from any one telephone will be delayed by the same amount.
If the later packets are less delayed then they are simply added, in
the memory, to the end of the packet being replayed. However, if later
packets are more delayed there will be a break in the reproduced speech.

Alternatively, if there is some separation between the two packets due to
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a break in the original speech, then a smaller delay on the later
packet will reduce the silence interval and a Tonger delay will increase

it.

The only way to avoid this disrupticn to the speech is to incorp-
orate a fixed delay between the original speech and its reproduction.
Then if a packet arrives with less than this delay it will wait out the
remaining time at the receiver. It was decided in the previous chapter
that the delay in the interpolation scheme must be kept below 0.3 seconds
in total. There must therefore be a somewhat smaller Timit on the delay
allowed in slot assignment. The effect of such a limit is, by the

reasoning above, to set a maximum length for the slot assignment queue,

If a new request arrives to find the maximum nurmber already
waiting, then it has to be delayed by one slot length more than the time
allowed. Such a request must be abandoned. yThe packet for which the
request was sent cannot be transmitted and the speech it contains is lost.

This results in a break in the reproduced speech which is termed a glitch.

Such glitches occur in one form or another in all interpolation
schemes since they result from temporary channel overload. This was
first examined in detail for the TASI transatlantic cable system. Here
an overload results in no circuit being available to a speaker at the
start of a talk. His speech therefore is clipped or "frozen out" until
a circuit becomes free. In certain digital interpolation schemes con-
sidered in chapter 8, glitches take the form of a temporary reduction

in the signal to noise ratio.

The subjective effect of glitches was first considered for TASI

type freezeouts on the transatlantic cable system [37-39]. It was found
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that the effect on transmission quality was negligible, providing the
fraction of speech Tost was less than 0.5%. A loss of 2% was consid-
ered somewhat objectionable. Other studies [44,88] suggest that the
Tength of the glitches is important subjectively and that attempts should

be made to avoid long glitches.

Glitches in a digital packet system however, differ considerably
from those in the TASI scheme. Speech may be lost from any part of a
talk instead of just the beginning and the glitch length distribution
is also changed. As a first step in the study of glitches the probab-
iTity of their occurrance will be determined. This is essentially a
queueing problem of overflow from a finite sized buffer and it may be

tackied theoretically.

4.2 Theoretical Glitch Probability

Consider initially the single subpacket case in which each request
is satisfied by one slot. Requests derived from a particular source
are assumed to be uncorrelated and the sources to be independent. This
results in a random input which may be modelled as a Poisson process.

Thus the probability of "k" requests arriving in any one slot is

k
P (k) = %T e - U (4.1)

where "U" is the usage; the average number of requests arriving per

transmission slot.

Now the number of requests in the queue is termed its state.
This will vary from zero when the queue is empty, up to a maximum
number “L", corresponding to the maximum delay. At each new slot, one

request in the queue will be satisfied and k riew requests will arrive
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with a probability given by (4.1). Thus the state may decrease by one,

remain as it is, or increase toward L.

This is an example of an M/D/1 queue of finite capacity. Here the
"M" refers to a Markov or Poisson input distribution, the "D" to a deter-
ministic or constant service time distribution and the "1" to a single
server. Such queues have been well stuﬁied for the infinite capacity
case [89-91] which is the asymptotic form of a finite queue of large

1imit. The average number of entries in such an infinite queue is

E = %_(ﬁz____g)y 0<U« (4.2)

Table 4.1 shows the values of E for various usages.

E - 2.40 4.95 9.98 50.00

Table 4.1 Expected number of entries in an infinite
M/D/1 queue.

This provides some insight into the queue length required by a
finite queue, but more useful information is provided by the state
probabilities. These are the long term probabilities of being in any
particular state, i.e. that the queue is of a particular length. Such
probabilities are easily converted into the appropriate values for a
finite capacity queue. Unfortunately, no analytic solutions for the

state probabilities exist.

The finite capacity queue has also been studied theoreticaily and
again no analytic solutions have been found. Various authors [52,92]
have been able to establish theoretical 1limits for the state probabilit-

ies but these are accurate only for large L. The sole method of
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obtaining the exact state probabilities is an iterative procedure based

upon Markov chain theory.

Since each state can communicate with (change to over a period of
one or more slots) every other state, and since there are a finite
number of states, L + 1, the system forms a positive recurrent Markov
chain. Thus a long time after initiation, the probability of being in
a particular state "i" reaches a steady state value, denoted " Hiﬂ
These probabilities can be found by solving the L + 1 simultaneous

equations
L (4.3)
) .

Here "Q" is the transition matrix, i.e. Q (i,j) is the probability
of the state changing from "i" to "j" in one slot period. Some disagree-
ment exists in the literature about certain values of Q (i,j). This
arises from the choice of a particular instant in a slot when a trans-
mission is said to occur. If transmission is assumed to take place
instantaneously at the end of a slot, then a request may be transmitted
in the slot in which it arrives. On the other hand, if transmission

occurs at the start of a slot, a request arriving during the slot cannot

be transmitted until a subsequent slot.

These two cases are examined in appendix A, where it is shown that
the state probabilities generated by the two approaches are identical
if a 1imit of L is used in the first case, and of L+1 in the second. It

is also shown that the first case is appropriate for use here.
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The transition matrix is therefore defined as follows.

Q (0,0)

Probability [0 or 1 requests arrive]
= P(0) + P (1)

Q (0,j) = Probability [ (j + 1) requests arrive]

= P (j+1) 1<3 < (L-17)
Q (i,3) = Probability [ (j - i + 1) requests arrive]
= P(j~-1i+1) 1<is<L, (i-1) < j < (L-1)
Q (i,L) = Probability [at Teast (L - i + 1) requests arrive]
L-1 ,
=1 - 3 P {j) O<islL
J=0

A11 other Q (i,j) = 0.

If these values are substituted into (4.3), an iterative technique
may be used to obtain the I, and hence the glitch probability. The
probability of an input to the queue is simply U, and the probability of
an output from the queue is

1 - Probability [a slot is left empty] = 1 - n, P (0).

The glitch probability is the difference between these two quantities.

Gh = U - 1 + 1, P (0) (4.4)
A more useful quantity is the glitch rate, GR, the fraction of packets
glitched.

I = 0P (0)

GR = 1 - T (4.5)

This quantity was determined as a function of U for queue length
limits of L = 20, 30 and 40, and is shown in figure 4.1. These curves

cover the useful region of operation of practical mobile telephone

systems.

Input in the system just analysed is provided by a Poisson process.

However, this is an approximation to the actual case since it assumes
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an infinite number of sources. It is more correct to use a Binomial
input distribution. Then the probability of having k inputs in any

one slot is

- k _ N-k
b (k5 N, q) W @ (1 -a) (4.6)
where "N" is the number of sources and "g" is the average activity,
related to the usage by
= U
q N (4.7)

The glitch rate was determined with this input for various values

of N and the results are summarised in table 4.2 for L = 20 and U = 1.0.

Number of sources N 30 60 120
Binomial glitch rate 2.268 2.306 2.325
% Error with Poisson 3.24 1.63 0.82

Note L =20;U=1.0 3 Poisson glitch rate = 2.344
Table 4.2 Comparison of glitch rates

Clearly the Poisson input provides an upper limit on the glitch
rate, but there is very little difference between the two distributions
for systems of realistic size. The advantage of having one less variable
in the Poisson case more than makes up for its slight loss in accuracy.
Also, it should be realized that both distributions are in any case
approximations to the real situation. The Poisson input will therefore
continue to be used to derive theoretical quantities in mobile tele-

phone systems.
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4.3 Glitch Rate and the Use of Subpackets

It is now possible to calculate the theoretical glitch rate for
any given maximum slot assignment delay. Consider again a system with C
voice circuits and a packet length of T seconds. Then the length of a
speech packet transmission slot in seconds is

_ T )
L =7 (4.8)

If the delay allowed in slot assignment is "V" seconds then the number

of slots within this 1imit is

L=z =7 (4.9)

For example system with C = 40 and T = 0.4 seconds, an appropriate
value for V might be 0.2 seconds. This provides L = 20 slots within
which a request must be satisfied to avoid being glitched. Then from
figure 4.1, if a glitch rate of say 0.5% is desired, the system must
theoeretically be operated at a usage of 94%. This reduces the allowable

number of simultaneous calls from 95.2 to 89.5

Now a delay of 0.2 seconds in slot assignment will only be accept-
able if all other delays are kept below 0.1 seconds. Thus subpackets
will be necessary to reduce the recording delay. The effects of sub-

packets on the theoretical glitch rate must therefore by determined.

If each packet is split into M subpackets, the slot length will

be divided by M and become

Z

! = ===

' =y (4.10)
This results in a corresponding increase in the number of slots within

the slot assignment 1imit to

L' = LM (4.11)
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Figure 4.1 shows how a change in the size of L by a factor of two,
results in much more significant changes in the glitch rate. Hence, if
the effect of using subpackets is simply to increase L as suggested by
(4.11), then the glitch rate will be rendered negligible at virtually
all usages. Unfortunately, the situation is not this simple because
the input to the queue is no longer independent. To understand this

consider the manner in which subpackets enter the queue.

If a packet begins at time slot zero, then the first subpacket is
available for transmission by time slot C. This subpacket is not glit-
ched as long as it is transmitted by slot C + LI. The second subpacket
must be transmitted between slots 2 C and 2 C + LI and so on. Thus, each
subpacket has a field of possible transmission slots Ll wide and it is
quite possible for the fields of adjacent subpackets to overlap. This is
easily seen from figure 3.12, showing the example case above with M = 10.
Here C is 40 slots and L' is 200 slots. Clearly there is considerable
field overlap. In fact the 240 slots between numbers 200 and 440 can

each hold any of five different subpackets.

The best way of visualizing this queue system is shown in figure
4.2. When a request arrives, the first subpacket is assigned to the
next free slot in the first queue, and the remaining subpackets are
added to the end of their respective queues. These latter queUes are
simply delaying devices which ensure that any input becomes available
at the output C slots Tater. At each time slot every queue is shifted
down by one slot, with the output of the first queue being transmitted

and the outputs of other queues being fed into the queue above.

This arrangement is necessary to ensure that the priority of the
various subpackets remain correct in the final queue. The priority may be

defined as the first slot number in which the subpacket can be transmitted.
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Correct priority is maintained in the queue system of figure 4.2 because
the X'th subpacket, after being delayed by C slots, has the same pri-
ority as the (X - 1)'th subpacket of a request just arriving. With this
system it is quite easy to see that if the number of requests arriving at
time slot i is fi’ then the total input to the first or actual queue 1is

hy = f; + .

i 75 et T e (4.12)

C

The input to the queue is therefore not independent since the
present input is related to that in the past. Queue systems with
dependent inputs have been studied by Gopinath and Morrison [53].

They propose a multidimensional state approach in which the number of
dimensions equals the number of slots over which the input is correlated.
In the queue with subpackets this is

y = (M-1)¢C (4.13)
Thus each state is a y-tuple of values and there are of the order of
(L + 1) Y different states. For the example system above this number

476

is 10 Clearly it is impractical to calculate the state probabil-

ities for any but the smallest systems.

It is possible to calculate the marginal state probabilities of
which there are (L + 1) y. These are equivalent to the state probabilities
in the one dimensional case. Unfortunately these alone are not sufficient
to calculate the glitch rate in a queue of limited length. It is shown in
appendix B that the individual state probabilities are required in this

case. Hence the theoretical problem remains intractable.

Bounds on the glitch rate of systems using subpackets may be
found from the theory for a single transmission per request (termed
the single subpacket case). Consider for simplicity, the two subpacket
case (M = 2) in which the slot length is Z' = %—and the queue Timit
is L' = 2 L. A Tower bound on the glitch rate may be obtained by
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assuming that the input of the two subpackets is described by two
independent, identical Poisson distributions, each with an average of

%—arriva]s per slot.

Probability theory states that independent Poisson processes
combine to give a single Poisson process, with an average equal to the
sum of those of the constituent processes. In this case the resultant
input process has an average arrival rate of U per slot. This is
identical to the input in the single subpacket queue. However, since
the maximum allowed length of the queue is L' = 2L, the glitch rate
is that of the single subpacket queue with twice the normal queue

Timit.

In general, if the M subpackets from one request are considered
to be independent, the glitch rate is given by the above theory with a
queue 1imit of M L. Since the subpackets are highly correlated, the

glitch rate has to be greater than this and it forms a lower bound.

The alternative extreme treatment of the two subpacket case
involves placing the subpackets in adjacent slots. The total average
input rate is again U subpackets per slot. Since two slots are
occupied for each request, the slot length is effectively 2 Z' = 1
and hence the number of requests that can be placed within the time

limit is %— = L. This arrangement is therefore exactly equivalent

to the single subpacket case with a queue Timit of L.

Thus as the correlation between subpackets varies from total to
zero, the effective queue limit for calculating glitch rates varies
from L to L M. This range however, permits a variation in the glitch

rate by a factor of at least M. In addition, the actual glitch rate
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for any given number of subpackets may well change with other system

parameters.

Any further theoretical work on the effect of subpackets on the
glitch rate cannot be supported by rigorous theory. It is therefore
necessary, considering the great uncertainty involved, to determine the
effects by simulation methods. This will also provide a verification
of the theory developed for the single subpacket case. When results
are available from the simulation, an attempt will be made to Justify

them by a heuristic approach.

4.4  Computer Simulation Programme

The purpose in simulating the queue system with subpackets is
primarily to find at least approximate solutions to the above
theoretical queue problem. However the basic structure is sufficiently

flexible to incorporate request inputs from simulated speech.

A discrete time system of unit equal to one slot length is employ-
ed. At each slot time, a random number of requests is generated accord-
ing to a Poisson process with average U. These requests are each
assigned M places in the queue. To maintain correct priority, every
subpacket possesses a priority number equal to the first time slot

in which it can be transmitted.

Queue slots are numbered sequentially, and a new subpacket can
be assigned only to a slot of number greater than or equal to its
priority. If the optimum slot for any subpacket is already occupied,

a search is done to find the first empty slot or the first containing
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a subpacket of Tower priority. The new subpacket is inserted into this
slot, and if necessary, later entries in the queue are shifted back one

position.

The advantages of this method are that each subpacket is delayed
as little as possible and that no unnecessary spaces are left in the
queue. MWhenever a subpacket is to be added, its priority is compared
to the number of the slot it is to occupy, and if the difference is
greater then L M, the subpacket is glitched. Similarly, a comparison
is performed after a successful addition to the queue, for all shifted
subpackets, and if the difference is too large the subpacket in question

is glitched and the shifting process stops.

At every slot time the first entry in the queue is transmitted
and the entire queue is shifted one position. The difference between
the transmitted subpacket's priority and its slot number is a measure
of the delay in the system. In the programme, this delay is averaged
over a period of several slots and then printed to indicate the current
state of the queue. Figure 4.3 shows an example output for the case
with 10 subpackets per request and a usage of 1.0. Each of the 10
delay figures in every row is averaged over 100 slots. At the end of
the row are the current slot number (representing time) and the total
number of subpackets transmitted to that point. A flowchart of this

programme and the computer 1isting are provided in appendix C.

At the beginning of the computer run there is Tittle delay because
the queue is initially empty. Over a period of several thousand slots,
the delay builds up and declines, and eventually reaches the Timit,

which in this case is 200 slots. When this occurs glitches begin, as
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can be seen.

To determine whether the initial conditions have any long term
effects on the simulation, a run was performed with the queue
initially full. It was found however that after a few thousand slots
the delay, and hence the queue, returned to exactly the state it had
been in when initially empty. This occurs because the queue entries
at the start, and later entries delayed because of them, are trans-
mitted in what would have been empty slots. As soon as the appropriate
number of such slots have passed, the queue behaves as if the initial

entries did not exist.

When glitches occur, their number is printed as are the average
glitch rate and average usage. The glitch rate is simply the number
of glitches expressed as a fraction of the number of subpackets
offered. Similarly, the usage is the number of subpackets offered
expressed as a fraction of the number of transmission slots passed.

It is necessary to measure the usage, because even over relatively
long runs the average input rate can differ by a small but significant

amount from the nominal chosen value.

These statistics are accumulated throughout the run, and at
the end an average value for the glitch rate and for the usage are
calculated. The first few thousand slots are omitted from these
calculations to remove any bias due to the initial emptiness of the
queue. In practice, far longer runs than that of figure 4.3 are
used. The output is not considered reliable until several thousand
glitches Have occurred. At Tow glitch rates however, this is often
difficult to arrange, even with simulations extending over a million

slots.
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The programme was used firstly to verify the theoretical glitch
rate derivation of section 4.2. This was done by sfmuTating the single
subpacket case (M = 1) at queue limits of L = 20 and 56 for various
usages. The points obtained are shown in figure 4.4 together with the
theoretical curves for these values of L. Clearly there is very good
agreement. Only at low glitch rates do the simulation points differ
by more than a few percent from the theoretical values. This provides
ample proof, both that the solutions from theory are correct, and that

the programme is functioning without error.

Next, the 10 subpacket case for L = 20 was simulated and the
results are shown in figure 4.5. Comparison with the theoyetical curve
shows that the use of subpackets has produced only a small reduction
in the glitch rate. This is unexpected since the theoretical invest-
igation of subpackets promised a significant reduction. To under-
stand this, further investigations were undertaken on different numbers
of subpackets. However, before these are described it is worth noting
some of the practical limitations discovered in the M = 10 simulation,

and the implications they hold for the accuracy of the results obtained.

Much greater variation in the glitch rate was found for M = 10
than for M = 1. This arises from the greater variance of the input
in the former case. For a usage of U in the single subpacket case, the
average number of inputs to the queue per slot is U. Since this‘input

is a Poisson process, its variance is equal to its mean, and is also U.

If there are M subpackets per packet length, the slot length is
divided by M and the average number of requests per slot is %—. However,

since each request inserts M subpackets into the queue, the average rate
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of queue input is unchanged at U. Now the request arrival still forms
a Poisson process and hence its variance is equal to its mean and is
given by

Var [ request input ] = 3§ (k - Q_)Z

o w ) Plk) = ﬂ— (4.14)

where P (k) is the probability that k requests arrive in one slot.

The variance of the number of subpackets added to the queue is

(ool

2

Var [ queue input ] = 2 (Mk - U)" P(k)
k=0
= m% 3 (k-2)% P
k=0
= MU (4.15)

Thus as the number of subpackets increases, so does the variance of

the queue input and hence the variance of the glitch rate.

To achieve the same variance of the final mean glitch rate with
M subpackets as with one, the former would have to be run M times as
long [93]. Thus for example, if 2000 glitches were sufficient to
give an accurate average glitch rate in the single subpacket case, then
20,000 would be required with M = 10. This is especially difficult to
achieve at Tow glitch rates. For instance, at a rate of 0.2% the
programme would have to run for over 107 slots. On the CDC Cyber 173,
which was used for the simulations, this would require 90 minutes of

central processor time - for just one point.

In general runs were restricted to 106 slots, although up to
3 X 106 slots were used on a few occasions. The resultant inaccuracies
at low usage rates and high numbers of subpackets had to be accepted,

and care was required in assessing the results.
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4.5 Optimization of Subpackets

Simulations were performed with a queue Timit of 20 slots and
various numbers of subpackets, for usages between 0.9 and 1.0. The
resulting curves appear in figure 4.6. The curve for any particular
number of subpackets possesses the same shape as the theoretical curve,
but is shifted by a small amount towards lower glitch rates. At any
fixed usage the glitch rate firstly decreases as M is increased from
one, but reaches a minimum and thereafter increases with M. This is

more clearly shown in figure 4.7 for usages of 1.0, 0.96 and 0.92.

The decrease in glitch rate from the single subpacket case is
greater at lower usages. This is consistent with the changes observed
when increasing the queue limit L (see figure 4.1). If at each usage
the number of subpackets is chosen to minimize the glitch rate, the
optimum curve formed Ties very close to the L = 26 curve. Figure 4.7
shows that for usages less than 1.0 this optimum number of subpackets

is quite close to 4.

To understand why there is an optimum number of subpackets, it is
necessary to examine the correlation between elements in the queue.
Obviously, with a Poisson process request generation, there can be
correlation only between subpackets from the same request. One measure
of this correlation is the number of possible transmission slots that
adjacent subpackets have in common. The distance between the start
of successive subpackets is C slots and the total number of slots
available to each is L' = L M. Thus the fraction by which the field of
one subpacket overlaps that of the subsequent one is

_ _C
Overlap = 1 - Y (4.16)
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Clearly this fraction and therefore the correlation increase with
M. At the same time the number of subpackets with which any one can
interfere also increases. Therefore, if the queue Timit L' is held
constant the glitch rate will rise quickly with the number of subpackets

per packet.

However the queue Timit also increases with M and, by itself,
would result in a smaller glitch rate. Thus it is not surprising that
there is an optimum value of M. At small M the correlation is at its
Towest, while the effective queue length is significantly increased, and
therefore a reduction in glitch rate occurs. Yet as M is increased the
correlation quickly becomes great enough to reduce the effective queue

limit from L M toward L, as discussed earlier.

Eﬁuation (4.6) implies that the correlation between subpackets
will decrease if C is increased. This is physically reasonable since
the effect of a larger C is to spread the subpackets out. The glitch
rate should therefore decrease with increasing C and this is confirmed
in figure 4.8. Note that again the optimum number of subpackets is

4 in all cases.

Because of the difficulty experienced in obtaining accurate
points at Tow usage rates, with a large number of subpackets per packet,
the behaviour of the system is somewhat uncertain in this region. To
provide further information simulations were performed for M up to 20
in a small system with L = 5 and C = 10. Unfortunately, this proved
to be inconclusive, as can be seen from figure 4.9, Therefore, to tidy
up the behaviour at very large numbers of subpackets the case of an

infinite number is now considered theoretically.
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As the number of subpackets per packet M, tends to infinity, the
slot length Z', tends to zero (from (4.10)) while the time for sTot
assignment V, remains fixed. The number of slots during a subpacket
recording time, still equals the nominal number of voice circuits, C.
This is equivalent to a continuous transmission system in which packets
from different sources are transmitted in parallel, with each packet

requiring %—of the channel capacity for T seconds.

The recording delay is zero and for simplicity it is assumed that
other pre-transmission delays are also zero. Thus a packet is trans-
mitted as it is prepared but it may be delayed at any point or any
number of points up to a total of V seconds, without glitching. Such
a delay will occur only when more than C packets are transmitted
simulaneously. This causes the packets to be spread out in time so
that.they occupy less than %-of the channel capacity and take Tonger
than T seconds to transmit. At any point in time, the delay on each
packet is identical, and is increasing if more than C packets are being

transmitted and is zero, or decreasing toward zero, if less than C

packets are being transmitted.

Now the total delay and channel usage are unchanged if instead,
packets use the entire channel capacity for a time of %—seconds. Then
packets from different sources are sent sequentially rather than in
parallel. Any packet that arrives while the channel is in use has to
wait for the current transmission to finish, and for any other packets

ahead of it to be sent. The delay on any packet may again be up to V

seconds before glitches occur.
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Packet generation still forms a Poisson process with an average
rate of U starting every %—seconds. Thus this sequential arrangement
has exactly the same input process as the single subpacket system where
the slot length is %»seconds. The only difference between the two
schemes is the continuous nature of the starting times in the infinite
subpacket case. If here transmission is constrained to begin only at
the start of a slot, then the queue systems are identical and they

produce identical glitch rates.

Quantizing the starting time in fact makes no difference to the
average glitch rate, for the delay in sTot assignment is unchanged.
This was confirmed by simulation of the random starting time sequential
system., It must therefore be concluded that as M becomes large the
glitch rate will increase asymptotically toward the single subpacket

case.

A final comment should be made concerning the generality of
the results obtained in this section. The problem considered is that
of a limited length queue with random input of fixed length packets.
Each packet is split into subpackets which enter the queue at regular
intervals. It is found that for a given 1imit on time (or memory) the
split packets produce less overload than those that are transmitted
whole. The magnitude of the overload reduction depends upon various

system parameters and in particular is greater for Tower input rates.

It is also noticeable that for a wide range of conditions the
optimum number of subpackets is 4. This optimum however, may well
depend upon the queue Timit L, which was Targely fixed at 20 for these
tests. Usually, the overload is quite close to its minimum for a

range of numbers of subpackets and particularly for numbers greater
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than the optimum.

These results are obviously applicable to many areas involving
packet transmission. The essential point is that overload in limited
sized buffers may be reduced by adding a deterministic component to a

previously random input.

4.6 Conclusions

In this chapter the consequences of dynamic slot assignment in
the interpolation system have been investigated. To avoid possibly
very large delays, a time limit for slot assignment has to be set. This
inevitably means that some packets cannot be transmitted and these are
said to be glitched. Such overload phenomena are present in all inter-
polation schemes, and work done on TASI systems suggests that the
resulting speech Toss should be no higher than 0.5% for acceptable

quality.

The glitch rate in a packet system was determined thecretically
for the simple case of one transmission per packet and an assumed
Poisson process for packet generation. This glitch rate depends upon
the allowed queue limit L, given by (4.9), and upon the usage as shown
in figure 4.1. It was noted that the example mobile telephone system
considered in chapter 3 with a slot assignment delay of 0.2 seconds
and a glitch rate of 0.5%, can theoretically be run at 94% of its

capacity.
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Next the effect upon the glitch rate of multiple subpackets was
considered. This was found to be an intractable problem theoretically,
though rather loose bounds for the effects were set. The queue system
was therefore simulated and the glitch rate determined as a function of
the number of subpackets, for various system parameters. Tﬁe glitch
rate decreased from the single subpacket value, at times by factors

greater than two (see figures 4.7, 4.8).

A well defined optimum number of subpackets which minimizes the
glitch rate has been shown to exist in most cases. For a wide range
of system parameters this number is 4. An approximate theory of the
effect of subpackets was developed, which supported these simulation
resuits, and another analysis showed that for a very large number of
subpackets the glitch rate rises toward that of the single subpacket
case. Thus it appears that the use of subpackets will reduce the glitch

rate, as well as the recording delay.

Finally it must be noted that the solutions presented for this
queue system are quite general. They are applicable to any M/D/1
queue of limited size and prove that the overflow from such a queue can
be reduced by splitting the input into parts which take correspondingly

shorter times to serve.
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5. THE COMPLETE MOBILE TELEPHONE SYSTEM

5.1 System Simulation

Theoretical and simuTation investigations in the preceding
chapters indicate that a packet speech interpolation mobile tele-
phone system is feasible. The two main problems of delay and glitch-
ing appear to have acceptable solutions which are achievable simult-
aneously. To date, the glitch rate determination has involved only a
Poisson input and a simplified structure, not truly representative of
the actual system. The only manner of taking other factors into
consideration is to incorporate them into the computer simulation.

For this reason the entire mobile telephone system was simulated.

A11 of the parameters of the mobile telephone system have been
made computer variables so that their effects can be determined
individually (see appendix C). Up to 100 simultaneous conversations
(termed calls) are generated by the speech programme described in
chapter 3. This is used as a subroutine to produce a talkspurt and
a silence and to assign packets to the various talks in the proper
manner. The resulting packet sequences for each call are stored with
the starting time of the first packet and the finishing time of the
silence. When the last packet for any call has been transmitted a new
talkspurt and silence are generated, starting from the end of the

previous pair. Thus the conversations are continuous and independent.

At initiation, the conversations must be in different stages if
interpolation is to function properly. Their starting times are there-

fore distributed randomly over the first 20 seconds simulated. This
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figure results in a fairly rapid transition to full operation while
not overloading the system at the very beginning. The starting times
are then sorted into ascending order and the first talkspurt and

silence interval are generated for each conversation.

The Tlength of a request slot is taken as KIE-seconds. Here
the requests due to call set up and termination are ignored and hence
the request channel capacity is given by (3.3). The first request slot
for each conversation is calculated and stored in order in an array.
At the start of a transmission cycle, the first two slot numbers are
compared to determine if a collision has occurred. If the numbers
are the same, subsequent entries are tested until a different number
is found. Then all of the collided requests are resequenced and the

cycle is begun again.

Resequencing involves adding up to R + K slots to each request
slot number. Here R is a constant for any particular system and
represents the time-out delay for an acknowledgement. In the programme,
the value used for R is 2 slots plus 12 ms. This provides time for
the transmission of a request and an acknowledgement, and a further
time to cover calculation and other delays. The random component of
added delay is uniformly distributed between zero and K, which is usually
set at 5. Once the new request number is calculated it is inserted into

the array at the appropriate position.

If the initial requests do not collide then the first is trans-
mitted. One speech packet is removed from the call concerned and if
necessary a new talkspurt and silence are generated. From the start-

ing time of the next packet a new request slot number is found and



109

inserted at the appreopriate point in the request array. The speech
packet which has just been removed is then added to the speech

queue in the manner described in chapter 4.

Before the packet is actually inserted, the speech queue is
brought up to date by removing those slots which have by then been
transmitted. The length of a speech slot is EIM-seconds but time in
the programme is measured in terms of request slots. Thus the number
of the last speech slot transmitted is calculated from the request slot

just used.

Four extra request slots are added to the present number before
this calculation is done to keep the speech queue slightly ahead in
time. This is the simplest way of ensuring that there is time to
transmit a speech slot number to the mobile telephone after assign-
ment. It is necessary to delay slot assignment, and hence its
notification, as long as possible, to accomodate packets that arrive

late due to multiple collisions.

Each subpacket has a priority number which dictates where it may
be placed in the queue. To calculate this number the starting time of
the packet rather than the arrival time must be used due to the problem
of collisions. The priority of the m'th subpacket is given by
Priority = (packet starting time) QTM- + mC (5.1)

A subpacket may be placed in any slot in the queue numbered between

that subpacket's priority and its priority plus L',

Usage in this system is controlled by the number of calls.

However the actual usage, as measured by the average number of subpackets
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transmitted per speech slot, often differs by more than 1% from the
usage predicted. Also measured is the glitch rate given by the ratio
of glitched subpackets to the number offered. The cumulative glitch
rate and usage are printed periodically throughout a computer run,

so that the degree of stability can be ascertained. From this and
the considerations in section 4.4, the run length required by any

particular system can be estimated.

For comparison with the theory developed in the preceding chapter,
a simulation was done of the example interpolation system. This has
a nominal circuit capacity, C, of 40 and a queue limit, L, of 20. Runs
were done for both the single subpacket and the 10 subpacket systems.
The resulting glitch rate curves appear in figure 5.1. Recall that the
theoretical curve for single subpackets coincided with the Markov chain
theory curve, also shown in figure 5.1. Obviously the glitch rate in
the complete system simulation is somewhat greater. The glitch rate
with 10 subpackets per request is however lower than that with 1. Thus
it appears that the use of multiple subpackets still reduces the glitch

rate.

Possible causes of the higher glitch rate in the full simulation
are the delays involved in request transmission and the non-random
nature of the speech input. The possible effects of the request
channel, and in particular of collisions, will be considered in detail

in the next section.

Although the input from different calls is completely uncorrelated,
the sequence of requests from any single call is far from random. With
a packet length of 0.4 seconds, the probability that a packet wilil be

followed, without a space, by another from the same source is 0.81.
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If packet generation was entirely random the probability of successive
packets would be %—which for practical systéms is around 0.01. In
fact the correlation in the input extends over several packets.

Figure 5.2 shows the probability of sequences of various numbers of
packets with a 0.4 second packet length. The average numbe; in a

sequence is 5.2.

This problem originates in the bursty nature of speech. Packet
generation follows the speech, with individual sources producing a number
of packets separated by exactly one packet length, and then a large
space until the next sequence. This must increase the variance of
the total request input and hence the glitch rate. The effect is
greater for smaller packet Tengths since these result in longer sequences
of adjacent packets. This will be demonstrated later when the variation

of system parameters is considered.

5.2 Effect of the Request Channel

If a request experiences few or no collisions, it will arrive
at the central controller before the subpacket has finished recording.
This will leave the full field of slots available for assignment. If
sufficient collisions occur however, the request will not arrive until
some of its possible transmission slots have passed. This obviously
reduces the field available to that subpacket and may cause it, or
another subpacket, to glitch unnecessarily. In the worst case the
request will collide so often that it does not arrive until the slot

assignment 1imit for the subpacket has passed.
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To determine the probabilities of each of the three cases mentioned,
the times involved must be expressed in terms of request channel slots.

The time of a request slot in the programme is
i

Zy\ = -A——-C- (5.2)
The time taken for resequencing is on average R + %- slots i.e.
_ 012 AC K
Lr = 2 + gt 3 (5.3)

The number of slots until the first possible subpacket transmission
slot is
L, = ALy (5.4)
f M :
Finally, the number of request slots until the expiry of the slot
assignment time limit is

1+¥) - g (5.5)

t

Next the probabilities of various numbers of collisions must
be determined. If all requests are assumed to arrive randomly,
according to a Poisson distribution, then the simplified theory
embodied in (2.2) may be used and the probability of a collision is

_ -G

Pco] = 1-e (5.6)

In practice, the input is only random for requests that have not
collided. Thus, this relation cannot be expected to accurately
predict the collision probability for retransmitted packets. However,
the probability of no collisions should be predicted fairly well. This

was checked by simulation for some typical systems and the results

are shown in table 5.1.
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Prob. of no collisions A=5, K=5 A=5, K=10 A=10, K=5
Theory 0.7717 0.7717 0.8942
Measured 0.7642 0.7714 0.8923

Note C =40, M=4, T = 0.4 seconds, U

1.0, V = 0.2 seconds

Table 5.1 Probability of no request collision

Clearly the agreement is very good, especially as the actual
degree of randomness in the queue improves (with larger K). The
simulations also measured the probability of a request colliding a
number of times, as shown in figure 5.3. Since these curves tend toward
straight lines (on log paper) the probability of a collision for
retransmitted requests tends toward a constant value. These values
can be determined from the slope of the 1ines and are compared in

table 5.2 with the theoretical collision probabilities calculated

from (5.6)

Prob. of a collision A=5, K=5 A=5, K=10 A=10, K=5
Theory 0.228 0.228 0.106
Measured 0.437 0.356 0.290

Note C =40, M=4, T = 0.4 seconds, U=1.0, V = 0.2 seconds

Table 5.2 Comparison of collision probabilities for retransmitted
packets

The simple theory obviously does not apply for retransmitted
packets. The probability of a collision is much higher in this case
than for new packets, because of the relatively significant probability

of multiple collisions between the same two (or more) requests.
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The simulations support this reasoning since increasing the maximum
random addition upon resequencing, K, from 5 to 10 substantially
reduces the measured probability of a collision among retransmitted
packets. In the case of uncollided packets, (table 5.1), the

measured effect of K is much smaller.

Increasing the ALOHA factor, A, directly reduces the probability
of a transmission in any slot and hence the probability of a collision.
The theoretical and measured values for both new and retransmitted
packets all show a substantial reduction when A is increased from 5 to

10. This 1is equivalent to doubling the request channel capacity.

The measured probabilities of requests colliding a given number
of times can now be used to calculate the delay probabilities. These
are shown for the three ranges of delay length of interest, for

several example systems in table 5.3.

The probability of glitches resulting igﬁm delays exceeding the
—
slot assignment Timit is so small that it can be ignored. The only
occasions upon which request collisions may cause glitches are those
in which delays fall into category 2. The glitch rate due to these

events cannot be obtained easily because of the dynamic assignment and

reassignment that occurs in the speech packet queue.
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Parameters Slot Lengths Probabiltities of de]ay-in Interval
A K M Lr Lf Lt 1 2 3

5 5 10 10.5 16 116 0.907 0.093 2 x 1072

5 5 4 10.5 46 146 0.983 0.017 2 x 10"6

5 10 4 13 46 146 0.992 0.008 10°°
10 5 4 16.5 96 296 0.999  0.001 10"]0
Notes C =140, T = 0.4 seconds, U =1.0, V = 0.2 seconds

Delay interval definitions :
1 delay is Tess than the time ti1l the first slot

2 delay is between the time of the first slot and the
assignment limit

3 delay is greater than the assignment 1imit

Table 5.3 Probability that a collision delay falls in various
intervals

When a request of this type finally arrives it is in fact unlikely
to cause any damage. For if the delay is to make any difference, the
queue must have been at zero length some time between the original
collision and the final arrival, so that a slot the request could have
filled, was left empty. Even given this, if the queue then returns to
zero length before approaching the 1imit, the extra subpacket will be

transmitted and the status quo regained.

Thus the maximum possible damage that such late arrivals can do
is to reduce the effective queue Tength L' by a few percent for a
small fraction of the time. The resultant effect on the glitch rate is
likely to be negligible compared to the effect of the slot assignment

Timit itself. This was confirmed by simulation.
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The effect of no collisions was simulated by removing the delay
and retransmission procedures. In this version of the programme, when
two or more requests were scheduled for the same slot, all were
considered to be successfully transmitted and their subpackets were
added to the queue in sequence. The remainder of the progrdmme worked

as before and the glitch rate and usage were determined.

Many runs were done over a wide variety of system parameters but
no detectable decrease in glitch rate occurred. Exact comparisons
between the normal and non resequencing programmes was difficult because
the usage changed slightly even with identical parameters. The observed
variation in glitch rate was entirely explicable in terms of the changes

in usage alone.

Another possible problem caused by collisions is an ALOHA type
overload in the request channel. This will occur whenever the request
input rate exceeds 0.368 of the channel capacity for a sufficient
length of time. The actual mechanism for this phenomenon is as

follows.

When a sudden spurt of input causes collisions to occur in a
number of adjacent slots, each collision produces at least two
retransmissions between R and R + K sTots of its occurrence. If the
number of requests involved is large enough, there will be a collision
in most of the K or more slots. Hence, any new requests are very
likely to collide and simply add to the number of colliding requests.
This wave of collisions quickly spreads out to cover every slot and
sweeps along all new requests. Since the probability of any request
actually getting through becomes smaller and smaller while the input

rate is fixed, there is a build up of requests and eventually the
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throughput becomes zero.

The probability of such a breakdown is dependent upon A, K and R.
The average number of packets offered per slot (and hence the collision
probabiTity) is dinversely proportional to A and the number of collisions
required to start a breakdown is inversely proportional to K + R, In
all of the simulations run a breakdown occurred only once. This was
for a system with A =5, K =5 and a packet length of 1.6 seconds. The
reason for the collapse was the large packet Tength which resulted in

a value for R of 3.5 request slots.

In this case the problem was solved by increasing the value of
K from 5 to 10. No breakdown occurred with a packet length of 0.8
seconds for which R is 5 request slots. Thus it would appear that for

safety the sum of R and K should be kept above 10.

If a breakdown does occur in a mobile telephone system, then
a special recovery procedure has to be instituted. This could involve
the broadcast, over the acknowledgement channel, of an order for each
telephone to drop its current packet. This will quickly reduce the
request traffic to zero and normal operation should resume since it
is very unlikely that the conditions which caused the original overload
would still exist. If problems persisted over a period of seconds the
traffic could be reduced by not replacing calls which finished. However,
because of the extreme rarity of this event, the quality of speech
reproduction rather than the possibility of a breakdown will restrict

the number of connected calls.
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5.3 Dependence of Glitch Rate on System Parameters

SimuTation of the full mobile telephone system showed that the
actual glitch rate exceeded that predicted by theory. This was tentat-
ively explained in terms of delays introduced in the request channel,
and of correlation in the input. However, the request channel has been
shown to have little or no effect because other delays in the system
render request delays unimportant. The non-random speech input must
therefore be the source of the extra glitches. There is no way in
which the speech can be altered to reduce this effect, however there
are several system parameters which may be varied. These will be
considered in turn to determine how they may be best set to minimize

the glitch rate.

Consider firstly the number of subpackets per packet, M. It
was shown in chapter 4 that with a Poisson input the glitch rate is
reduced by increasing the number of subpackets. Figure 5.1 confirms
that this is also true with a speech input. The curve for 10 sub-
packets however shows large variations due to the difficulty of
obtaining accurate simulation results in this case. Simulations
performed with 4 subpackets produce a glitch rate versus usage curve
which Ties virtually on top of the 10 subpacket curve but is rather
less variable. This prompted simulations at other numbers of sub-

packets with the results as shown in figure 5.4.

For more than 2 subpackets per packet, the glitch rate is almost
constant. There is no distinguishable optimum number of subpackets as
there is with a Poisson input and the reduction in glitch rate at any
point is smaller. Thus from a glitch rate point of view, the number of

subpackets chosen is unimportant as long as it exceeds 2.
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An upper Timit on M will be set by physical restraints such as
the reduction in effeciency of formation and transmission with smaller
subpackets. Also as M is increased, the number of slot assignment
transmissions on the acknowledgement channel may increase. This was
considered in section 3.5 where various techniques were found for
increasing M without enlarging the acknowledgement channel. The
simplest technique involves transmitting more than one subpacket per
slot assignment. This retains the small recording delay that the
actual value of M produces while providing a lower effective value of

M for slot assignment and glitch rate determination.

Consequently there is 1ittle restriction on the value of M and
reasonable recording delays can be obtained with virtually any packet
length. This aspect can therefore be ignored when a packet length is

chosen to minimize the glitch rate.

Up to the present time, the packet length has been held constant
at 0.4 seconds. UWhen it is changed the glitch rate versus usage curves
resulting are similar in shape to those obtained previously, but are
somewhat displaced. Glitch rates for various packet lengths are shown
in figure 5.5 for the 4 subpacket case at usages of 0.90, 0.94 and
0.98. The importance of the packet length is clearly demonstrated by

the significant increase in the glitch rate with smaller lengths.

The reason for this can be traced to the speech input. Although
the most common talk length is 0.25 seconds, 50% of talks exceed 1.36
seconds and the average length is 1.79 seconds. It is therefore very
common to have a number of packets transmitted in sequence. This
results in a significant correlation in the speech queue and therefore

a larger glitch rate than with a random input. With a smaller packet
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length the number of packets required to convey a given length talk
increases. This in turn increases the correlation in the queue and

hence the glitch rate.

The theoretical manner in which the glitch rate changes with the
queue Timit was determined in chapter 4. This is shown in figure 5.6
where the glitch rate drops dramatically with increasing queue 1limit.

For usages below 0.95 the decrease is virtually exponential.

Unfortunately, the behaviour with a speech input is quite differ-
ent. Simulation results for packet lengths between 0.2 and 1.6 seconds
are shown in figure 5.7. Clearly in no case does the glitch rate
decrease as quickly as in the theoretical curve at the same usage (shown
dashed). The slopes of the curves at large L do however increase with
the packet length. This again reflects the tendency toward more random
input. The curve for T = 1.6 differs from the others because it was
measured for the single subpacket case. Four subpackets were used in

the remaining simulations.

Another interesting aspect of this figure is that the simulation
curves actually cross the theoretical one. This is not surprising for
the 4 subpacket curves since they have Tower glitch rates than the
single subpacket case on which the theoretical model is based. However
the single subpacket, T = 1.6 curve also crosses the theoretical one
and further simulations have shown that this happens at shorter packet '
lengths as well. The queue limit at which crossover takes place increases

with the packet Tlength.

Previously it has been assumed that a more random input will

produce a lower correlation in the queue and hence a Tower glitch rate.
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This still holds but there is another aspect which results in glitch
rates below those of truly random inputs in certain circumstances. The
probability of one packet directly following another is quite high for
speech though it decreases with larger packet lengths. However over

a time interval Tess than the packet length the probability of a packet
following another from the same source is zero. Thus if the queue Timit
is substantially less than the packet Tength, the input will be smoother
than random because of the enforced periodicity. This effect is greater
for larger packet Tengths and relies upon the finite number of sources.
It does not arise in the Poisson theoretical case since this assumes

an infinite number of sources.

5.4 Optimization of the System Parameters

Now that the effects of the various parameters have been
determined individually, it is possible to combine them and optimize
the entire system. The goal of this exercise is to permit the maximum
number of simultaneous conversations within a given total channel
capacity and subject to a set maximum delay and glitch rate. These
conditions fix the values of certain parameters and optimization
involves selecting the remaining parameters to maximize the system
efficiency. The fixed parameters are C, the nominal number of circuits

and V, the delay in slot assignment.

Consider firstly the request channel. The capacity required by

this channel is (from (3.5))
- 1 1
Nr = ABC ( T + ?ﬁ') (5.7)

To optimize the system this must be minimized. The smallest possible

value of the ALOHA factor A is 2.72. However, in practice, a larger
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value must be used to avoid constant overload in the request channel.
A safe value of A which results in a very small overload probability is
5. This has been used throughout the simulations and will be taken as

the optimum value.

The number of bits in a request packet, B, depends Targely upon
the synchronization requirements. A maximum value of 120 bits was

suggested in chapter 3 and will be used here.

Now (5.7) suggests that the packet Tength should be made as
large as possible. However the efficiency of packet speech inter-
polation is reduced by an increase in the packet length. The combined
effect of these two factors is defined by the full channel interpolation
gain which, for the values of A and B just set, is shown as example (b)
of figure 3.10. This gain has a maximum at a certain value of packet
length corresponding to the optimum ratio of request channel to speech

channel capacities.

In deriving this curve a usage of 1.0 was assumed. However,

as has been shown, if reasonable delay and speech quality are required
the usage must be reduced somewhat. The final or system interpolation
gain, Is’ is therefore given by the product of the full channel inter-
polation gain and the usage required to produce a given glitch rate at

a fixed delay. This usage however, will vary with the packet length

in a manner which will now be determined. When this is done the optimum
packet length for the entire system can be found as that which maximizes

the system interpolation gain.

With a fixed system capacity, C, and allowed slot assignment

delay, V, the relationship between the queue Timit and the packet
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length is given by (4.9) as

L= L | - (5.8)
The discussion in section 5.3 showed that the packet Tength should be
increased to reduce the correlation in the speech queue and hence the
glitch rate. However (5.8) indicates that another consequence of
increasing the packet length is a reduction in the queue 1imit. The
latter, by itself, results in an increase in the glitch rate. Thus
there are conflicting influences on the glitch rate when the packet

length 1is changed. The final result for any particular combination of

parameter values can be determined only by simulation.

For the purpose of the simulation, and in Tine with previous
conclusions, the values of C and V were chosen at 40 and 0.2 seconds
respectively. This provides a queue 1imit of (from (5.8))

L= 2 (5.9)
Simulations were performed at various packet lengths, using this
relation to set the queue Timit. For each combination the usage which

resulted in a glitch rate of 0.25%, 0.5% and 1.0% was measured.

Because of the conflicting effects mentioned above, the usage
was found to vary very little with the packet length. However there
was a small peak for each glitch rate at lengths between 0.3 and 0.4
seconds. At both larger and smaller packet lengths the usage was
reduced. The system interpolation gain was then calculated by
multiplying these usages by the full channel interpolation gain. The

resulting curves are shown in figure 5.8.

These curves are the ultimate description of the system

performance. They show how the number of simultaneous calls possible
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( gﬁ IS ) varies with the packet length for a given glitch rate and
assignment delay. There is an optimum packet Tength of about 0.32 seconds
in all the cases shown. However, the curves are remarkably flat near
their maximum point. A choice of packet length anywhere between 0.2

and 0.5 seconds results in at most a 1% reduction from the obtimum
efficiency. This is not surprising, given the flatness of the full
channel interpolation gain curve and the conflicting effects on the

glitch rate of varying the packet length.

If the delay in slot assignment is reduced to 0.1 seconds the
system interpolation curves are as shown in figure 5.9. There is a drop
in efficiency, in the region of interest, of less than 2% from the 0.2
second delay case. The optimum packet Tength is again around 0.32
seconds and the shapes of the curves are also little changed. Such
similarity between systems with delays differing by a factor of two is
perhaps surprising at first glance but it arises from the rapid reduction
in glitch rate with decreasing usage. The three interpolation gain
curves, I, If and IS are shown together for comparison in figure 5.10.

The Is curve represents the V = 0.1 seconds, GR = 0.5% case.

The only system variable which has not yet been changed is the
nominal number of circuits, C. This is set by the capacity of the
speech radio channel and the data rate of digitized speech. If a
speech channel capacity of 1 Mbit/s cannot be achieved, or a data rate
of greater than 25 kbit/s must be used for speech, then C will be less
than the value of 40 used previously. This must result in a greater
glitch rate even if no other parameters are allowed to vary. Fewer
calls can be handled and the correlation in the speech queue rises
accordingly. Figure 5.11 shows how the glitch rate varies with C for

several usages.
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A reduction in capacity has the same sort of effect as a
decrease in the slot assignment delay time. Again the natural
compensating factors result in 1ittle change in the system operating
characteristics and optimum packet length. Simulations of systems
with an assignment delay of 0.1 seconds, show that reducing C from
40 to 20 results in only an 8% drop in the system interpolation
gain. Of course in practice, C should be kept as Targe as possible

to ensure good averaging of the speech input.

It has been found that the peak of the system interpolation
gain curve is quite broad. Thus although a packet length exists
which maximizes this gain, a range of packet Tengths can be selected
with little overall loss in efficiency. It is therefore possible
to Took toward other characteristics to determine how best to optimize
the system. The most important of these characteristics is the sub-

jective effect of glitches which will now be considered.

5.5 Distribution of Glitches

The extent to which a given glitch rate is subjectively import-
ant depends upon the manner in which glitches occur. An advantage
of the simulation programme is the ease with which realistic statistics
on glitches can be obtained. The first of these to be measured was
the probability of various numbers of glitches within an interval of
200 slots. If the glitches occurred randomly, this quantity should
have a Poisson distribution with an average of 200 times the glitch
rate. Figure 5.12 shows the probability density function measured,

together with that of a Poisson source.
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In the Poisson case there are few intervals without glitches,
but in reality, the majority contain none. Also, the measured
probabilities of many glitches in an interval are far greater than the
Poisson values. Thus it appears that glitches occur in bursts with

relatively long glitch free spaces between the bursts.

Now the glitches in a burst could have come from any number of
conversations, but the subjective effect of glitches will depend upon
the pattern for an individual user. It is necessary therefore to
determine the space hetween glitches in a single conversation and
whether adjacent subpackets are often glitched. To this end the
programme was modified to produce statistics for each of the simultan-
eous conversations. It was found that the number of conversations
contributing to a glitch burst was fairly small and that successive

subpackets were glitched quite often.

The amount of speech Tost in one glitch is simply the packet
length divided by the number of subpackets, i.e. %—seconds. The actual
length of a sequence of glitches, termed a glitch interval, is this
Tength muTtiplied by the number of glitches in a sequence. Glitch
intervals were measured for various numbers of subpackets with a packet
length of 0.4 seconds, and the results are shown in figure 5.13. The
first thing to notice is that for M > 4 the probability of a sequence
containing more than one glitch is greater than 0.5. Even for M = 1
the probability is greater than 0.3. In every case the average glitch

interval length, as shown in table 5.4 is considerably greater than a

single subpacket length.



PERCENTAGE OF GLITCH INTERVAL LENGTHS » ABSCISSA

100

90

80

70

60

50

40

30

20

10

139

PACKET LENGTH = 0.4 s

0.1 0.2 0.3 0.4 0.5 0.6
GLITCH INTERVAL LENGTH (seconds)

0.7

Figure 5.13 Distribution of glitch interval lengths with various numbers

of subpackets



140

Number of Subpackets, M 1 2 4 7 10

Average glitch length (s) 0.607 0.286 0.198 0.172 0.134

Note C =40, GR =3%, L =20, T = 0.4 seconds

Table 5.4 Average length of a glitch interval

Although the average glitch interval length diminishes
consistently with increasing M, figure 5.13 shows that the distri-
butions for M » 2 are very close. This implies that it is the time
of a glitch interval, rather than the number of subpackets involved,
which is relevant to the system. The spread in average length simply
reflects the fact that the unit quantity of glitch is coarser with

smaller M.

Figure 5.14 shows how the length of a glitch interval varies
with packet length when four subpackets are used. 1In all cases less
than 10% of the glitch intervals exceed the packet length, and there is
a sudden change in the distributions at a length of three subpackets.
The same change is noticable in figure 5.13, always at a length of
M - 1 subpackets. Thus the probability of an entire packet being

glitched appears to be somewhat depressed.

It would not be surprising to find a discontinuity in the
distribution for lengths greater than the packet Tlength because the
probability of a following packet is less than one. However, for
some reason, the change occurs at one subpacket less than this. 1In
an effort to understand this the probabilities of each subpacket in
a packet being glitched were determined. The results appear in

figure 5.15 plotted against the subpacket number, where the first
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subpacket in a packet is numbered 1.

In both cases shown, the glitch probability decreases in a
remarkably linear fashion from the first to the last subpacket. Thus
the probability of glitch intervals exceeding the packet length is
Tow because it requires the Tlast subpacket to be glitched. The fact
that early subpackets form the majority of glitches however will
influence the subjective effects and hence the system design. Thus
it is important to understand why this occurs and whether it can be

changed if necessary.

The probability of particular subpackets being glitched was
found to be independent of both the glitch rate and the packet length.
Therefore the probabilities must be determined entirely by the nature
of the queue and the method of adding subpackets to it. Consider the
queue when it is near its limit and a packet is added. The first slot
in which the first subpacket can be placed is almost L' slots from
the start of the queue because of the assumed state. Thus the
initial part of the queue is not altered before transmission, except
for insertions of subpackets delayed by multiple request collisions.
This section of the queue therefore contains an equal mixture of

subpackets from all parts of a packet.

The next section of the queue is the active part where the
early subpackets are added and where glitches are occurring. The
last section contains only the final subpackets from recent requests
and has a small delay and consequently experiences no glitches. In
the glitch region therefore there is an excess of early subpacketﬁ

and they are glitched correspondingly more often.
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Action which could be taken to alter the distribution would
involve biasing the queue to position early subpackets ahead of late
subpackets with the same priority. This would result in a shift in
the glitch distribution toward later subpackets and is advantageous
because these are less likely than the early subpackets to contain
speech. However, the subjective improvement from this change is
Timited by the significant 1ikelihood of one packet being followed

by another.

The space between glitch intervals was also determined for a
number of systems. The distributions, shown in figure 5.16, indicate
an extreme non-uniformity in the space lengths. For instance with a
packet Tength of 0.4 seconds, 4 subpackets per packet and a glitch
rate of 3%, some 50% of all spaces are less than 2 seconds long. At
the same time the Targest 10% exceed 40 seconds. The most common
space is one subpacket length. This indicates that even for individ-
ual calls the glitches tend to occur in bursts. Each burst consists
of a number of glitch intervals separated by only a few subpacket

lengths and again the spaces between bursts are relatively long.

The importance of the packet length is again emphasised by its
obvious effect on the distributions at small lengths. Spaces of
length equal to or greater than the packet length have similar
probabilities but are much less 1ikely than spaces equal to a fraction
of the packet length. This means that the glitches .in a burst will
consist of the early subpackets in adjacent packets. For instance,

a very likely occurrence in a system of four subpackets is the glitch-
ing of the first three subpackets in one packet and the first or more

in the subsequent packet. If the queue biasing is changed as



< S3IvdS 40 IN32¥3d

SleAdd3ul yozL (b ussmiaq s9deds JO UOLINQLUAISLO 9L°G o4nbLq
YSSIaSdy

arl

100
SOLID CURVES GR = 3.0%
30 DASHED CURVE GR
60
40
N
20 N
N
N\
AN
0.1 0.2 0.5 1.0 2.0 5.0 10. 20. 50. 100 200

SPACE BETWEEN GLITCH INTERVALS (seconds)



146

suggested earlier these small breaks within a burst may well be elimin-

ated.

Figure 5.16 also shows that the actual length of a glitch is a
crucial factor. As this Tength is made shorter either by decreasing
the packet length or by increasing the number of subpackets there is
a shift toward smaller spaces. This results in a greater number of
bursts and more glitch intervals within a burst. Thus the queue is

adjusted by glitches more frequently but in finer steps.

Space length distribution at large lengths is mainly determined
by the glitch rate. The dashed curves in figures 5.14 and 5.16 show
the 0.4 second packet length, 4 subpacket case as above but with a
greatly reduced glitch rate. Large spaces are much more likely here
but the space distribution at short lengths, and the probability of
adjacent subpackets glitching, are virtually unchanged. Thus the
glitches still occur in bursts of the sort described above but there

are much larger spaces between the bursts.

In summary, it has been found that glitches occur in bursts,
with the nature of the burst being determined mainly by the packet
length, and the space between bursts, mainly by the glitch rate.
This situation is sufficiently different from that occurring in the
TASI undersea cable system to render the subjective effects of
glitches completely different. To obtajin more information on this
aspect, Tistening tests were done on speech with glitches. This is

discussed in the next section.
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5.6 Subjective Speech Trials

The effects that glitches cause inm speech are quite different in
nature to the results of more conventional degradations. For the
majority of the time an interpolation system provides the beét speech
quatity possible, while at times there is no signal at-all. The
nearest phenomenon in other telephone networks is impulsive noise, but
the complex distribution of glitches and their possibly long length
make the two degradations quite dissimilar. There is therefore very
little available information relevant to the subjective effect of

glitches. Hence it was necessary to perform speech tests.

The aim of these tests was to determine what glitch rate people
found to be acceptable and how this depended upon the nature of the
glitches. The very complexity of the glitch pattern however prov-
ided significant difficulties. The only method of determining the
true subjective effect would be to use speech subjected to a
realistic pattern of giitches, perhaps as provided by a simulation.
This was not done because of the difficulty in arranging such record-
ings and because of the time required in testing to ensure that the
true long term effects were measured. Instead, tests were done on
recorded speech with random glitches of constant length and constant
average rate. The values of the Tength and rate were varied

independently over a wide range.

A pseudo-random shift register of 11 stages, shown in figure
5.17, was used to generate these glitches. The glitch length was set
by the clock period and a number of output bits were ANDed together
to form the glitch signal. The number of bits chosen determined the

rate according to table 5.5,
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Number of Bits 11 10 Q 8 7 6 5 4

Glitch Rate % .049  .098 .195 .391 .781 1.56 3.13 6.25

Subjects listened on a telephone to speech sent through a
central console [94]. This console possessed digital attenuators
which were used to reduce the speech volume by 32 dB during glitches.
It also possessed a white noise source which could be substituted
for the speech instead of leaving the glitch intervals completely

silent.

A minicomputer controlled the system during the tests. It
set the glitch length and rate on the glitch producer and fixed the
length of speech offered. The glitch length was set at one of six
values between 6.25 and 200 ms, with each step being a factor of
two larger than the previous one. Similarly, there were six possible
glitch rates between 0.1% and 3.1% with again a factor of two
between adjacent steps. Each test was 40 seconds long. Such a
length was necessary to obtain a reasonable probability of having

several glitches in the test in all cases.

The speech used consistgd of recorded news broadcasts. This
type of speech was selected in an effort to closely parallel normal
conversation. The alternative of some of random speech would have
been more applicable if word intelligibility had been at issue.
Preliminary tests had however, already shown that intelligibility was
very high. This is not surprising as even for very long glitches the
percentage of words lost completely will be less than the glitch rate.

On the other hand, at small lengths the intel1igibility is even
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better, as such glitches rarely destroy entire words. The interpolation
system will obviously be used in a conversation environment where fil7
in from context is available and therefore real speech is the most

appropriate,

After listening to each trial the subject assessed the quality
according to an opinion scale of 7 grades. To ensure that the full
scale was used, a best and a worst case were presented before the
tests commenced. The scores for each combination of glitch rate and
length were averaged over all the subjects and curves of equal
subjective quality were drawn on the glitch rate-frequency plane,
Figure 5.18 shows how these 1ines split the plane into regions of

good, above average, below averagé and.poor qualities.

It is apparent that the perceived effect of any glitch rate is
worst at a glitch length of around 25 ms. This can be explained in
terms of the frequency of glitches, which is inversely proportional
to their Tength. Glitches with long Tengths occur very infrequently
and this reduces their subjective importance. At very short lengths
the frequency is high but the damage done by each glitch is negligible
and again the effects are not as significant. Thus a medium length is,

subjectively, the worst choice.

In the above tests white noise was used, instead of silence,
during the glitches. This was done because the preliminary trials
showed that noise made the glitches less noticable. Unfortuantely
the proper tests failed to confirm or deny this observation. In the
case of small glitches the speech appears to be broken up without
the noise and yet at Tonger glitch lengths the noise has a degrading

quality of its own. It may well be that different levels of noise
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are appropriate in different areas of the glitch length-rate plane.

There are several points to bear in mind when considering the
results of figure 5.18. Firstly, the individual tests were judged very
much in comparison with each other. Thus, the results give only a weak
indication of the absolute acceptability of any point. It would be
better to compare glitches with other types of distortion and in
particular to determine the Signal to noise ratio of a channel without
glitches, judged to have equivalent quality. The extreme difference

between the two types of distortion could however cause problems.

In the tests performed, the nature of the distortion was made
apparent at the beginning, with the worst case demonstration using a
6% glitch rate and a 25 ms glitch length. Thus, the subjects were in
a sense waiting for glitches to occur and judging the quality accord-
ing to their frequency and length, rather than assessing the overall
situation. This concentration on the degradation rather than the speech
might be removed if a two way conversation were used instead of recorded

speech.

A constant glitch length was used in these tests for simplicity.
However, it was shown that glitches in reality occur in sequences of
varying number. This of course is an advantage if the glitch length

exceeds 25 ms, since larger glitches are less objectionable.

Also, in the tests, glitches were randomly distributed in time
which is somewhat different to the grouping that occurs in practice.
Again however, this means that the tests are rather conservative since
a burst of glitches may well sound like one very large glitch. Lastly,

it should be noted that since glitches do not occur during silence
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intervals their frequency in an actual two way conversation would be

half that observed here.

The glitch rate of 0.5%, which has to date been the required goal,
falls at all glitch lengths within the above average region in figure
5.18. In view of this and the comments above it appears reasonable to
Teave the goal at 0.5%. It should also be remembered that this figure
is to apply when the system is running at its design load. At periods
of Tighter traffic the glitch rate will drop as shown in figure 5.1.
When the rate is below 0.2% glitches can for all practical purposes

be ignored.

5.7 Conclusions

In this chapter the entire mobile telephone system has been
investigated through a computer simulation. The programme is
essentially that described in chapter 4 except that requests are
generated by random conversation rather than according to a Poisson
process. Also, the effects of the request channel and various delays
are included. The glitch rate is higher than that with a Poisson input

due almost entirely to the correlated nature of the input from speech.

The possible effects of request collisions were examined
theoretically and by simulation. Both confirmed that with the para-
meters chosen earlier the request process adds negligibly to the

glitch rate.

An investigation of subpackets showed that their use reduces the

glitch rate, but by less than with a Poisson input. Also, there is no
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discernable optimum number of subpackets and hence any number between
2 and 10 is equally as effective. The final choice can be made simply

on the basis of reducing the recording delay to a reasonable figure.

The glitch rate decreases when either the packet 1ength or the
queue 1imit are increased. In the latter case the reduction is not as
great as theoretically predicted due to the increasing correlation within
the queue, as its maximum Tength is increased. This again results from

the nature of the speech input.

Since the queue Timit is inversely proportional to the packet
length, the last two effects tend to cancel. To optimize the entire
system the usage producing various glitch rates has to be determined as
a function of the packet length for a fixed slot assignment delay.

This usage, when multiplied by the full channel interpolation gain at
the same packet length, gives the system interpolation gain. This

is the gain, over the dedicated circuit case, in the number of simult-
aneous calls possible at a given rate and slot assignment delay. It
incorporates the efficiency of packet formation and the capacity
required by the request channel. The system interpolation gain is the

final figure of merit for the entire system.

An optimum packet Tength exists which maximizes the system inter-
polation gain. In fact, because of the virtual cancellation of glitch
effects in the packet length region near the peak, the optimum value
is almost unchanged from that of the full channel interpolation gain
curve. The actual gain that can be achieved at this point depends prim-

arily upon the average activity level of the speech.
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The peak of the system interpolation gain curve was found to be
fairly broad. Thus, any packet length between 0.2 and 0.5 seconds can
be used with Tittle Toss in efficiency. This results from the NUMErous
conflicting effects of a variation in packet length and shows how the
system accomodates and even compensates for any changes in parameters,
Another example of this is the drop in efficiency of merely 2% when the

sltot assignment delay is reduced from 0.2 to 0.1 seconds.

Because of the design freedom that the above observations imply,
it is possible to base the choice of a packet Tength on secondary
factors. The most significant of these, the subjective effect of
glitches, was therefore investigated. It was found that glitches often
occur in sequences, even within an individual conversation. These
sequences are further grouped into bursts, with spaces of a few sub-
packet Tengths between the sequences in a burst, and possibly many tens

of seconds between bursts.

Rather elementary speech tests showed that the perceived speech
quality at any glitch rate varies significantly with the glitch length.
In particular, a Tength of 25 ms results in the worst effects. A
glitch rate of 0.5% was judged at all glitch lengths to be of above
average quality, and a rate of 0.2% was considered to be good. Since
the glitches actually occur in bursts covering several times the glitch
length, the quality rating given by figure 5.18 at any length is a
conservative estimate. Thus, this investigation shows that a glitch
rate of 0.5% is an appropriate figure for a fully loaded system and

that the glitch length should be kept above 25 ms.

From the information now available a complete mobile telephone

system can be designed. This is done in the next chapter.
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6. A COMPARISON OF MOBILE TELEPHONE SCHEMES

6.1 The Complete Packet Interpolation System

A packet speech interpolation, mobile telephone system, utilizes
two digital radio transmission channels in each direction between the
mobile telephones and the receiving stations. Space in the main or
speech channel is allocated by a central controlier to any telephone
which transmits a request on the second or information channel. This
system has been thoroughly analysed and various tradeoffs in system
performance illuminated. It is now possible to present & design which,

given two fundamental assumptions, is an optimum one.

The first assumption is that a digital data rate of 1 Mbit/s
is achievable in the speech channel. The second is that speech may be
digitally encoded, at an appropriate standard for mobile telephone
services at a bit rate of 25 kbit/s. These two combined mean that the
nominal number of voice circuits within the speech channel is 40. The

consequences of changing this value are studied later.

After consideration of all aspects of the system a packet length
of 0.32 seconds was found to be near the optimum for a wide range of
conditions. This will then be accepted as the design packet length.
Transmission in 8 subpackets per packet should be used to reduce the
recording delay to 40 ms. With these values each subpacket will contain

1000 bits and will take 1 ms to transmit.

A further reduction in the recording delay by increasing the
number of subpackets would not be beneficial for three reasons. Firstly,

the subjective effects of glitches were found to become more significant
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with Tower subpacket Tength in this range. Secondly, the complexity of
the system and the amount of control required rises with the number of
subpackets, while the transmission efficiency falls. And finally,
diminishing the recording delay too much will increase the effect of

collisions in the request channel.

The important parameters of the request channel are the ALQHA
factor, A, and the number of request packet bits, B. After close study
it was decided to adopt rather conservative values of 5 for A and 120
bits for B. Subsequent simulations proved that these choices were
appropriate. The resulting request channel capacity required is
76.2 kbit/s. In practice, a value of 80 kbit/s would be used. This
effectively increases A slightly and therefore reduces the request
collision rate and the probability of overload. It also results in a
request slot time of 1.5 ms which will very conveniently establish a
time base for speech transmissions. The reduction in system efficiency

from this change is negligible.

The return information or acknowledgement channel will also have
a capacity of 80 kbit/s. In section 3.6 it is shown that with A = 5
(and equal capacity for the two channels) no more than two slot
assignments can be transmitted per packet under normal circumstances.
It is possible to increase this number by amalgamating the two infor-
mation channels or by incorporating addresses within the return speech
packets. However, there is no need for this as an effective number of
subpackets of 2 is adequate to achieve virtually the maximum glitch rate
advantage. Very small delays are guaranteed in the acknowledgement
channel by the low overall usage of 88% and the regular nature of slot

assignments, which constitute three quarters of the traffic.
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The most significant delay in the entire system, that in slot
assignment, can be set at 0.1 seconds. The total one-way delay including
the contributions from recording, transmission and coding should then
not exceed 0.15 seconds. 1In the reverse path between the stations and
the mobitle telephones the same delays exist and the same total is found.
There is of course 1o reguest channel in the reverse direction as all
the packets are generated at the control centre. The round trip delay
with this system is therefore 0.3 seconds. This is equivalent to the
delay on a land based long distance telephone call of over 1000 km. It

is half the round trip delay on a synchronous satellite circuit.

If a mobile to mobile telephone connection is made, the delay
need be no larger than on a mobile to land based call since any packet
has to be recorded only once, and slot assignment can take place in both
paths simultaneously. It is also possible to transmit mobile calls
over long distances and even via satellite links. This simply requires
that any packets in such a call be given priority in the slot assign-
ment queue so that the delay here is made negligible. Then the
additional round trip delay added by the mobile connection is only 0.1
seconds. A slightly higher glitch rate results from this procedure but
as long as the proportion of such calls is small there will be no

problem.

With a gltitch rate of 0.5% in this arrangement the system inter-
polation gain is 2.02 (see figure 5.9). Thus a total of 87 simultaneous
conversations can be handled within the total capacity of 2.16 Mbit/s.
Assuming a busy hour traffic per subscriber of 0.02 Ertangs, the number
of subscribers who can be serviced with a 0.05 probability of blocking

is 4100 [95].
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It should be noted that there is no need to have a fixed delay
before reproducing the speech. This was originally proposed to prevent
sudden and possible Targe delay changes. However the simulations show
that in all cases the change in delay is quite gentle, with a change
from Tow to high values or vice versa requiring at least four seconds.
Thus, the change from one subpacket to the next is only of the order of
two milliseconds. Having no fixed delay allows the smallest possible
delay at all times and also avoids the need for special storage to ensure

that the full delay is used.

In times other than the busy hour, when the number of simulataneous
calls is less than 87, the average glitch rate and delay will falli. Thus
for the majority of the time the total round trip delay will be near

0.1 seconds and the glitch rate will be negligible.

An aspect of this system which is worthy of another mention is
the possibility of packet repetition whenever a slot assignment is
Tost or a subpacket is destroyed. A new slot can be assigned by the
controller and transmitted to the mobile telephone, resulting in a
repetition delay of only 10 to 20 ms. Thus as long as the system is
not close to the slot assignment limit, no speech need be lost through
radio fading. When the probability of a lost packet is below 1% there
should be Tittle change in the glitch rate. However, because of the
added delay it may be necessary to fix a 20 ms delay to the reproduced

speech to avoid breaks.

The hardware requirements of this system will now be considered.
Most important and probably most complex of all the hardware is the
radio equipment. In order to provide the necessary 1 Mbit/s capacity,

an arrangement of ten paraliel channels was suggested in chapter 2.
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This essentially requires ten separate transmitters in each mobile tele-
phone, though the antenna and final power amplifier stage can be common.

Similarly, ten detectors are needed to receive speech,.

In addition to speech, the mobile telephone must transmit and
receive packets on the information channels. Fortunately, in no case
does the mobile have to both receive and transmit at the same time.

This is obvious for the speech channel where all packets can be approp-
riately scheduled by the controller. Also, most acknowledgement channel
packets are transmitted in response to and therefore after request
channel packets. The only conflict of any consequence is a slot assign-
ment packet coinciding with a request for a subsequent packet. The
glitch rate resulting from this is of the order of 10-5 in the system

described above,

Each mobile telephone requires some digital control and a memory
to store the speech. The Tatter has to hold 0.15 seconds of digitized
speech for the transmitter and up to 0.1 seconds from the receiver.

This will involve a total of 6250 bits of memory, which is quite trivial
by current standards. When recording or-replaying speech, the memory
has to be accessed at a rate of 25 kbit/s. During packet transmission
or reception the rate jumps to 1 Mbit/s. Again this is well within the
capabilities of current integrated circuits. A smaller memory is
required to store one or two information packets both prior to trans-

mission and for decoding after reception.

A microprocessor can perform the control and packet formation
functions. It may even be possible to employ software error correction,
for the speed required is not great. Encoding and decoding of the

speech can be done by a dedicated integrated circuit. One of the major
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advantages of such a digital system is the compatability of the control
and speech sections. This allows very simple switching and . arrange-

ment of the speech into packets.

The hardware at the receiving stations is very similar to that in
a mobile. Undoubtedly, the radio equipment must be more sophisticated
and of higher power but only Timited control intelligence is required.
At the central controller a computer performs all the normal exchange
functions and also special ones for the mobile system. The same 6250
bits of memory are required for each connection, however this poses no
problem for a computer. Algorithms for controlling the transmission
queues are a little complex but should not overtax a computer of reason-
able size (this was proven by the simulations on a Cyber 173 which

entailed far more calculation and still ran at twice real speed).

A11 the hardware described above is within the range of current
technology at reasonable cost. The major difficulty still lies with
the radio equipment which must perform in a very hostile environment
and with quite a large bandwidth at 100 kbit/s. To ensure maximum
efficiency, modulation must be at a rate of 1 bit/s/Hz. Finally, the
volume of this equipment and its cost must both be as small as

possible in a practical system.

Before alternative mobile telephone schemes are considered and
compared with this one, the original dedicated channel digital scheme
will be reviewed. This operates in the same way as the scheme above
except that interpolation is not used. As a result only C simultaneous
conversations can be connected. Since there are no requests for siots,
the request and acknowledgement channel capacities can be much smaller.

It was shown in chapter 3 that the capacity was finally determined by
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the need to reduce the request slot time to 10 ms. This results in a

figure of 12 kbit/s.

In terms of hardware requirements there is little difference
between the two digital schemes. Certainly the radio requirements are
virtually identical. The only real savings are a reduction in the
memory requirements and perhaps a lessening of the computer power
needed at the control centre. Given this, the interpolation scheme is

obviously to be preferred because of its higher conversation capacity.

6.2 Alternative Mobile Telephone Systems

Mobile telephone services are presently provided in many countries
[2]. Traditionally these services have employed a small number of common
channels which are assigned to individual telephones for the duration of
a call. Channels are provided by frequency division multiplexing with
a channel spacing of 20 to 30 kHz. Fairly high power transmitters of
100 to 200 Watts are used to provide a range of up to 20 km. The
total coverage area extends over 100 or more square kilometers and with-
in this area the number of simultaneous calls is restricted to the
number of channels available. In many cases the systems are not auto-

matic but require an operator to make connections.

To improve the quantity and quality of mobile telephone services
a small cell approach has been proposed [54,96,97]. This involves the
use of a number of transmitters each of which covers a small area or
"cell" of radius between 1 and 10 km. A large number of channels are
made available and a subset is allocated to each cell. The same subset

is also used in several other cells, separated by distances sufficient
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to avoid interference. This technique of freauency reuse increases the
effective number of channels within a single metropolitan area by a

factor of five or more.

First to propose and implement a cellular mobile te]ephone system
in the USA was the American Telephone and Telegraph Company (AT & T)
[3,55,56,98]. This systemn uses 6 km radius cells with omnidirectional
antennas at the cell centre (or site). Each cell site is connected via
landline to a mobile telephone switching office interfacing the system
to the local telephone network. The switching office is the control
centre of the system. It supervises the functions of locating the mobile,

of call set up and termination,and of channel assignment and change over.

To initiate a call, special set up channels present in each cell
are used. Continuous digital radio signals are broadcast on these
channels and if a mobile detects its call number it responds upon the
associated return set up channel. Alternatively, if the mobile initiates
a call it transmits its identity number and awaits a reply. To complete
the call set up the switching office assigns a vacant channel by trans-

mitting its frequency on the call set up channel.

Because a channel may be used only within its own cell, when a
mobile crosses a cell boundary it must change channels. A boundary
crossover is detected by signal strength measurements at the original,
and other cell sites. The new channel's freguency is transmitted by
temporarily blocking the conversation and sending the data in a burst
at a rate of 10 kbit/s. The mobile then retunes to the new frequency

and conversation proceeds.

The AT & T system operates in the 800 MHz band and will eventually
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have up to 666 radio channels. Frequency modulation is employed with
a channel spacing of 30 kHz. Cells are of roughly hexagonal shape and
are arranged in groups of seven. No channel is used more than once

within any group of seven adjacent cells.

Another small cell mobile telephone system is operated in the
USA by the American Radio-Telephone Service Inc. (ARTS) [4,58]. This
is basically very similar to the AT & T system but differs in the cell
layout. A four cell group is used with six directional antennas at
the centre of each hexagonal cell. This requires twenty four separate
sets of channels but the directionality reduces interference and increases
the antenna gain, so that a one Watt mobile transmitter can be used.
This system 1like AT & T's uses 30 kHz channel spacing and will eventually

possess 666 channels.

A small cell mobile telephone system is also being built in Japan.
[2,30,59,99,100]. Here the cell sites are connected to mobile control
stations and then to a mobile telephone switching centre. Again
hexagonal shaped cells are used with fifteen in a group. The optimum
cell radius was found to be 5 km for urban areas and 10 km for rural
areas. The system occupies the 800 MHz frequency band with a channel
spacing of 25 kHz. It is designed to ultimately serve 100,000

subscribers.,

The common features of small cell systems are the use of frequency
division multiplexing to provide voice channels and the restriction of
the channels to only certain cells. The total bandwidth used is 10 to

20 MHz and some 1 to 5% of this is required by control channels.
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Compared to the digital schemes there are essentially three areas
of difference. Firstly, in the radio frequency channel arrangement, a
small cell system has channels of around 30 kHz bandwidth while 80 and
100 kHz are used in the digital scheme. Secondly, analogue (FM) spesch
transmission is employed in small cell systems rather than dﬁgita]
techniques. Finally, the small cell system does not use interpolation
to increase the number of simultaneous conversations but obtains an even
greater increase through frequency reuse. In the next section each of
these differences will be investigated to illuminate the advantages and

disadvantages of both systems.

6.3 Comparison of Digital and Small Cell Systems

Frequency division multiplexing is the standard technique for
providing mobile telephone services. Speech transmission in band-
widths of 20 to 30 kHz is well understood and reasonably easy to
implement, even in the urban environment. Transmission of digital
information at rates of 100 kbit/s is however virtually untried. The
greatest bit rate used commercially is the 10 kbit/s used in the AT & T

scheme and this is modulated at 0.5 bit/s/Hz.

There are however no theoretical restrictions on transmission
at higher rates. The difficulties are basically due to the multipath
propagation effects and to the noise in an urban environment. With
proper design and diversity reception basic error rates of 10'3 should
be achievable at data rates of 80 to 100 kbit/s. This can be reduced
by appropriate error correction where necessary. It should be noted

that small cell systems also use diversity.
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The other difficulty with the digital mobile scheme is the need
to transmit ten radio signals in parallel. While this is certainly
possible it can be complex and expensive, especially at bandwidths of
100 kHz. By comparison, the mobile telephones must be able to switch
between up to 700 different frequencies. This however is relatively
straightforward with current techniques and can be done cheaply. One
disadvantage of the small cell system is that because of the continuous
nature of the connection a mobile must transmit and receive signals
simultaneously. This is not necessary in the digital scheme. Overall
however, the small cell systems have a clear advantage in the actual

radio hardware.

Now consider the relative merits of the analogue and digital
techniques employed by the two schemes. Transmission of speech signals
in analogue form is a big disadvantage for small cell systems. 1In
the urban environment several types of audio impairment occur in FM
transmissions [32,72]. The most important are the clicks arising from
multipath fading. The nature of these clicks and their frequency
depends upon the rate at which the mobile moves through fades and there-
fore upon the vehicle speed. Another impairment is the Gaussian noise
arising from various sources, including thermal, man made and receiver
noise. Interference from other users on the same or a different frequency
also results in various types of distortion including whistles, clicks

and occasionally bursts of someone else's speech.

Diversity reception reduces the frequency of fades and hence of
clicks, and companding can improve the signal to noise ratio. However,
none of the above impairments can be removed completely and they will

always degrade the speech quality.
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In the digital system the main effect of signal fading is the
destruction of occasional subpackets. It has been shown that as long
as this does not happen too frequently, the majority of such subpackets
can be retransmitted with no i11 effects. Noise of course stil] occurs,
but error correction coding can be incorporated with the speech to
maintain the signal to noise ratio near that set by digitization. The
extent of the effects of errors can be controlled by an appropriate
choice of speech encoding technique. Interference too, can only result
in a decrease in the signal to noise ratio and hence its effects are
much reduced. Finally, since there is no transmission during silence

intervals there can be no degradation in this time.

Thus the digital scheme is characterized by more noise free
speech reproduction than the small cell system. The subjective effects
should be much better in the former, provided the quality of digitized
speech is adequate. This improvement 1is essentially derived from the
digital rather than analogue nature of speech transmission in the very

hostile radio environment.

Other advantages accrue to the interpolation scheme from its
digital nature. The compatability of the speech and control data has
already been noted. As has the relative simplicity with which speech
can be handled within the mobile telephone circuitry. Another aspect
of this is that the control centre telephone exchange can employ digital
switching. It is a relatively simple exercise to convert the packet
speech to a PCM format for transmission over digital links in the normal
network. This compatability will become more important as more and more

of the telephone network is changed over to digital.
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A problem with radio communication is that it may be easily over-
heard. This problem of privacy is an important one in FM systems, where
the reception of any desired voice channel is relatively easy. However,
imagine the difficulty in trying to intercept a conversation carried in
packets. Even if this were possible a digital format makes speech
encryption a simple process. Complete privacy can therefore be assured

with the digital system.

Now consider a comparison of the number of services each system
provides. In the digital scheme interpolation is used to lower the
effective bandwidth of a voice circuit, whereas frequency reuse is
employed in FM schemes. Interpolation creates some impairment to the
speech quality, and this will be considered before the actual system

efficiencies are examined.

The digital system has been designed to produce a worst case
glitch rate of 0.5%. Subjectively this was found to be noticeable but
not objectionable. Glitches in fact , are not dissimilar to the clicks
found in FM systems. The key difference, however, is that glitches
depend entirely upon the system usage rather than the nature of the
channel. If the system is operated at only three to four percent less
than its design value, the effects of glitches become insignificant.
Because of the non uniform distribution of telephone activity, this will

occur for over 90% of the time.

In fact this very aspect of the digital scheme can be an advantage,
for there is no definite 1imit on the number of simultaneous calls
possible. In the subjective speech tests of chapter 5, it was found
that speech was almost perfectly understandable even at a glitch rate

of 6%. If in times of emergency, such a glitch rate is acceptable, the
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system can be operated at Teast 10% above its design capacity.

Another degradation in the digital system is the delay which in
the present design has a maximum round trip value of 0.3 seconds. The
discussion of delays in chapter 4 indicates that this will have little
effect on the subjective quality of speech as long as echo suppressors
are used. Fortunately, the nature of the system operation with speech
detectors, automatically incorporates this to a certain extent. Also,
with the speech in a digital form, not only echo suppression, but also

echo cancellation, can be achieved reasonably easily.

Simulations showed that the average delay in slot assignment is
less than 20% of the maximum at the design operating point. Hence
for the.majority of the time the round trip delay is under 0.15 seconds,
even at full load. Since the changes in delay are gradual and to a
certain extent are buffered by the speech memory, it is very doubtful

that the delay would be noticeable in practice.

To compare the actual capacities of the two schemes several
factors must be considered. Obviously the concept of frequency reuse
is the overriding one in favour of the small cell system. However,
there is no fundamental reason why the same principal cannot be employed
in the digital scheme, in addition to interpolation. Thus initially,

the comparison will be performed excluding frequency reuse.

In the small cell system a voice circuit is allocated to a mobile
as soon as it goes "off hook". The time required for dialling, exchange
switching amd awaiting the called party to answer is therefore included
in the total call time. The digital scheme however provides no space

in the speech channel until speech actually begins. Consequently, the
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activity of each subscriber is Tower and the number who can be serviced

per voice circuit is correspondingly increased.

The benefit obtained from interpolation depends upon the assumed
data rate and modulation technique in the digital system. With present
assumptions these produse a nominal bandwidth per voice circuit approx-
imately equal to that in the small cell system. Thus the use of inter-

polation makes the digital system as least twice as efficient.

However, when the small cell system alone employs frequency reuse
it is able to service more subscribers. With a total bandwidth of 40 MHz
(as proposed in the American systems) a small cell system can support
around 200,000 subscribers compared to 80,000 in the digital case.

In practice these two figures might well be much closer in a dense city
area because of interference factors. Nevertheless, frequency reuse is
obviously the key element here, and for this reason its use in the

digital scheme will be considered in the next section.

Before this is done however, the original dedicated circuit digital
mobile telephone scheme of chapter 3 must again be examined. This
system enjoys all of the advantages of the digital scheme except that
the maximum number of simultaneous conversations is halved. The use of
retransmissions is also more difficult because of the fixed nature of
slot assignment. However, the problem of glitches disappears and the

delay is reduced somewhat.

This arrangement is very close to a digital version of the
small cell approach. The main difference being that one large frequency
band is used instead of a number of smaller ones. It is possible to

draw the two schemes even closer if, in the digital system, individual
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digitized conversations are transmitted in their own channels of

30 kbit/s capacity. The advantages arising from such digital trans-
mission, have of course been recognised before [65] and in fact a

system along these lines has been suggested by Feggeler [101]. 1In

this particular case, the signal to noise ratio of the digital technique
was found to be about 20 dB poorer than that of the analogue system.
This was due to the high bit rate of 48 kbit/s assumed for digitized

speech.

6.4 Small Cell Packet Systems

The simplest method of expanding the digital interpolation
system is to use several of them in parallel. This involves duplicating
all of the radio channels at different frequencies. Savings are possible
in this if some of the equipment is made common to all of the systems.
In particular the receiving station sites and their antennas can be
common and, providing the system does not become too large, the central
computer can control all systems simultaneously. Individual mobile tele-
phones are attached to just one system and do not need to swap frequen-
cies to operate anywhere within the service area. This arrangement of

course, incorporates no element of frequency reuse.

For frequencies to be reused they must be restricted to cells
covering only a small fraction of the service area. Thus an entire
digital system must operate within one cell in a group of 10 to 20 cells.
Other cells then contain systems at different.frequencies and the entire
group is repeated as often as necessary. With this arrangement each
mobile telephone must be able to operate in any of the systems and must

change from one to another as it crosses a cell boundary, just as in the
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FM small cell schemes.

Such a network can be implemented in stages as demand grows.
Initially only two or three systems would be required, as this number
is sufficient to handle around 10,000 subscribers. A truly parallel
arrangement can be used, with each system covering the entire area
and each telephone able to operate in only one of the systems. Event-
ually however, with a sufficient increase in the number of subscribers,
a swap to the cellular system in proper would be necessary, and for very

large systems, frequency reuse must be employed.

Now the number of circuits provided by the digital interpolation
system is 87, which is far greater than the number used in each cell
in the present small cell systems. If this number of circuits is used,
the cells have to be very large and this will inhibit frequency reuse.
In the interests of efficiency the size of the digital system must be

reduced in this case.

If a nominal number of circuits, C, of 20 is used in place of
the present 40, the efficiency of interpolation falls. The system
interpolation gain is 1.82 with a packet Tength of 0.2 seconds and other
parameters as in the standard system. This allows 40 simultaneous
conversations within a system and is probably a better size for a small
cell arrangement. Reducing the system size by a factor of 2 also has
other advantages. The capacity required by the system can be halved,
either by reducing the capacity of each parallel speech channel from

100 to 50 kbit/s or by halving the number of parallel speech channels.
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Up to now, reuse has been considered only in terms of frequency,
but it is also possibie to reuse slots. Consider for instance a C = 40
system which is time shared between two adjacent cells such that each
slot may be used in only one of the two. Then since a telephone can
operate only in alternate slots, the system is effectively of size
C = 20. Additional C = 40 systems, similarly split, can be used to
complete the group of cells which is repeated to cover the area required.
The advantage of such an arrangement is that a telephone need only be
able to switch to half as many different frequencies as with the proper
C = 20 system. In essence, frequency switching is replaced by time
switching. There is of course, no frequency change at all when a tele-

phone moves from one cell of a pair to another.

It is possible to split the C = 40 system into more parts and
extend the time switching concept over wider areas. A problem arises
however, for with each reduction in the effective size of C in any cell,
there is a reduction in the system interpolation gain. If the effective

C is much below 10 there will be no gain at all from interpolation.

To understand this more clearly, consider the queue Timit L.
It is this factor which is changing when the system is divided. For
instance, if only alternate slots are available within a cell then there
will be only half the number of slots in the time limit for slot assign-

ment. Equation (5.8) shows that this is exactly equivalent to halving C.

The only way to divide the slots and still maintain an effectively
large L, is to make the assignment of slots to particular cells partially
or fully dynamic. This means in essence, that if a subpacket cannot be
fitted within the slot assignment 1imit, using only slots available in

its cell, then a slot must be borrowed from an adjacent cell. This has
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implications for the slot assignment in the remainder of the network.
For if a slot is used in the wrong cell it is one cell Tength nearer to

an interfering slot being used in the adjacent group of cells.

The same problem arises in FM small cell systems because of
the limited number of channels available in any cell. The probability
“p" of blocking a new call, in a cell with "n" available circuits and
an offered traffic of "y" erlangs, is given by the Erlang formula [95]

as
y"/n!

P = Y wy+sy%2+ ...+ y"n

(6.1)

The smaller the number of circuits available, the smaller the
allowable traffic per circuit for a given blocking probability. It
has been found however, that this quantity is increased significantly
in small cell systems if even a few circuits can be borrowed from
adjacent cells [102]. This has spurred some investigation into suitable

algorithms [103].

The situation in the digital system is quite similar and the

same sort of algorithms can be employed. In the extreme case, slots

are allocated in an entirely dynamic manner. Then a standard C = 40
system is spread over the entire service area and every slot is used
within each group of cells. Cells in adjacent groups using the same
slots must be well separated to avoid interference. Thus the allocation
of slots depends not only upon the priority of elements in the queue,
but also upon the position of each queue entry in its group of cells.

An algorithm which at the same time minimizes the delay in each queue

and also prevents interference will undoubtedly be complex indeed.
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If such a dynamic slot division scheme can be implemented it will
quite probably require some sacrifice in the interpolation gain. The
extent of the reduction will depend upon the actual algorithm used.

The big advantage of such a scheme however is that a mobile telephone

has to operate in only one C = 40 system, no matter where it is in the
service area. Expansion is achieved by using further systems in parallel.
This simply entails increasing the equipment at each cell site and

connecting new subscribers at the new frequency.

Hence the digital interpolation scheme can employ frequency reuse
in a number of ways. It is a 1ittle Tess suited to this role than the
FM systems because of the block nature of circuit provision, and the
minimum system size necessary to utilize interpolation efficiently.
Nevertheless, the reduction in efficiency is not sufficient to overcome
the advantage of the digital acheme. It can provide more and higher
quality services than the FM small cell system at a cost of somewhat

greater complexity and a little extra hardware.

6.5 Conclusions

In this chapter an optimal digital interpolation system has been

designed. It is based upon two assumptions.

1 : that a 1 Mbit/s digital data rate can be achieved in an efficient
manner over radio channels in the urban environment

2 :  that speech can be digitally encoded in an error resistant manner
at a bit rate of 25 kbit/s, and provide quality suitable for mobile

telephone use.
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The resulting optimal system has a packet length of 0.32 seconds
and a recording delay of 40 ms. The maximum slot assignment delay is
set at 0.1 seconds giving a total round trip delay of between 0.1 and
0.3 seconds. It was seen that where necessary, as for instance in long
distance calls, the delay could be kept to the minimum figure. At a
glitch rate of 0.5% this system provides 87 conversations within the
total 2.16 Mbit/s capacity required and is therefore capable of serving

up to 4100 subscribers.

A consideration of the hardware requirements showed that the
radio equipment design is the most difficult aspect. The overall layout
of the system with radio repeaters and a central control is remarkably
similar to that of the small cell arrangement used in modern mobile
telephone schemes. In comparing the equipment needed by these two
schemes.the main difference was found to be in the radio requirements

which were more onerous in the digital case.

This scheme however has many advantages in other areas. It is far
less effected by multipath propagation in the urban environment and will
possess much less noise in the reproduced speech. In particular the
effects of fading are virtually eliminated by packet repetition. Other
advantages of the digital scheme include the ease of speech manipulation
both at the telephone and in the exchange, and the possibility of voice

scrambling to ensure privacy.

Small cell systems do not employ interpolation and therefore, with
the assumptions above, the digital scheme is at least twice as efficient
at providing voice circuits in a given bandwidth. The use of these
circuits is also better in the digital case since call set up takes

place "off air". However the power of reusing circuits five to ten
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times means that in large systems a small cell arrangement must be able

to service more subscribers.

Digital interpolation systems employing reuse were also invest-
igated and a number of practical approaches were found. In all of
these the gain due to interpolation is somewhat reduced from that of
the system described above. However to completely offset the advantage
of the digital system it would be necessary to reduce the speech
channel capacity to 500 kbit/s, and to increase the data rate of
digitized speech to around 40 kbit/s. If in any practical system,
improvements upon these figures are possible, then the digital inter-
polation scheme can service more subscribers per unit bandwidth than
the FM small cell system and in addition has all the advantages

provided by digital transmission.
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7. A PURE TASI MOBILE TELEPHONE SYSTEM

7.1  System Description

One of the major advantages of the packet mobile telephone system
is the ease with which interpolation can be implemented. It is also
possible however, to interpolate mobile telephone speech in other ways.
For instance, a voice circuit can be allocated to a mobile when speech
begins and held until speech ceases. This is the method employed 1in
the original time assigned speech interpolation (TASI) transatlantic
undersea cable system. Its implementation is a 1ittle more difficult
in a mobile environment, but it is viable and represents an alternative
to the packet approach. In this chapter such a TASI scheme will be

investigated and compared to the equivalent packet system.

The operation of a TASI system again involves time division
multiple access (TDMA) in the radio channel. Therefore a reservation
scheme is required to achieve maximum throughput. This entails each
telephone notifying the controller, via a request channel, when speech
begins. Since these requests are again random a slotted ALOHA protocol
must be used and for each request an acknowledgement must be sent on a

return channel.

Once a voice circuit has been selected by the controller its
identity is returned via the acknowledgement channel and speech trans-
mission can begin. This set up process requires some time and hence a
delay must be inserted into the speech path to avoid loss. When the
period of speech is finished the mobile ceases transmitting and the
voice circuit is freed for another user. At the start of each subsequent

talk the mobile must again request a.channel.
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With this system, speech transmission is continuous and at the
real time rate. Voice circuits exist as separate radio channels and
may contain analogue or digital speech. There is therefore no possib-
ility of speech retransmission if a portion is lost in a fade, but the
provision of voice circuits is identical to that in FM small cel]
schemes and is therefore simpler than in the packet system. Also the
TASI arrangement requires no delay either in recording the speech or in
the assignment of circuits. Instead, if no circuit is available when
speech begins, all the speech is lost until a circuit is freed. Such

a speech loss is termed a freezeout.

Freezeouts in TASI schemes are the equivalent of packet glitches.
If reasonable speech quality is to be maintained the freezeout fraction
must be kept below a set level. The suggested value in other TASI
schemes is 0.5% [77]. It is possible to analyse TASI schemes theoret-
ically to derive an expression for the freezeout fraction in terms of

the system parameters. This will now be done.

7.2 Theoretical Freezeout Fraction

Theoretical expressions for the freezeout fraction have been
derived by several authors [37,42,79,80]. Unfortunately their results
differ, though not by Targe amounts. The correct analysis is due to

Weinstein [80] and is presented here.

Consider a TASI system with the following parameters
N : the number of speech sources
C: the number of voice circuits

P : the probability that a source is issuing speech



180

Assuming that the sources behave independently, the probability that
k of them are active at any time is given by the binomial distribution

as

b (k,N,p) = E) pk (1-p) NK (7.1)

However, since only C circuits are available if more than this
number of sources are active the excess speech must be lost. The

average amount of speech lost through freezeout is

N
FY' = L (k = C) b (k:N:p) (7.2)
k=C+1

The average amount of speech generated is simply N p. Thus the

fraction of the speech lost i.e. the freezeout fraction is

N
z (k = C) b (k,N,p) (7.3)

NP ke

Note that the freezeout fraction does not depend upon the nature
of the speech length distribution, and the only assumption required
is that the sources are independent. A more rigorous derivation, prov-

ing these points in detail is given by Weinstein.

A computer calculation based upon (7.3) provided the freezeout
fraction for various combinations of other variables. Figure 7.1
shows how the freezeout fraction changes with the interpolation gain
(given by %—) for various numbers of circuits. The freezeout at a
particular interpolation gain decreases with increasing C. This is
physically reasonable since better averaging of the speech input occurs
in larger systems and therefore there is less time in which no circuit

is available.

Similarly, figure 7.2 shows the variation in freezeout fraction

with interpolation gain for different speaker activities. The freezeout
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decreases with decreasing activity as might be expected. In a practical
system the activity is set by the nature of the speech and also by the
type of speech detector used. Realistic values of p would be between

0.35 and 0.4, just as in the packet system.

It is interesting to compare the freezeout fraction with the
theoretically derived glitch rate of a packet system. Figure 7.3
shows the freezeout fraction for a system of C = 40 circuits and of
activity, p = 0.38. Also shown are the theoretical glitch rate curves
for the same size packet system with the same speech activity and
various queue limits, L. Usage in a packet system is converted to an
interpolation gain by the relation

1=%=% (7.4)
A1l of the quantities defined for the TASI system are identical to
their counterparts in the packet system. The freezeout fraction and

and the glitch rate are directly comparable because both represent the

fraction of the total speech lost.

Consider a packet system with no delay allowed, ie.L = 0. Then
if more than one packet arrives in any slot all but one will be
glitched. Previously the probability of various numbers of arrivals
has been described by a Poisson process. However it was stated in
chapter 3 that the binomial distribution is the more correct in a
finite sized system. Its use was found to produce only minor changes
in the final glitch rate and therefore to avoid specifying the system
size, N, a Poisson distribution was employed. Here, in a theoretical

comparison of the two systems, the binomial distribution is appropriate.

The probability of any source producing a packet in a particular

slot is given by

“ 7y (7.5)
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The probability of k arrivals in any slot, given a system of N sources
is b (k,N,q). 1In a queue with no allowed delay all but one of these

will be glitched. Thus the probability of a glitch becomes

N
GP = 1 (k-1) b (k,N,q) (7.6)
k=2
and the glitch rate is
'I N
GR = TR (k-1) b (k,N,q) (7.7)
k=2 |
This may be rearranged by using (7.4) to
C N P
R = 5 kiz (k-1) b (k,N,2) (7.8)

If the system has only a single circuit, i.e. C = 1 then (7.8)

becomes
z  (k-1) b (k,N,p) (7.9)

But this is exactly the expression for a TASI system with a single
circuit (from (7.3) ). Thus the two systems provide identical
degradation under these circumstances. This is a common point from

which the responses diverge as the system parameters are varied.

In the TASI case, increasing the number of circuits reduces the
fractional speech loss as shown in figure 7.1. The effect of C 1in
the theoretical packet system is quite different. Here increasing C
merely causes the arrivals to more closely follow a Poisson destrib-
ution. At very low C this will change the glitch rate somewhat, but
for C > 20 the change has been seen to be very small. Instead it is
the queue limit which has the most significant effect in this case,
as can be seen by the substantial changes in the packet curves of figure

7.3.
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7.3 Effects of the Request Channel

In the TASI system a request must be transmitted at the start
of each speech interval or "talk". At the completion of the talk the
mobile ceases to transmit. This is detected by the system and the
central controller is notified without the need for any special
transmissions. Now the average length of a talk as determined from
the computer simulations is 1.79 seconds, and there is a maximum of C
in progress at any one time. Thus the maximum average number of talks

that begin per second, and hence the request rate, is 1—%ﬁ7

Request packets are also required for call set up. Since this
operates just as in the packet system the same number of packets per
second will be required. The total request channel capacity needed
is therefore (from (2.7) )

- 1.

W = ABC (]_79 + ?ﬁ') (7.10)

The number of bits in a request packet, B, may also be the same
as in a packet system. A value of 120 bits will be assumed. The ALOHA
factor A was taken as 5 in the packet system, but here a larger value
is required to reduce the probability of a collision. To understand

the importance of this consider the delays involved in requesting a

speech circuit.

A talk begins at a random time and activates the speech detector
after a short delay. At the beginning of the next request slot, a
request is transmitted. Assuming this is correctly received there will
be a further delay while the central computer allocates a voice circuit
and then informs the mobile via an acknowledgement packet. At the

mobile this packet must be decoded before speech transmission can begin.
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Reasonable estimates for the times of these elements are

5ms for speech detection

8 ms  for circuit allocation

1 ms  for decoding the acknowledgement packet.
Thus the total delay between speech initiation and the beginning of
transmission is on average

Speech delay = 14 ms + 2.5 Zr (7.11)

where Zr is the request and acknowledgement slot length.

This delay will be increased if the request packet experiences
a collision. At least three slots must be allowed for an acknowledge-
ment packet to arrive before the mobile can assume that the request
packet has collided. It will then retransmit the request at random
in one.of the subsequent K slots. Thus the additional delay due to each
collision is

Collision delay = (3 + -'23 ) Z (7.12)

r
To obtain numerical values for these delays it is necessary to
assume a request channel capacity. Initially a value of 10 will be
assumed for A. With C = 40 and B = 120 bits the request channel capacity
becomes 29.2 kbit/s. An appropriate value in practice is 30 kbit/s
since the request channel would then occupy one FM voice channel at a
modulation rate of 1 bit/s/Hz. This capacity produces a request slot
length of Zr = 4 ms and results in a speech delay of 24 ms. With the
standard value of 5 for K the extra delay inseréed by each collision

is 22 ms.

The speech delay is experienced each time a circuit is required.
If no compensating delay were incorporated in the speech path this

amount of speech would be Tost from each talk, producing a freezeout
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fraction of 1.3% from this cause alone. Consequently a fixed delay must
be used and the most appropriate value is the speech delay itself,

i.e. 24 ms.

Even with this delay some speech will be Tost due to collisions.
The probability distribution of collisions was measured in the computer
simulation of the packet system and is shown in figure 5.3. For an
ALOHA factor of 10 and with K = 5, the average number of collisions per
new packet is 0.151. Thus the average delay added by collisions is
3.3 ms and the resulting freezeout fraction is 0.19%. This holds when
the system is used at full capacity. With lower usage the probability
of a collision and hence the fractional speech loss are reduced propor-

tionally.

Thus the original choice of 10 for A is required to produce a
reasonable figure for the speech Toss from collisions. To reduce this
loss even further it is necessary either to increase the fixed delay
and allow for one or more collisions or to reduce the request slot size

by again increasing A.

In the first case, increasing the fixed delay to 46 ms would
result in a fractional speech loss due to collisions of 0.053%.
Alternatively, doubling the capacity of the request channel would
produce a speech delay of 19 ms and a fractional speech loss around 0.05%.
In a practical system the former method is preferable because of the
benefits derived by having all the speech and information channels of

the same bandwidth.

Finally it is interesting to compare the request channel capacity

required by the TASI system, with that of the packet system. In the
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packet case a capacity of 80 kbit/s was needed for a C = 40 system
whereas the TASI system of the same size requires only 30 kbit/s. This
difference arises because the capacity is directly proportional to the
number of requests transmitted per second and hence is inversely pro-
portional to the length of speech covered by each request. 1In the TASI
system this 1is the average talk length of 1.79 seconds, while in the
packet system it is simply the packet length. Since the latter is much
smaller then 1.79 seconds, the capacity required by the packet system

is much larger.

7.4  Simulation of the TASI System

To confirm the above theoretical figures for the freezeout
fraction a computer simulation of the TASI system was performed. In
this programme, speech is generated just as in the previous simulation
but is not placed into packets. Instead, when a pair of talkspurts for
any conversation are formed, the starting time and length of each talk
and the end of the silence are stored. Then, when the final talk is

transmitted more speech is generated and stored.

Requests are formed in the correct time order for each talk and
are tested for collisions as before. If collisions occur the requests
are resequenced in accordance with the delay calculated above. Upon
a successful transmission a free channel, if available, is allocated.
If all channels are in use at the time, the first to be released is

allocated and the resulting speech Toss is measured.

Also measured are the speech offered and the total time for which
voice circuits are occupied. Conversations are started up over a 30

second period and to avoid any initial bias, the above quantities are
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not retained for the first 40 seconds of simulation. The actual usage
in the system is determined from the long term average value of speech
offered per second. This quantity can also be predicted from the values
of N, C and p, but the measured values are found to differ from those
predicted because of random variations in the speech input. This

means that the speech activity, p, varies somewhat with time in the

simulation.

Theory indicated that p must be kept constant if valid comp-
arisons of the freezeout fraction are to be made at different numbers
of users, N. Thus in each programme run the cumulative average values
of p and the freezeout fraction, F, were printed at regular intervals.
When the last few values of these are plotted they show the incremental
changes in F with p and enable the freezeout fraction at the desired

speech activity to be obtained by graphical means.

The first task undertaken with the simulation was a confirmation
of the TASI theory. This involved setting all delays in the programme
to zero and not resequencing requests that collided. Comparisons
between the simulation results and theory over a range of values of C
and N were performed aé shown in table 7.1. The agreement is clearly

remarkably good.

Freezeout Fraction (%) | N =65, C =30 N=70,C =30 N=94, C =40

Theory 0.7187 1.8613 1.4325
Simulation 0.716 1.834 1.429

Table 7.1 Confirmation of TASI theory from simulation
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Further simulations of the C = 40 system were then performed with
delays set at the values found previously. The results appear in
figure 7.4 together with the theoretical curve. The difference between
the curves increases Tinearly with the interpolation gain from 0.17%

at a gain of 2.1 to 0.26% at a gain of 2.4.

Most of this difference arises from collisions. These have been
shown to increase the speech loss by an amount which increases with the
interpolation gain up to 0.19% at a gain of 2.64. Another source of loss
is a speech delay in excess of the average level, at which the fixed
delay was set. This depends upon exactly when a talk starts with respect
to the beginning of a request slot and can add a further 0.03% to the
speech loss. Finally, there is time lost in the voice circuits in
changing from one source to another. This will effectively increase
the usage by up to 0.5% and again increases the speech loss by an amount

which is small but increases with the interpolation gain.

7.5 Comparison with the Packet System

A comparison of the TASI and packet mobile telephone systems must
be based upon the number of services each provides within a given band-
width. This is measured directly by the system interpolation gain, which

for a packet system of size C = 40 is given in figures 5.8 and 5.9.

When this gain was calculated, the efficiency of the packet format
and the capacity of the request channel had to be considered. However,
in a TASI system, the transmission efficiency is always at the maximum
since a channel 1is used for exactly the length of the talk being trans-

mitted, and no silence is included. Therefore, to convert a TASI



FREEZEOUT FRACTION

PERCENT

10.

5 50

2.0

1.0

0.5

0.2

0.1

0.05

Figure 7.4

192

SIMULATION
CURVE

THEORETICAL
CURVE

M| |

] !
2.0 2.1 2.2 2.3 2.4
INTERPOLATION GAIN

Theoretical and measured freezeout fraction in TASI system



193

interpolation gain (i.e. %—) to a system interpolation gain it is
necessary only to multiply by the fraction of the bandwidth devoted to
speech. For the C = 40 system this is 97.56%.

Table 7.2 compares the interpolation gains of both systems at
different fractional speech Tosses. A packet Tength of 0.32 seconds
is assumed in the packet case and the gains are presented for assignment

delays of 0.1 and 0.2 seconds.

Fractional Speech Loss 0.25% 0.5% 1.0%
Packet System V = .2 2.003 2.052 2.114
Packet System V = .1 1.971 2.023 2.086
TASI System 1.973 2.085 2.196

Table 7.2 Comparison of speech interpolation gains : C = 40

On this basis the TASI system slightly outperforms the packet
system. The theoretical advantage that the packet system appeared to
possess is overcome in practice by its greater request channel capacity
and by the inefficiency of the packet format. Notice however that the
advantage of the TASI system is less at smaller fractional speech losses.
Also, the exact position of the two systems depends significantly upon
the delay allowed in slot assignment. The packet system's gain can

always be improved by increasing this delay.

A complicating factor in the above comparison is that the two
systems use different bandwidths for a voicé circuit. The bandwidth
per voice circuit in the packet case is 25 kHz while that in the TASI
case is 30 kHz. Thus, strictly speaking, the system interpolation

gain for the latter should be reduced by 20%. However the choice of



194

a 30 kHz bandwidth for an FM voice channel appears to be somewhat

arbitrary and 25 kHz would probably suffice.

The only difficulty with this change would be fitting the request
channel within the reduced bandwidth. In the worst case two of the new
circuits would be required by the request channel. Even then one would
be sufficient for the acknowledgement channel and the system interpolation
gain would be reduced by only 1.22%. This would not substantially alter

the results in table 7.2.

It is also important to compare the subjective effects of the
speech loss 1h each system. There can be no guarantee that a given
speech loss in both will result in the same subjective degradation.
This aspect has already been examined in the packet scheme through
statistics accumulated in the simulation programme. The same technique
was used in the TASI simulations to obtain the length and frequency of

freezeouts.

Figure 7.5 shows the distribution of freezeout lengths at two
values of the freezeout fraction. Also shown is the distribution of
glitch Tengths for a packet system with a 0.4 second packet length and
4 subpackets. Clearly the speech lengths lost are much smaller in
general in the TASI system, though the distribution depends strongly
upon the freezeout fraction. The average freezeout length is reduced
from 51 to 12 ms when the freezeout fraction is reduced from 1.8% to
0.4%. At the same time the percentage of ta}ks experiencing some

freezeout is reduced only marginally from 64% to 55%.

This is quite the reverse of the packet system response where

reducing the glitch rate barely changed the glitch length distribution,
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but substantially reduced the glitch frequency. Thus in contrast to
the bursty speech loss in packet schemes the loss is quite evenly
distributed in the TASI case. More than half the talks experience some

speech loss but the amount is usually small.

Another major difference between the two schemes is that freeze-
outs only occur at the start of talks whereas glitches can occur any-
where. This may result in a subjective advantage for the TASI system.

It has been suggested that for virtually all types of speech the first
20 to 30 ms of talk may be removed with no discernable effect [88].

This is because the major components of speech all _exceed this length

and their latter parts alone are sufficient to enable their recognition.
If this is in fact the case, then the freezeout fraction will effectively
be somewhat reduced from its actual value. The gain however is
relatively small, since freezeouts of length less than 20 ms account

for only 30% of the total speech loss.

Another aspect in which the TASI system is superior is in the
amount of delay introduced. In the packet system the minimum recording
delay is determined largely by radio transmission efficiency consider-
ations and cannot be much below 40 ms. Even larger though is the slot
assignment delay which directly effects the glitch rate and hence the
jnterpolation gain achievable. Reducing the slot assignment delay from
200 ms to 100 ms reduces the interpolation gain by almost 2%. Halving
the delay again to 50 ms results in at Teast a further 4% reduction and
causes some degradation in other areas. Thus the total maximum one

way delay cannot realistically be reduced below 100 ms.

The one way delay in the TASI system however is set at only 24 ms

to provide the system interpolation gains of table 7.2. This will
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produce Tittle or no subjective effect and may even remove the need
for echo suppressors. In a normal network an echo suppressor probably
would be required with this delay but because of the action of the
speech switch the subjective effects of echoes will be considerably

reduced.

In respect of hardware requirements, the TASI system falls
midway between the packet and the small cell systems. The radio
equipment required by the TASI system is almost exactly the same as
that of the small cell FM system. The only difference is that the
bit rate on the request channel is much greater than that on the call
set up channel. Both TASI and packet systems require a speech switch
and a means of delaying the speech. These would actually be a 1ittle
more difficult to implement in the TASI system if it employed analogue

rather than digital speech transmission.

The final area for comparison is the method of expansion in both
systems. The TASI system is capable of operating in a true FM small
cell arrangement with frequency reuse. The only restriction is that
the cells must contain sufficient voice circuits to provide a large
interpolation gain. If for instance cells possessed 20 voice circuits
instead of the 40 assumed above the interpolation gain would
theoretically be reduced by 11%. This compares to a loss of 8% incurred
in changing from a C = 40 to a C = 20 packet system. Thus TASI system
can employ frequency reuse and its gain will be close to the maximum

as long as the cells do not become too small.

7.6  TASI System With Delay

The essential difference between the packet and TASI techniques
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is the method used to control the speech loss. In the packet case
this involves allowing speech to be delayed to produce a more even
load. The TASI system on the other hand relies upon the spread in
starting and finishing times of talks in a number of conversations
to keep freezeout Tengths small. The total speech loss in this case
is reduced by increasing the number of circuits in use and therefore
decreasing the waiting time for a free circuit. It is also possible

however to use delay to reduce the speech loss in TASI systems.

Consider the situation with a delay allowed before circuit
assignment. If a talk begins when no circuit is free the speech is
simply delayed until either a circuit becomes available or a set time
1imit is reached. A Timit is necessary to maintain acceptable speech
quality and also because the speech memory must have a finite size.
If the delay reaches the 1imit, speech will then be lost in the usual

manner until a circuit can be allocated.

The extent of the reduction in speech 1oss through the use of
delay was determined by simulation. This involved modification to
the TASI programme to incorporate a variable delay between the
request for a circuit and its assignment. Various statistics on the
length of delays used were accumulated in addition to the usual
fractional speech loss and usage. Runs were performed with delay
1limits from 20 ms to 200 ms for several different system configura-

tions.

When the resulting speech Toss at a particular interpolation
gain is plotted against the maximum delay allowed, a remarkably

linear relationship in found. This. holds at different values of the

interpolation gain and also for systems of different size, as shown
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in figure 7.6. It is also clear from this figure that the slope of
the Tlines increases in magnitude when the zero delay speech loss is
lower. The percentage freezeout fraction with a delay limit of "d",
donoted F (d) is given approximately by the formula

F(d) = F(0) 10-¢9(2.75-0.587F (0))

(7.13)
where F (0) is the percentage freezeout with no delay allowed and d

is measured in seconds.

In obtaining these results the various delays in the system were
changed and in some cases the request channel was entirely removed.
Thus (7.13) appears to be quite general. It will give an approximate
value for the freezeout fraction in any useful TASI system employing
delay. Alternatively it will give the reduction in freezeout fraction

which may be achieved through the use of delay.

A delay also changes the distribution of freezeout lengths as
shown in figure 7.7. Any delay in excess of 50 ms results in the changes
shown here. Essentially the distribution is far more uniform since the
vast majority of small freezeouts are eliminated. This is reflected
in the percentage of talks experiencing a freezeout, which drops from

64% with no detay to 19% with a maximum delay of 50 ms.

One potential problem if an assignment delay is allowed is
that noticable changes may occur in the timing of the reproduced
speech. This happens if the delays of two consecutive talks differ
by an amount comparable with the time separating the talks. To avoid
this the change in delay between adjacent talks must be controlled.
This was in fact done in the simulations. In no case was the delay
on a particular talk allowed to differ from that on the previous one

by more than half of the time separating the talks.
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This arrangement might be expected to increase the average
delay of the speech and therefore the fraction of speech lost. To
confirm this, a run was performed with no restriction upon the change
in delay. For the particular case chosen this reduced the average
delay from 13.05 to 12.81 ms and reduced the freezeout fraction from
1.085 to 1.076%. Thus imposing the rules on the change in delay does

not produce a significant change in the average delay or the speech loss.

It is therefore possible to use delay in TASI systems to reduce
the speech loss, with very few i11 effects. This is particularly
useful if the number of voice circuits available is restricted. 1In
the 40 circuit case if the same delay is used as in the packet system,

the TASI system can provide 9% more simultaneous calls.

7.7 Conclusions

It has been shown in this chapter that direct speech interpol-
ation may be employed in mobile telephone systems. This TASI scheme,
like the packet one, employs reservation ALOHA with a separate request
channel. However it differs from the packet scheme in that voice
circuits are provided individually and use essentially real time
transmission. The advantage of this arrangement is that existing
FM techniques can provide the circuits just as they do in the present

mobile telephone schemes.

Occasionally in a TASI system, speech cannot be transmitted
because all the speech channels are in use. The lost speech is
termed a freezeout and is the equivalent of glitches in a packet

system. A theoretical expression for the freezeout fraction is
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given by (7.3). The freezeout fraction is independent of the talk
length distribution but depends heavily upon the size of the system
and the activity level of speech. The variation of this quantity
with interpolation gain, is similar to the theoretical variation in

glitch rate with usage in a packet system.

The TASI system requires a request channel capacity of 30 kbit/s
for a C = 40 system. This results in a delay of 24 ms at the start
of each talk, which must be allowed for by a fixed delay in the speech
path. The delay involved in each request collision is 22 ms and this
results in the collision process adding up to 0.19% to the speech Joss.
The capacity of the request channel is less than that in a packet
system because of the significantly longer average times covered by

each request.

Simutlation of the TASI system provided confirmation of the
theory and also showed that the freezeout fraction is slightly greater
in practice than the theoretical prediction. Collisions accounted for
the majority of this difference. The system interpolation gain is very
close to that of the packet system with an assignment delay of 0.2

seconds.

The manner of speech Toss in the two systems differs greatly.
In the TASI case, speech is lost only from the start of talks which
should mean that a given fractional speech loss will be subjectively
less important than in the packet case. The TASI system also has

the advantage of a smaller delay in the speech path.

In terms of hardware the TASI system radio equipment requirements
are the less demanding because they are virtually identical to those

of small cell FM systems. However if the TASI system employs analogue
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transmission the speech detector and delay elements are more difficult
to implement than in the digital packet case. The possible means of
expansion in the two systems are quite similar. Both can use small
cell frequency reuse with the same proviso that the cell size must be

reasonably large to support efficient interpolation.

The use of an assignment delay in the TASI system to reduce the
freezeout fraction has also been proposed. Such a delay results in
an exponential reduction in freezeout with the only major degradation
being the delay itself. If the same total delay is used as in the
packet case, then a C = 40 TASI system has a 9% greater system

interpolation gain.

Overall the TASI system is a 1ittle more efficient than the
packet system and has the advantages of smaller delay and of using
existing radio equipment. However if it uses analogue transmission
for easy compatability with present technology it loses the advant-
ages of simple speech manipulation and privacy encoding given by
digital techniques. If on the other hand, it uses digital
transmission, the radio equipment is made more complex and speech

quality is lower than that in the packet system.

The great advantage of the packet scheme is that retransmission
can be used to overcome radio channel imperfections. Also it may
employ complex speech encoding and error correcting techniques
because of the non-real-time transmission. It may well be that there

is a place for both techniques in the future.
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8. PCM AND OTHER ALTERNATIVE APPLICATIONS

8.1 TASI - PCM Systems

Packet speech interpolation has been developed in this thesis
within a mobile telephone context. However it may be applied equally
well in other areas of telephone communications. The first such
application considered here is in pulse code modulation (PCM)
telephone networks. In Australia, 30 circuit PCM (CCITT recommend-
ation G732) systems will be employed for inter-exchange transmission

in the metropolitan area.

It is possible to more than double the number of simultaneous
conversations in PCM systems by using interpolation. This has been
recognised by many authors who have suggested various digital speech
interpolation techniques [40-48, 104]. Some of these will be
discussed Tater. The main difference between these and the packet
technique is the use of delay to reduce the speech loss. Before a
packet schéme is fully investigated, the simple TASI approach will
be considered since it was siightly more efficient in mobile

telephone systems.

A TASI system again operates by providing a circuit only to
active sources and only for the duration of their activity. Unlike
the mobile telephone situation, in a PCM system all the sources are
gathered at one point. Consequently no request channel is necessary
to notify the controller of the beginning of a talk. It is
necessary however to inform the far end of the PCM line of circuit
assignments. This must be done on a separate channel, termed the

assignment channel.
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In practice the assignment channel is time division multiplexed
with the speech on a single PCM Tine. The capacity required by this
channel and the manner of its implementation must be determined. In
the present PCM systems there are 30 time division multiplexed voice
circuits and two circuits providing synchronization and signalling

information. Assume initially therefore that C = 30.

Since the average Tength of a talk is 1.79 seconds, the maximum
average number of talks beginning per second is 77%5" At each new
talk it is necessary to send an assignment message denoting the source
identity and the number of the circuit to be used. This should require
no more than 11 or 12 bits. Because of the importance of correct
assignment, this information must be protected by an error correcting

code. Thus a message size of 24 bits is appropriate. The required

assignment channel capacity is therefore
W, = %% = 402 bit/s (8.1)
The major difficulty with this very small channel is finding
an efficieﬁt way of implementing it within the structure of the PCM
format, shown in figure 8.1. The same problem arises with the
signalling information for there will be around twice as many input
lines connected to the system as previously. There are two basic
approaches to this problem. One is to continue with the present
format as far as possible and the other involves abandoning at least
the signalling portion of the format. 1In either case the initial

frame synchronization word remains unaltered.

Figure 8.1 shows that each circuit has 4 bits per multiframe
allocated for signalling. This requires one word of the 32 in each

frame, to be virtually dedicated to-this task. A simple way of
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providing signalling for a further 30 input lines is to use another
word. This reduces the number of voice circuits available for speech
from 30 to 29 but provides signalling compatible with present equipment.
In addition there is one spare word per multiframe, providing 4 kbit/s,

which can be used for assignment messages.

With this arrangement, three multiframes are required for each
assignment message. Thus the time for transmission is 6 ms. In
addition to this delay, there are delays in decoding the message at
the far end and also in detecting the original speech. The total
delay between the random speech beginning and a circuit being made

available may therefore be up to 18 ms.

This is a fixed delay whiéh occurs to all new talks just as in
the mobile telephone case. To avoid speech loss it must be conpens-
ated for by a delay of the same size in the speech path. Now if
there is at any time a number of assignment messages waiting for
transmission, some will be delayed further and speech will be lost.
The situation is, however, quite different from that of the request
channel in the mobile telephone case. The assignment queue behaves
Tike the speech queue of the mobile telephone system but with a
usage of only 0.1. As a result the fractional speech Toss from

assignment delays is of the order of 10'5 and can be ignored.

Thus in summary, if a compatible approach to signalling is
employed the value of C is reduced from 30 to 29 and a delay of
around 18 ms must be inserted into the speech path. However, the
only source of additional speech loss is the small wastage in the
speech channel between a circuit becoming available and being

assigned. The fractional speech loss should therefore be much more
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accurately predicted by the usual TASI theory.

To test this, the system was simulated using a modified version
of the mobile telephone TASI programme. A1l reference to the request
channel was removed and the assignment channel was added. The various
delays were changed to those above and the system was run with 29 circ-
uits and 60 sources. This resulted in a fractional speech loss of

0.472% compared to a theoretical value of 0.391%.

The main advantages of this method of signalling are its
simplicity and compatability with existing equipment. Its main
disadvantage is that the number of simultaneous conversations the
system can handle is Timited to 60 by the availability of signalling
channels. To improve the 1nterbo]ation gain and work at a limit
set by the fractional speech loss, a different method of signalling

must be employed.

In the above system the signalling information for each call
is sampled at a rate of 500 Hz. If, instead, samples are sent only
when signalling conditions change, a much Tower capacity is required.
In fact, if dialling pulses are excluded, the signal 1ines change
only about 5 times throughout the entire call. Even with dialling
pulses included, only about 20 changes per second occur in a system
providing 75 simultaneous calls, of average Tength 200 seconds.
Coincidentally the number of assignment messages required is also

about 20 per second.

It is again possible to combine these two functions onto a
single channel. The number of bits required for each signalling

message is now more than 4 because the input Tine concerned must be
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identified. Also, error correction is necessary since signalling takes
place far Tless frequently and an error has more significance. A
suitable message size for both signalling and assignment is therefore

24 bits.

In the present PCM signalling channel there is capacity for 2500
such messages per second, compared to the requirement of 40. Clearly
if this channel is used there is negligible delay. Spare message slots
can be used for repeated signalling messages so that the average time
between adjacent messages is around 35 ms. This arrangement also

allows the full 30 voice channels to be used for speech.

Because of the small size of the assignment delay, the total
speech delay is 1ittle more than the speech detection time and is
conseqﬁent]y under 10 ms. Also there is very little wastage in the
speech channel when calls change over and absolutely no speech loss
due to the assignment process. Thus to a very good approximation
the speech Toss in such a system is given by the C = 30 theoretical

curve of figure 7.1. This was confirmed by simulation.

8.2 Packet PCM Sysiems

A packet PCM system operates by transmitting speech in packet
length intervals. This can either take the form of transmission over
the entire channel capacity in a short burst, or of a TDM technique
similar to the TASI arrangement. In the first case the packet has
to be recorded prior to transmission, thereby incurring the usual
recording delay. In the second case however, real time transmission

is used and the recording delay is zero. This is equivalent to
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using a large number of subpackets of length equal to one speech

sample.

Clearly the continuous transmission form has the advantage of
Tower delay. However, if the speech is already in packets for some
other reason, then the full packet technique can be used. Apart

from the recording delay, the two methods are identical.

Again the request channel in this system will cease to exist
and will be replaced by an assignment channel. The number of
assignments required and hence the channel capacity depend upon
the packet length. A smaller length implies more assignment per
second and a greater capacity. However, just as in the mobile
telephone system, the packets contain Tess silence and become more
efficient. Thus the same tradeoff exists as before and there is
an optimum packet length which minimizes the full channel inter-

polation gain.

The assignment channel capacity is (from (3.3) )

_ ABC
ws = v (8.2)
Here call set up and termination messages have been ignored since

they are handled by the signalling channel.

Now the number of bits in an assignment message can be the
same as for the TASI system, giving B = 24. Similarly it may again
be assumed that C = 30. In the mobile telephone system A is the
ALOHA factor which ensures a low usage in the request channel. There
is no need for a large value of A here since no collisions are
possible, The assignment messages simply queue for transmission in

the same manner as the speech packets themselves.
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The correlation between these two queues is very high since there
is one assignment for each packet. As long as the assignment channel
usage is lower than that of the speech channel there can never be more
assignments waiting than packets. Thus whenever the queues are long,
an assignemnt is transmitted before the corresponding packet. The
maximum delay introduced by this channel is one message transmission
time when both of the queues are empty. Bacause of this a value of

2 for A should be sufficient.

In a PCM system the bit rate of digitized speech is D = 64 kbit/s.
With this value and the product AB at 50, figure 3.11 shows how the
optimum packet length is well below 0.1 seconds. The actual length,
calculated by graphical means, i; 55 ms and the corresponding assign-
ment channel capacity is 27 kbit/s. The capacity provided by the
original PCM signalling channel is 60 kbit/s and therefore this channel

may be used for both assignment and signalling, as in the TASI case.

Since the capacity available is greater than that required, the
constraint on channel provision caused by maintaining the PCM format
has reduced the potential efficiency. To correct this, the packet
length should be reduced to increase the interpolation gain and make
better use of the assignment channel. In fact, with the above figures,
a packet length of 24 ms is possible. The resulting delay on the
signalling messages can be quite safely ignored since the A factor

ensures that the channel operates at a usage of no more than 50%.

In the simulation of this system a 50 mé packet length was used
because of the significantly greater simulation times required with a
smaller packet length. This results in very little change to the

system interpolation gain. The standard mobile telephone programme was
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used with the request channel removed and with a maximum assignment delay

of 50 ms.

The simulation results and those for the TASI system of the
previous section appear in figure 8.2. Because the systems use exactly
the same assignment channel, they can be compared simply upon the basis
of their interpolation gains. The packet system, in this case, is
slightly superior. The improvement relative to the position in the
mobile telephone system is due to the smaller packet Tength. This in
turn results from the small size of assignment messages compared to
request packets and from the change in the ALOHA factor. The actual
number of conversations that a packet system can provide with a fraction-

al speech loss of 0.5% is 67.

A delay may again be used with the TASI system to reduce its
speech loss. Such an arrangement was simulated and the results have
already been presented as the C = 30 curves in figure 7.6. When it
is recalled that the C = 40 curve in this figure was produced by the
mobile telephone TASI system, the generality of the conclusions drawn

regarding the delay can be fully appreciated.

With a maximum of 50 ms delay allowed in the TASI-PCM system, the
speech loss is reduced to that shown by the dashed curve in figure 8.2.
Notice that over the operating range of interest the packet system is
superior even though the two have the same delay. This occurs because
the delay is better distributed in the packet system with its smaller
units of transmission. The improvement is sufficient to overcome the

slight loss in efficiency resulting from the use of fixed length packets.
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8.3 Alternative Digital Speech Interpolation Methods

Many different techniques have been suggested for the inter-
polation of speech in PCM systems. The simple TASI scheme has been
proposed in many forms [41,44]. However, the aim of most authors is to
avoid the speech loss through freezeout that characterizes TASI. The
methods used to achieve this fall into two broad categories :- bit

reduction and adaptive encoding.

Bit reduction entails changing the number of bits used to encode
each speech sample whenever there are more active sources than circuits.
A reduction from 8 bits to 7 provides 4 extra channels within the stand-
ard PCM system. If this is insufficient the number of bits may be
reduced to 6. These are times even then when the channel is overloaded
and clipping occurs. However, it has been shown that the fractional

speech loss may be reduced by an order of magnitude with this technique

[42].

With standard PCM encoding there is a 6 dB reduction in the signal
to noise ratio (SNR) for each bit lost. This reduction occurs for the
sane time as the freezeout would have lasted but effects eight circuits
instead of one. Thus the SNR Toss in any one circuit occurs far more
often than a freezeout would, but the subjective effect may still be an
improvement. Bit reduction can be used in the same manner in the packet
scheme. The subjective gain should be just as great since the delay

and the SNR reduction will not interact.

It is possible to avoid freezeout compietely by continuing to
reduce the number of bits per sample. To maintain acceptable speech

quality at low bit rates however, more advanced encoding techniques
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must be used. For instance, sample sizes down to 3 bits can be tolerated
by adaptive PCM. Thus some form of adaptive quantizer must be used [45],

resulting in extra cost and complexity.

The last proposal is an example of the second technique of
avoiding freezeout. This is also embodied in the speech encoding
communications (SPEC) system [44,48]. Here samples taken from each
source are transmitted only if they differ from the previous sample
by more than a certain threshold. No speech detector is required
because if there is no input, the Tevel is constant and no samples are
transmitted. Overload is avoided by increasing the threshold to ensure
that the number of transmissions always falls within the channel capacity.
Thus in this case, freezeout is replaced by an increase in the quant-

jzation noise.

When more complex speech encoding techniques are used with a
SPEC arrangement, greater efficiency is attained [47]. Woitawitz [46]
proposes such a system, capable of handling 78 subscribers on a 30
circuit PCM line with no freezeout and a SNR of 32 dB. This compares

with a 38 dB SNR for normal PCM at 64 kbit/s.

A Timiting factor with certain SPEC type systems is that one
assignment bit is required for each input source in each frame. This
results from the need to define the sources from which the samples
originate. Thus up to 25% of the capacity is dedicated to assignment.

To reduce this the samples must be transmitted in blocks (i.e. in packets).

Advanced speech encoding techniques may be used directly in the
TASI and packet systems. A SNR very close to that of PCM may be

provided at substantially Tower than 64 kbit/s. This effectively
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increases the number of voice circuits available and enables an increase
in the number of calls connected, or a decrease in the speech loss, or

some combination of both.

Thus a packet system can be designed which will match the service
provided by advanced systems. The former also makes possible a reduction
in the speech degradation due to overload by increasing the delay beyond
the 50 ms used previously. Another advantage of the packet system is
its relative ease of implementation and its compatability with present

PCM techniques.

The memory and control circuitry required by a packet system are
fairly straightforward and an increase in the allowable delay involves
only an increase in the memory size. However adaptive quantization
of speech sources, selection of appropriate samples for transmission and
complete system revision every frame interval, is much more demanding.
The hardware requirements of the packet system should therefore be some-
what less costly and complex than those of the equivalent SPEC type

system.

8.4 Interpolation in Satellite Channels

Telephone connections via satellite have traditionally employed
frequency modulation and frequency division multiplexing. Satellite
capacity is split between the various ground stations by frequency
division multiple access (FDMA). However, more telephone circuits can
be provided if digital transmission is used with time division multiple
access (TDMA) [105-107]. This occurs because in FDMA systems, inter-

modulation between multiple carriers restricts the capacity. There is
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therefore a move toward digital satellite transmission as exemplified

by the proposed Japanese domestic system [107,108].

In the majority of suggested TDMA schemes the channel is split
into frames which include a preamble, the data and an error correcting
code. The simplest way of allocating channel capacity to individual
ground stations is to preassign to each, certain frames, or certain
parts of every frame. More advanced schemes have also been
suggested in which the assignment is dynamic, and techniques such

as reservation ALOHA are used [16,18,109,110].

A problem with such schemes is the delay involved in transmitting
requests back and forth over a satellite channel. This can be overcome
if each ground station is preaséigned a certain fraction of the
capacity. and requests more whenever the average transmission delay

becomes too large.

While it is quite possible to interpolate speech at this level,
a simpler method is to use interpolation in PCM type streams. These
can then be multiplexed with other information for transmission
within the frame structure. An advantage of a satellite channel is
the high capacity it permits. This allows more speech circuits to be

included in each interpolation system.

The importance of the number of circuits, C, has been shown
previously. In the TASI-PCM system if C is increased from 30 to 60
the freezeout fraction is reduced from 0.5% to 0.008%. Alternatively
the interpolation gain may be increased by 8.5%. The equivalent
packet system provides just as much gain as can be seen from figure

5.10. An additional bonus is that at the same time the assignment

delay is halved (from (5.8) ).
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There is of course nothing preventing the use of even larger
numbers of circuits. Though the interpolation gain is limited by
the average speech activity, the delay can be made insignificant.
This certainly means that the packet scheme will outperform a TASI
one both in the number of simultaneous conversations provided and
in the fractional speech loss. The delay introduced in a packet system
can be kept below 30 ms and is completely dwarfed by the transmission

delay.

8.5 Integrated Speech and Data Networks

Speech in packets is naturally accomodated in an integrated
speech and data network. This type of network will become more
common as the amount of computer communication increases. It is
natural to combine speech and data channels to avoid duplication
of transmission facilities, and digital techniques, with TDMA, must

inevitably be employed [12,45,109].

Such wide bandwidth networks consist of interconnected nodes
acting as sources and sinks of data or speech. Each node is a
concentration or multiplexing point for several smaller sources such
as computer terminals and voice lines. Packets for any particular
destination must be collated and ordered for transmission in sequence.

This is a perfect framework for packet speech interpolation.

If data and speech packets are handled in the one system there
will be gains in efficiency due to the more random nature of the
input. Correlation between speech packets is the main reason for the

glitch rate being higher than theoretically predicted in the mobile
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telephone system. When speech forms only a portion of the total
input the queue correlation will be reduced and the glitch rate

will fall.

If speech packets are given priority over data packets then
the channel usage is effectively reduced. Even if speech constitutes
70% of the total input the effective usage is so low that very small
delays and virtually no glitches will result. This arrangement
amounts to transmitting data in the breaks between speech and will
result in substantial delays for the data. The critical aspect for

data however is the fractional packet loss, not the delay.

In practice, speech will not be given complete priority
because a glitch rate of 0.1% provides quite adequate quality. Thus
a dual system will operate, with a low maximum delay and a reasonable
glitch rate for speech and a high maximum delay and very low glitch

rate for data.

Consider a 60 circuit system with nominally half of the
capacity dedicated to speech and half to data. The interpolation
gain achievable for speech will be greater than that of a C = 60
system because of the different nature of the data input. If the
data arrives in a purely random fashion, theory shows that a C = 30
system can provide a glitch rate of 10']0 for data usages of 75%

at a maximum delay of 0.5 seconds.

If there is any correlation in the data sources the glitch
rate will be somewhat higher. For instance, the glitch rate under
the same circumstances with a speech input, is 10'5. In the

combined speech and data system the effect of any correlation will
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be reduced and the data usage can be increased.

An application similar to this in principle is the high capacity
subscriber loop. Such a system conveys two way information between
a major distribution centre and many subscribers via a single high
capacity line. Potential services include newspaper distribution,
child and adult instruction, various shopping and purchasing opera-
tions, message and mail delivery and interaction with library,

computer and work facilities [111].

This system involves a subscriber transmitting a request for
desired information or for appropriate transmission capacity. Voice
communication can be handled easily as the arrangement is remarkably
similar to the original radiotefephone system. Packet TDMA would
provide the most efficient use of resources though other arrange-
ments are possible [112]. Again the high capacity ensures that
packet speech interpolation can be used with very 1ittle delay and

negligible speech loss.

8.6 Conclusions

In this chapter several alternative applications of packet
speech interpolation have been explored. The first was in PCM
telephone 1links for which many interpolation schemes have already
been put forward. This popularity is due to the ease of implementing
speech interpolation in digital networks. The simplest arrangement
is a TASI scheme similar to that of the mobile telephone system but

with the request channel replaced by an assignment channel.
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It is possible to provide an assignment channel within the
existing basic PCM frame format (figure 8.1). This involves
modifying the signalling channel so that only changes in thé signal-
ling conditions are transmitted. The channel can then be used for
both signaliing and assignment with any spare capacity being filled
with redundant signalling messages. Because of the small message
assignment transmission time and the extremely Tow usage on this
channel, all sources of speech loss, except for overload freezeout,
disappear. The loss is therefore given exactly by the theoretical

model of chapter 7.

In the packet PCM system there is again a tradeoff in the
determination of the packet length and an optimum length may be
found. However, there is 1ittle Toss involved in using the same
assignhment channel as for the TASI case. The simulation of a
packet system with 50 ms maximum queue delay showed that in this
case the packet system outperformed the equivalent TASI one.
This reversal from the mobile telephone situation is due to the
Tow assignment channel requirement permitting a smaller packet

length and hence a more efficient operating position.

Other PCM interpolation schemes were considered. The tech-
niques they employ for increasing efficiency can also be applied
in the packet system. The essential benefit of most of these
schemes is a partial or total elimination of the speech loss, 1in
favour of a temporary reduction in the signal to noise ratio.
Overall the difference in performance between these schemes and the
packet one -is not significant and the implementation of the packet

scheme should be easier.
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The second application proposed was in the field of satellite
transmission. Here the great capacity available gives packet schemes
a real advantage, for as well as providing better performance than a

TASI system, a packet system has negligible delay.

Finally, packet speech interpolation was considered in
intergrated communication networks. This is the most obvious area
of application since the packet format is already in use. Mixing
speech and data has the advantage of reducing input correlation and
increasing performance toward the theoretical limit. It should be
quite possible within a capacity of 4 Mbit/s to run a speech system
with extremely small delays and subjectively negligible speech loss,
in conjunction with a data system with virtually no packet loss and
delays under 1 second. An 111uétration of such a system is the high

capacity subscriber loop service.
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9. CONCLUSIONS AND FURTHER WORK

In the search for more efficient methods of transmitting
speech, interpolation stands out as one of the simplest and
cheapest solutions. This is even more true for digital systems
than for analogue. The field of mobile telephony is one where such
efficiency is required because of the limited radio spectrum available.
For this reason the practicability of digital speech interpolation

in mobile telephone systems hés been studied.

From an investigation of the nature of radio propagation in the
urban environment, it is apparent that the high capacity channel
required by such a system presents an immediate difficulty. However,
with parallel transmission in a number of channels, bit rates in
excess of 1 Mbit/s are theoretically possible. If, in conjunction
with this, speech encoding techniques are used which provide approp-
riate quality speech at bit rates of 25 kbit/s, then an efficient
interpolation system is practical. It is under these assumptions

that the research described herein was undertaken.

In the mobile telephone system designed, a packet technique is
employed with reservation ALOHA. The packet length effects the
efficiency of the system both directly, in terms of the silence
contained within the packet, and also in terms of the reservation or
request channel capacity required. These aspects may be combined to
produce the full channel interpolation gain; an initial figure of
merit. In any given system this quantity is maximized at a
particular packet Tength, but this does not necessarily optimize

the system.
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There are certain delays which arise in packet speech interpolation,
the two most important of which are the packet recording time and the
wait for transmission slot assignment. When the latter is restricted
to a certain maximum value there results some speech loss due to
temporary overload. This has been investigated both theoretically
and by simulation to determine methods of minimizing the loss and its

effects.

To keep the speech loss below a desired level with a fixed
assignment delay, the rate of input to the system must be Timited.
This 1imit changes with the packet Tength and may be combined with
the original figure of merit to produce the system interpolation gain.
This is the final measure of capacity of a given system subject to a

set maximum delay and speech loss.

Because of various conflicting effects it eventuates that the
system interpolation gain is almost independent of the packet length
over a wide range. Nonetheless, an optimized system can be designed,
based upon the two previously mentioned assumptions. This has a
maximum fractional speech loss of 0.5% and a maximum round trip delay
of 0.3 seconds. It is able to provide 87 two way conversations
within a total radio channel capacity of 2.16 Mbit/s and can service

4100 subscribers.

The most modern alternative technique of providing mobile
telephony is the small cell scheme. Compared to this the packet
system has many advantages arising from its digital nature and more
efficient arrangement. The advantages of the small cell scheme are its
camparative simplicity, low cost and its ability to reuse voice

circuits many times. Such reuse is also possible in packet systems,
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although there is some loss in the interpolation gain.

The use of packet speech interpolation in mobile telephone
systems is, overall quite feasible. However, in the near future
simpler methods such as the FM small cell systems will be used.
Interpolation may be incorporated into these schemes through a
time assigned speech interpolation (TASI) system which has advantages
over the packet system of simplicity, lower cost and marginally
greater efficiency. In the future, though, as the telephone net-
work is digitized, the packet system will become cheaper and more
compatible. Then the advantages it provides in transmission quality

and privacy will make it a strong contender for mobile telephone use.

There are more immediate ﬁrospects for the use of packet
speech interpolation in other areas. In applications such as
PCM telephone lines, satellite, and integrated data networks, packet
systems can outperform their TASI counterparts. The investigation
of these alternatives showed that the same basic principles apply
as in the mobile telephone system. It may therefore be justly
claimed that the information presented in this thesis, though
centred on mobile telephone use, is equally applicable to many other

areas.

Because of the wide scope covered here several topics have only
been considered briefly. A great deal more study is required on the
provision of high capacity digital channels in the urban environment.
Other aspects of the mobile telephone system hardware also need
further investigation. Two examples are the provision of echo
suppressors and the communication between the repeating stations and

a central controller. More comprehensive speech trials are also



227

required to better define the subjective effects of glitches. Applica-

tions other than mobile telephony have their own particular problems.

It is hoped that the information presented in this thesis will

prove to be of use in the implementation of packet speech interpolation.
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APPENDIX A Determination of the correct queue arrangement

Consider the timing diagram shown in figure A.1. Each slot
interval has a length equal to the transmission time of one packet.
The packet transmission queue may therefore be superimposed upon this
diagram with each packet (or request) occupying one slot. Requests
arrive at the queue at a random time and are placed into the first
empty slot. The earliest that a request can be serviced is in the
first slot beginning after its arrival. Thus there is a random delay
of between zero and one slot length. This delay does not form part
of the actual slot assignment or queueing delay in a discrete time

system and, for the remainder of the analysis, it will be ignored.

In queue theory an entry is assumed to be serviced instant-
aneously either at the end, or start, of a slot. These two

alternatives will be considered in turn.

Assume initially that service occurs at the end of a slot and
that the queue length is measured at the start of a slot [40,50,92].
Then a request arriving during a slot can be serviced before the
queue length is determined. Thus a request may nominally be serviced

in the slot in which it arrives.

Now consider this arrangement in terms of delay when a request
arrives in slot "n" as shown in figure A.1. If the queue is empty when
the request arrives it is served immediately, there is no delay, and
the queue Tength measured after the service is zero. If there is
already one entry in the queue the length will remain at one when

this entry has been serviced. The delay until the new request's
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SLOT n-1 ‘ n n+1 ’ n+L-1 n+L n+L+1
REQUEST [ ‘] DELAY DELAY T —_—
ARRIVAL L 1= o =L TIME

Figure A.1 Timing diagram for the request queue

service begins (at the end of slot n+1) is one slot Tength. Simitlarly,
in any other case, a request experiences a delay equal to the queue

length in its arrival slot.

If there are the maximum number of L entries already in the
queue, a request suffers a delay of L slots, which is the maximum
amount possible. If in this case two requests arrive in slot n, the
second cannot be transmitted until the end of slot n+L+1 and hence
must be glitched. The queue length for this second request is L+1,

i.e. greater than the allowed limit.

Now consider the case where transmissions nominally occur
instantaneously at the start of a slot and the queue length is
determined at the end of a slot [51,53]. This prohibits a request
being serviced in the slot in which it arrives. The queue length
includes all new requests arriving during a slot and also the

request about to be serviced.

If the queue is empty when a request arrives in slot n, the
queue length measured at the end of the slot is one. Yet the request
can be serviced in slot n+l with zero delay. Similarly, for any
other condition the queue Tength is one greater than the delay
suffered by the latest arrival. If there are L entries in the queue
the length will be given as L+1 though the new request can be

serviced in slot n+tL+1 with a delay of only L.
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Thus to achieve the same maximum allowable delay in the second
case, the queue 1imit must be one slot greater than in the first case.
Also, despite the apparent difficulty of transmitting a request in
the slot in which it arrives, this theoretical arrangement results in

a queue length 1imit equal to the desired delay limit.

Theoretical values based upon both cases were computed and
checked against a simulation of the actual queue system. The
results, shown in table A.1, confirm the above reasoning and show

that in practice the first case should be used.

Usage % : 100 96 92
Case 1, L = 20 2.344 0.898 0.268
Case 2, L = 20 2.459 0.992 0.318
Case 2, L = 21 2.344 0.898 0.268
Simulation, L = 20 2.33 0.905 0.276

Table A.1 Comparison of glitch rates
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APPENDIX B Queues with dependent inputs

The state probabilities of queues with dependent inputs may be
calculated by a method due to Gopinath and Morrison [53]. Because
of the complexity of this technique the single input, uncorrected

case will be considered first to establish the methodology.

Denote the state of the queue (i.e. the number of queue entries)

at time slot "n" by "bn" and the number of inputs in slot n as "x_".

n
Then the state of the queue at the next slot is (using case 2 of
appendix A)
bn+] = bn - 1 + X, if bn > 1
= X, _ if bn = 0
+
or b1 (bn - 1) + X, (B.1)
where (z)+ denotes the maximum of z and 0.
The probability distribution of arrivals is defined by
Probability [xn = j] = P; (B.2)

After the queue has operated for sufficient time, and if it
satisfies the conditions of a Markov process, the probability of
various values of bn tend toward steady state values denoted by

Probability [b, N> 4] = ™5 i=0,1,... (B.3)

Relationships between the ms may be obtained by considering transition

probabilities. This approach provides solutions based upon the

recursive expression

e 1 -
i B (i + Py T ;

N~ =
©
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i
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Further, if there is a queue length 1imit of L
o= 1 (B.6)
The solutions provided by (B.4) and (B.6) are exactly the same as those

derived in section 4.2.

Now consider the simplest possibie example of a queue with
dependent inputs. Each input results in an addition to the queue in
the slot in which it arrives and another addition in the subsequent slot.
The state of the queue 1is then given by

+
-1t Xy X (B.7)

In this case the simple approach above is invalid because the
input in slot n depends upon the input in the previous slot, n-1.
However, a two dimensional approach may be adopted. Two state

variables, bn and z,, are required with

z, = b, * X4 (B.8)
The states (bn,zn) form a two dimensional Markov process and the
steady state probability distribution is defined
Probability [b, "= % i and z, "7 4]
= T o i=0,1,... s J = 0,1,... (B.9)

The actual probabilities required are those of the queue length,

bn‘ These are the marginal state probabilities.

Probability [b Nz= 41 = ; (B.10)

A recursive relationship along the lines of (B.4) can be formulated
when there is no Timit on the queue length. However, if there is a
Timit, L, the relationship breaks down since there may be an infinite

number of states U (L« J <=). The expression for Wy

5

contains certain of the LI as well as other marginal state

1
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probabilities and is

L-1
= 1 -
o = o DO=pgdo g+ om -3 (g, +
0 i=1
o k
T oW . . . )] (B.11)
k=0 j=0 L-i-k, L-i-k+J
;
where Q. = ¥  w. (B.12)
1 J=O J
L-i-1.5 eyl
and 0 = S = 471 (B.13)

The steady state probabilities and glitch rate were determined
from the above expression and were checked by simulation. In
addition, this system, with each input causing an entry in two adjacent
time slots, is theoretically equivalent to a queue with a single entry
per arrival and a 1imit of half the size. The glitch rate of the latter
was also calculated and is compared with those from the other two

approaches in table B.1.

Multidimensional theory 21.410 15.000 7.895
Simulation of dual entry 21.95 15.062 7.900
Theory of single entry half 1imit 21.410 15.000 7.895

Table B.1 Confirmation of multidimensional queue theory

It is clear from this example that in general the individual
state probabilities will be required to obtain the glitch rate in a
queue of limited Tength. While it is not necessary to calculate an
infinite number of state probabilities, the number can become very

large.
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The dimension of each state is the number of slots over which
correlation occurs. In a queue with M subpackets per packet and C
slots between the entry points of adjacent subpackets, the correlation
Tength is (M-1)C. 1In each dimension there are L+1 possible values.
Thus for example if M = 10, C = 40 and L = 20 there are 10476

different states. Not all of these state probabilities need be

calculated but the problem is none the less intractable.
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APPENDIX C Simulation programmes and flowcharts

Included here are the flowcharts for the speech simulation pro-
gramme and the full mobile telephone system simulation. The speech gen=
eration programme is in the form of a subroutine with several small

attached subroutines which accumulate various statistics.

In the main simulation programme the following arrays are used.

CALLS (N,7) - holding the current status of each of the N attached
sources

PACK (800,3) - holds further packet information for all calls

ISLOT (800,4) - the queue holding subpackets for transmission.

These arrays hold the following details.

CALLS (X,1) startiing time of the current talkspurt in call X

(X,2) - number of packets in the current sequence

(X,3) - address in PACK of next packet sequence for call X

(x,4) - starting time of next talkspurt

(X,5) - ending time of conversation for call X

(x,6) - number of the request slot for the next packet

(X,7) - number of next call in sequence of request transmission.
PACK (Y,1) - starting time of packet sequence Y

(Y,2) - number of packets in sequence Y

(v,3) - address of next packet sequence in PACK for the appro-

priate call or zero if this is the last sequence in
a talkspurt.

ISLOT (Z,1) - slot priority of the subpacket in slot Z
(Z2,2) - number of the call from which the subpacket originates
(z,3) - number of the subpacket within the packet

(Z,4) - address in ISLOT of next subpacket in sequence.
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FLOWCHART FOR SIMULATION OF SPEECH IN PACKETS

READ IN THE PROBABILITY
CURVES

I
INITIATE: A SILENCE IN

THE FIRST LOOP,
A TALKSPURT IN THE

L4

SECOND
|
DETERMINE NUMBER OF
PAUSES K
v
FIND TALKSPURT LENGTH FIND TALKSPURT LENGTH
YES
[FIND LENGTHS OF k-1 PAUSES]
1
[FIND LENGTHS OF K TALKS |
A I
[ INCREMENT STATISTICS | INCREMENT STATISTICS |
i ]

v
FIND RESPONSE TIME
ADD IT TO SILENCE

YES

N
ASSIGN PACKETS TO TALKS

STOP
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FLOWCHART FOR SIMULATION OF MOBILE TELEPHONE

SYSTEM

INITIATE STATISTICS
AND ARRAYS

FIND RANDOM STARTS
FOR ALL CALLS
SORT INTO ORDER

GENERATE FIRST TALK-
SPURT IN ALL CALLS

I“
N

FIND SLOTS FOR NEXT
TWO REQUEST TRANS-
MISSIONS

NO ARE YES

-

THE SLOTS
{ EQUAL
UPDATE FIRST CALL

GENERATE NEW TALKSPURT
IF NECESSARY

FIND TIME OF NEXT REQUEST

A COLLISION

TEST FOR FURTHER
COLLISIONS AND
RESEQUENCE REQUESTS

FOR THIS CALL
RESEQUENCE REQUESTS

UPDATE DATA CHANNEL
TRANSMISSIONS UNTIL
TIME OF REQUEST SLOT

INCREMENT STATISTICS

PRINT IF APPROPRIATE

I

FIND SLOT FOR FIRST
SUBPACKET TRANSMISSION
IN DATA CHANNEL

|

INSERT ALL SUBPACKETS
INTO DATA SLOT ARRAY

TEST FOR GLITCHES
DURING EACH INSERTION

END OF NO

SIMULATION

YES
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PRCGRANM SIMUL (DATAL CUTFUT,TAPF1=DATA,TAPE2=0UTPUT)

C THIS PROGKAM SIMULLATES A MOPILF TELFPHGORE SYSTE®
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