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SUMMARY

The thesgis describes a series of rocket experiments performed
(i) to study the vertical distribution of molecular oxygen and
nocturnal ozone in the upper atmosphere, and (ii) to measure absolute
solar and lunar ultraviolet fluxes in several wavelength bands.

Absorption spectroscopy of solar ultraviolet radiation in two
bands, the band being defined by the detectors spectral sensitivity,
were used for the oxygen determinations. Band (a) is sensitive to
AX 105 (114) - 135 nm and utilises Lithium Fluoride (Magnesium Fluoride)
window with nitric oxide gas filling. Band (b) is sensitive to AX 155 -
169 nm and utilises Quartz window with Triethyl~amine gas filling. The
wide variation of oxygen absorption coefficients between the two wave-
length regions has allowed measurement of molecular oxygen concentrations
over the highly variable region 70 - 95 km and the largely unmeasured
region, i.e. between 105-135 km.

The construction of the detectors (ionchambers) is described
including measures taken to improve the life-time and stability of the
ionchambers used previously for similar experiments. The calibration of
tﬁese detectors is described as well as the development and calibration
of a solar aspect detector for use on unstabilized sounding rockets.
Nine of eleven rocket flights conducted during the course of this work,
were instrumented with, ultraviolet ionchambers and were used to study
seasonal and diurnal variations of molecular oxygen at Woomera (Australia).
For each of the two bands, used for oxygen determinations, a height
dependent value of absorption cross-section is employed depending on the
effect of radiation hardening.. In the wavelength band AA 105 (114) -
135 nm, the solar spectrum is dominated by the Hydrogen Ly-0 line (about

.1 nm wide with a line centre at 121.57 nm). The detector signal is

almost exclusively due to this line and absorption coefficients at this



line alone need to be considered in the region 70 - 95 km. However, the
temperatures at the above mesospheric altitudes are generally lower than
room temperature, at which laboratory measurements of absorption coefficient
are generally made. Only recently, high resolution Ly-o absorption data
at lower temperatures have been obtained in our laboratory. The new
absorption data appropriate to the mesospheric low temperature condition
have been used for evaluating the hight-dependent effective absorption
cross-section for deriving oxygen densities from present Ly-0 absorption
measurements. Similar effective cross-section corrections have been made
to the other published Ly-o0 absorption measurements of mesospheric oxygen.
The data so corrected is used to obtain subsidiary information relating

to the latitudinal and

seasonal variations of mesospheric oxygen and derived kinetic temperatures.
This analysis shows clear seasonal and latitudinal variations in oxygen
and kinetic temperatures at mesospheric altitudes. The new observational
mean profile of mesospheric oxygen is found to be in better agreement

with the standard Reference Model.

Useful results from one of the two rocket measurements of
night-time ozone density utilizing absorption spectroscopy of lunar
radiation in middle ultraviolet (200-300 nm) were obtained.
These results are presented. Laboratory measurements of quantum
efficiency of sodium-salicylate in the 110 - 270 nm region and its
variation with the age of the coating over a period of more than a
year are presented. These results are discussed in the context of
absolute calibration of Ultraviolet (UV) detectors and have been used
to obtain solar and Lunar UV fluxes in the wavelength bands of the

detectors used.
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CHAPTER 1

INTRODUCTION

1.1 SCOPE CF THE PRESENT WORK

Although considerable effort has been expanded in measuring the
properties of the total neutral atmosphere, relatively few measurements
have been made of the properties of the individual atmospheric constit-
uents. This is especially true with regard to molecular oxygen above
about 90 km, where both its dissociation into atomic oxygen and diffusion
begin to become important. Therefore, the region between 95 km and 120 km
is of particular importance (Johnson, 1973). Ironically, this region
(95-120 km) is perhaps the least studied part of the 70-150 km region and
the nature of seasonal, latitudinal and temporal variations is largely
unknown.

This is reflected in the fact that statistical studies of theriio-
spheric oxygen data have been restricted to altitudes above 120 km
(Danilov 1972, Offerman, 1974). At lower altitudes, where molecular
oxygen is a well-mixed species, more information is available from measure-
ments of the total neutral atmosphere. However, even here more information
is needed on the molecular oxygen distribution and its variations with

season, latitude and time of day. Additional measurements in the upper

mesosphere (70-90 km) and lower thermosphere will ke helpful in understand-
ing atomic oxygen and ozone photochemistry as well as vertical and horizontal
transport mechanisms in a region where several of these problems are
probably important. These measurements will also be helpful in improving
existing "standard or reference atmospheres", that attempt to give a

dynamic interpretation of the behaviour of the real atmosphere. As

pointed out by Schilling (1968), even minoxr variations in the properties

of a reference atmosphere in the upper mesosphere — lower thermosphere

region can lead to very large variations in its properties at higher

altitudes. Therefore, a proper interpretation of the variations of the
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upper atmosphere, as detected by earth-orbiting satellites, depends upon
a thorough knowledge of the variations in these lower regions.

There have been very few determinations of molecular oxygen density
in the scuthern hemisphere. At mesospheric altitudes, the number of
observations prior to this work was about half a dozen. The addition of
another six mesospheric oxygen profiles as obtained in this work, has
allowed the detection of a possible hemispherical asymmetry in mesospheric
molecular oxygen. There are only four rocket determinations of lower
thermospheric oxygen (100-120 km) at southern latitudes.

Ozone is one of the most important minor constituents in the upper

atmosphere playing a vital role in the atmospheric photochemistry. Although
ozone distribution and its variations in the atmosphere have been studied

in greater detail, relatively few accurate measurements are available at
altitudes above about 60 km and experimentally little is known about ozone

variations at higher altitudes.

UV absorption spectroscopy provides a useful method for determining
the concentrations of oxygen and ozone in the upper atmosphere. In fact,
absorption spectroscopy has provided almost all the oxygen data below
about 95 km. Besides, the same abscrption detectors can be used to
determine absolute fluxes of the source.

Different parts of the solar UV spectrum (100-120 km) are absorbed
in different but limited height intervals due to a wide variation in
abéorption cross—-section of molecular oxygeun (Sections 2.2 and 2.6).
Therefore, detectors can be so chosen to allow absorption measurements
in specific height intervals. Absorption spectrogcopy of solar Ly-C
radiation, allows the determination of molecular oxygen concentrations in
the altitude region 65-95 km. The radiation in the wavelength band
around 160 nm is absorbed in the altitude region of about 100-140 km
whereas the radiation around 145 nm is absorbad at altitudes 10-15 km
higher up. Since a Cockatoo vehicle, as used in the present work, is

capable of carrying rocket payloads to altitudes less than 140 km, a
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combination of twg detectorsf one operative around Ly-o (121.7 nm) and
the other operative around 160 nm; is ideal to cover the entire range
70-140 km, enveloping in the important 100-120 km region. Therefore, a
combination of Ly-0, and quartz-triethylamine (155-169 nm) ionchambers
as detectors, was used for oxygen déterminations; The detectors were
also used to obtain solar fluxes. The absolute flux determinations in
the latter case are of specific importance in establishing the solar
minimum brightness temperature (Section 1.2). These results are presented
in Chapter 5,

A statistical analysis of mesospheric data was made to study
different variations in mesospheric oxygen and derived temperatures and
the results arxe presented in Chapter 6:

Absorptian spectroscopy: of lunar radiation in several bands between
200 nm and 300 nm was used to determine night-time ozone concentrations.
Since the lunar radiation is due to reflection, absolute lunar fluxes
provide a measure of lunar reflectivity. These results are presented in
Chapter 7. Solar UV radiation, the absorption of which forms the major
part of this work, is briefly described in the following sections of

this chapter.

1,2 THE. SOLAR UV SPECTRUM AND ITS ORIGIN

The primary source of energy for most atmospheric phenomena is the
sun. It is, therefore, most important to know the energy spectrum of
solar radiation and how this radiation reacts with the atmosphere. Until
1946, knowledge of the solar spectrum was limited to wavelengths longer
than about 290 nm. Shorter wavelengths are prevented from reaching
terrestrial or balloon-borne equipment by the strong absorption processes
that take place in the upper atmosphere (Section 2.1). The first measure-
ments of the solar spectrum beyond the atmospheric cut-off were made with
a normal incidence grating spectrograph carried by a V-2 rocket to an

altitude of 88 km and the results showed a continuation of the visible



continuum down to 210 nm., Although considerable improvements in the
resolution of spectrographs were achieved in the following years, the
spectrum could not be extended to wavelengths below 210 nm for some

years. This was mainly because of the rapid decrease in the continuum
intensity below this wavelength. In these years,a biaxial pointing
control system was developed which has been used since 1952 for investi-
gations of the solar ultraviolet spectrum employing dispersive instruments.
Non-dispersive detectors (phosphors, Geiger counters and ionchambeis) have
also been used simultaneously for measurements of solar UV intensities
below 210 nm since 1948. Significant success has been achieved in measur-
ing the solar spectrum over a very wide range. Recently, Smith and
Gottlieb (1974) have reviewed the me-surements of solar flux and its
variations at all wavelengths.

The VUV part of the spectrum (100-300 nm) is of particular
relevance for the absorption measurements described in the following
chapters, Tousey (1963), Goldberg (1967) and more recently Noyes (1971)
have presented detailed reviews of the solar ultraviolet measurements.
Most recently, Donnelly and Pope (1973) have developed a very useful model

of solar uvltraviolet flux at fine wavelength intervals (1 nm). The

moderate resolution spectium is shown in Figure (1.3) in which line

intensities have been integrated. More detailed measured spectxrum in

the region 100 nim to 320 nm is shown in Figures (1.1 and 1.2).
Observations of the solar spectrum have led to a description of

the solar atmosphere in terms of three emitting zones:
(i) The Photosphere: This is the innermost zone of about 350 km
thicknezs extending from the limb of the visible solar disk down
to the deepest observable layers. The temperature decreases from
cbout 9000 K at the bottom to about 4500 K at the top.
(ii) The Chromosphere: This zone lies immediately above the
photosphere. It is about 20,000 km thick. Its temperature increases
from 4500 K where it meets the photosphere to about 40,000 K where

it meets the corona.
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(iii) The Corona: This is the outermost zone. During total

solar eclipse, it has been seen to extend to a distance of at

least 40 solar radii. Between the chromosphere and the corona
there is a very narrow transition region where the temperature
rises from 40,000 K to about 1 million degrees. The general
coronal temperatures are between 1 and 2 million degrees.

The visible solar radiation comes almost entirely from the photo-
sphere and consists of a continuum, with a radiation temperature* of
about 6300 K, crossed by numerous Fraunhofer absorption lines. The
continuous opacity of the solar gases is a minimum in the visible
spectral range where it is predominantly due to the free - free and
bound free transitions of the negative hydrogen ion. At wavelengths
both longward and shortward of the visible spectrum, the continuous
opacity increases, with the result that the emergent solar continuum
originates in progressively higher layers. Therefore, it is expected
that in both the extreme ultraviolet and far infra-red, the radiation
temperature of the continuum will pass through a minimum at some wave-
length for which the radiation is emitted from the temperature minimum
region between the photosphere and chromosphere.

Beginning in the near ultraviolet, the continuous opacity increases
towards shorter wavelengths as the ionization limits of the abundant
neutral metals are crossed. As a result the radiation temperature of the
continuum drops rfrom 6300 K to about 5500 K at 210 nm. Near 208.7 nm the
character of the solar spectrum undergoes a rapid change with the continuua
intensity falling by a factor of five in a short space of about 1.5 nm
{(Boland et al. 1971). At 200 nm, the radiation temperature has dropped
to 5000 K while the cores of the absorption lines follow a 4900 K black

body curve both above and below the continuum discontinuity.

* The radiation temperature of the sun at a particular wavelength
is the temperature of a Black body which would emit the same
intensity of radiation at that wavelength as the sun.
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It is concluded that the continuum radiation below about 208 nm
arises only a short distance below the region of the temperature minimum,
while the absorption lines are formed slightly closer to the temperature
minimum where the temperature is a little lower.

More recent measurements of the continuum intensity below 200 nm
are those of Widing et al. (1970), Parkinson and Reeves (1969), Brueckner
and Moe (1972), Nishi (1973, 1975), Ackerman and Simon (1973) and Carver
et al. (1972). These are briefly described and discussed in Section (6.4).
Thése measurements are in general agreement except for the large discrep-
encies in the intensity level. Qualitatively,)below 200 nm continuum
follows a descending black body curve down to about 170 nm. Between 170 nm
and 140 nm there is a broad radiation temperature minimum. Below 140 nm
(Figure 1l.la), the temperature begins to slowly rise with a more rapid
increase occurring as the wing of the very intense Ly-0 line begins to
dominate. On the short wavelength side of the Ly-0 line, the radiation
temperature falls to another minimum on the long wavelength side. Below
118 nm, the radiation temperature of the continuum rises again to a
maximum at 97 nm.

In the 200 nm to 100 nm range, the type of line seen against the

continuum changes from absorption to emission. The first emission lines

appear just below 200 nm and towards shorter wavelengths the absorption
lines progressively disappear as the emission lines become more numerous.
Below 168.2 nm (which corresponds to the lD absorption edge of SiI) there
are no atomic absorption lines and the only absorption features are the
band heads of CO. All of the emission lines show limb brightening in
keeping with their origin in the chromosphere where the temperature is
increasing outwards.

The spectral range 168.2 nm to 152.5 nm is of particular interest
because the emergent continuum radiation can be shown from observations
to arise from the region of the temperature minimum. Above 168.2 nm the

continuum is still photospheric in origin. This is shown by the continued
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7
presence of shallow absorption lines (Figure 1.2b). This, as mentioned
above, indicates that the emergent continuum arises from just below the
temperature minimum region where the temperature is still decreasing
outwards. Additional confirmation of this is given by the fact that
above 168.2 nm, the continuum is still limb darkened. There is a small
but rapid change in the continuum intensity at 152.5 nm which coincides
with the 3p absorption edge of SiI. The intensity is highest to the
short wavelength.side of the edge and this, coupled with the strong limb
brightening observed below 152.5 nm, implies that the continuum radiation
below 15.25 nm is chromospheric in origin. Between 168.2 nm and 152.5 nm,
there are no atomic absorption lines and the centre to limb variations
are small (Brueckner and Moe, 1972). Both of these characteristics are
expected for radiation arising from the region across the temperature
minimum.

Recent theoretical models (Cuny, 1971, Gingerich et al., 1971) are
in agreement with the observations in suggesting that the region between
152.5 nm and 168.2 nm is particularly significant for investigations of
the temperature minimum. The quartz-triethylamine ionchamber (158-164 nm,
FWHM) used in the present work is therefore particularly suitable for
intensity measurements near the solar temperature minimum. These results

are compared with other measurements in this region in Section (6.4).

1.3 THE SOLAR LY-0, LINE

The solar H-Ly-0, line at 121.57 nm is an extremely strong emission
line. The flux from just this line usually exceeds the combiqed flux
from all shorter wavelengths. However, the energy per Ly-0 photon is too
low to ionize the major constituents of the upper atmosphere. The line
happens to be in a close proximity with a window in the o, absorption
cross-section which allows its atmospheric penetration to much lower
altitudes compared to the continuum. Because of this, absorption spectro-
scopy of this line alone has provided almost all the mesospheric oxygen

measurements (Section 2.2.4). Many attempts have been made to study the
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shape of this line. Some of the earlier high resolution studies were
made by Tousey and coworkers in 1959, 1960 and 1962 respectively
(Purcell and Tousey, 1960; 1961; Tousey, 1963). Profiles were also
taken in 1966 by Bruner and Parker (1969) and Quessette (1970) and in
1967 by Bruner and Rense (1969). All of these measurements have shown
that the line profile is characterized by a half maximum width of about
0.1 nm, a wide shallow self-reversal formed by absorption due to atomic
hydrogen between the rocket and the sun. Vidal-Majdar (1975) monitored
variations in the shape of the line with changes in the level of solar
activity. As the value of the absorption cross-section of molecular
oxygen changes rapidly near the Ly-0 wavelength, the shape of the Ly-0
line is of importance when determining the effective absorption cross-
section of molecular oxygen for the whole Ly-o line (Section 2.2.3).
The shape of the line as measured in 1959 by Purcell and Tousey (1960)

is shown in Figure (2.10).



CHAPTER 2

THE ATMOSPHERIC ABSORPTION OF SOLAR UV RADIATION

The development of a generally effective radiation absorption
equation applicable to the atmospheric condition, is followed by the
description of a procedure for evaluation of effective absorption cross-
sections for two specific detectors used in the present work to determine
molecular oxygen densities. The effecis of other parameters such as
temperature and water vapour contamination of the detector gas on the
evaluation of the effective cross sections and derived oxygen (02) densities

are also discussed in detail.

2.1 INTRODUCTION

Solar radiation is the major energy source for terrestrial processes.
A small part of this radiation i.e., the visible is able to reach the earth's
surface directly while the rest, of which ultraviolet radiation forms a
significant and important part interacts with the atmosphere. Outside the
visible region and the radio bands the solar radiant flux incident on the
top of the earth's atmosphere is depleted on 1ts downward path; mainly due
to absorption by constituent gases of the atmosphere. BAlthough the
atmosphere is a mixture of many gases, there are wavelength regions in which
the absorption is known to be due almost entirely to one constituent. 1In
such cases the specificity of absorption in certain wavelength intervals or
at certain wavelengths (such as Ly-o0) permits the determination of the
densities of individual absorbing species. Two such regions in which the
above argument is applicable are the middle ultraviolet and the adjoining
vacuum ultraviolet parts of the spectrum. In the middle ultraviolet
(200 - 300 nm) absorption by ozone is dominant, while in the vacuum ultra-
violet (100 - 200 nm) the only major constituent which absorbs strongly is
molecular oxygen. Therefore absorbtion spectroscopy of radiation in these

wavelength intervals has been used to infer the vertical distributions of
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these two species. Experiments designed for this purpose are described in
the following Chapters (3 and 7). Radiation below 100 nm is predominantly
absorbed by~nitrogen(N2) and atomic oxygen (0) while radiation below about
10 nm is absaorbed by total air (n(02)+n(o)+n(N2)) and is useful for
determining air densities by absorption technique. Figure(2.1 shows the
heights at which the incident vertical flux is attenuated by the factor
'e' (penetration heights) as a function of wavelength. The dominant
sbsorbers are also indicated in the figure. Ground level cbservations are
restricted to wavelengths above about 295 nm at the short wavelength side.
Detectors for the measurement of radiant intensity at wavelengths shorter
than this should be taken above the altitudes shown in the Figure (2.1)
corresponding to the wavelength region being studied if significant

intensity measurements are to be made.

2.2 VERTICAL DENSITY DISTRIBUTION FROM Uv ABSORPTION MEASUREMENTS

2.2.1 Atmospheric Absorption - General

According to the Beer-Lambert law, attenuation of a parallel
monochromatic beam of radiation of wavelength, A, on passing from the top

‘of the atmosphere to a height h above the earth's surface is

$(A,h) = ¢ (A ) exp[ -0 (A)N(h) ] (2.1)
where $(A,h) = is the photon flux at height h in photons
cmﬁ? sec !
¢w(l) = absorption cross section of the absorbing
species in cm? (O2 and O3 in the present case)
and N(h) = is the integrated vertical column density

above a height, h, i.e. the number of oxygen
molecules in a column of area 1 cn? along the
path of the radiation.

If more than one species, say n different species, are contributing

to the absorption of the monochromatic radiation of wavelength X, then



200+

150+

ALTITUDE (km)
=
[«]

50

WV

o 50 100 150 200 250 300

WAVELENGTH (nm)

-~
-

FIGURE 2.1- ATMOSPHERIC ABSORPTION

HEIGHTS
(after Herzberg,1965)

The curve shows the altitude at which

vertically incident radiation is attenvated to

1/1,=1/e, i.e. unity vertical optical depth.
Alsoe included are the  dominant absorbers
ond their ionization limits.
ZENITH
[
SUN
Z
¢
dh secZdh
e
h

Figure 2.2 Geometry for the flat-earth
approximation.



11

equation (2.1) can be written in its modified form to take this into account:
d(A,h) = ¢ _(A) exp [- Zi=lln(di()\)Ni(h))] (2.2)

&i and Ni are definéd for ith constituent as above.

This would be the situation if we were to use absorption spectro-
scopy in the extreme ultraviolet region (below 90 nm) where more than two
species contribute towards the absorption. However, in the VUV range of
100 nm to 170 nm and in MUV range of 230 nm to 290 nm, the absorption is
almost entirely due to one constituent i.e. O2 and O3 respectively. Therefore
absorption measurements in these spectral ranges (as was the case in the
present work) can be described simply by equation (2.1) and further treatment
is restricted to a one component situation. A detailed treatment of a multi-
component system has been given by Hinteregger (1962). Nevertheless, small
absorption effects due to other constituents need to be taken into account
in the‘final density evaluation in appropriate cases as discussed in
Section (2.3).

In practice, any radiation detector will have a finite bandwidth,

AX, within which it will respond. From equation (2.1), the flux in photons
cm 2 sec !, within the instrumental bandwidths, from A to A+A)X can be
written as

A+AN
¢ (A) exp [-o(X\)N(h)]dA (2.3)

A

If €(\) represents the spectral response function of the detector

o0 =

(Section 3.8) then the detector's signal at a height, h, is given by

A+AX
I(h) =J e(A)¢_(A) exp[-0(AIN(h)]dr (2.4)
A
or
A+AX
I(h) =J €(A)$(X,h)ar (2.5)
A

where ¢(h,\) is given by equation (2.1).
Therefore the differentiation of equation(2.5)c¢an be written as

A1 (h)
dh

9¢ (A, h)
oh

A+AN
= f e (Aydx (2.6}

A
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The differentiation of equation (2.1) can be written as

g_i“'h) =-¢_() a(\) % exp[-0 (A)N(h)] (2.7)
or

BOM - ooy B poun (2.8)

Substituting for %%— from equation (2.8) in equation (2.6) we arrive
at the relation

i—i = J;HM -G (\) ¢ (A, h) gh—N £(X)dA (2.9)

using equation (2.5) we can write

AN A+AN
I J ¢ (A, hYo(A)e(h)dr
1 4. A (2.10)
I dh A+AX :
J ¢ (A,hye(A)ax
A
or
1 a1 _ _ 4N
T dn " an Ceff(n,z) (2t
where oeff(h,Z) is defined by
A+AN
¢ (A, h)yo (M) e(X)ar
o = —— (2.12)
eff(h,Z7) A+AN
d(A,h)e(A)ar
_ A
and Columnar density N can be written as
N(h,2) = I n(th) F (h,2) dh (2.13)

where F(h,Z) is optical depth factor at height h and for solar zenith angle
Z*, F(h,Z) can be replaced by SecZz for gzenith angles < 75° under the flat
earth approximation (Figure 2.2). For zenith angles greater than 75,
evaluation of F can be carried out as described by swider (1964) (also
Weeks and Smith (1968)).

The value of O can only decrease or remain constant as the

eff(h,z)

radiation penetrates down through the atmosphere. It will decrease when

0(\) varies across the bandwidth of a detector because the radiation of

L The solar zenith angle Z is defined as the angle between the
direction of the sun and the local zenith.
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wavelengths where Q(A) is laxrgexr will be absorbed more strongly, leaving a
higher proportion of the radiation of wavelengths at which ¢ is smaller.
This changing distribution of the radiation within a detector's bandwidth
is known as "radiation hardening".
By combining equations (2.11) and (2.13) we can write the following
relationship between the measured detector signal I (h) and the related

number density at this height n(h):
1 dI 1 1

nih) = I(\) én F

E (2.14)
eff (h,2)

Equation (2.14) is the fundamental equation to be used for deriving the
nunber density for a particular species for which a signal profile (I (h))

is known. The effective absorption cross-section O is given by the

eff(h,Z)
equation (2.12) in its most fundamentai form which can be used to evaluate
o for a specific observed profile. Equations (2.12) and (2.14) are
eff(h,2)
particularly suitable for deriving both oxygen (02) and ozone (03) number
densities from a measured flux profile.
It can be seen that, if the operational bandwidth of the detector,
d\, is such that the absorption cross-section O(A) of the species being
studied remains constant within d\, the equation (2.12) is reduced to its
most simple form:
o - 2.15
of£ (h,2) o (constant) ( )
Therefore detectors can sometimes be selected in such a way that
the absorption cross-section of the species being studied does not vary
within the operatiwve bandwidth of the detector.
Further treatment in this chapter will be restricted to the
a it i ! and
measurement of oxygen (02) densities and the evaluation of Oeff(h,z)

vertical distribution for ozone detectors will be discussed in Chapter 7 .

2.2.2 Atmospheric Absorption of Radiation Between 100 nm and

170 nm and Oxygen Densities

In the wavelength range from 100 nm to 170 nm, the absorption is
mainly due to molecular oxygen and absorption effects of other constituents

can generally be neglected (Section 2.3). Therefore equations (2.12) and
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(2.14) can be written for the vertical distribution of oxygen as
1 dam 1 il

n. (h) == = (2.16)
a2 I (h) dh. deff(h,Z)F(h’z)
and the effective absorption cross—section is given by
A+AX
f ¢ (A ,h)e(N) T, (M) ar
A g
Oeff(h,z) = (A+AN (2.17)
f d(X,h)ye(N)ar
A
where ¢(A,h) is the flux at height h given by
o2 = ¢ (N exp [-0,, (AN, (h,2)] (2.18)
and
Noz(hJZ) = Jhnuz(h)F(h,Z)dh (2.19)

The quantity I(h) and hence dI(dh) is the detector signal observed
during the rocket flight and can be directly used from the flight data
(when corrected for detector angular response). F is the optical factor and
can be easily evaluated for a given zenith angle from Swider (1264). 1In
fact for zenith angles < 75 F can be approximated by sec Z for an
inaccuracy of less than 1% (Weeks and Smith, 1968).

The only other quantity to be evaluated before equation
(2.16) can be used to derive the vertical distribution of Ny, is the
effective absorption cross-section ceff(h,z) as given by equation (2.17).
As pointed out earlier, if O(A) can be replaced by a constant cross~section,
o, then equation (2.17) can be simplified to the form

Géff = 0 (constant)

An example is provided by an ionchauber, such as the one with a
saphire window and xylene filling gas. The bandwidth of this detector is
142 nm to 148 nm and the variation of the molecular oxygen absorption
cross-section across this wavelength range can be neglected to an accuracy
of * 5% (Weeks, 1975b).

For both the detectors used in the present work it was found

necessary to evaluate Géff by using the equaticn (2.17). Therefore this

aspect will be discussed in detail in the following sub section.
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2.2.3 Evaluation of the effective absorption cross—-section

(a) The Abscrption Cross—-section of Molecular Oxygen

The photo absorption cross-section of molecular oxygen in
the vacuum ultraviolet region has been investigated by a numbexr
of workers. Detailed measurements of Watanabe et al (1953a),
Metzer and Cook (1964) and Blake et al (1966) are substantially
in agreement with one another. All of these measurements utilised
photoelectric techniques and the general nature of the absorption
spectrum can be seen from Figure (2.3). The Schumann-Runge
dissociation continuum extends from abou; 130 nm to about 175 nn
with the maximum cross-section of 1.48x10 '’ cm® at 142.5 nm. It
is associated with the dissociation

02(32;) >0@) + o

The Schumann-Runge bands are at wavelengths longer than 175 nm.
It can be seen from the Figure (2.3) that the cross-sections of
these bands decrease with increasing wavelength until they merge
into the weak Hertzberg continuum. One of the two detectors used
in the present work has an operative band in Schumann-~Runge
continuum of 155 nm to 169 nm. Abscorption cross-section values
for the evaluation of the effective absorption cross-section
(Section 2.2.3c) for this detector were taken from Blake et al
(1966) .

At wavelengths shorter than 130 nm, the oxygen spectrum shows
a number of strong absorption bands separated by "windows" where
the cross-~section is much lower. The most important of these
windows is the one that almost exactly coincides with the very
strong solar hydrogen Ly-¢ 1line. The shape of the window and
the shape of the Ly-0 line are shown in Figure (2.10 Y. Although
the window is very narrow, there is a close proximity of the
Ly -0 line to the centre of the window. It means that only

this line is able to penetrate dcwn to altitudes 65 - 70 km in
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the solar spectrum between 100 nm and 135 nm. This has the obvious
advantage that even if a wide band detector is employed to observe
the radiation in this region of the spectrum, only Ly-0 radiation
will be recorded by thie detector up to altitudes of about 95 km
which. in turn simplifies greatly the reduction of the data at these
altitudes. The importance of this window can be realized from the
fact that absorption photometry of this line alone has provided
the measurements of molecular oxygen concentration at lower meso-
spheric altitudes. The Ly-0 detector used in the present work has
an operative bandwidth of 105 - 135 nm. However up to altitudes

of about 95 km (this height increases with increasing zenith angle -
see Section 2.6) the ionchamber signal is purely due to the Ly-0O
line and therefore the absorption cross-section of molecular oxygen
only at Ly-0 is needed for such data reduction.

In view of the importance of this line considerable effort has
been put in measuring the absorption cross-section of molecular
oxygen at Ly-d, employing both photoelectric and photographic
techniques. The earliest measurement is that of Preston (1940)
who employed a photoelectric techmique. His value of 1.04x10" 29
cm? at the line centre is substantially in agreement with the later
measurements of Watanabe et al (1953a), Metzger and Cook (1964),
Shardanand (1967), Ogawa (1968), Gaily (1969) and a very recent
measurement of Carver et al (1976). All of these measurements
employed a photoelectric method. The measurements of Ditchburn
et al (1954) and Lee (1955) are significantly lower than the above
group of measurements. Both of these measurements employed a
photoelectric technique and the cross-section values are in good
agreement with each other. In most of the photoelectrical
measurements, a pressure dependence of absorption cross-section
was ohserved in contrast to the photographic method in which there

was no apparent pressure dependence. Thus there is some discrepency
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between the results obtained by the photoelectric and photographic
methods.

The measurements of Ogawa (1968) and Carver et al (1976) have
been made at higher resclution and lower pressure than the rest of
the photoelectrical measurements. The values of the absorption
cross—section at the Ly-0 line as measured by various workers at
room temperature are summarized in Table (2.1) . Carver et al (1976)
have also measured absorption cross-sections over the line width

at lower temperatures.

Table 2.1
c _ .
Investigator (s) ross-section(0) Pressure range Reported values
—20 2 used in torr | extrapolated to
10 cm
Preston {1940) ([l.04 30 - 290 zero pressure
Watanabe et al (1953a) |1.00 70 = 480 Zero pressure
Ditchburn et al (1954) |0.84 - 20 No pressure
dependence
observed
Lee (1955) |0.85 - 23 No pressure
dependence
observed
Metzger and Cook (1964 1.04 - 9.3 -
Shardanand (1967) |1.08 25 - 400 Zero pressure
Ogawa (1968} |1.03 - 121.572 nm{ 1.2 - 6.5 -
Gaily (1969) [2.37 760
Carver et al (1976) |1.06 - 121.56 nm 15 - 20 Zero pressure
0.93 _ 121.58 nm

In the present work, calculations of the effective absorption cross-

section for the Ly-0. ionchamber were made by using the data of Ogawa
(1968) as well as the recent results of Carver et al (1976) for the

shape of the window
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These are shown in Figure (2.10 )} along with the shape of the solar
Ly—-0, line as measured by Purcell and Tousey (1960). However the
final value to Be used for the effective absorption cross-section
at Ly-o, should be considered in relation to any temperature effects
on the cross-section in the mesospheric low temperature conditions.
A discussion of this follows in Section (2.2.4).

(b} Effective Cross-section for the O-T Ionchamber (155 to 169 nm)

data

Effective absorption cross-section for a detector responding
to radiation of wavelength A to A+AA with a spectral response
function €(\) is given by equation (2.12) i.e.

r>\+A)\
J ¢ (X, h)o(A) e\)ar
A

(2.20)

Oeff(h,z) = AN
j ¢\ ,h) e (\) dx

A
where ¢ (A, h,z) is the flux at wavelength A and height h, cbserved

by the detector and can be related to the flux outside the atmos-
phere by the equation (2.1) i.e.

¢ (A/h,2) = ¢_(A) exp [-0(A)N(h,2)] ' (2.21)
By coﬁbining equations (2.20) anA (2.21) we can write a complete
equation for the effective absorption cross-section at height h

in terms of Qw(X)IE(A)IN(h) and o (A)

A+AN
f ¢, (A) exp[-N(h)G(A)] o(A) e(d) A
I

Ceff(h,z) ~ (A BA (2.22)
f ¢m(k) exp[-N(h)o(A)] €(A) ar
A

and

N(h,z) = rn(h) F (h,2) dh (2.23)

h

The variation of de with height was investigated for the

ff
quartz-triethylamine ionchamber using the following assumptions.

(i) The vertical distribution of molecular oxygen was assumed

to be that given by (a) 1965 mean CIRA atmosphere up to

300 km (b) CIRA (1965) model 5 (mean solar activity) 0800
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hrs: local time from 300 km to 800 km.

(ii) The variation of the molecular oxygen absorption cross-

section between 155 and 170 nm was assumed to be that
given by Blake et al (1966)

(iii) The typical spectral response used was that shown in
Figure (3.9).

(iv) The wavelength distribution of the solar flux in this
spectral region was taken to be that of a black body at
a radiation temperature 7T.

The values of Oe are not strongly dependent on the assumed

£f
flux. It can be seen from Table (2.2) that the relative variation
in Oeff for a variation in temperature (Te Sun) by * 50° K is
insignigicant. Therefore a value of 4600° K was used for this

purpose (Section 6.4). For illustration the spectral distribution

of 0, ¢  and € is shown in Figure (2.4).

Table 2.2
- Oopp - T x 108
T = 4500°K 4600° K 4650°K
95 1.736 1.737 1.738
100 2.628 2.633 2.636
105 2.844 2.849 2.852
110 3.157 3.164 3.167
115 3.313 3.320 3.324
120 3.387 3.395 3.398
125 3.426 3.433 3.437
130 3.448 3.455 3.459
135 3.461 3.468 3.472
140 3.470 3.477 3.481

were carried out for zenith angles,

Calculations of Geff

Z(< 75°) so that F(h,Z) in equation (2.23) could be replaced
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by secZ. It can be noticed that the denominator in equation (2.22)
right hand side is nothing else but the detector signal I(h).

Th £ i £
erefore calculations deff(h,z) for small Z, and I(h,Z) or

I(h,2)/I, can be simultaneously made for a given zenith angle.

These calculations can be used to plot a graph of Oeff(h,Z) Vs

I(h,Z)
I

[+

. This graph is then the relationship of Oeff(I/I ) Vs
o

. d . .
I/Io and can be used to obtain Oeff(h,z) for experimentally

I(h,Z
observed value of —iEi—l'. As expected, it was found that

[}

Oéff (I/Io) is independent of zenith angles Z and therefore the
curve of Figure (2.5) is wvalid for all zenith angles (Z).

The values of ceff shown in Figure (2.5) are virtually
independent of the assumed density distribution. This can be
seen from Figure (2.6), where N(h) is plotted against Oeff(h)
for Z= 0, that Oeff varies rather slowly with a variation in

N(h) (variation in W by a factor of 10 results in a variation in

Outs of less than 20%).

The estimation of I can be carried out as described in
Section (5.8), if direct measurement of it is not available.
However equation (2.2)can directly be used to calculate Oeff(h,z)
and a computer program was used to calculate these values for
the measurements in the present work as further discussed in

Chapter L.

(c) Effective Cross-section for the Ly-o Ionchamber

(105 (114) - 135 nm) data

The spectral response curves for these detectors are shown
in Figure (3.8) responding to the radiation in the wavelength .
interval of 105 - 135 nm and 114 - 135 nm respectively. This
includes +he hydrogen Ly-0 line (121.6 nm). As pointed out
previously (Section 2.2.3a) the solar hydrogen Ly-¢ line, is a
very strong line ia the 105 - 135 nm or 114 - 135 nm region of

the solar spectrum and contributes more than 80% of the
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unattenuated detector signal at altitudes above the oxygen atmos-
phere.

Moreover, the deep window in the oxygen absorxrption cross-section
almost at Ly-0 allows this line to penetrate and be observed at

altitudes down to 65 - 70 km. The other radiation in the detector

pass band is absorbed at altitudes above about 95 km. Therefore up
to altitudes where the detector signal is almost entirely due to
Ly-0 (~ 95 km)y we need to consider only Ly-0 radiation for evaluation
of the effective absorption cross-section for this detector. The
precise value of the height will depend gn such things as solar
zenith angle, Z, intensity of the line relative to the other
radiation (which varies slowly with solar activity) and the water
vapour contamination of the detector which reduces the relative
efficiency of the detector at Ly-o. 1In view of the importance of
these factors, a detailed description of these problems is given
separately in Section (2.4).
Equations (2.22) and (2.23) can be used to calculate the
effective cross-section as in the case of the other detector.
Under the conditions described above, the integration in equation
(2.22) is over the width of the Ly-o line. Although the width of
this line is very small (~ 0.1 nm), the absorption cross-section
variation over this line width is significantly large (Figure 2.10 ).
The effective cross—section for this detector was investigated

using the following assumptions which are similar to those of
Section (2.2.3b).
(i) The vertical distribution of molecular oxygen was assumed

to be that given by CIRA (1965) up to 800 km (Section

2.2.3b(i)).
(ii) The spectral intensity distribution of solar Ly-d line

was taken to be that given by Purcell and Tousey (1960)

Figure (2,10).
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(iii) The spectral response, -€(A) can be taken as a constant over
the width of the line.

(iv) High resolution molecular oxygen absorption cross-secticn
measurements across the width of the solar Ly-0 line have
been made by Ogawa (1968) at room temperature (300°K) and
by Carver et al (1976) at room temperature as well as below
room temperature (82°K, 195°K). All of these profiles
(Figure 2.10) were employed. An additional theoretically
estimated profile for mesospheric conditions (Section 2.2.4)
was also used.

(v) Hall (1972) estimated the effect of other absorbers to be

about 5 percent and included a term 5 x 10 2% cm? in O(A)

for his calculations of Oe £ for this ionchamber. Since

£

this contribution is largely uncertain (Section 2.3) we have
assumed this factor to be zero in the following calculations.
However, this effect, can be easily taken into account by
simply adding the appropriate term 'f' to the evaluated
effective cross—-sections for various cases if and when
required.

Calculations of Oe for small zenith angles identical to those

ff

described in the previous section were carried out in order to evaluate ceff

(I/Io) o I/Io as well as ©

-.C B i h . h .Et"‘
off(h,z) 2° @ functicn of height. These calcula

ions are shown in Figure (2.7) where a similar estimation of Ueff by Hall
(1972) is also shown. Hall used Ogawa's cross-—section. As expected the

agreement between Hall's estimate and our calculations for Ogawa's cross-

section is very good (there is a constant difference of about 5 x 10 22 om?

since we have neglected the correction term £ = 5 x 10" 22 cm?)

. There is

a large discrepency between the room temperature cross-section profiles of
Ogawa (1968) and Carver et al (1976) at the blue wing of the line profile

(Figure 2.10).

This results in a disagreement in Oé which increases with height

ff
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to about 16% as I/Io gets closer to unity. The weak dependence of effect-
ive crosg-section values on the assumed model is illustrated in Figure (2.6)
for this ionchamber.

The estimation of I, can be carried out as described in Section
(5.8) since direct measurement of Io(Ly—a) will be rather difficult due to
uncertainty in the total contribution of other than Ly-0 radiation to the
detector signal when the sun is viewed from above the absorbing atmosphere
(Section 2.4). The appropriate curve from Figure (2.7) can thus be used to
evaluate effective cross-sections from the cbserved values of I(h)/Ic.

Equation (2.22) can also be used directly to evaluate © for a given

eff(h,z)
zenith angle. It should be pointed out that until quite recently it was a
common practice to use a constant value for the effective cross-section.

The value of the cross-section was taken at the centre of the line and the
variation across the width was assumed not to be important. The most
common value used was of 1.00 x 10 2% cm? after Watanabe et al (1953).
Recently it was shown that the effect of the cross-section variation across
the width of the line is significant and failure to take it into account
will result in erroneous derived number densities (Hall, 1972; Ilyas and
Horton, 1974; Weeks, 1975a, see Figure 2.7). However,Smith and Miller (1974)
have since questioned the validity of the effective cross-section based on
Ogawa's (1968) cross-section under the low temperature conditions of the
mesosphere. They have argued that significant temperature effect may be
encountered in the absorption cross-section at mesospheric temperatures

of less than 200°K. The results of Carver et al (1976) clearly indicate

a significant temperature effect. The results of Carver et al (1976) are
substantiated by an indirect estimation of an absorption cross-section
profile at Ly—o appropriate for the mesospheric temperature conditions.
Details of these computations are given in the following Subsection (2.2.4)

where this problem of temperature effect is considered in detail.

2.2.4 Temperature Effect on the Effective Cross-section

(a) Introduction

Generally laboratory measurements of absorption cross-section (0)
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are carried out at room temperature (~ 300°K). However in the
altitude ranges where absorption measurements are carried out,
atmospheric temperature conditions can be significantly different.
Therefore we need information on the variation of cross-section
(0) with temperature so that an appropriate value of 0, relevant
to the atmospheric temperature condition in which a measurement
is made can be used in equation (2.17) to evaluate effective
cross—section. At mesospheric altitudes, temperatures are signif-—
icantly lower than room temperature whereas above about 120 km
temperature rises sharply and becomes higher than room temperature.
The absorption of radiation around 160 nm takes place above 100 km
and the temperature is expected to be still below room ter~zrature
for another 10 - 15 km above which it increases sharply and becomes
higher than 300°K. However according to the study of Hudson et al
(1966) temperatures significantly higher than the room temperature
do not affect the absorption cross-section value for molecular
oxygen around 160 nm by any appreciable amount. Therefore any
temperature effect on the effective cross-section for a Q - T
ionchamer at thermospheric altitudes can be neglected assuming
one can extrapolate the high-temperature results to low temperatures.
Further discussion is hence restricted to the temperature effect
on the absorption cross-section of molecular oxygen at Ly-Q (121.57 nm,

As mentioned earlier temperature conditions at mesospheric

altitudcs can be drastically different from the laboratory temper-
atures. Until very recently no attempt was made to study the
effect of such low temperatures on the oxygen absorption cross-
section at Ly-a. Jursa et al (1965) did consider the possible
temperature effect under mesospheric conditions in order to find
some explanation for their rather low O density results but
concluded that the effect was insignificant. Recently Smith and

Miller (1974) reported a series of molecular oxygen me asurements
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using Ly-0 ionchambers and compared them with neutral density data
taken at about the same time. They observed the ratio (0,/p) to
be about 20% lower from the model ratio with good internal
consistency between the various density profiles. The O2 densities
were derived for a constant cross-section of 1.00 x 10 2? cm®
rather than a much larger variable cross-section based on Ogawa's
(1968) cross—section. They have argued that this low density data
could be interpreted as the result of the value of 1.00 x 10" %%m?
for effective cross-section being too high and suggested a value
of about 0.8 x 10 2%cm® for the cross-section applicable under the
cooler conditions of the atmosphere at mesospheric altitudes; for
instance temperature at 80 km is about 100°K less than the
laboratory temperature at which the cross-section measurements

are generally made. Since the number density is inversely

proportional to the cross-section; the lower value of 0.8 x 10 20

cm? against 1.00 x 10—2°cm2 would be translated into a 25% shift
upward in O2 densities needed to bring their inferred ratics close

to the model (CIRA, 1972}

(b) Temperature Effect in Oz ZAbsorption Cross-Section at Ly-o

In view of the sensitivity of the value of cross-section in Ly-o
absorption measurements, we have attempted to study this problem
of cross-section theoretically by re-analysing the reported O,
measurements. Each individual profile listed in Table (6.1) was
used to recompute O, density profile for a variable cross-section
corresponding to four absorption cross-section data given below.
A mean profile was then obtained from these recomputed profiles
for each case and was compared with the model. Generally effective
cross-section calculations involve a Ly-0 line profile, a model
atmosphere and absorption cross-section data across the width of
the line. Throughout this study of temperature effect, the solar

Ly-0 Line profile of Purcell and Tousey (1960) and CIRA model (1965)
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were used and only the absorption cross-section was used as a
variable. The method of evaluation of effective cross-section
Géff(h,z) for a zenith angle (in the present case corresponding
to each flight) has already been described in Section (2.2.3).
A given 02 profile may be corrected for a different effective
cross-section through the relationship:

naz(corrected) e na; (G/Géff(h,z)) (2.24)
where O is the cross-section used to derive n02 - the listed O2
density at height h. Hall (1972) has estimated an absorption cross-
section for absorption of Ly-da by constituents other than oxygen
to be about 5.0 x 10 %?cn®. This term is generally added to the
O2 absorption cross-section for evaluating effective absorption
cross—section (Section 2.2.3). Since this estimate is based on
absorption cross-sections of other constituents at room temperature

and the uncertainty in the estimated factor is large (see Section

2.3); this factor has been neglected in these calculationss

Firstly, absoxption cross-section data of Ogawa (1968) was
used to obtain a height-dependent variable cross-section and
secondly, a constant absorption cross-section across the solar

-20

Ly-0 line with a value of 1.00 x 10 cm? was used which resulted

in a more widely used constant effective cross-section of
1.00 x 10_2°cm2 to be used in equation (2.24). All the earlier
measurements that used a different effective cross-section (only
a few) were corrected to this value and some recent measurements
that used a variable cross-section were also recomputed for this
value.

Mean O2 profiles for each of the ahove two cases wexe
computed which showed significant departures from the CIRA,

1972 model (Figure 2.11). The departure in ore of the two

cases may be either real or as a result of inadequate value of
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cross—section used in both cases. Assuming that the latter is the
case a fictitious cross—section curve was obtained as described
below, which when used in the first case mentioned above, results
in a variable cross~section resulting finally in a mean O, profile
in good correlation with the model atmosphere.

A computer program was used in which varying shaped O, cross-
section profiles were used (Figure 2.8) to cbtain effective cross-
section valucs for each flight. These were then used to correct
the density profile through equation (2.24). The so corrected
profiles were used to cobtain a mean profile which was compared
with the model for each cross-section value. The mean profiles
were normalized such that a ratio of 1.00 with the model was
obtained at 70 km. From the so normalized mean O2 profiles,
plotted as ratio to the model (Figure 2.9); the mean profile
showing best correlation with the model over the entire height
range of 70 - 90 km was taken to be as the result of the approx-
imately correct shape of the absorption cross-section profile
across the width of the Ly-o line. It was found that the
normalization of a particular cross-section profile results in
a new variable cross-section related through a constant to the

-

original cross-section, i.e.

o '=0 andn “=ns+¢ K
eff eff/K 02 02
where G‘ff is a variable cross-section resulting from a specific
e

£f is a variable cross-

absorption cross—section profile and Ge
section resulting from the same cross-section normalized by a
constant factor very close to K itself. This means that an O2
profile may be shifted upwards or downwards by a constant factor

by simply normalizing the cross-section profile by a suitable
factor. The asbsorption cross-section profile selected as mentioned

above was then normalized such that the mean O2 profile had a ratio

of about 1.00 with the model and the resultant cross-section
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profile (Figure 2.10) is taken to be appropriate for the mesospheric
temperature conditions. The corresponding mean O, profile is
shown in Figure (2.11).

Finally, the recently measured absorption cross-section profile
of Carver et al (1976) at 195 K was used to calculate effective
cross-sections for each profile of Table (6.1) and the profiles
were then corrected using equation (2.24). The resultant mean
profile is shown in Figure (2.11) as ratio to the mean model.

A negative departure at lower altitudes for a constant cross-
section suggests the application of a height dependent absorption
cross—section (variable cross-section) that becomes smaller at
lower altitudes. A relatively large negative departure (ratio
less than 1.00) over most of the region of interest for Ogawa's
cross—-section suggests the possibility of smaller O2 cross—-sections
applicable to the oxygen data than Ogawa's room temperature cross-—
section. This has been now experimentally confirmed by the results
of Carver et al (1976). The experimental profile at 195 K in
fact results in a positive departure from the model of about 15%
in the mean oxygen profile. No account has been made of absorption
due to other constituents in deriving the mean profile for this
case. However, the theoretical profile shown in Figure (2.10)
represents an average total absorption profile for oxygen as well
as other constituents for average mesosphere. Therefore perhaps
part of the positive departure is because of neglecting the effect
of other absorbers in the computations of effective cross-section
(Section 6.3). It is interesting to note that the effective
cross—sections for Ly-o at 82°K are not significantly different
from those at 195 K (Figure 2.7).

As more laboratory measurements of temperature effect become
availahle, the situation will become more definitely clear. Still

measurements by independent techniques, possibly mass-spectrometry



5-0

B \ Ogawa L
v/ . : _
40 k= \/ Ly-oa line profile (Purcell)
2 \ .
& CARVER etal
O 3-0 +— . -
S ® 294 K
= — 195K
20— X 82K -
@]
b L _
o
——*""
1-0 }— i — =i
“i%ﬁ—ﬁwﬁ}gﬁ**’
IR Al X A
*—*ILYAE‘(#@; mesosphere) X
0 e sl W R NN NN SN SR N S | 3 L1
1214.5 1215 12158.5 1216 1216.5
A (NM) X 10
Figqure 2.10 Shape of the Ly-o profile (after Purcell and Tousey; 1960) and various O2

absorption cross section as a function of waveleagth.

I~

Ly-a profile (Arbitrary units)

e

o



IN KM.

HEIGHT

100 -

90 -

85 -+

TQ0 4 \
.80

.Q(j 1.00 1.1
D2 MEAN/D2MODEL{ CIRA-T72

S | I
0 1.20
)

Figure 2.11 Mean O, ratios using different cross cections.

(a)
(b)
(c)

(d)

Ogawa's cross section
Constant cross section (1.0x10 cmz).
Theoretical profile appropriate for average
mesosphere. .

Carver et al. (1976) cross section at 195 K.

—20

1.30



29.
would be of prime importance for direct comparisons of the O, data
(Section 6.1).
(c) Conclusions:

The temperature effect on the effective absorption cross-
section for a Q - T ionchamber can be neglected. However, the
oxygen absorption cross-section at Ly-0 decreases significantly
as the temperatures are decreased below room temperature. The
effective cross—sections at about 200°K are lower by about 15-20%
from those at room temperature. This difference is found to
further increase if Ogawa's room temperature data is employed.

In the first few kilometres (70-76 km) mean temperatures are
still higher than 200° K and for the data in this region, a cross-—
section profile at comparable temperatures (this will probably
result in somewhat larger effective cross-sections) is needed.
The change in effective cross-sections at 200°K are substantially
in agreement with the suggestion made by Smith and Miller (1274).

2.3 ABSORPTION OF RADIATION BETWEEN 100 AND 200 nm BY CONSTITUENTS

OTHER THAN MOLECULAR OXYGEN

Throughout the wavelength range 100 nm - 170 nm and in the height
range near where dI/dh is a maximum, atmospheric absorption is due almost

entirely to molecular oxygen.

i.e. o (Mn (h)>>0 (A)n (h)+0 (M) n (h)+....
02 02 2 2 3 3

where the cross-sections Qz' 03 etc and the number densities n2, n3 etc,
refer to the constituents other than molecular oxygen. However, Ly-d
radiation almost exactly coincides with a window in the molecular oxygen
absorption spectrum where the cross-section is particularly low (Figure 2.3).
Also, several minor constituents have absorption cross—-sections higher than
that of oxygen at this wavelength (Table 2.3). Therefore, even small
concentrations of these constituents may make some contribution to the
absorption of Ly-o radiation. For illustration of absorption contribution

due to constituents other than molecular oxygen, at 121.6 nm and 161 nm,



TABLE 2.3

Constituent | 0/0,, (Ly-0) n/ng, nG/ngy,0¢,
75 km 90 km 75 km 90 km

02 (M) 1.00 1.00(1) 1.00(2) 1.00 1.00
N2 (M) <6. x10 ° | 3.724 2.094 <2.234x10" 2 | 1.256x10 2
CO2 (H) 7.4 1.4 x10 % | 1.40 x107%| 1.036x10 2 | 1.036x10 2
H20 (H) 1.4x10° 1.09 %10~ % | 2.80 x107¢| 1.526x207% | 3.92 x10 °
03 (/M) 2.3x10° 4.355x10 7 | 1.87 x107¢| 1.002x10"° | 4.30 x10 °
NO (H) 2.7x10% 1.73 %10 ® | 8.85 x10 ¢ | 4.671x10 ' | 2.39 x10 *
CH4 (H) 1.8x10° 3.46 x10°% | 7.03 x107%| 6.23 x 10" °| 1.265x10 °

7, " 1.0x10 2%m? 1. n02(75)=l.8239x1020/M3

2. n02(90)=l.422 x10* % /m3

0/0
o (163.2nm) n/n 2 no/ng,04,
110 km 135 km 110 km 135 km
02 (M) 4.16:’;10-18 1.00 1.00(3) 1.00(4) 1.00 1.00

i

N2 |<2. x10722| 4.81x10°9 6.34 x10° | 8.24x10° | 3.05 x10 3.96x10
co2@) |72 x1072°| 4.81x107Y 2.004x10 2| 1.30x10 % | 9.8 x10 ° |6.25x10
moo(n) | 3. x10 '%| 7.21x107% 2.004x10 °| 1.03x10 ® |1.45 %10 ° | 7.43x10"

6

7

o3(M/m)| 9. x1072°| 2.16x10 % 5.42 x10 ° 1.16 x10 °
NO (H) 2.0 x10 Y9 | 4.81x107% 2.52 x10 *| 2.06x10 ®|1.21 x10 ° |1.0 x10° "
cua(g) | 1.0 x10721 | 4.81x10" % 7.11 x10 ° 1.71 x10 *2

a, (161 nm) = 4.16x10 '8

3. ng,(110)=2.5x10"7 /M
4. n02(135)=9.7x1015/M3

H : Hunt (1973) model for densitie=
M : Model (CIRA, 1972) for densities
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the absorption hy each. atmospheric constituent, Un, will be expressed as a
fraction of tlie ahsorption due to molecular oxygen, 002 n02' at each
wavelength. The results of these calculations are shown in Table (2. 3) .

A brief discussion is given below in respect of absorption of Ly-a by some

important absorbers listed in Table (2.3).

(a) Molecular-nitrogen

Above 100 nm the absorption spectrum of molecular nitrogen
consists only of the very weak band systems corresponding to
several forbidden transitions. Upper limits that have been

determined for the cross—section at Ly—é'are 2 x 10_22cm2 (Preston,

1940), 3 x 10 2%2cm® (Watanabe et al, 1953b) and 6 x 10 2°cm’
(Ditchburn et al, 1954). Using the lowest upper limit of *he cross-
section, the absorption due to molecular nitrogen, at heights below

90 km, is less than 2% of that due to molecular oxygen (Table 2.3).

At greater heights, this percentage will be slightly greater due

to the more rapid fall off in molecular oxygen density due to
dissociation (see n(nz)/n(oz) at 110 km in Table 2.3). Recently,
Wéeks (1975a) has argued, on the basis of more recent rcsults of
Tanaka et al (1964, 1974) which show N, structural bands near Ly-o witl

weak abggrptioﬁthat the molecular nitrogen absorption is insignificant.

(b) Carbondioxide

The absorption cross-section of carbondioxide at Ly-a has been

measured as 7.00 x 10~ 2%m? (Nakata et al, 1965), 7.33 x 10 2%cm?

(Inn et al, 1953) and 7.47 x 10 2%cm® (Preston, 1940). There is

no experimental evidence concerning the distribution of carbon-
dioxide in the region above 70 km. However, Bates and Witherspoon
(1952) have concluded that the rate of dissociation of carbondioxide
is appreciable only above 100 km and so it seems likely that the
fraction of carbondioxide in the atmosphere is constant up toc 100 km.
A recent photochemical calculation of Hunt (1973) also gives weight

to this assumption. The absorption due to carbondioxide relative

to that due to molecular oxygen is estimated to be about 1% below
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10Q knm and eyen less at greater heights.
(c) Ozone

Tanaka et al (1953) have obtained a value of 2.3 x 10 7 em?
for the absorption cross—-section of ozone at Ly-0. Only a few
measurements of ozone concentrations above about 70 km have been
made and these have a large uncertainty (Rawcliffe et al, 1963;
Hays and Roble, 1973 and Miller and Ryder, 1973). Therefore the
absorption due to ozone relative to that due to molecular oxygen
is estimated from the ozone distribution given by Hunt (1973) and
the results are shown in Table (2.3).

(d) Watexr Vapour

The absorption spectrum of water vapour is shown in Figure (2.12)
from which it can be seen that Ly-0 occurs near a maximum in the
absorption spectrum. The values of the cross-section obtained at
Ly-o by various workers are 1.45 x 10 7 cm? (Preston, 1940),

1.45 x 10—17cm2 (Ditchburn et al, 1954). As these values are

more than a thousand times the value for molecular oxygen, even

very small concentrations of water vapour above 70 km could
contribute significantly to the 1ibsorption of Ly~ radiatian. The
very strong band structure in the water vapour abscrption spectrum
occurs within the 105 (114) nm to 135 nm bandwidth of fhe ionchanmber
used in the present work to detect Ly-o radiation. Due to the very
high cross-section values at the peaks of these bands, even very
small traces of water vapour in the nitric oxide filling gas of

this detector can seriously affect its operation (Section 2.4).

There have been no experimental determinations of water vapour
concentrations above 70 km but a recent theoretical profile is
given by Bunt (1973) in a photochemical model. The formation of
noctilucent clouds near an altitude of 80 km, in summer and at
latitudes above 45 , has been studied by Chapman and Kendall (1965).

They have concluded that these clouds are formed when water vapour

is carried (by convection at night) up to 80 km, where it condenses
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on dust particles. As these clouds appear infrequently, it must
be assumed that the transport of water vapour to these heights is
a rare phenomenon. It should not therefore affect the overall
concentration of water vapour at these heights.

There is obviously still a great uncertainty in the concentration
of water vapour above 70 km but for the present work it was assumed
that the water vapour concentration is as calculated by Hunt (1973).
Under this assumption the absorption due to water vapour, relative
to that due to molecular oxygen is estimated to be aboutl.5 percent
at 75 km and 0.4 percent at 90 km and less at greater heights.

(e) Nitric Oxide

A value of 2.5 x 10 '®cm® has been obtained for the absorption
cross-section of nitric oxide at Ly-o (Marmo, 1953). There is a
wide scatter in the NO data of Barth (1966), Meira (1971), Pearce
(1969) and Tisone (1973) and the possible effect is therefore quite
variable due to this uncertainty of perhaps more than a factor of
10 in the NO distribution. The photochemical profile of Hunt (1973)
has been used for present estimation of No effect and the results
shown in Table (2.3) indicate a legligible effect.

(f) Conclusion

Atomic oxygen and atomic nitrogen exhibit continuous absorption
only below their first ionization limits which are at 91 nm and
85.2 nm respectively. They can therefore be neglected when consider—
ing absorption processes above 100 nm. Similarly the inert gases
which have ionization limits at 88.6 nm (Kr), 78.4 nm (A) and .
57.5 nm (Ne) need not be considered.

The estimates of absorption of Ly-0 radiation by constituents
other than molecular oxygen as discussed above and presented in
Table (2.3) are based on absorption cross—-sections of various
constituents measured at room temperatures. As discussed in the

earlier section the average mesospheric temperatures are
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significantly lower than room temperature. Also it is shown in

the same section that both. theoretical studies and experimental
cbservations indicute a decrease in absorption cross-sections at
Ly-o. that decreases with temperature. A similar effect on absorp-
tion cross-section of other constituents is yet largely unknown

and would require similar measurements. In additiongthe concentrat-
ions of two important constituents - NO and H20 - are in great
uncertainty. Therefore no definite correction for absorption due

to other constituents are possible and no such corrections have
been applied to the Ly-0 data in the prééent work.

In the wavelength band 155 nm to 169 nm (the bandwidth of the
other ionchamber used in this study), the effective absorption
cross-section of molecular oxygen is about 300 times the value at
Ly~0.. As a result, the contribution to the absorption of radiation
in this wavelength band, due to atmospheric constituents other than

molecular oxygen, is negligible.

2.4 WATER VAPOUR CONTAMINATION OF THE Ly-0, TONCHAMBER AND SOME OBSERVED

DENSITY ANOMALIES

Ionchambers with LiF or MgF, windows and NO filling gas have a
spectral response band of 105 - 135 nm and 114 - 135 nm respectively. It
has already been pointed out in Section (2.2.3(c)) that although the
detectors respond to the radiation in the abova band passes, during a
rocket (or satellite) flight, the solar radiation observed by the detector
is almost entirely due to Ly-o radiation up to a certain height for the
reasons that (i) Ly-d radiation is very strong relative to the other
radiation in the detector pass band and (ii) absorption cross-section of
molecular oxygen has a window at Ly-a. This simplifies the data reduction

up to such heights hL (to be evaluated) so that all the radiation observad
by the detector at heights below hL is essentially due to Ly-a. The

contribution due to radiation other than Ly-d in the pass band of the
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detector (to be termed as "other radiation") increases above hL and becomes
significant in the total cbserved signal. If the analysis of observed profile
is extended beyond hL with the assumption of pure Ly-o radiation; the density
data would be in error and may show some anonalous behaviour. Furthermore,

in order to monitor Ly-0 flux, one requires knowledge of the total contri-
bution of "other radiation" in the unattenuated detector signal.

The contribution of radiation other than Ly-o at a given height
depends primarily on zenith angle and the spectral response curve of the
detector. It has been seldom realized that the spectral response curve of
the Ly-0 ionchamber (particularly the widely used ILiF - NO ionchamber) is
strongly dependent upon water vapour contamination of the filling gas.
Therefore knowledge of the level of contamination in terms of the m:asured
spectral response may be of use in estimation of (i) the upper limit of
the height range (hL) below which assumption of signal being purely due to
1y—-a radiation would be valid and (ii) the total contribution of other
radiation in the unattenuated signal.

Although some estimates of the height, (hL) and total contribution
of “"other radiation" have been reported, no systematic attempt has ever
been made to study the effect of contamination of the detector gas by
water vapour. This is perhaps one of the main reasons for the scattering
of the reported estimates in Table (2.4).

The purpose of this study was to investigate the contamination
effect on these parameters. Four representative ionchambers were selected
which consisted of a pair of LiF - NO(LNO) and another pair of MnguNO(MNO).
These pairs were selected from two respective batches of these detectors
after measuring the spectral response curves for each of them. Each
selected pair consisted of one contaminated (to be denoted by a script C)
and one relatively uncontaminated or good (to be denoted by a script G)

ionchambers. Spectral responses of these chambers were measured as
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The attenuation of solar flux as seen by one

of these detectors if flown aboard a rocket was estimated using equation

(2.4) i.e.,

I(h,2) ='J
A

where

PEVIV

b, M exp[-0(AIN(h,2) Je(X) dr

N(h,Z) = fwn(h)F(h,Z)dh

h

(2.25)

First, signal due to Ly-o. alone - I(h,Z) was computed from equation

(2.25) by integrating over the width of the solar Ly-0 (~ 0.1 nm wide).

TABLE 2.4

The upper 1limit th)

Ionchamber Type Zenith Angles hL (km) Reference
LiF - NO 50° 125 Grobecker (1967)
MgF, - NO 75° - 80° 100 Martini and Shyutte (1973)
LiF - NO 32° 105 Quessette (1270)
LiF - NO 60° 94 Weeks and Smith (1968)
MgF, - NO < 40° 92 Weeks (1974)
MgF - NO 60° 90 Smith and Miller  (1974)

The shape of the line (hence flux distribution over this width) was

used from Purcell and Tousey (1960) with a total photon flux of 2.38 x 10%!

cm Zsec ! .

at 195 K (Section 2.2.4).

function €()) remains almost constant and can be used as 1.

phere (Section 2.2.3(p)) was used for N02(h).

The absorption cross-section was used from Carver et al (1976)
oOver the width of the line the detector response

Model atmos-—

Then signal due to "other radiation" only - I'(h,Z) was computed

in a similar fashion by integrating the equation (2.25) over the entire
bandwidth of the detector (105 - 135 nm or 114 - 135 nm).

of solar flux was taken from Donnelly and Pope (1973).

The distribution

vhe intense lines -

excluding Ly-o — within the bandwidth of the detectors were integrated in
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the continuum flux. The absoxption cross-section of O2 was used fxrom
Watanabe (1958)., Spectral responses shown in Figure‘(3.8) were normalized
to 1.00 at Ly—d before being used in equation (2.25) so that a direct
comparison could be made for signals I(h,z) and I'(h,2Z) for all of the four
detectors. These quantities were then used to calculate the contribution of
"other radiation" relative to "Ly-a radiation" at a given height, for a
number of zenith angles i.e. I'(h,Z(/(I(h,2) which is shown in Figure (2.13).
Also calculated was the total signal from the detector which is represented
relative to Ly-o flux above the atmosphere i.e. (I(h,Z)+1t(,2) /I(=®,2)).
This representation in Figure {2.14) has the obvigus advantage of giving
observed profiles relative to purely Ly-a profile normalized to 1 above the
atmosphere. The degree of deviation from the assumption of signal being
due to Ly-0 alone at a given height can be readily seen from this Figure.
The results of this analysis can be described as follows:

(a) Upper limit of the height interval (hL)

From Figures (2.13 and 2.14) we can see that for a given zenith

angle the contribution of "other radiation" from LNOC is much

more than from LNOG. Further more, the signal due to “"other

raaiation" becomes significant in the total detector gsignal at

somewhat lower altitudes for LNOC compared to LNOG as expected.

The unattenuated signal due to "other radiation" amounts to

about 13% and 8% of the signal due to Ly-0, radiation alone for the

two detectors respectively. The photon flux of the Ly—0 radiation

has been taken as 2.38 x 101! photons/cmz/sec representing a mean

solar activity situation. It should be remarked here, that the

Ly—-0 flux undergoes a significant variation (vidal-Majdar,

1975)e Printz (1974) has suggested that the flux can be as low as

2.16 x lOllp/cmz/sec whereas considerably lower values have been

reported by a number of workers (sece Weeks, 1967). The flux for

continuum in the hand 105 - 135 nm or 114 - 135 nm is not

expected to show any substantial variations associated with the
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golar activity. Therefore the relative contribution of othex
radiation may Be even larger at a given height if intensity of
Ly-0 radiation happens to be significantly less than the flux
value used in these computations. Of course, if intensity of Ly-t
radiation at the time of a particular observation happens to be’
significantly larger than the value used in these computations
(values have been reported as large as 3.9 x lOllp/cmz/sec, see
Weeks, 1967; vidal-Majdar, 1975) the contribution due to "other
radiation" will decrease consequently at a given height. These
diagrams also show similar calculations for MgFZ—NO (MNO) ion-
chambers. Although some MNO chambers may be more contaminated
than shown by the spectral response of MNOC (Figure 3.8) rthe
risk of contamination is much less for chambers of this type due
to the lower Hzo affinity of Mng.

It may be seen thaﬁ the total contribution of "other radiation"
for LNOG is approximately equal to that exhibited by MNOC and this
contribution is further reduced although not drastically for MNOG..

Therefore it may be concluded that the upper limit of the
height range will decrease significantly with the amount of
contamination of the INO chanber. Interestingly, the effect of
contamination on MNO chambers is found to be much less severe
for reducing the upper limit of the height range which makes an
MNO chamber preferable to an LNO chamber.

(b) Anomalous Behaviour of O, Profile above hy:

Analysis of data from LNO chambers is generally restricted to
below 100 km for zenith angles < 50°. In some of the reported
cases, data analysis has been carried to much higher altitudes
with the assumption that the detector signal is due to Ly-0
radiation only (Table 2.3). Quessette (1970) assumed that for a
zenith angle of 300, at least up to 105 km, signal is due to

Ly~0 radiation only and derived an O, density profile up to this
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altitude,The O,profile shows an anomalous behaviour above 92 km
which has been used at least partially by Tchen (1971) for the
development and confirmation of a turbulent theory. In an attempt
to clarify*thé situation we used our computed flux profiles to
observe any anomaly in the derived O2 density. To maximize the
effect of other radiation, the derived total signal profile for
INOC corresponding to a solar zenith angle of 45° was used
(Figure 2.14). B2n effective cross-section with a value of
1.00 x 10 2%m? for the region above 90 km was used. This is
good enough to illustrate the relative effect of other radiation.
The resultant O2 profiles are shown in Figure (2.15). The density
profile (b) exhibits anomalous higher concentrations above about
92 km. The profile very much resembles the one reported by
Quessette* (1970). It is also interesting to note that the
profile (b) indicates a region of almost constant densities
simply due to the other radiation effect. The results of Grobecker
(1971) which show this constant density anomaly are perhaps due to
this effect. In a preliminary analysis of satellite-born Ly-a ion-
chamber data, Lockey et al (1269) also observed this constant
density anomaly at somewhat higher altitudes. This is probably
due to other radiation effect shifted to higher altitudes due to
large zenith angle situation. Therefore, the turbulent explanation
of Tchen (1971) for the anomalous results of Quessette (1970{ and
Lockey et al (1969) is perhaps not valid; the observed behaviour
being mainly due to other radiation effect.
(c) Contribution of"Other Radiation"to the Total Unattenuated Flux.
We have shown above that the contribution of other radiation
is dependcnt on the amount of contamination particularly for the

INO chamber. Hinteregger (1965) reported this contribution to

The actual instrumentation used by Quessette was somewhat different.
He made use of a grating (100 - 140 nm) in front of an LNO chamber

operated at a gas gain of 300.
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vary from 10% to 30% of the Ly-0, signal. Higashino et al (1966)
have reported this contribution to be as large as 45%, We find
that this radiation should not Be more than 15% of the Ly-q
signal (our calculations showed 7.5%) if an LNO chamber is
reasonably uncontaminated by water vapour. Therefore a significant—
ly higher contribution due to other radiation may be an indication
of the high degree of contamination of the detector. Nevertheless
as mentioned earlier, it should be realized that solar Ly-0
radiation undergoes significant intensity variations and the
relative contribution should be seen in that context as well.

It may be concluded from the above discussion that the water
vapour contamination has but marginal effect on the MNO chiuber
for the "other radiation" signal although an INO chamber is
affected significantly. There is a greater problem of contam-—
ination of an LNO chamber compared to an MNO chamber as discussed
in Section (3.5 ). Moisture effect on transmission of a
Magnesium Fluoride window is found to be almost negligible
(Masuoka and Oshio 1974). Therefore Magnesium Fluoride windowed
ioncharbers would be superior for use as flux monitors. The upper
limit hL appears to bc below 95km for zenith angles less than 75"

for a moderate solar activity.

THE DETERMINATION OF TEMPERATURE PROFILES FROM OXYGEN DENSITY PROFILES

The basic equations governing the structure of the atmosphere are:
(a) p, = nikT (The gas law)
where P, is the partial pressure and n,
the number density of the constituent i, k is Boltzmann's constant,
and T is the absolute temperature.
We may also write
p = nkT p =€ n;

where p and n are the total pressure and

the total number density.
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(b) Ppi = mi nj;P = €mi ni
where pi is the density and wi the
rolecular mass of constituent i, and p is the total density.

(c) dp = -pg dn (The Hydrostatic Law)

The determination of the number density of one constituent ni (h)
as a function of height will not in general allow a temperature profile
to be calculated. However, there are two special situations in which the
calculations can be made. These are:

(a) Diffusive Equilibrium

This is the situation where each constituent is distributed
in height just as if it were the only constituent i.e., each

constituent behaves independently of the others. Then

pi (ho) = pri(h) g dh
ho
= mi f»ni(h) g dh (2.26)
ho
and
mi rni(h) g dh
T (ho = ho (2.27)
ni(ho) K
(b} Mixing

In this case each constituent occupies a constant fraction by
volume (i.e. number density) of the air. If the fraction occupied
by the constituent i is ri = ni/n and we define a mean molecular
mass m = z mi ni/n = p/ni; then

m ni/ri- Therefore

p = nm

pi(ho) ri p(ho)

rir p(h) g dh
ho

= ri [” m ni(h) g dh/ri
h

Q

I

il

=m [” ni(h) g dh (2.28)
ho



41

and m r hi(h) g dh
T(ho). = ho

ni (hojk

Molecular oxygen is prcbably in diffusive equilibrium above about
120 km during the day (Killman-Bijl and Sibley, 1963), and below 20 km there
is mixing, the mean molecular mass being 28.96 (CIRA 1972). Between 90 and
120 km, where the photodissociation of oxygen takes place, neither of the
above two situations is exclusively applicable.

Since the number density measurements do not extend to an infinite
height, rather only to some maximum height hm, tﬁe integrals in equations
(2.26) and (2.27) cannot be evaluated from the measurements alone. There

are two ways of overcoming this difficulty. The first is to make a direct

estimate of f” ni(h) g dh from an extrapolation of the ni(h) curve. The
hm .

second, more usual method is to assume a temperature Tm at hm and calculate
fm ni(h) g dh from
hm i Jm ni(h) g dh
Tm = hm_(h T (2.30)
, i L4m for case (a)
Er ni(h) g dh
hm
and Tm = 2.31
ni (hm) k ( )

for case (b)

The actual choice for evaluation of the integral i.e., either using
ni(h) curve or using Tm and evaluating the integral through relations (2. 30)
(or 2.31) has little effect on the temperature since the integral above hm
soon becomes a very small part of the total integral as the integration is
extended down from hm. This is so because ni(h) increases approximately
exponentially as h decreases.

The mesospheric oxygen measurements therefore can be used to infer

kinetic temperatures with the help of equations (2.29 and 2.31) i.e.

— hIn .
T R — . - ni(h) g dn + Ri(hmk Im (2.32)
ni (ho)k ho m

where the second term corresponds to the integral [m ni(h) g dh,
hra
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The. value of g will usually be sufficiently constant over the height
range used in the integration for an average value E.to be used. However in
the present calculations the variation of g with height was calculated from
the exact expression:

g(2z) = 979.3244 - 3.0866 x 10 “z+7.259 x 10 *22® (cm sec ?)

where Z is height in metres above the earth's surface (CIRA 1965).

It may be noted that in the case where the initial absorption
hm

measurement is made with monochromatic radiation, the integral J ni(k) dh
ho
may be obtained from the flux measurements using the relation
hm
1 ¢ (ho) -
i(h) dh = —— 4n 2.33
J ni(h) OsecZ ¢ (hm) ( )

ho
Equation (2.32) was used to obtain temperature profiles from
observed oxygen profiles and the values of Tm were taken from the mean

reference atmosphere (CIRA 1272). These results are presented in Chapter 6.

2.6 HEIGHT RANCE FOR DETERMINING MOLECULAR OXYGEN DENSITIES

There is a practical limit to the height range over which molecular
oxygen densities can be determined by absorption techniques using a detector
with a particular absorption cross-section. To illustrate this, let us
consider the following simplified situation. Assume that,

(a) the absorption is due only to molecular oxygen,

(b} the effective molecular oxygen cross-section for a finite

width detector (AA) may be taken as constant, and

(c) the number density of molecular oxygen varies exponentially

with height, i.e. n(h) = no exp [-h/H], where H is the scale
height for mclecular oxygen. This is a good approximation
over a limited heighi-range.

Equation (2.11) may be rewritten as:

I(h) = I, exp [-T(h)] (2.34)
where the optical depth for the wavelength band A to A+AX is given by

T(h) = gN(h) } (2.35)
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Therefore, at the penetration height, h* (see footenote)
T(h*) = ¢ N(h*) = 1 (2.36)
using n(h] = no exp [-h/H] and F(h,Z) = sec 2

for small zenith angles Z, we get

N (h) —[wno exp [-h/H] sec 2 dh
h

.no H exp [-h/H] sec Z

il

So, from equation (2.35),
-~ T(h) = 0 no H exp (~h/H) sec 2 (2.37)
Using equations (2.34) and (2.37), the variation of I with height
can be determined as shown in Table (2.5).
It can be'seen from Table (2.5)that the absorption takes place over
a height range equal to about 4H and represents the practical limit to the
range over which densities can be determined by the measurement-of absorption
at one value of 0. This range is limited in the region of high attenuation
by the difficulty in measuring very small values of I while the limitation
in the region of low attenuaticn is introduced by the difficulty in measur-
ing the very small changes in I with height. The most accurate densities
will in general be obtained near the penetration height, where the rate
of change of signal with height is a maximum and therefore the errors due
to data reduction a minimum
From equation (2.36),
0 no H sec Z exp (-h*/H) =1 (2.38)
Therefore, the value of h* will be increased as Z is increased
without altering the values in Table(2.5). As a result, the absorption takes
place higher up but over the same height range. From equation (2.38), it
can be seen that as the zenith angle changes from 0 to Z, the value of h¥
is increased by an amount Ah*, such that sec Z = exp [Ah*/H]. Values of

(Ah*/H) are given in Table (2.6) for various velues of Z. It can be seen

b The atmospheric penetration height is the height above the earth's
surface at which the solar flux has been attenuated to l/e of its
value above the atmosphere.
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from this Table that even for large changes in the zenith angle, the height
range over which oxygen densities can be determined is not shifted by a
large amount. This statement is strictly true only when the flat-earth
approximation is wvalid. 1In fact, due to the curvature of the earth, the
range is not raised more than several scale heights for zenith angles up

to 90°. Nevertheless, observations at large zenith angles provide a useful
way of extending, significantly, the range of heights over which densities
can be measured at one value of 0. I'or zenith angles less than 70°, the
normal height range for determining molecular oxygen densities is 70 km to
95 km with Ly-0 ionchambers and 100 km to 135 km with Quartz-triethylamine

(Q - T) ionchambers; both of which were used in the present measurements.

TABLE 2.5 TABLE 2.6

h T /1 z An*/H
h* - H 2.7 0.07 c 0.00
h 1.0 0.37 20 0.06
h* + H 0.37 0.67 40 0.27
h* + 24 0.14 0.87 60 0.69
h* + 3H 0.05 0.95 70 1.07

Weeks and Smith (1968) raised the observational range of their ionchamber
measurements considerably by using large zenith angles near sunrise and
sunset. Similarly this range is shifted upwards when measurements with

satellite born photometers are made in satellite-sunrise-and-sunset geometry.
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CHAPTER 3

THE CONSTRUCTION AND TESTING OF VUV IONCHAMBERS

In this chapter, the construction and testing of the ionchambers
is described in detail. The procedure for calibrating these detectors is
described and discussed. Effects of water vapour contamination and
temperature on spectral response are also discussed along with the steps

taken to improve the life time of these detectors.

3.1 DETECTION OF VUV RADIATION (10Q nm - 200 nm)

In principle, it is possible to f£ly a narrow band dispersive
instrument to measure the transmission of solar radiation through the
terrestrial atmosphere (Hall et al, 1965; 1967). However, especially
when using unstabilized rocket vehicles, a simpler and more practicable
method is to use non-dispersive but spectrally selective detectors.

The broad-band non~dispersive detectors used for the detection
of UV radiation in the range 100 nm to 200 nm can be put into two
following categories:

(i) Photomultipliers or photodiodes having high work function
photocathodes that restrict their sensitivities to regions
below approximately 200 nm.

(ii) Detactors utilizing the photoionization of gases and having
relatively narrow band-passes in the range 100 nm to 180 nm.

The short wavelength limits of both types of detectors are deter-
mined by the use of various window materials that can only transmit
radiation of wavelengths longer than some definite value.

Detectors of the first type work on the principle of photoelectric
emission from surfaces. These have been described by Dunkelman et al
(1962) who have detailed a variety of high work function photocathodes -
both opague and semitransparent - that have been developed to produce

detectors spectrally selective to the vacuum ultraviolet. Typical examples

of such materials are Cu-I, Cs-I, and K-Br. However, the nature of the
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photoemissive process is such. that the decrease in sensitivity towards
longer wavelengths is only gradual. BAs the intensity of solar radiation
increases rapidly towards longer wavelengths, these detectors have poor
spectral selectivity when used in experiments where the sun is the source
of radiation. Besides they require large volumes.

Detectors of the second type operate on the gas ionization principle.
The molecular structure of some gases causes them to have a sharply defined
ionization threshold, where the ionization efficiency of radiation drops
rapidly over a narrow wavelength range which is characteristic of the agas.
The use of such gases in these detectors will therefore result in a shaxrp
long wavelength cut-off in direct contrast to the first case. This long
wavelength limit is set by the energy needed to ionize any molecule of
the filling gas. Apart from a small low energy tail, mainly due to the
thermally excited vibrational and rotational states of the neutral
molecules (Watanabe, 1957), this energy corresponds to the adiabatic
ionization potential (IP) of the gas. Watanabe et al {1962) have given
the IP values of about 300 molecules in the range 7 to 15 eVv.

The earliest detectors employing the photoionization of a gas were
the Geiger counters described by Chubb «nd Freidman (1955). The counters
proved unreliable and were replaced by ionchanbers (Freidman et al, 1958).
Ionchambers with machined copper bodies have been used at the U.S. Naval
Research Laboratory (Freidman et al, 1964) and at University College
Iondon (Willmore, 1961). An internally plated ceramic form has been used
at NASA's Godard Space Flight Centre (Stober et al, 1963; Dunkelman et al,
1963), the Meteorological Office, Bracknell (Wildman et al, 1969) and
Heinrich-Hertz Institute, Berlin (Felske et al, 1972). ITIonchambers with
bodies of extruded copper and stainless steel tubing have been used at
the University of Adelaide (Carver and Mitchell, 1964; Carver et al, 1869)
and the University of Tokyo (Mausoka and Oshio, 1972) respectively.
Chambers of copper tubing as used in the present work are described in

Secticon (3.3).
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These detectors, with theix wide field of view, excellent spectral
selectivity, ruggedness and small size have been flown in small unstabilized

rocket vehiclas.

3.2 PRINCIPLES OF IONIZATION CHAMBER OPERATION

An ionchamber consists essentially of a volume of ionizable gas,
a contalner for the gas with an area of a suitable window material, and
a system of electrodes to collect the ions and electrons for measurement,

The three aspects of the generation of a signal current by the

incident photon flux are as follows:

3.2.1 Absorption

A beam of radiation of a particular wavelength will be attenuated
while passing through the chambex window. Materials which are suitable as
windows for vacuum ultraviolet radiation detectors have a sharp transmission
cut~-off, with negligible transmission of wavelengths shorter than the limit.
For each application, the window material is chosen to give the desired
short-wavelength limit to the chamber response.

The radiation which passes through the gas volume is absorbed
at a rate ditexmined by the gas pressure and absorption coefficient at
that wavelength (in the same manner as described in equation 2.1). The
absorption coefficient of the gas may vary over the range of wavelengths
admitted to the chamber. Strongly absorbed wavelengths produce ions in
the space immediately behind the window, and efficient ion collection from
this volume is then important if the detector response is not to be excess-
ively sensitive to gas pressure.

3.2.2 Ionization

Photons of energy exceeding the ionization threshold of the gas
can ionize gas molecules on absorption. The ionization efficiency varies
with wavelength and drops suddenly in the vicinity of the threshold. The
efficiency near the threshold is dependent on temperature (Carver and

Mitchell, 1967), so the long wavelength limit of the chamber response
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shifts slightly with. temperature. In the middle of the response range, the
ionization efficiency is not markedly temperature dependent. The photons
able to enter the chamber through the window do not have enough. energy to
ionize more than one molecule, so the ionization efficiency is less than
unity and is known from laboratory measurements as mentioned in Section)(}.l).

Radiation which is not strongly absorbed in the gas can reach the
walls of the chamber and the collecting electrodes where it may release
photoelectrons from the surfaces. The resultant photoelectric current
cannot be distinguished from the true ionization current. The most serious
photoelectric effects are produced by radiation at wavelengths longer than
the gas cut-off (Section 3.7.4), as radiation shorter than the window
transmission limit can produce photoelcctrons only outside of the chamber.

3.2.3 Charge Collection

The ions and electrons are swept from the gas volume by the electric
field between the conductors in contact with the gas. Chambers used in this
work had, as the collecting electrode, a rod fixed along the axis of the
chamber; the other electrode being the side wall of the chamber.

The signal current from a chamber with ceconstant radiation input
depends on the bias voltage applied to it. As the applied voltage is
increased, the output current increases in the bias direction. At some
voltage (typically 35 volts for the chamber used), the current becomes
almost independent of the voltage. The field strength above this voltage
is sufficient to collect almost all of the ionization charge before
recombination can occur. Below approximately 80 volts, no significant
gas multiplication occurs, and one electron is collected in the signal
circuit for each ionization event in the gas. A chamber run in this
plateau region of the bias signal curve is said to be operating at unity
gain (Figure 3,8). The sensitivity of the chamber at unity gain depends
only on the transmission of the window and the absorption coefficient and
ionization efficiency of the gas at each wavelength.

At bhigher applied voltages the signal current again becomes voltage
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dependent as multiplication occurs within the gas. The degree of current
amplification depends upon the composition and pressure of the gas, and
on the field strength; a chamber operating under these conditions is saild
to be in gas gain mode. Ionchambers in the gas gain mode have been used
by O'Connor (Carver et al, 1974). All the chambers used in this work

were operated in the unity gas gain mode.

3.3 CONSTRUCTION OF THE COPPER BODIED TONCHAMBERS :

The chambers were of the type described by Friediman et al (1958)
and of a design following Carver and Mitchell (i964) with some modifications.
Cross-sectional diagrams of both detectors - one after Carver and Mitchell
(1964) and one used in the earlier part of this work - can be seen in
Figure (3.1). It can be clearly noticed from the diagram that the detector
in (b) as used in this work is similar in design but has the advantage of
being simpler to construct and much easier to clean. The body consisted
of a 2.22 cm length of copper tubing with an outside diameter of 2.07 cm
and a wall thickness of 2.39 mm., The support for the centre electrode
was a Kovar~glass seal which incorporated a guard ring. After cleaning
in an ultrasonic bath, the leakage resistance between the guard ring and
the centre electrode was always greater than 5 x 10!'% Q. The seal was
soft soldered on to the back of the copper tube and at the same time a
filling tube was soft soldered into the metal flange of the seal (more
recently into the copper wall near the window). The catbode was a length
of solid, ground tungsten rod of 1 mm diameter which was hard soldered
on the tip and then soft soldered into the back seal. The assembled
chambers were cleaned in nitric acid and then boiled in detergent. They
were then scrubbed with steel wool, washed in distilled water and finally
washed in acetone.

Both, ionchamber body and window were heated in an oven to a
temperature of approximately 90°C and the windew was then attached to

the body with the epoxy resin Araldite AV100. Lithium fluoride (L1F)
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windows were heated to temperatures in the vicinity of 250° C before being
attached to the copper body. At the same time, a glass extension was
joined on to the copper filling tube with the epoxy resin, so that the
ionchamber could be connected to the glass manifold of the filling system.
These chambers ready for f£illing were then kept in an electric oven for

several days before being attached to the filling system.

3.4 WINDOW MATERIALS

The preperties of window materials used in this work are listed

in Table (3.1)

TABLE 3.1

WINDOW PROPERTIES

b i
Material Dimensions Transmission Supplier
Lithium Fluoride 1.9 cm diameter |[104.5 nm Harshaw & Co.
(1-1.5 mm thick)
Magnesium Fluoride 1.9 cm diameter |114.5 nm Harshaw & Co.
(1 mm thick)
Quartz (Spectrosil A) (1.9 cm diameter |154.5 nm Thurmul Syndicate.
(1.0 mm thick)

The transmission limit as given in Table (3.1), represents the
shortest wavelength transmitted by the window. The lithium fluoride
windows were unpolished, cleaned crystals while the megnesium fluoride
and quartz windows were polished plates. A highly refined variety of
quartz known as Spectrosil A was used to obtain a transmission limit at
much shorter wavelengths than the nominal 180 nm of naturally occuring

quartz.

3.5 SPECIAL PRECAUTIONS FOR THE LiF and MgF, WINDOWS

Contanination by water vapour of a LiF-NO and MgF,-NO chamber
could be easily detected bv the appearance of absorpticn dips in its

spectral response (Section 3.7.3). For LiF windows special care needs to be



Figure 3.2 Two types of ionchambers shown after assembly
and filling.
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taken. The contamination was found to he. removed by baking the window
to a high temperature for a period of several hours attaching it to the
chamber. Figure (3.3] shows the transmission, as a function of wavelength,
of a 1.5 mm thick cleaved 1lithium fluoride window, before and after baking
in an electric oven for two hours at a temperature of 300° C.

It can be seen that the transmission is improved at all wavelengths

as a result of heating. This improvement can be permanent if the window

is kept in a dry atmosphere but deteriation will take place if it is left
in the laboratory atmosphere. This is due to the formation of a surface
layer of water which comes off if the window is baked thus improving the
transmission, If the window is not baked before its attachment te a
chamber, the water layer to the innex surface of the window subsequently
outgases into the nitric oxide thereby reducing the quantum efficiency of
the ionchamber at Ly—-o (Section 3.7.3). This as such will not affect the
accuracy of the derived oxygen densities in the height range where only
Ly-0 radiation is able to penetrate but would introduce errors in the
determination of the contribution due to radiation other than Ly-0
(Section 2.4}, If this film of water from either side of the window,
vapourises during a rocket or satellite flight, there will be a change in
the sensitivity of the detector during one complete observation. This
could be caused by rapid heating of ionchamber window as the rocket
ascends. This will result in the discrepency between upleg and downleg
and generally in such situations downleg data would be more reliable
(Section 5.9).

Therefore, LiF windows were baked and then attached to the body.
The assembly was kept in a heated atmosphere béfore being filled (Section
3.6.2). The chambers after gas filling, were stored in a desicétor to
prevent any. water film formation on the outside surface of the window or
its contamination.

Magnesium Fluoride (MgF2) windows make a superlor replacement of

LiF windows when the detector is used to study radiation above sbout 116 nm.
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The water contamination effect on the transmission of a MgF2 window is
relatively insignificant., This is thought to be due to rélatively very
low solubility of MgF2 in water (Mausoka and Oshio, 1974). 1In the later
flights, Mng—NO chambers were also included in the payloads. As a
precaution, these chambers were stored along with the LiF-NO chambers in

a desicator.

3.6 IONCHAMBER FILLING

3.6.1 General

A number of gases and vapours suitable for use as ionchamber filling
are listed in Carver and Mitchell (1964).
In this work only nitric oxide (NO) and Triethylamine (CGFJSN)
were used. The filling pressure was selected to give the chamber maximum
detection efficiency in the operative spectral range. The pressure of the
filling gas is somewhat critical for the following two reasons:
(a) The absorption of radiation of any wavelength follows the
form of equation (2.1). Therefore the pressure should be
high. enough to absorb the radiation particularly in regions
of low cross-section.
(b) The ion production rate in the gas for a particular wavelength
decreases exponentially over a pathlength determined by the
gas pressure and its abscrption coefficient for that wavelength.
Hence if the pressure is too high, the radiation for which O is
high will be absorbed too close to the window. Due to the weaker strength
of the collecting field in the vicinity of the window, recombination of
the ions will be a likely process.
Therefore the gas pressure should not be higher than necessary to
fulfill the requirement in (a).

3.6.2 Gas Purification

Triethylamine was obtained as AR grade reagents and no purification

was required. It was introduced to the filling system from a small phial
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of the liquid form, warmed slightly to fill the system with the vapours.

The nitric oxide was obtained from a cylinder of commercial gas.
It was then purified by passing in succession through traps filled with
silica gel and with crushed glass, cooled to near -80° C by immersion in
a carbon tetrachloride—-chloroform slush mixture (Figure 3.4). The gas
was collected in glass bulbs, with breaker seals and 'cold-finger! tubes,
attached. The entire purification system was made out of glass with no
metal components which might react with the gas. The glassware including
the receiving bulb was baked cut under vacuum before the collection of the
purified gas. The receiving bulb was isolated when filled to about 90% of
atmospheric pressure. Finally it was removed by a flame seal.

This purification system was designed particularly to remove two
contaminants i.e. water vapour (HZO) and nitrous oxide (NZO“). Both of
these have strong absorption bands between 105 to 135 nm.

Nitrous oxide (NZOH) has a boiling point of 21°C and a vapour
pressure near 1.00 x 10} mm Hg at -80°C. The vapour pressure of water
at -80°C is near 5 x 10-“ mm Hg.

3.6.3 Chamber Filling Procedure

The chambers ready for filling after assembly were kept in an
electric oven for a few days and then were attached to glass stems of the
filling system simply by joining the glass tube attached to the copper
filling tubes (Section 3.6.1). The entire filling system including the
attached chambers was evacuated by an oil diffusion pump which has a
back-up of a rotary oil pump,for several days. During this time the
chambers and filling system were baked for periods at near 100° C to
remove absorbed gases from the tube walls.

‘The filling system is shown schematically in Figure (3.5). The
flask of purified nitric oxide gas (as described in Section 3.6.2) was
attached so that gas could be admitted to the filling systems. As the
vapour (triethylamine) was liquid at room temperature, it was introduced

into the filling system from a small glass phial containing approximately
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5 ml of liguid. The air in the phial was pumped away by the rotary pump,
Under near vacuum conditions in the £illing system, triethylamine liguid
would be boiling,filling tne parts of the system with its vapours. These
vapours were pumped out of the system with the phial disconnected by a
valve from the main system. This was repeated about 3 times before finally
filling up the chambers with. this gas. A similar method was used for the
NO gas before the final introduction into the chambers to remove any
contaminants from the system and to allow for surrace absorption.

The sensitivity of each chamber was monitored during gas admission,
with a d.c. discharge between tungsten electrodés in hydrogen at a pressure
of 4 Torr as the source. D.C. excitation was used as it produced no inter-
ference in the measuring circuitary. The window of the lamp was placed in
firm contact with the chamber window to minimise atmospheric absorption.
Each chamber was operated at 50 volts and the output current was monitored
as the gas was introduced. The pressure was chosen to give maximum output
current and hence sensitivity. The most common pressures are listed in
Table (3.2). If the sensitivity was satisfactory, the chamber was sealed
off by a flame at the attached glass tube. The copper filling tube was
then compressed in two places approximately 1 cm apart. A seal was then
made between these compressions by cutting the filling tube with a pair
of pincers. This formed a vacuum-tight cold weld provided the copper
tubing had been well annealed. The seal was coated with epoxy resin to
give it mechanical strength. Separate filling systems including the
entire glass-ware were used for each gas to eliminate the risk of
contamination by gas residues.

Some of the chambers were found to have rather short life and

lcw detection efficiency. To detect the problem, a batch of chambers was
manufactured using windows of premeasured transmission. The detection
efficiencies were found to vary and in one case the efficiency was very

small. This indicated that the problem was with the filling of gas.
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TABLE 3.2

TON CUAIIRERS

Window Gas Filling Spectral | Abbreviation
Pressure Response '
Lithium Nitric oxide 15-20mm of Hg 105-135 nm | LiF - NO
fluoride (NO) (LNO)
Magnesium Nitric oxide 15-20mm of Hg 114-135 nm | MgF - NO
fluoride 2 (M0)
Quartz Triethylamine 9.5 mm of Hg |155-169 nm | Q - T
LCGHJSN) . e

Following this experiment a batch of ionchamber with filling tubes of
larger diameter were manufactured. The efficiencies were found to be
comparable and close to the values expected from the window transmission.
These chambers (Figure 3.2) flown in later flights, have been found to be

very stable in each case over a period of several months.

3.7 TESTING OF ION CHAMBERS

From the manufacture phase right through to the installation in
the rocket payload, many tests and checks need to be made on the ion-
chambers. These tests are required to ensure the optimum performance of
the detectors under the experimental conditions of the atmosphere.
Therefore tests were made of the overall perfcrmance of the detectors,
their electrical characteristics and interference and their response to
heating during the flight. These tests are described in the following

subsections.

3.7.1 Electrical Properties

The construction had to be such as to allow the collection of
small signal currents (down to ~ 10 *? Amps for.the quartz triethylamine
chamber). All chambers had guard rings between the anode and the cathode.
In the laboratory, it was observed that an e.m.f. could be generated
between the anode and the guard ring if there was even a minute trace of

contaminant on the glass surface. This problem was found to be particu-
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larly serious in the case of Q ~ T chambers Since the signals to be
recorded are smallexr by about an order of magntiude compared to a LiF~No.
Ionchamber E.M.F.'s of up to 1/2 volt with a source impedance usually near
10! ohms were obsexrved. The polarity of this e.m.f. could be parallel

to the applied voltage or against it depending on the contaminant.

Even substantially smaller e.m.f. can introduce serious offsets into the
amplifiers. Therefore care was taken to ensure that there was no signifi-
cant e.m.f. developed between the guard ring and the anode of a chamber by
ensuring cleanliness particularly in the vicinity of the anode. Measure-
ments of leakage currents were made with Keithly Model 610 C electrometer
with typical leakage currents of the order of 5 x 107 * Amps. Shielding

of the ionchamber signal leads was used to avoid electrical interference.

3.7.2 Water Vapour Contamination

Water vapour is the most troublesome contaminant in the chamber
gases. Its effect is most critical in the nitric oxide chamber intendecd
for measurements of Ly-a. Water vapour has a series of strong absorption
bands in the wavelength range of these chambers as indicated in Figure (3.8).
It can be seen from the same figure that the wavelength of Ly-o lies close
to the centre of a strong water vapour absorption band (see Figure 2.12).
Water penetrates the surface of metals (and glass), and is very difficult
to remove completely. Outgassing from the chamber walls is accelerated
by heating which may result in a rapid change in the quantum efficiency at
Ly-0 during a siungle observation as in case of a moisture film evaporating
from the window. Since absorption of Ly-0 photons by water vapour produces
no ionization so an increase in the [HZO]:[NO] ratio reduces the quantum
efficiency at Ly-¢ and renders the chamber virtually useless. As mentioned
in Section (3.5), the necessary precautions to avoid water vapour contamin-
ation were taken during the filling and the storage procedures.

The presence of water vapour in the NO gas is easily identified
from the spectral response curve of the chamber, an exauple of which can

be seen in Figure (3.6). A measurement of the ratio of efficiencies at
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121.6 nm and 123 nm can be used as a quick check of the amount of water
vapour absorption.

3.7.3 Temperature effects

The ifonchambers used in rocket vehicles are subjected to a wide
range of temperatures. Carver and Mitchell (1967) investigated the effects
of temperature variations from 15°C to 100°C on the sensitivities of a
nunber of ionchambers including the LiF-NO and Q - T ionchambers. An
increase in temperature was found to result in a shift of cut-offs at both
ends of the spectral response to longer wavelengths. The shift in the short
wavelength limit due to variations in the window transmission has been found
to be linear with temperature with typical values for rate of variations as
Q.22 nm/°C and 0.016 nm/)C for LiF and Quartz windows respectiveiy (Carver
and Mitchell, 1967). These results show the rates of variation of long
wavelength sensitivity to be relatively small.

Therefore, the overall sensitivity changes of the presently used
ionchambers would be small. Furthermore, since the central part of the
spectral response of a wide band ionchamber such as LiF-NO remains
practically unchanged, the temperature effect on Ly-0 measurements would
be negligible in this respect.

3.7.4 Photo-electric response to Longer Wavelength Radiation

The cathode of an ionchamber should give negligible photo-electric
emission during its operation. This will ensure that the spectral response
of the chamber has a sharp long wavelength cut-off. ~This is usually so
as the filling gas absorbs strongly at wavelengths greater than its photo-
jonization threshold wavelength. Therefore,as the photo-electric yield of
metal surfaces decreases rapidly with increasing wavelength, the radiation
most efficient at producing photo-electrons is absorbed before it can
reach the exposed surfaces. In addition to the immediate longer wavelengths,
ionchambers should also be able to operate in large fluxes of middle ultra-
violet (200-30Q nm) radiation without producing a significant corresponding

out-put current. All the chambers used in the present work were operated



58
with the chamber walls as the anode. Therefore, the centre electrode and
back seal were the only possible emitters of photo-electrons. No signifi-
cant photo-electric response was recorded during any of the rocket flights.

3.7.5 Intense UV Irradiation Effect

One of the problems in the use of ionchambers for detection of
solar UV radiation arises from the fact that these detectors are also exposed
to the other UV radiation. Because of this; Carver and Mitchell (1967)
investigated the effects of intense UV irradiation for a number of ion-
chambers. LiF-NO ionchamber was found to be unaffected after exposing it
for 10 minutes while a Q - T chamber did show gradual deterioration in
sensitivity amounting to about 8 percent after 10 minutes exposure. During
the rocket flights in the present work, these chambers were never exposed
for more than 2 minutes ensuring that any sensitivity change due to this
effect would be negligible. As a precaution unnecessary and excessive
irradiation was avoided during routine sensitivity tests prior to flight.
It could be pointed out that the hydrogen discharge lamp used for the
routine sensitivity checks is much less intense than the sun above 150 nm.

3.7.6 Vibration

Leads between detectors and the electronics were reduced to smallest
possible length and provided with a secure support in the instrumentation
structure. Since these detectors are operative well after the motor burnt

out during the rocket flight, vibration effects were found to be negligible.

3.8 ABSOLUTE CALIBRATION OF THE IONCHAMBERS

3.8.1 Introduction

Tonchambers were calibrated by measuring their quantum efficiency
as a function of wavelength. BAs mentioned earlier, all chambers used in
this work were run at unity gas gain. The quantum efficiency of an ion-
chamber, at a given wavelength, is defined as the number of ions collected
at the cathode, divided by the number of photons of that wavelength incident

on the wondow. Figure (3.6) shows typical gas gain curves for both, positive
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and negative voltages applied to the chamber body. A positive voltage in
the plateau region of about 45 volt was applied to the case.

The dispersed ultraviolet radiation used for the calibrations
was cbtained from a half-metre McPherson vacuum monochromator (Model 235)
with a discharge through a continuous flowing stream of hydrogen as the
source. The lamp radiation was pumped through the entrance slit of the

1

monochromatoxr. A grating with 1200 lines mm * gave a dispersion of 600 U

nm }* at the exit slit. The exit slit was set to give a required resolution
(Section 3.8.2). The intensity of the monochromator beam was monitored by
means of a photomultiplier that viewed the fluorescent radiatien from a
sodium-salicylate-coated wire grid placed in the beam (Ditchburn 1962).

The photomultiplier current was taken to be proportional to the bean
intensity within the bandwidth of either type of ionchamber (i.e. LiF-NO

ionchamber and Q = T ionchamber).

3.8.2 Spectral Response

Experimental arrangement for determining the shape of the spectral
response of an ionchamber is shown in Figure (3.7). Radiation from the
exit slit of the monochromator passed through the salicylate-coated grid
and entered the ionchamber which was electrically insulated from the
monochromator. A voltage of + 45 V was applied to the ionchamber body
so that the chamber operated at unity gain. The fluorescent radiation
from the sodium salicylate was transmitted to a photomultiplier (EMI 95145)
by a polished perspex light pipe. Relatively fresh coatings, obtained as
described in Section (8.3.3), were used.

The currents from the ionchamber and photomultiplier were
monitored on Keithley micro-micrometers (Model 610 ) and the ratios of
these currents, as a function of wavelength, gave the shape of the spectral
response curve independent of the lamp spectrur. An absolute efficiency
scale was then derived for this curve as described in Section (3.8.3).

The width of the exit slit was set to give a resolution of 0.5 nm for

Ly-o ionchambers (LiF-NO and MgF,-NO)} 5nq 0.2 nm for Q-T ionchambers. The



Figure 3.7 The %M monochromator and aparatus used for
calibrations of ionchambers.
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quantum efficiency of godium salicylate was assumed to remain constant

over the wavelength range 100 nm to 170 nm (Sectiocn 8.5).

In Figure (3.8) are shown typical spectral response curves for

Ly-0 ionchambers. All the four curves have been normalized by different

normalixing factors to bring them on a gimilar scale. The curve (a)

is for a LiF-NO ionchamber with a prebaked window as described in Section

(3.4).

Cuxve (b) is the spectral response of a LiF-NO ionchamber contamin-

atcd by water vapour. The remaining two curves are the spectral responses

of MnguNO ionchambers, one of which is relatively contaminated. Water

vapour contamination is thought to be due to outgassing of water vapour

from the walls and unbaked LiF windows in case (b) (Section 3.5). The

effect of water vapour contamination in derived oxygen densities and Ly-o

fluxes has already been discussed in Section (2.4).

A typical spectral response curve for a Q-T ionchamber is shown

in Figure (3.9).

3.8.3 Absolute Quantum Efficiency

(a). The Standard Parallel Plate Tonchamber

The quantum efficiency or a Ly-a ionchanber (LiF-NO or
MgFZ«NO),was calculated by comparing its idoncurrent with that
f#om a standard ionchamber subjected to the same beam of
radiation from the monochromator. The quantum efficiency of
any other ionchamber was obtained by comparison with the
caliprated one.

The standard parallel-plate ionchamber (Figure 3.10) was
of the single parallel plate type with a sodium salicylate-photo-
multiplier combination as the detector of transmitted radiation.
A LiF window was attached to the exit slit of the monochromator
gso that NO used in the standard ionchamber may be contained
within the standard ionchamber. A brass plate was attached tc
the entrance end of the standard ionchamber but insulated from

the lonchamber casing. This plate was electrically connected
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to the positive plate (=45 V} of the standard ionchamber in order
to provide an adequate collecting field for jons formed close to
the window. The standard fonchamber was evacuated for more than
24 hours by a rotary-diffusion pump combination during which

it was heated by a heat gun to ensure complete outgassing from
the inside walls, Then NO gas was introduced through one of the
inlets. Measurements were made of the ionization current and

the transmitted light signal over a range of gas pressures.

When these were plotted against one another, the extrapolation

to the axis, corresponding to total absorption in the gas,; gave
the ioncurrent due to complete absorption without recombination
(Figure 3.11). The calibrations were done at Ly-0 and the ion-
ization efficiency of Ly-o for NO was assumed to be 81% (Watanabe

et al, 1967). Suppose I, and I are the readings for extrapolated

SPM

standard ionchamber current and side photomultiplier monitoring the
beam intensity., Then the standard ionchamber is replaced by a Ly-0

ionchamber, Suppose the signal at Ly-0 from this chamber is iL

s

(uswally 1! ~T

and the side photemultiplier reading is I's _— PR

PM

if lamp intensity is stable). The quantum efficiency of the Ly-0

ionchamber, Q v is then given by:

- (iL /I‘SPN[)
L (IS/I

Other Ly-0, ionchambers can be absolutely calibrated by

Q - 8l s

SPM)
comparison with this chamber.

The Q-T ionchambers were then calibrated using a calibrated
Ly-¢ ionchamber, Suppose signals from a Q-T ionchamber and the
side photomultiplier for a wavelength, A (within the sensitive
range of the detector - usually around 160 nm) are ik and,IA
respectively. If the signals from a Ly-0 ionchamber and the side
photomultiplier at Ly-o are iL and IL then the quantum efficiency
of the ¢-T ionchamber at wavelength A is given by:

=2,

. = 3 I, .
Q}\ - QL Iy (i ) c)\l.
L
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where QL is the quantum efficiency of the Ly-0 chamber at Ly-0
and CXL is quantum efficiency of sodium salicylate at wévelength A
relative to its quantum effiéiency‘at Ly-0. This factor can be
taken as unity for wavelengths below about 170 nm (Section 8.5)

which greatly simplified the calibrations.

(b) Standard Reference Photodiode

Towards the end of this work a calibrated Far UV photodiode
was obtained (Section 8.3.2), The chambers could be calibrated
easily by direct comparison. The absolute efficiency curve foxr
this detector is shown in Figure (8.2). The calibration of this
detector at Ly-0, was checked using the Standard Parallel Plate
ionchamber and was found to be in agreement. It was used for
calibrations of ionchambers in the last pair of flights.

3.8.4 Angular Response

When ionchanbers are used in sounding rockets to measure the
intensity of solar radiation, some corrections are needed for the output
signal of the chanber due to aspect angle variations (Section 4.1). There-
fore a laboratory calibration of angular response was obtained. The ion-
charber was mounted in a chamber on the end of a rotatable shaft that
passed through an O-ring seal in the top of the chamber. The lamp was a
portable hydrogen discharge lamp with a lithium fluoride window. A glass
tube, about 100 om long, mounted into the side of the chamber was used to
provide a vacuum-tight connection between the chamber and the lamp. A
series of baffles inside the tube helped in preventing reflections from
the walls of the tube and ensured that the beam reaching the icnchamber was
parallel. The chamber and the connecting glass tube were evacuated and
the signal from the ionchamber was monitored as the ionchamber was rotated
in the beam. In several rocket flights, it was possible to obtain an
inflight calibration of one or more ionchambers when the ionchamber aspect
was zero. The laboratory curve as well as the in-flight curves were found
to be well represented by the function cos?0 for angles, O, less than

about 35° .
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3.9 SUMMARY

Several types of lonization chambers have been constructed for
use in sounding rockets. The important advantages these detectors have
are, their manufacturing simplicity, compactness and high efficiency.
The chambers have been markedly improved for their stability and life

time.
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CHAPTER 4

ROCKET ASPECT SENSORS

The problem of rocket aspect sensing ig discussed. Description
is given of simple techniques of aspect sensing and several types of
detectors used for aspect sensing are described. 1Two new aspect sensors

developed and used in the present work are described in detail.

4.1 INTRODUCTION

A number of rocket experiments require additional information
about the orientation coordinates of the rocket as a function of flight
time. For a relatively large rocket this information can be obtained by
such techniques as (i) photography of the rocket throughout flight by
tracking telescopes (ii) use of gyroscopes in the rocket payload (iii) use
of photographic camera in recoverable payloads to provide inflight photo-
graphs of a bright cbject say the Sun and earth's horizon. A description of
these techniques is given in Van Allen (1952), Newell (1953) and others.
Simpler and more reliable system compared to these types would be an optical
aspect system described by Kupperian and Kreplin (1957). It makes use of a
pair of photoelectric detectors with narrow and wide field of views and
high and low sensitivity respectively. A set of orthogonally oriented
magnetometers have also been used to determine the rocket orientation with
respect to the megnetic field which can be related to the payload orientation
relative to some other cbject such as the sun or the moon. Inclusion of an
optical aspect sensor has been found very helpful in data reduction (Thomnas
and Davison, 1972; O'Connor, 1973).

However, a number of scientific experiments are of such a nature
that the complete information about the rocket orientation is not required.
In these experiments — such as absorption spectroscopy of solar or lunar
radiation - one needs only the half angle of the cone about the detector-

source axis on whose surface lies the axis of interest. Commonly detectors
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are mounted perpendicular to the rocket axis, and it is the angle betwesen the
detector-source direction and the maximum sensitivity axis of the detector
or detector normal axis in which we are interested. We shall call this
angle, the aspect angle and the sensors used for this purpose aspect sensors.
The ionchamber or photometer response varies with the aspect angle
and knowledge of this relationship (the angular response) can be obtained
either in the laboratory ox, under favourable circumstances, deduced from
flight data. Along with the inflight aspect angles this information
provides the necessary corrections to be applied to the flight data before
it can be used to deduce the vertical distribution of a particular species.
Usually, the roll rate is greater than the rate at which the
roll axis changes its orientation in space. Therefore,an ionchanber or
photometer will show one peak in its output for each roll of the rocket.
The peak value occurs when the source (sun or moon) aspect angle is a minimum
for each_roll.I'It isljust this'éngle, termed the detector aspect angle, o,
which must be measured if the data reduction is to be done cnly at flight
times of peaks in the photometer signal. By restricting analysis to peak
signals, data reduction is greatly simplified without any gignificant data
loss if the roll rate is not too slow.
Although very sophisticated systems (both in instrumentation as
well as in accuracy) are comuaercially available, the costs involved are
large (in comparison to other instrumental costs), at lcast for the geophysical
sounding rockets such. as Cockatoo. Besides, the accuracy provided by the
more sophisticated aspect systems is quite often not required. Therefore,
it is of prime importance to provide an aspect sensor system which is
relatively inexpensive but adequately reliable and tolerably accurate for
the data reduction. Several types of aspect sensors were employed during
the course of this work to suit the anticipated rocket behaviour and othexr
instrumentation requirements. The two basic techniques of aspect sensing,
the basis of the sensors, are briefly described in the following section.

Specific details of each aspect sensor employed are given afterwards.
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4.2 TWO BASIC TECHNIQUES OF ASPECT SENSING

The two basic techniques of aspect sensing are (a) time
modulation and (b) amplitude modulation. A brief description of each
follows.

4.2.1 BAspect Sensing Using Time Modulation

In this technique an optical detector is employed in such a way
that it responds only when the optical source (in most cases the sun or moon)
crosses one of several planes fixed relative to the rocket body as the
rocket spins. The aspect information is derived_from the spacing in time
of the pulses so produced. These sensors rely on a suitable roll rate to
produce the pulses and are of little use if the motion of the rocket is
slow or irregular.

On the other hand a roll rate which is too fast will be
unsuitable when using a telemetry system such as the one used in the
Cockatoo rockets where each channel is sampled 160 times per sec. The
advantage of this type of sensor over those using amplitude modulation
(Section 4.2.2) is, that variations either in the intensity of the light
to which it is responding or in the sensitivity of the sensor by the same
amount do not affect the accuracy. Obviously the background radiation oxr
earthshine has no effect on the accuracy.

These sensors are commonly known as "slits" (sunslits or moon-
slits as the case may be) since the radiation sensor is situated behind a
set of slits cut or produced by some other technigue in a flat or non-flat
surface. BAn earlier use of this type of sensors was made on a Skylark
rocket and has been described by Gross and Heddle (1964). This employed
two slits cut in a flat surface behind which a detector viewed the source
as it scanned across the slits. Several versions of this system have been
used (0'Brian, 1973 ; McKinnon and Smith, 1964). A modified version of

this as used in Cockatoo vehicles is described in Section (4.3).
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4.2.2 Aspect Sensing Using Amplitude Modulation

A sensor of this type relies on the principle that the output
from the detector varies with the angle of the radiation falling on the
detector to which it responds. The variation in signal is due to varxiation
of the effective area of the detector with varying angles of radiation
incident. A typical detector of this type consists of a photocell sensitive
to visible light mounted behind a filter glass window.

The main problem with an aspect sensor of this type is that the
light to which it is responding may be attenuated in passing down through
the atmosphere owing to Rayleigh scattering (inc;easing as the wavelength
decreases) and absorption by ozone and water vapour. However, the scattering
and absorption will take place mainly in the lower, more dense atmosphere, so
that in the region perhaps above about 40 km but certainly above 65 km where
O2 measurements are made the iIntensity of tﬁe visible and hear infrared
radiation will be constant. Thus if the aspect angle can bhe determined at
one particular time while the rocket ig above the absorbing reéion, this
information enables the level of the laboratory calibration curve to be
adjusted so that the aspect angles can be determined at other times. The
extra information may be obtained, for example from the sunslit sensor if
the roll rate is adequate (flights C1029 and C4006). However, the
information required to adjust the level of the calibration curve may not
be available, particularly if the motion of the rocket is irregular or the
spin rate is too high. To overcome this difficulty Mitchell (1966)
designed a double amplitude-modulation sensor employing a pair of two
sensors which had the same spectral responses but different angular
responses. The angular responses can be so chosen that the ratio of the
two responses is a unique function of the aspect angle. Since both
sensors respond to the same radiation the ratio will also be independent
of the intensity. A modified version of this system was used in the

earlier part of this work and is described in tbe next section (Section 4.3).
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4.3 ASPECT SENSORS USED IN THE SLOW SPINNING NON-STABILIZED

ROCKET FLIGHTS

In the earlier part of this work rockets used were non-
stabilized slow spinning (a typical gpin of 0.5 rev/sec) vehicles. Two
types of optical sensors were used to obtain aspect information. Also
a set of fluxgate magnetometers were included in the payloads but little
use of them was made in analysing the aspect information. The two optical
sensors are described below.

4.3.1 Sunslits

As mentioned in Section (4.2) this type of detector responds
only when the source crosses one of the several planes fixed relative to
the rocket body and the aspect angle is deduced from the time inter—z
between the pulses produced in this way. We shall refer to the detectors
as "sunslits", The sunslits used in the Cockatoo rockets were a modification
of the lunar slits described by Gross and Heddle (1964). In the present
case the planes of response were defined by three slits, 0.3 mm wide, cut
in an aluminium hemisphere (inset Fig 4.1). One plane contained the
rocket roll axis while the other two madé an angle of 45° with the roll
axis (Figure 4.1). The three planes intcrsected along a line that was
perpendicular to the rocket roll axis and passed through the centre of the
detector. The light detector was a small silicon photovoltaic cell
(Mullard type BPY 10) which was mounted behind a pinhole fixed at the
centre of curvature of the aluminium hemisphere.

In Figure (4.1), which illustrates the operation of the sunslits,
B represents the angle between the planes of the sunslits (B = 45 in this
case) and o in the rocket aspect angle. It is assumed that the ionchambers
or at least one ionchamber is pointing in the same direction as the sunslits.
Tf the rocket rolls through an angle Y, in the time interval between two
pulses from the sunslits, then the angle o is given by

tan 00 = sin Y Cot B = sin ¥
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Therefore, by measuring the roll rate and the time between
successive pulses from the sulslits, Y and hence o can be determined.

A number of sunslits were calibrated by rotating them in front of a
mercury-iodide lamp placed behind an aperture. The distance between the
aperture and the sunslits was adjusted so that the aperture subtended an
angle at the sensor equal to the angular diameter of the sun. The above
relationship was found to hold for aspect angles up to about 40° . At
greater angles no signal was obtained through the 45° slits.

The above relationship is valid only if the roll axis of the
rocket coincides with ite longitudinal axis and the roll axis does not
change its position in space significantly during the time interval between
the pulses from the outer slits. The main advantage of using three slits
over two (as originally used by Gross and Heddle, 1964) is that if the
rocket behaves otherwise, it bhecomes obvious from the uneven spacings of
the three pulses. Naturally this is a disadvantage with these detectors
in that, under such non-uniform rocket behaviour, sunslits can become
useless.

Also, if the rocket spin rate is too high, sunslits may become
—useless as indeed was the case for the later fast spinning rockets used
in the present work. For example, if the telemetry sampling rate ig about
160 samples/sec then for a roll rate 6f 4 cps, the error in determining
the angular separation of the two 45° slits is = % 4:5° (cf roll rate of
C4007 ~ 7 cps). Except Cockatoo ¢l020, in all the other flights, two
telemetry channels were allocated to each sunslits, thus doubling the
effective smapling rate. Sunslits provided useful aspect data in several
Cockatoo flights. Details of these are given in Chapter 5.

4.3,2 Amplitude Ratio Aspect Sensors

The other type of detector used was the double amplitude modulation
sensor discussed in Section (4.2.2). Each of the two detectors employed a
small vacuum phototube (RCA type IP42) surrounded by a teflon insert insids

an aluminium holder (Figure 4.2). In principal teflon inserts of different
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sizes will provide two different angular responses as required. The sinplest
combination would be to use say cne of the teflon (or any other diffuser)
inserts as flush with the surface of the aluminium holder and the other
protruded past the front face of the holder; the latter resulting in a
relatively flatter response. However, extensive laboratory tests were
performed to study the effect of the length of the protruded part on the
resulting angular response. BAn optimum length size was determined which
gave an almost flat response for % 40° with slight variations from one
piece to another due to machining. After the first of these pairs were
flown in flight C1020, it was found that the totél field of view of each
sensor was too wide and unacceptable since two sensoxs in opposite sides
of the payload (Figure 5.3 ) shared a single telemetry channel. As a
result, zero levels of aspect sensors could not be identified accurately at
all times and the useful aspect information could be obtained only at specific
times (Section 5.6). Therefore, the field of view of the detectors was
reduced. For the flush aspect sensor, it was done by simply withdrawing the
teflon diffuser inside the aluminium holdex which resulted in a sharper and
narrower response. For the protruded sensor, the length of the protruded
part was rediaced and a cup of suitable radius r and dip h was driljed in the
front face (Figure 4.2). This resulted in an angular response of % 65°
which was flat over * 25 .

Pairs of aspect sensors with narrower field of view developed as
discussed above were flown on three successive rockets and provided adequately
the necessary aspect information which is discussed in Chapter 5 for individ-~
ual flights.

For each rocket flight, the angular response of each detector to ke
flown was measured in the laboratory by rotating it infront of a laboratoxry
lamp with a parallel beam of light. Initially an attempt was made to
use a xenon lamp but generally the lamp showed intensity changes during

calibration procedure, A special lamp was constructed for this purpose but was
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found unnecessary since the ratio curve would be independent of the spectral
distribution of the calibration lamp. A car headlamp was found satisfactory
to provide reasonably uniform parrallel beam of light for this purpose. The
lamp was placed behind an aperture and the distance between the aperture and
the detector was adjusted such that the aperture subtended an angle at the
detector equal to the ;ngular diameter of the sun. 2An especially designed
arrangement by O'Brien (1974) was used to mount the entire payload on a
turntable for aspect sensor calibrations. The aluminium holders were black
anodized to overcome any reflection problems.

The output signal from each detector was obtained by connecting
the IP42 and a variable resistor, R, in sensors with a + 45 V supply. The
voltage developed across R was then tahen to the telemetry switch through
an amplifier (Figure 4.4). The absolute level of each detector was adjusted
prior to the launch by pointing the aspect sensor directly at the sun and
then varying the value of R until the output voltage was about + 2.5 volte.
This was to ensure that the telemetry limit of + 5 volts would not be
exceeded during the flight due to the unattenuated solar flux. In each
flight in which data from this sensor was used, additional information on
inflight asp:ct angles was available from the sunslits. This greatly
simplified the reduction of aspect sensor data. With the help of sunslit
data, it was possible to obtain an inflight calibration curve for aspect
sensors in the aspect tange of + 35 to - 35 . This calibration was found
to be in good adgreement with the laboratory curve (Figure 4.3). Combined

results of sunslits and these sensors are presented in Chapter 5.

4.4 QUADRANT RATIO ASPECT SENSOR USED IN THE SPIN-STABILIZTD ROCKET

VEHICLES
The later series of rocket vehicles used in the present work was
of relatively fast-spin. This meant that the coning angle would be rathex
=]

small and an aspect sensor with an effective aspect coverage of % 30

could be used to obtain aspect angle information. although sunslits were
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also included in the first two flights of the new series, the spin-rate was
too high for them and no useful data could be obtained. A 'quadrant ratio
aspect sensor' provided the primary aspect information for all of these
payloads.

The principle of operation is based on the ratio amplitude modulat-
ion of two responses. It employed a detector of the type UDT SPOT 4D which
has 4 quadrants of sensing elements as 4 individual detectors. A rectangular
mask in front of sensing elements was deposited by evaporation. This meant
that while response of one of the sensing elements varied due to amplitude
modulation the other sensor had an additional shadowing effect.

Suppose a beam arrives at the detector at an angle + 6 relative
to the normal axis of the detector. If we assume the x-y plane containing
the sensing elements and the y axis along the rocket axis then the detector
normal axis will be along the z axis. The angle + 0 would then be termed
the aspect angle of the detector.

In general, angle O is composed of two angles; Ox from the z-y
plane and Oy from the z-z plane in the above reference frame. Obviously,
the shadowing effect of the mask in the y-direction would be proportional
to the angle 8y while in the x-direction would be proportional Lo the
angle 0Ox.

Suppose a length Ay is shadowed by an angle 9y, of the sensing
elements #1 and #4 (Figure 4.5) and % is the length of the element then

Signal QAL _ P
Signal QA2 Tip O (R-Ay} /%

If the sensitivity of both the sensors is the same and the distance

between mask and sensing surface is h, then

-Ay  &-h tan Oy , £
T, =g = 7 (also £, rug)
- %
or By = tan ! [E‘(l“rlzﬂ
- A
similarly fx = tan ® [Ef(l'rlu”

If the sensitivities are not identical then the ratios need be

corrected to represent the ratios for the identical sensitivities before

being used in the above expression.



Figure 45. Principle of operation of Q-Aspect Sensor
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If a rocket vehicle is spinning about its longitudinal axis -~ in
the present reference y-axis - then the minimum aspect angle is the same as
By at the instant when the radiation vector is in the y-z plane.

Since signals from photometers and ionchambers were reduced only
for minimum aspect positions (Section 4.1), the aspect determinators were
required only for these minimum aspect times. This greatly simplified the
aypect data analysis.

Laboratory calibrations of this detector were found to be in
agreement with the above theoretical derivation. However, the masking of
the aperture is crucial for the theoretical relationship requiring the
rectangular masking with its centre at the intersection of sensing elements.

The aspect information (only 8y) was obtained for angles less than
29 degrees beyond which one of the two sensing elements was almost completely
shadowed for the present masking specifications. Results of aspect angle
variaticns in flights C4007, C4009, C4018 and C4019 are presented in Chapters
5 and 7. In some cases small differences in sensitivity of sensing elements
were found which were taken into account in the data reduction. The amplifier

connections are shown in Figure (4.6).

4.5 DEVELOPMENT OF AN INFRARED ASPECT SENSOR

4.5.1 Introduction

After first few flights in which 'sunslits' and ‘'double amplitude
modulation sensors' were used as aspect sensors, the need was felt for
investigation of a simpler aspect sensor, suitable for small unstable geo=
physical sounding vehicles.

The simplest technique of obtaining aspect information almost
independent of the rocket motion, is that of amplitude modulation but for the
atmospheric absorption of the radiaticn, to which such a detector responds.
This problem can be overcome if any optical window in the absorption
spectrum of atmospheric gasr~s, mainly, water vapours, oxygen, ozone and

carbondioxide can be identified. The near infrared is the potential part
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of the spectrum for such a window. This region has the additional
advantage that any earth~shine effect (i.e., ratio of reflection from
earth to direct sunlight) would be minimum. The absorption bands of the
main atmospheric gases indicate the position of such a window around 850 nm
(Vasko; 1963). Therefore a detector filter combination responsive to 850 nm
can be used. One problem does arise due to any temperature sensitivity of
such a detector; when detectors are in rocket payloads particularly near
the skin, they encounter considerable temperature changes during the
flight due to rocket motion. A detector of UDT type Pin Photodiode (DP
series) was found suitable since its response peaks at 850 nm. Laboratory
tests showed that the detector signal was virtually independent of temp-
eratures in the range one is likely tc encounter during the rocket flight
if the detector is used into a current mode operational amplifier. Since
the sensor employed a photovoltaic cell, no collecting voltage was
required (Figure 4.6).

The interference filters obtained had a temperature transmission
characteristic that showed negligible variation over the temperature range
expected viz 20° -80° C.

4.7.2 Flight Tests of Atmospheric Transmission at 850 nm

A filter combination with PIN 5 DP was flown in Cockatoo vehicle
‘C4006. Although due to channel sharing, detailed information was not
available, the maximum signal during the flight was close to the level
set prior to the flight for direct sunlight. A better interference filter
(narrower band width) and a 5 DP detector combination (to be termed as
Infra-red or IR detector) was flown in C4009. The primary aspect sensor
was a quadrant ratio aspect sensor which provided adeguate aspect inform-
ation between 0° and #27° (Section 4.4). The covers came off around 30
seconds after launch, when the rocket was at about 30 km. The IR signal
was available from this height onward. Telemetry malfunction at tines
caused spurious signals which were successfully edited out, as described

in Chapter 5. A computer program was used to cbtain a polynomial fit
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between IR signal and aspect angles near apogee. This angular polynomial
curve was then used to correct the IR detector signal for aspect angle
variation. These corrections were restricted to angles between -6" and
-27" as aspect angles around apogee were not greatexr than -6’ . The aspect
corrected signal from the IR detector is shown in Figure (4.7) from which
it can be seen that the signal is constant to within #5% from 30 km onwards.
Most of the scatter in the data is a combination of the telemetry inter-
ference and large angle corrections retained in the diagram. The latter
introduced larger errors for larger angles 24’ ) because the field of view
of the detector was only about * 35°. Unfortunately not much information
was available between ground and 30 km since the rocket became very
unstable on the downleg below about 50 km and very large aspect angles were
encountered in the height region. The flight signal (corrected to -6
aspect) was found to be about 4% higher than the signal recorded from the
detector a few days prior to the flight on the ground for 6 aspect.

Since it is within the instrumental error and the day to day solar flux
variations, it proved that the spectrum around 850 nm is transmitted to
ground almost unattenuated.

4.5.3 Preliminary Results of Aspect Angles

One IR aspect sensor was included in the payload of flight Cc4018.
The sensor was calibrated in the laboratory for its angular response prior to
flight. Unfortunately the spin rate of the vehicle was unexpectediy high
(~ 12 rps) which meant that in each spin the single telemetry channel was
not always picking up the maximum signal corresponding to the minimum
aspect from the photometers. This 'beating effect' almost cancelled
out in the signal ratios of the guadrant aspect and allowed accurate
aspect determinations. Bowever, the effect was found to be very significant
in the IR signal,

Still, the laboratory calibrations were used to infer aspect
angles from the IR and the results are shown in Figure (4.8) where the

aspect angles obtained from the quadrant ratio aspect sensor are also
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plotted for comparison. It can be seen that the agreement is rather good
apart from the scatter in data due to the above mentioned telemetry problem.
A polynomial fit was obtained between detector signal and the aspect
angles around apogee to cbtain an angular response in flight. This was
found to be in agreement with the laboratory curve for angles between -11°
and -23° - the range of angles around apogee. The scatter in angles is
somewhat large and the largest discrepency in aspect angles (<3") is in

the earlier unstable part of the flight (30 sec to 60 sec).

4.6 CONCLUSIONS AND COMMENTS

Several types of aspect sensors have been used which provided
the useful aspect information. The 'Ix‘ detector described as Section
(4.5) appears to be the simplest inexpensive detector for aspect sensing
in small geophysical vehicles. The field of view of such a detector can
easily be increased by employing larger radiation sensoxrs available.
More than one channel should be allocated for an anticipated high spin
rate. The 'quadrant ratio' aspect detector is also simple enough for

spinning vehicles.
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CHAPTER 5

ROCKET MEASUREMENTS OF MOLECULAR OXYGEN, TEMPERATURE AND SOLAR

VUV RADIATION

Rocket experiments to measure the oxygen-density profiles and
solar VUV fluxes are described. The details of instrumentation, data
acquisition and its analysis are presented along with-the results of
molecular oxygen densities, mesospheric temperatures and solar UV fluxes.
The problem of ionchamber sensitivity change during flight and successful
data reduction in such cases is also discussed.

5.1 INTRODUCTION

In the course of this work eleven rocket vehicles were launched,
of which nine were instrumented with ionchambers of the types described
in Chapter 3. The remaining two vehicles were instrumented with ozone-
photometers. These are discussed in Chapter 7. The objectives of the
ionchamber experiments were

(a) the measurement of molecular oxygen density profiles by the

technique of absorption spectroscopy (Section 2.1) and

(b) the measurement of the intensity of solar radiation at Ly-o

and in the wavelength band 155-169 nm. The latter has
importance in establishing the value of the solar temperature
minimum (Section 1.2).

All of the vehicles were instrumented with LiF-NO and Q-T ion-
chambers. Also included in the payloads of the last two vehicles were
Mng—NO ionchambers. |

As explained in Section (1.1), in the height range 70 km to 140 km,
much more information is required on the variations of molecular oxygen
distribution with season, latitude and time cof day.

In order to investigate diurnal and sezsonal variations of

molecular oxygen distribution in the height range 70 km to 140 km, pairs
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of morning-afterncon flights were conducted at different times of the year?®
Results of oxygen measurements are given in Section (5.7). A discussion
of these measurements In comparison to other gimilar measurements is

presented in Chapter 6.

5.2 THE ROCKET EXPERLMENTS

5.2.1 The Rocket Vehicles

The rocket vehicles were of a type designated 'Cockatoo' which
was developed by the Australian Department of Supply. It is a two stage
vehicle, each stage having solid fuel motors, both burning for approx-
imately 3 seconds with burnout of the second stage occurring approximately
25 seconds after launch at an altitude of about 20 kilometres. The
second stage is partially spin stabilized by the action of fins only.
The latter four vehicles were relatively fast spun which produced much
better stabilization. All but one of the vehicles carried payloads,
including ancillary equipment and telemetry systems, to altitudes well
in excess of 70 km.

5.2.2 Instrumentation Layout of the Rocket Head

Space fur instrumentation is prcvided in the Cockatoo rocket in
the forward section of the second stage which has a diameter cf 12.7 cm
and a length, including the nosecone, of 101.5 cm. The instrumentation
head consists of four main sections viz :(i) Firing and timing (ii) telemetry
(iii) Detectors and associated electronics, and (iv) Batteries. The
firing and timing section was part of the rocket itself. The batteries to
supply all the power necessary for the operacion of the electronics
associated with the detectors were mounted right in the nosecone.

The telemetry system was an EMI-TM5H. This consisted of a

switch motor which was a 24 pin head with a wiper arm. The wiper arm

b In fact each of the last two palrs formed part of a programme
to study morning-afternoon and night-time ozone concentrations
(see Chapter 7).
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rotated at about 80 rev/sec in case of the fixrst five rockets. This
rotation was increased to about 160 rev/sec for the latter fast spinning
vehicles. The voltages (OV to 5V) from the different detectors and
monitoring circuits which appeared on each of the 24 pins were sampled
in turn by the wiper arm and were applied to a voltage controlled
oscillator, the frequency modulated output of which was used to amplitude
modulate a 465 MHz carrier wave. The telemetry signals were received

at the ground and recorded on a magnetic tape. A view of one of the pay-
loads iz shown in PFigure (5.2) from which it caq’be geen that the telemetry
section was housed immediately above the telemetry aerials and below the
detectors section.

The detectors—section was made up of two separate blocks. The
upper-part was instrumented with magnetometers, ozone photometers and the
associated electronics. The lower part known as the ionchamber block was
instrumented with ionchambers, aspect sensors and the associated electronics.
Brief description of the design and components of the ionchamber block are
given in the following sub-sections.

(a) Design

Two different designs of the ionchamber block were used. In
each design, the detectors were arranged in two banks which were
mounted on opposite sides of the rocket. In the earlier design

(), used in slow-spin vehicles, each bank consisted cf three

ionchambers of the same type (i.e., one bank contained Ly~

ijonchambers while the other contained Q-T ionchambers) looking

at angles of 55°, 90°, and 125° from the rocket axis but in the

same plane consisting of all three ionchambers and the rocket

axis. This configuration was adopted to ensure adequate data
coverage despite very large coning anglzs. The design was

found to be very successful for the earlier four flights in which

aspect variations were rather large (Section 5.98). A view of the



Figure 5.2

A view of the various sections of the Cockatoo
instrumentation head showing distribution of the
payload. The ionchamber block is of design B type.

The instrumentation section (in the middle) was

later mounted inside the skin shown on the left.

The nose-cone was mounted on top of the instrumentation
section. A typical complete instrumentation head

is shown in Figure 7.3.



> 200
8.
> 9
> I
‘Ql‘
A

4 \il

-

'i
I3

T—



80

ionchamber block in design (A). ds shown in Figure (5,3).

Since tlie spin rate of latter flights was increased signigicantly
to provide a better stabilization, the design of ithese flights (C4007,
C4009, C4017 and C4018) was changed to a more conventional system
in which all the detectors (ionchambers and aspect sensors) in each
bank were mounted parallel to each other and all locking at 90°
from the rocket axis. This allowed several other types of the
detectors to be instrumented for other experiments. A view of
this design (B) can be seen from Figure (5.2).

(k) Ionchambers and Signal Ampljfication

A set of six ionchambers (3 LiF-NO and 3 Q-T) was installed
in the rounds employing design (A), discussed above. In the rest
of the flights, 2 Ly-o and at least 1 Q-T (in some cases 2 Q-T)
ionchawbers were included in the payload. All the ionchawbers,
manufactured as described in Chapter 3, were operated at unity
gas gain. Absolute calibration of the ionchambers was carried
out prior to flight as described in Section (3.8).

The signal currents from ionchambers were amplified by F.E.T.
input, linear amplifiers operating in the current-fecedback mode
to give a fast response time. Since expected signals from Q-T
chambers are lower by about a factor of 10 than those from Ly-G
chambers, two different types of amplifiers were employed to give
amplifier gains of the order of 10!%y Amphl. The circuitory was
slightly modified in the later part of this work, in which signals
were amplified in two stages to give better stability. The gain
of the ampliifiers could be varied between 1 and 10 to allow for
variations in the guantum efficiencies of the ionchambers in
order to use the full range of the telemetry. Laboratory tests
showed that any zero drifts in the amplifiers during a Cockatoo
flight due to temperatures encountered in the paylecad, would be

insicnificant and no significant zero drifts were recorded during



Figure 5.3

A view of the ionchamber block (A) as
used in the earlier slow spin rocket
vehicles (Cl020, Cl1l029, Cl035 and C4006).
The three holes are for ionchambers.
The amplitude ratio aspect sensors
and sunslits can also be seen.
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the flights. Circuit diagrams of the ionchambexr amplifiers are
shown in Figures (5.4) and (5.5).

(c)} Optical Aspect Sensors

Tonchamber blocks employing design (A) (i.e. ionchambers lock-~
ing in different directions) were instrumented with 4 pairs of
amplitude modulation aspect sensors (Section 4.3); each pair looking
in one of the directions of the outer chambers (Figure 5.3). Also
included in each of these payloads were 2 sunslits (Section 4.3)
each looking in one of the directions of the two remaining central
ionchambers. In each of the last four payloads which employed
design (B), a quadrant ratio aspect sensor (Section 4.4) was
included instead of the above mentioned amplitude ratio aspect
sensors. Sunslits were not included in the last two flights
(C4017 and C4018) since they could not be useful for fast spinning
vehicles as discussed in Section (4.3.1). Also included in each
of the payloads of flights C4009, C4017 and 4018 was an infra-red
aspect sensor described in Section (4.5). The performance of these
aspect sensors is discussed in Section (5.6) for individual rocket
flights.

5.2.3 Preflight Checks of Equipment

The amplifier galns were set as required for each detectoxr before
payloads were flown to the Woomera range. At the same time signals were
recorded from the absolutely calibrated ionchambers when connected to
the payload using a D.C. lamp so that a comparison could be made for
efficiencies of the detectors just prior to flight. Also a sensor
and telemetry check was carried out using the facilities of the Weapons
Research Establishment of the Department of Supply- The complete head was
operated and the telemetry received at a remote station to check the
operation of sensor channels, monitoring circuits and channel allocations.
Further tests of ionchamber efficiency were carried out at the range and

any suspected detector was replaced from the spares. Finally, operation
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of all sensors and channel allocation were checked at the Woomera range and

also as part of the iImmediate prelaunch. sequence.

5.3 DETAILS OF THE LAUNCH AND FLIGHT CONDITIONS

All the vehicles used iIn the present work were launched from the
Woomera Rocket Range of the Weapons Research Establishment of the Australian
Department of Supply. The range head is situated at 30° 35' scuth latitude
and 136° 31! east longitude,

The first vehicle, C1020, was fired at 1100 CcST (Rustralian Central
Standard Time) on 20th July 1972, at which time the sun was at a zenith
angle of 56 .

The following two vehicles, C1029 and c1035 - first in a series of
norning —afternoon pair of flights - were launched on 23 November 1972 at
0825 CST and 1625 CST respectively. The sun was at zenith angles of 50.3°
and 58.7" at these times.

The first vehicle in the next pair of flights, Cl046, was fired at
0915 CST on 26th June 1974, Due to a power supply malfunction no signals
from ionchambers were received.

Therefore, the afternoon flight, C4006, was postponed £ill 28th
June 1974 on which date, it was launched at 0947 cST. The sun at that time
was at 66.9° from zenith.

The third pair of flights, C4009 and Cc4007, were launched on 2nd
October 1974 at 0820 CST and 1725 CST, at which timesthe sun was at zenith
angles of 60.4" and 77.9° respectively.

The last pair of flights, C4018 and C4017, were launched on 29th
April 1975 at 0915 CST and 1655 CST respectively. The sun was at zenith
angles of 63.6° and 79.6° at the times of these launchings respectively.
Due to a malfunction in the second stage motor, the second flight, C4017,
was abortive. Details of two additional flights for night-time ozone

determinations are given in Chapter 7.
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Trajectories far the successful flights are presented in the
following section and the results of aspect variations and observed
absorption profiles for individual flights are given in Sections (5.6)

and (5.7).

5.4 TRAJECTORIES OF THE ROCKET VEHICLES

The range centre line extends to the North-West of the launching
site. The flight path of the vehicles was in this direction. The vehicles
were skin tracked by on-range FPS16 radar facilities. Magnetic tape

records of the radar tracking data were then processed by the Weapons

Research Establishment and the resulting output were presented in the
form of X, Y, Z, X, i, 7 and height as a function of time from launch,
where X measures the horizontal distance along the range centre line, Y
the horizontal distance normal to X, and Z the vertical distance above
the launch site. Height was the Z coordinate corrected for height above
sea~level and the curvature of the earth. The time interval between
listings was 0.5 sec.

Rocket flights €1020, C4006, CA007 and C4018 were well tracked by
the radar and trajectory results are represented in Table (5.1). Although
radar tracking of flights Cl029 and Cl035 was somewhat inconplete the
missing portions could be computed easily without any significant loss
of accuracy, as described below. The tracking of flight €4009 was rather
poor as the radar could not lock on the vehicle. However an estimated
trajectory could be cbtained by comparison with other flights ag described
below.

in order to interpolate the heights in the missing portions of a
trajectory, let us consider the mathematical form of the trajectory. After
second stage burnout, tha trajectories should be ballistic tc a first
approximation i.e.

h(t) = h(0) = % g .t? (5.1)

where t is measured from apogee.



FLIGHT CONDITIONS TRAJECTORY
Payload
Date Time" Zenith Angle (Solar) Apogee Height Apogee Time

(CST) (km) (secs)
€1020 20 Jul 1972 1100 56° 128 176
C1029 23 Nov 1972 0825 50.3° 130.5 177
€1035 23 Nov 1972 1625 58.7 120.2 168.5
Cl046* 26 June 1974 0915 - - =
C4006 28 June 1974 0947 66 106.5 157
4009 2 Oct 1974 0820 60° 132 177.5
C4007 2 Oct 1974 1725 77.9° 137 182.4
c4010* | 3 Oct 1974 2050 - 133.5 179.5
C4019 28 Apr 1975 2022 83.5° (lunar) 122.2 171.7
c40l8 29 Apr 1975 0915 63.6 124.8 173
C4017* 29 Apr 1975 1643 - - -

1. yr = csT-0930

s

No useful data obtained.
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The two most important factoxs that cause the trajectory to deviate
from this form are air drag and variations in the acceleration due to gravity
(g). The effect of alr drag is to make the trajectory unsymmetrical (i.e.
h(-t) < h(t)) and the effect will decrease as the height increases. Average
figures for difference between actual height determined by radar and computed
heights from ballistic form (neglecting air drag) for Cockatoo vehicles were
found to be 1.5 km at 20 km, -1.0 km at 30 km, C.5 km at S50 km, 0.1 km at
60 km and negligible above 70 km (O'Brian, 1973). Since for oxygen data,
trajectory is only required above about 70 km, air drag effect may be
ignored in further discussion.

The value of g varies inversely as the square of the distance from
the centre of the earth but over a limited height range of about 7u km, the
decrease in g can be approximated by a linear formula and we may write

a(t) = - [g_+ K(h(0) - h(t}] (5.2)
where a(t) is the vertical accelexation of the rocket, 9, is the value of
g at the maximum height h(0), and K is a small positive constant. If a(t)
and g, are in units of Km sec 2 and h{0) and h(t) are in units of Km, then
K has the value 3.0866 x 10~° sec™? (CIRA, 1965).

Equatioun (5.1) can be written ac

n(t) - h(0) = - % g t* (5.3)
where g is the effective value of g during the time interval t experienced
by the vehicle.

Since K is small and time is measured from the apogee, we may
approximate g'by 9q for the purpose of substituting equation (5.3) in
equation (5.2) i.e.

a(t) = - [g +%Kg  t’] (5.4)

Then, vertical velocity of rocket (V(t)) is given by the

expression

1. 3 L
o L L .5
(g, £+ g K g t’) (5.5)

Note that V(t) = 0 when t = 0
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Integration of equation (5.5) gives:

h.
h(t) = J V(t) dt

Q
“R(0) ~hg t?--2Kg t*
o o 24 o
_ L 2r 1 2
h(t) = h(0) ~ % 9, -t [+ 37Kt ] (5.8)

Equation (5.6) describes gquite accurately the trajectory taking
into account variation in g. To use this equation two quantities - h(0)
or apogee height and apogee time defining t = 0 — have to be determined
from the radar data. B

The value of 9, for equation (5.6) can be easily evaluated from
the exact expression:

g(2Z) = 979.3244 - 3.0866 x 10 * Z + 7.259 x 10 *! z%(cm sec” %)

where Z is height in meters above the earth's surface (CIRA, 1965).

The radar did not track the vehicle, C1029, between 110 sec and
133 sec from launch as well as most part of the downleg. Fortunately .t
locked onto the vehicle from 133 sec until 210 sec after launch, which
included the apogee (Figure 5.5 ) before losing it again. Therefore
apogee height and corresponding time vere directly available from the
radar data. However, due to scattering in the height around apogee,
observed value of t apogee was varied in intervals of 0.1 sec in the
equation (5.6) and computed values of h(t) were compared with the
trajectory obtained from radar track below 110 sec until the two curves
almost superimposed. The values thus obtained, 177 sec and 130.5 km, were
used in equation (5.6) to obtain the composite trajectory.

The second vehicle, Cl035, was well tracked until about 223 sec
which correspondedto about 106 km on the downleg. Therefore evaluation
of to and h(0) was relatively easy. However due to a virtual flatness in
the trajectory around apogee, tO was first estimated from symetry of upleg
and downleg. This value was then slightly varied until the computed values
of h(t) agreed with the cbserved trajectory. The apogee time was thus

found to be 168.5 sec and an apogee height of 120.17 km.
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As mentioned earlier, the tracking of the rocket vehicle, C4009,
was poor with the radar never locking onto the vehicle. But the duration
of the flight was known from telemetry signals which made it possible to
estimate a trajectory. The duration of the flight C4009 (334 * 1 sec) was
found to be comparable with flight durations of C4010 (Chapter 7) and
C1029 (339 sec and 341 sec respectively). Since flight C4010 was launched
on 3rd October (less than 2 days after C4009) with almost identical payloads,
the close proximity of flight durations gave a first approximate trajectory.
Further, it was noticed from the trajectory of C1029 and C4010 that the
trajectories were identical for about first 100 sec from launch and
differences between the two became significant only beyond this time.

The trajectory for C4002 was then interpolated between the two and the
results are shown in Figure (5.6). The resultant trajectory is estimated
to be accurate within * 2km. The above trajectory was applied to the

Ly~0 absorption profile corrected for an effective sensitivity change
(Section 5.9) and the agreement between upleg and downleg height profiles
was found to be excellent. Since the corrections applied were independent
of the trajectory, the above result indicates that the accuracy of
estimated trajectory is perhaps much better than 2 km in the height region

above 70 km.

5.5 FORM AND METHOD OF REDUCTION COF THE TELEMETERED DATA

The telemetered values of the voltages appearing at the outputs
of various amplifiers were recorded on magnetic tape. The magnetic tape
was then processed by the Weapons Research Establishment and presented in
two forms for each successful rocket flights. One form was a film recoxrd
which gave a plot of voltage against time for each sensor for the duration
of the flight. The second form was a digital computer readout of the
magnetic tape. Also available were copies of the original magnetic tapes

for direct processing. For the slow spinning vehicles (C1020, 1029, Cl035,
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C4006) film records were genexally found to be very convenient for manual
data reduction. A peak was produced in the voltage of each optical sensor
as the sensor looked towards the sun once every revolution of the rocket.
The peak occurred when the aspect angle of the detector was minimum for

that revolution of the rocket (Section 4.1). The peak voltage values for
each of the useful sensors (ion chambers and aspect sensors) were recorded
from these films once for each spin. Similar values of peaks directly
available from the digital records were also used occasionally with appropr-
jate background corrections. The aspect sensor signals were first processed
to obtain aspect corrections as a function of time. These corrections were
then applied to the ionchamber flux data and thus absorption profiles as a
function of time were obtained which were then converted to height vs flux
profiles with the help of trajectory data (Section 5.7.1). The height
profiles were then used to infer oxygen density profiles as described in
Section (5.7.2).

For the fast spinning vehicles (typical spin rate of about 8 rev/sec)
it was rather cumbersome to reduce the data as discussed above since the
number of useful data points for each sensor was in the range of about 1500.
Therefore,a computer program was written which initially could pick up the
data points for each sensor at the peak points directly from a copy of the
original magnetic tape and store the peak values onto another magnetic
tape. Subsequent programs were then used to analyse these data first to
obtain aspect angles and then to apply the corrections to the ionchamber
data. A time-height function was then used to cbtain computer plots of
aspect corrected flux profiles as a function of height in additicn to the
flux profiles as a function of time. The height profiles were then
Qi fferentiated to obtain density profiles. Data from {lights C4007,

C4009, C4018 were analysed in this manner. Specific details of absorpticn
profiles and the derived oxygen profiles for each flight are given in

Section (5.7).
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stabilisation further improved later fast spin flights, C4007, C4009,
and C4018, (Figure 5.8).
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5.6 PERFORMANCE QF 'ASPECT SENSORS AND RESULTS OF¥ ASPECT ANGLE

VARTATIONS DURING FLIGHT

Each of the flights C1020, C1029, Cl035 and C4006 were instru-
mented with 2 sunslits and 4 pairs of amplitude ratio aspect sensors
(see Section 5.2.2). The description of each of these detectors and the
method of data reduction has already been given in Section (4.3).

Although sunslits were also included in the payloads cf flights
C4007 and C4009, no useful data could be received due to fast wehicle spin
for reasons given in Section (4.3.1). The primary aspect sensor on each
of the last three flights was a quadrant ratio aspect sensor of the type
described in Section (4.4) which provided successful aspect information.
Both, sunslits and amplitude ratio aspect sensors provided the useful
aspect angle information for f£lights C1029 and C4006. Sunslits data
was useful for angles less than % 35° whereas the aspect sensors covered
a much wider range. In fact data from one of each pair (flush aspect
sensor) was found to be sufficient to obtain aspect angles with the aid
of preflight laboratory calibrations (sce Section 4.2.2 and 4.3). 7The
aspect angles were then weighted in favcour of sunslits in the region of
mutual coverage although the differences were small. The early cover
release in flight C1035 made the vehicle very unstable and only sclar
fluxes could be. determined.

Some problems in aspect determination for the flight Cl020 wexre
experienced in aspect sensor data due to uncertainty in zero level signals
(Section 4.3.2). The partial aspect information was obtained as follows:

As the normal axes of the amplitude ratio aspect sensors were at
+ 358° from the normal to the rocket axis (reference of aspect angle), the
signal from one of the two pairs would reach a maximum whenever the aspect
angle would be in *he vicinity of % 35° (see Figure 5.3 ). BAlso, as the
field of view of flush aspect sensors was about * 75° , the other flush
aspect would show only a vcry small signal for this aspect position. Thus

[»]
times when aspect angles were in the vicinity of + 35° or - 35 , could be
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recorded. The signal from LiF-NQ chamber in the height range above about
120 km should vary mainly due to aspect variation since no significant
absorption takes place in thiS<region; Due to relatively fast spin, the
vehicle aspect was found to vary only slowly and therefore a maximum in LiF-NG
singal would indicate an aspect in the vicinity of + 0°. The signals of
aspect sensors for these times of about 0° aspect were recorded which were
found to be reasonably consistent. Then in the region below 100 km, times
were recorded when the signals from flush aspect sensors were close to 0’
aspect positions. Thus a set of times for the flight were tabulated
corresponding to aspect angles close to ¥ OQ, +/35° and - 35 . TFor all
these points the signal from one of the magnetometers was used as an
additional check. Ionchamber data fo. only these times were corrected
for aspect angle (if angle was not 0°) and then used to derive an absorption
profile. It is believed that the errors in the above aspect values would
be less than *5° ., Since a position of % 35" aspect would be 0° aspect for
one of the outer ionchambers, an error of * 5° would introduce no significant
error because the angular response of ionchambers is almost flat over * 5
angle. Most of the data points used were thus for 0° aspect from respect-
ive chambers with appropriate normalization.

The aspect angle variations as a function of time are shown in
Figures (5.7 and 5.8) for each of the relevant flights. It can be noticed
that aspect angle variations for the unstabilized flights were very large
(> £ 70°) and the design used for these flights was thus useful. The

improvement in stabilization for latter flights due to larger spin rate

is also evident from these Figures.

5.7 RESULTS OF MOLECULAR OXYGEN DENSITY AND TEMPERATURE PROFILES

5.7.1 Incident flux absorption profiles

As mentioned in Section (5.5), peak readings of voltage output Tfex
each optical sensor (ionchambers and aspect sensors) were recorded as &

function of time. Data from aspect sengors was analysed to obtain aspect



Se
angles as a function of time as descxibed in Section (5.6)}. Ionchamber
signals wexe then corrected to zero aspect angle (Section 3.8.4). Although
the angular response of an fonchamber extends to about + 70°, aspect
corrections were restricted to angles less than 35° for the slow spinning
vehicles. For the later flights, aspect angle information was limited to
less than about 27 due to small field of view of the quadrant aspect sensors
(Section 4.4) and thus limiting the aspect corrections to this value.
However, in these flights, aspect angles were larger than this value only
occasionally (see Figure 5.8).

Since the data acquisition rate for slo& spin flights was small
(typically 1.5-2.0 km) and partial due to large aspect variations, composite
curves of aspect corrected ionchamber signals as a function of height, for
all the useful ionchambers of one type included in the payload, were obtained.
Due to variation in sensitivity from chamber to chamber, signal levels were
normalized arbitrarily if required for each ionchamber of one flight such
that all of the same type ionchambers gave the same signal at some heigh
altitude level. Due to slow data acquisition rate, upleg and downleg data
was plotted together generally to supplement each other and a mean profile
was thus ob.ained for each case.

For the last three fast spun flights,6 it was adequate to analyse
data from each ionchamber and for upleg and downleg separately due to
complete data acquisition on each leg with the exception of Ly-0 data in
C4007. In this case upleg data was normalized upwards such that upleg data
was in good agreement with the downleg data in the mutual coverage region.
The constant of normalization was found to be 1.4 for the Ly-O ioncharber
IC-24. The complete curve from upleg-downleg data was then used to derive
the oxygen profile.

Relevant absorption profiles for all the six flights are shown in
Figures (5.9) to (5.14). 1In some cases it was observed that the signal
from Ly-0, ionchamber kept rising well above the apogee height including the

height region of constant unabsorbed incident flux. Fortunately the signal
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became constant on the downleg for each such. case well before the rocket
entered the absorption regien again., The behaviour appears to be due to

a sensitivity change during fliéht until it became stable. A detailed
discussion is given separately in Section (5.9) where similar other observ-
ations are also discussed. The presence of a constant flux portion in the
downleg absorption profiles however ensures the invariability of the
detector efficiency on the downleg. Since the density profile is independ-
ent of the absolute detectaor efficiency as long as it remains constant, only
the relevant downleg portion is used to derive oxygen densities.

The Q-T ionchambers in later flights registered solar flux at some-
what higher altitudes than expected on the upleg but the signal then rose
sharply to a maximum around apogee. Therefore only downleg data could be
used. In flights C4007 and C4009, aspect angles were rather large above
about 120 km and the flux profiles above these altitudes showed some large
aspect modulation. The density profiles from the downleg data of two
independent Q-T ionchambers in C4009 were found to overlap at latitudes
below 120 km indicating that the downleg data was reliable. The data from
below 120 km was found to lie on a straight line when plotted agairst the
overhead oxygen column (Section 5.8) as expected. The scattering in data
from flight €4018 has been caused by the unexpectedly high spin rate and
a mean profile was used.

5.7.2 Oxygen Density Profiles

As shown in Section (2.2) when the solar zenith angle, Z, in not
too large, the number densities can be calculated from the absorption

profile by using equation:

1l dl 1 1
no2 ) =5 T @ e e
eff(h,z)
The observed absorption height profiles shown in Figures (5.9) <o
(5.14) were used to obtain ﬂ% for dh = 1 km. 'The effective cross-section

o was calculated for each flight as described in Section (2.2.3).
eff (hZ)

Effective cross-sections for the Ly-0 data were calculated using

the recent absorption data of Carver et al (1976) at 195° K (Section 2.2.3C).
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Results of oxygen densities from both types of ionchambers for each flight
are shown in Figures (5.15) and (5.16) and the relevant discussion is
presented in Chapter 6.

Random errors in the densities are due to uncertainties arising
from the data reduction and nolse on the telemetry records. The errors
due to telemetyy noise are generally less than *,5% except for the flight
C4009. In this case considerable telemetry noise problems in the data
were encountered. However, most of the telemetry noise was successfully
edited out by not using the data at times where particularly bad noise
was present. This can be seen from the discontinuity in the aspect angle
data (Figure 5.8). The random errors due to telemetry noise for this
flight are believed to be less than * 5% in the edited data.

The random erroxrs a;isinggffpm the data reduction would come from
two avenues. Firstly,some errors would be introduced while reading the
ionchamber signals frem flight records. 1f film records are used then the
error is expected to be less than 1% while the digital records would
introduce an error of less than 0.2%. Secondly,the errors would be
introduced by aspect corrections and would be large in the regions of
large aspect angles. Since aspect corrections to individual ilonchamber
data have been restricted to angles less than 35° (Section 5.7.1), the
errors introduced are estimated to be generally less than 2% An
additional error is Introduced in the mean profiles of the first three
flights due to low data acquisition rate necessitating a ccmposite profile
from data of all ionchambers. This errorx is estimated to be about 10% in
Ly-o profile of C1020, 5% in Ly-0 profile and 2% in Q-T profile in C1029
and about 5% in Ly-0 profile of C4006 in the height range where di/I is a
maximun. The error is expected to increase towards each end of the profiles.

This errot is expected to be rather small for £lights €4007 and
Cc4009 due to high data acquisition rate. The beating effect mentioned in
previous section for flighy C4018 would result in an additional error of

about 10%.
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The total xandom erxxoxs in the density values are thus expected
to be between 3% and 13%. There is a systematic error of * 2 km in the
estimated trajectory of flight C4009 (Section 5.4): The trajectory errors
for other flights areless tlian 100 metres: Additional systematic errors
due to effective cross—sections  are expected to be about 5% and 10% for
O-T and Ly-o ionchamber data respectively. The latter includes the errors
in the Ly—0, line profile used for the calculations (Section 1.3).

5.7.3 Temperature Profiles

Oxygen densities derived from Ly-o absorption measurements were
used to derive temperature profiles below 95 km where mixing can be assumed
(Section 2.5). A computer program was used which enabled computations of
temperatures for these and other similar mesospheric oxygen profiles listed

in Table (6.1). All the temperature results are presented in Chapter 6.

TABLE 5.2

DATA ERROR (% %)

Data Reducti TRAJ Exrror
SEaREERE Mean Prof. Total| (f KM)
T
Tele Noise | Recording . Aspect
Cl020 0.5 1 2 10 13 0.1
¢1029 0. § 1 2 5Ly-0.2 8(5for) 0.1
QT
Q-T
C4006 0.5 1 2 5 8 0.1
c4007 0.5 .2 2 - 3 0.1
C4009 Se .2 2 + 7 2.0
c4018 0.5 .2 2 10 12 0.1
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5.8 RESULTS OF SQLAR VYUY FLUX

5.8.1 Introduction

The tndividual aspect corrected currents from each useful ion-
chamber can be converted to flux values by using the known effective area
of the detector (1.98 cm?} and its preflight absolute calibration as
described in Section (3.8). To obtain\the flux above the atmosphere,
values of ionchamber currents at heights above which no absorption takes
place are required. If this signal is not available directly from the
flight data then the observed absorption profile and the resulting oxygen
profile together may be used to obtain an extrapolated value of unattenuated
signal as shown below.

From the derived oxygen profile an estimation of the scale height,
H, is made. Suppose this scale height can be used to describe the distribu-
tion above a height hmi v l.e.

n

n(h) = n(h . ) exp [—(h—hmian] (5.8)

for all values of h greater than hmin' Then

Il

&n I(h) 2n Io - ¢ N(h) F(z,h)

1

- 2 L.fh-—- £

fn Io - 0 N(hnlin)h(z,h)e}cp[{ih h o )/HD (5.9)
where To is the ionchamber signal above the orygen absorption and N(h) is
the oxygen columnar density above the height h.

Therefore, a plot of the logarithm of the ionchamber current
against the slant oxygen mass is made. The latter is given by
N()/N(h ., )* = exp [-(h-h . }/H], where H is the scale height from the

min min

observed oxygen profile.

The straight line graph so cbtained can be extrapolated to zero
slant oxygen mass to cbtain the value of Io. The above method of extrapol-
ation may be used to obtain values of Io in general. Recently Hall (1972)

has outlined a specific method for obtaining To for Ly-Q ionchambers.

£ Since the oxygen slant mass = exp [~ (h-hm) /H] = W(h)/N(hm); a model
atmosphere such as CIRA72 may be used to obtain N(h)/N(hm) as &
function of height directly. The use of expression exp [~ (h-~hm) /H]
instead does mean the use of the same flux data through H and thus

more appropriate value of extrapolated flux To.
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Further discussion is therefore presented separately for Ly-a
and Q-T fonchambers.

5.8.2 Flux from Ly-0, Tonchamber (121.6 nm)

The problem for the Ly—& ionchambers is of a different nature.

The absorption profile at altitudes below about 90 km is purely due to
Ly-0. However at higher altitudes, the radiation other than Ly-0 in the
detector pass-band (105 (114} - 135 nm) also contributes in the detector
signal and this contribution increases with altitude. Since the absolute
contribution of other radiation may vary from one observation to another
(Sectiocn 2.4), it becomes necessary to obtain aﬁ extrapolated value of To
just for Ly-o. from the absorption data below about 90 km. The maximum
recorded ionchamber signal above about 110 km can then be used to estimate
the other radiation contribution. Sometimes the flatness in the ionchamber
signal around 100 km is clearly evident before the signal begins to rise
again due to the other radiation. This flatness may give a direct measure
of Io and should thus be close to the otherwise extrapolated value.

Hall (1972) has outlined a method for obtaining an estimated value
of Io by using the absorption profiie and a pressure profile from the
model atmosphere appropriate for the time of observation. The method is
relatively simpler and perhaps more accurate. He has plotted a curve
between p/K cos X and I/Io where p is the pressure, K is a constant, X is
zenith angle at the time of observation and I/Io is the relative ionchamber
signal. The plot is shown in Figure (5.17). A value of p at some height
h is obtained from a model atmosphere for the time of cbservation and the
quantity p/K cos X is obtained. If the value of I(h) is known then Io
can be cobtained from the graph (based on the observed value of I at the
height h). This method has the advantage that Io can be obtained relative
to values of I at more than one height and the internal consistency can
thus be checked,

In the present measurements, both methods were used for several

flights and the results were found to be generally in good agreement. The
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Figure 5.17 The plot of relative Ly-0 intensity against pressure for calculations
of unabsorbed flux (After Hall, 1972).
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results reported here are therefore based on the estimated values of Io
by Hall's method.

The conversion of this maximum ionchamber signal To into absolute
Ly-o flux is straight forward and involves only the known absolute guantum
efficiency of the detector at Ly-0 as measured before the flight. Results
of the estimated Ly-o flux for each flight are presented in Table (5.3) and
a further discussion is given in Section (6.4).

5.8.3 Flux from O-T ionchamber (155 - 169 nm)

The values of Lo were obtained by extrapolation for all the Q-T
ionchambers because in neither case, the absorption profile data was availli~
able at altitudes of zero extinction mainly because the rocket apogee height
was not high enough (Section 5.7.1).

The Q-T ionchambers respond to radiation in the wavelength band
155 - 169 nm (Figure 3.9). To obtain solar flux values from the Q-T jion-
chamber current measurement, obtained as described above, it was assumed
that the solar continuum spectrum in these wavelength bands could be
represented by that of a black body at temperature T. The laboratory
calibrations of the efficiency (Secticn 3.8.3) and spectral response
(Section 3.8.2) of the ionchamber was then used to calculate the ion-
chamber current which would be produced for lifferent values of 7. 1In
this way, a brightness temperature was deduced which agreed with the
rocket observations. The contributions of emission lines to the ionchambexr
currents were estimated using the solar spectral data of Detwiler et al
(1961 a, and b), a portion of which has been presented in a convenient
digitalized form by Brinkman et al (1966). This contribution was 4.5% foxr

the Q-T ionchamber.

In cases where upleqg data was spurious (Section 5.7.1), caly the
downleg data was used for extrapolation of flux to zero extinction and the
useful absorption data were found to lie on a ctraight line when plotted
against absorbing column as ewpected. The results of snlar brightness

temperatures are presented in Table (5.3) and a comparison with oclther



97.

similar measurements, is made in Section (6.4).

TABLE 5.3
1 2
Rocket Payload Ly-0 flux (exgs/cm®/sec) 156-168 nm solar
flux (Equivalent
Black Body Temp-
erature) .
—

Ccl029 2.18 * 0.40 (4570 £ 30) K

C1035 3.26 * 0.30 (4580 * 40) K

C4006 3.12 * 0.45

C4007 : (4500 = 50) K

C4009 2.15 £ 0.50 (4440 * 50) K

5.9 IONCHAMBER SENSITIVITY CHANGE DURING FLIGHT

5.9.1 Introduction

In several ionchamber experiments, an effective change in the
detector sensitivity during a rocket flight has been observed. This
generally results in a discrepency between upleg and downleg absorption
profiles. The detector signal keeps rising in a height region of
constant flux where ideally it should not show any change in signal.

This continuous increase is eguivalent to and may be explained by a
continuous change in the effective sensitivity.

The most commonly used detectors with which this problem has been
experienced are Ly-—Q jonchambers. In a rocket experiment, if a detector
behaves in this fashion then the data may be used for further analysis

only if there is evidence that the detector's effective sensitivity ceased
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to change at some tiwe during the flight and the data beyond this time
thus remained unaffected; In such a case; while the rocket traverses &a
constant flux region*; if the detectér signal becomes constant at some
time before the rocket enters the absorption region again on the downleg,

the downleg data may safely be used for obtaining a vertical distribution.

In some of our rocket flights this behaviour of inflight effective
sensitivity change was experienced. Fortunately in all such cases the
detector sensitivity became stabilized before the rocket entered the
absorption region on the downleg thus allowing the use of the downleg
data. However an attempt was made to evaluate fhe coefficient of rate
of change and its use for correction of the data to see if in the corrected
datarupleg was comparable to the downleg.

5.9.2 The Results of Ionchamber Sensitivity Change and its Correction

Suppose at a time To (to be termed as recovery time for reasons given
later) the detector signal becomes stabilized wherxe To is a time when the
rocket is above the absorption region and hence the constant signal region.
Therefore the effective sensitivity of the detector may be assumed to remain
constant say o, at all times until impact after To' Suppose at some other
time t prior to To but still in the region of constant flux, the detector
efficiency is a(t) such that

alt) = o - B(T_~t) (5.10)
where B is a constant equal to the rate of change of the efficiency.

Since at times t and To' the true intensity is the same, the
measured intensities at the two times are related to the true intensities

by the relation:

=1 Q& (5.11)
mo o o
and I =TI o(t)
mt o
... =I .{a =R (T =t) (5.12
or . e o ( s R .{ ot )
L This varies from one type of ionchamber to another type. The

constant flux region for a Ly-G ionchamber may be typically
above 100-110 km.
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Subtracting equation (5.12) from equation (5.11), we obtain:

g = 'ET_“_O_:' " t_)_'_ SL
(Tr - t) I
o )

(5.13)

Having calculated 8 from the data in the constant flux region, we
may use it to correct the observed signal at other times including the
absorption region for the effective sensitivity change assuming that the
rate of change remained constant prior to To' The true signal IT at a
time tl may thus be obtained through equation (5.12) i.e.

IT(tl) = IM(tl)/l—B(To—tl) (5.14)

Generally a Cockatoo vehicle's apogee is above 125 km which means
that the above analysis can be successfully applied to the Ly-0 ionchambers.

For illustration, time and height absorption profiles for a Ly-G
ionchamber from one of the present rocket flights are shown in Figures (5.18
and 5.19). The effect of inflight effective sensitivity change is clearly
evident from the height absorption profile.

Values of To were obtained from time-absorption profiles similar
to Figure (5.18) for all the useful ionchambers which suffered this problem.
The values of Bo were then obtained as described above which were used to
obtain the curves of effective detector sensitivity a(t) as a function of
time prior to T.. The values of a(t) so obtained were then used to obtain
profiles corrected for sensitivity to be equal to 0 The corrected flux
data at several points for one of the ionchambers is shown in Figure (5.19)
along with the originally ohserved data. The upleg is found to almost
superimpose on the downleg data thus illustrating the validity and effect~
iveness of thie analysis, Similar results were obtained for other ion-
chambers. The values of B and To were found to be (0.0021/sec, 240 sec)
(0.0046/sec, 230 sec), and (0.008l/sec, 240 sec) for INO-24 (C4007) ,

INO-24 (C4009) and MNO-2C (C4018) respectively.

In Figure (5.20) are shown the curves of a(t) as a function of

flight time for these jonchambers, It is striking to note that the complete

recovery time -TO —~ is about the same for most of these ionchambers.,
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It may also be noted from this figure that if the values of o(t)
are extrapolated to thie time axils then in some cases (perhaps as a result
of large contaminatieon) the effective sensitivity may be almost zero and
the detector may not show any signal even at heights where it receives
significant radiation.

Higashino et al (1966) have reported time absorption profiles for
two Ly-0 ionchambers which are very’mucﬁ similar to our Figure (5.19). 1In
another rocket flight, Friedman et al (1951) observed a significant upleg-
downleg discrepency in the helght absorption profile for one of the two
Ly-0, ionchambers.

More recently, Weeks (1975a) has reported that in his two recent
rocket flights, he observed this type of upleg~downleg difference in Ly-0.
ionchamber data. Similar results of inflight sensitivity change have been
reported by Brannon and Hoffman (1971) for Ly-0 ionchamber and by Weeks
and Smith. (1968), Wildman et al (1269) and Weeks (1975b) for S-X ionchamber.
It must be pointed out that this inflight sensitivity change behaviour, if
present ,may become evident only if either both ubleg and downleg data are
available from a flight.or at least the upleg data extend to well above
the absorbing region of radiation in the detector band.

Obviously, the upleg-downleg discrepency will recult in spurious
upleg density profile if the rate of sensitivity change is large. However,
if the rate is rather small such that over a limited height region, say
70-95 km, the overall change is small, the upleg densities can be in good
agreement with. the more reliable downleg densities despite the observed
sensitivity change. This was the case with one of the ionchambers in
flight C4007. Some of the anomalous results such as those of Subbaraya
et al (1974) and Grobecker (1971) may be partly as a result of this effect
who apparently used only upleg data of a single Ly-0 ionchamber f£lown in

either case.
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5.9,3 Discussion and Conclusions

A Ly-0, chamber may show effective sensitivity variation if some con-—
taminant film particularly water vapour is deposited on the outside of the
window prior t; flight and thus reducing the effective sensitivity of the
ionchamber by absorbing a part of the radiation as explained in Section
(3.7.2). However if during the flight; this contaminant f£ilm slowly but
continuously evaporates due to the heating near the skin thus decreasing
the amount of radiation absorption due to this film, the effective
sensitivity will increase continuously as a result until the time To
when all of it has been evaporated off. It musé be pointed out that
this contamination of the wondow from outside, generally by water vapour,
is different from the water vapour contamination of the ionchamber gas
inside the chamber. In the latter case although the effect is to reduce
the overall ionchamber sensitivity including at Ly-o., the sensitivity
remains constant throughout the flight while in the first case a continu-
ous sensitivity change is the result which renders the data useless.

The behaviour of inflight sensitivity change was exhibited mainly
by ionchambers flown in the last three flights. In these flights, ion-
chanbers were installed in the payload about 2 weeks prior to the flight
compared to about 2-3 days only in the earlier flights. 1t appears that
in the latter case, despite precautions, the ioncharmbers got contaminated
by water vapour to various degrees during this relatively long period.
Another possibility is the outgassing of water vapour from the payload °
itself until the recovery times To. The similar values of To for all the
three flights lends scme weight to this possibility.

We have also considered the deposition of contaminant film from the
pump oil during the ionchamber calibrations on the monochromator. Taylor
et al (1965) have shown that under an imperfect vacuum, UV radiation can
result in the deposition of a contaminant film which deminishes the
transmission of an optical window such as LiF and thus reducing the overall

sensitivity of the detector. A significant amount of such a film may also
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produce results similar ta those discussed above by slow evaporation of
the film during flight. However it seems most improbable for present
detectors since the absolute calibration on the monochromator was done
at a few and rathier short intervals., The routine sensitivity checks
were carried out under atmospheric conditions with a d.c. lamp as
described in Section (3.7).

Higashino et al (1965) have attributed this effect to an atros-
pheric cleaning effect meaning that the window transmission is increased
from its laboratory value as the rocket traverses the very low pressure
region of the upper atmosphere. Our results of Ly-o fluxes assuming ao
to be the same as the laboratory value are generally lower than the other-
wise mean values, A cleaning effect would have meant these flux values

to be much higher than the mean values.

We thus conclude that this behaviour is mainly caused by some
kind of window contamination perhaps by water vapour. Therefore care
should be taken to keep ionchambers under dry atmosphere in the preflight
phase and only downleg data should be used for obtaining vertical oxygen
distribution if such a behaviour of inflight sensitivity change is
cbserved. In our payloads dry nitrogen was generally used to flush the

payloads prior to flight but still these problems were encountered.

5.10 SUMMARY

Six mesospheric and four lower thermospheric oxygen profiles have been
successfully obtained from the present series of rocket flights. This
nesospheric data have almost doubled the small southern-hemisphere data and
represent a significant addition to the overall mesospheric oxygen data.

The thermospheric data represent an important contribution to the relatively
small amount of oxygen data in the important region of 100 - 115 km which
has been yet too low fox mass-spectrometric measurements. Unfortunately

little success was made in measuring any diurnal variations in O2 despite four
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separate attempts. Nevertheless, the series of flights did provide

useful data on seascnal variations at Woomera. Additional useful

information on solar VUV fluxes have been obtained.
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CHAPTER 6.

DISCUSSION AND COMPARISON OF MOLECULAR OXYGEN DENSITY,

TEMPERATURE AND SOLAR VUV FLUX

6.1 INTRODUCTION

As mentioned earlier, the two basic methods for determining the
concentration of molecular oxygen in the upper atmosphere are ultraviolet
absorption spectroscopy and mass spectrometry. In measurements by
absorption spectroscopy ., both narrow-band dispersive instruments and broad-
band non-dispersive instruments have been used. The most successful non-
dispersive detector that has been employed is the ultraviolet ionchamber.
Tonchamber of various types were used by Weeks and Smith (Smith and Weeks,
1965; Weeks and Smith, 1968) in a systematic series of rocket flights at
solar zenith angles in the range 19° to 95° and covered the height range
of 62 to 154 km. Additional 0, measuremerits by them were recently reported
(Smith and Miller, 1974; Weeks, 1975a,b). All but two of these measurements
have been made in the noxrthern hemisphere (Table 6.1). As the density
measurements were made at different times of day and in different seasons,
they were able to draw some tentative conclusions regarding seasonal and
diurnal variations (weeks and Smith, 1968; Weeks 1975 a,b). several other
groups have used Ly-0 ionchambers for mesospheric oxygen determinations
which are listed in Table (6.1) and discussed in Section (6.3).

In the southern hemisphere, relatively few determinations of molecular
oxygen density have been made. TIn rocket flights from Woomera, Ly-0. ion-
chanbers have been used to determine molecular oxygen densities in the
mesosphere (Carver et al, 1964;: 1965; 1969 and Lockey, 1972). In cone
flight, however, molecular oxygen densities were determined from 70 km to
120 km using ionchambers of six different types (Carver et al, 1969).
Wildman et al, (1969) used saphire-xylene ionchambers in three flights
from Woomera and obtained density distribution ovef the height range 100

km to 150 km.
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Ionchambers have also been used in satellite occulation experiments
to determine molecular oxygen densities at satellite sunrise and sunset.
Norton and Coworkers have analysed Solrad-8 Lif-NO ionchamber data for
satellite passes over a period, which has indicated a seasonal variation
in the molecular oxygen number density near 100 km {(Norton and Warnock, 1968;
Norton, 1970; Roble and Norton,1972). Stewart and his co-workers (Stewart
and Wildman, 1968; 1969 and Parker and Stewart,1972) have analysed saphire-
xylene (S-X) ionchamber data received from the ARIEL-3 satellite and the
preliminary results indicate gemmagnetic, diurnal and longitudinal
variations in the molecular oxygen density at 180 km. Moxre recently,

Felske et al (1970; 1972; 1976) and Lockey et al (1969) have reported the
determinations of molecular oxygen density using data received from Lif-NO
ionchambers in INTERKOSMOS series and WRESAT-I satellites respectively.
Although satellite occultation measurements have the advantage of providing
data continuously over extended time periods, the accuracy of determinations
is rather poor particularly when the sun is used as a source (rRoble and
Hays, 1972).

Hinteregger and his co-warkers (Hall et al, 1965; 1967) have used
the photoelectric monochromators to measure the atmospheric absctprion of
several solar UV lines which provided the vertical distribution of O,, N,
and O above about 120 km.

Nier and others have flown mass-spectrometer in a number of rockets
thus using a totally different approach to the determination of atmospheric
composition including molecular oxygen. From a day-night pair of flights,
with a two days interval, very 1little diurnal variation in molecular oxygen
was found in the altitude range of 120 km to 220 km (Kasperzak et al, 1968) .
However a true day-night pair on 20th July 1967 (Krankowsky et al, 1268)
indicated densities to be substantially higher during the day than the
night-time densities thereby inplying that little diurnal variation obsexrved
in the first case, was perhaps due to, day to day variations being compar-
able to the diurnal variations in the altitude range of 120 km to 200 km.

This group as well as other workers have reported a number of mass=
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spectrometer determinations in the thermosphere (Philbrick et al, 1973;
Mauersberger et al, 1968; Pokhunkov, 1972; Hedlin et al, 1964; Nier and
Hickman, 1973; Offexrman and Grossman, 1973).

The mass spectrometer does not require a pointing control, it can
be operated at night and the density determinations are independent of
any knowledge of absorption cross—sections and any inherent temperature
effect (Section 2.2.4). Its main disadvantage has been that it could
only be used above 120 km and it is very difficult to calibrate it
absolutely (Nier et al, 1964). As to the first problem some progress has
been recently made and one measurement has been reported as low as 90 km
(Philbrick et al, 1973). Additicnal difficultie; arise from the depend-
ence of its response on the orientation of the rocket and from its
susceptibility to contamination. Although, the photoelectric monochromatox
provides the most detailed information, it suffers from the fact that its
operation 1is generally limited to altitudes above 120 km, and requires the
use of a pointing control. Tonchambers have the advantage of not requiring
a pointing control and their ruggedness and small size allow then to be
used in small (and relatively inexpensive) unstabilized sounding rockets.
Although *the information provided by ionchambers is less detailed than
that provided by spectrometers, the height resolution is generally better.
The ionchamber density determination relies on an accurate knowledge of
absorption cross-section (Section 2.2).

It is clear from the abowve discussion that to date the mesospheric
oxygen measurements have been provided exclusively by absorption spectro-
scopy techniques. All but one (Jursa et al, 1963) of these measurements
utilized - Ly~0 ionchambers. In the lower thermosphere, mass spectrometers
have provided most of the data.

In the region of 100 km to 120 km where ionchambers have provided
a significant part of the data, the number of measurements is perhaps
lowest. Some of these measurements have been made using Ly-a ionchambers
at very large solar zenith angles (Weeks and Smith, 1968) and suffer from _
the data reduction inaccuracies due to finite size of the sun and scale

height assumptiong (Roble and Norton, 1972; Lockey, 1972 and Felske et al,
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1976). The data provided by the present Q - T ionchambers is thus an
important addition to the lower thermospheric oxygen data below 120 km.
It is compared with some of the data mentioned above in Section (6.2).
The mesospheric data provided by the Ly-o ionchambers is used along with
other similar measurements to study possible diurnal, seasonal and
laitiudinal variations in the mesospheric oxygen and the derived kinetic

temperatures in Section (6.3).

6.2 DISCUSSION OF THE DENSITY RESULTS ABOVE 160 Km

The measurements of particular importance for direct comparison with
the present measurements are those of Carver et al (1969), Wildman et al
(1969), Weeks and Sﬁith (1968}, and Philbrick et al (1973).

Measurements in the first two cases have been made at the
same geographical location as the present measurements and employed ion-
chambers as detectors. Measurements in the last two cases have been nade
with mass spectrometers and thus provide a comparison between the measure-
ments from two techniques. In Figure (6.1} all the four O2 density
profiles as obtained in the present work are plotted for intercomparison.
The results from morning-afternoon pair (C4009 and C4007) are as such some-
what surprising in that the afternoon densities are found to be higher than
the morning values at.altitudes between 107 and 118 km. Although, there 1is
a possible error of 4+ 2 km in the trajectory of flight Cc4009 (Section 5.4},
oxygen densities from this flight at altitudes below 95 km are in substanu-
ial agreement with densities from flight C4007 and an earlier morning flight
in the same season (Figure 6.3) thereby indicating a true diurnal effect.
No substantial difference is found in oxygen densities in Spring (C4009)
and Autumn (C4018) below about 115 km. A sharp decrease in densities in
the latter case above this altitude is apparently due to large errors in
the relative intensities (dI/I) because of larger data scattering in the
absorption profile (Section 5.8.1). The densities obtained from the

flight C1029 are found to be lowest. The results from an earlier flight

from Woomera (Wildman et al, 1969) are also shown in the same Figure.
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This measurement was made on lst November 1966. This agreement between
this and the density profile obtained on 23 November 1972 is very gocd
between 115 and 130 km. Below 115 km, the densities obtained on lst
November are appreciably higher from those obtained on 23 November thus
indicating a significant seasonal variation at these altitudes if annual
variation is assumed to be negligible. The mean density profile is
compared with several other measurements in Figure (6.2) and is found to
be in general agreement. Offerman (1974) has recently analysed the oxygen
data to study seasonal variation at 120 km and above. The number of
measurements in the height range 100-120 km is yet too small for any
meaningful statistical analysis of seasonal or diurnal variation.
However, below 100 km it has been possible to analyse the oxygen density

data statistically and the results are shown in the next section.

6.3 MOLECULAR OXYGEN AND TEMPERATURE VARIATIONS IN THE MESOSPHERE

(70-95 km)

6.3.1 Introduction

Data of molecular oxygen measurements above about 120 km have been
recently analysed to study seasonal and diurnal variations in molecular
oxygen at several thermospheric altitudes (0Offerman, 1974; Danilov, 1873).
At the mesospheric altitudes, Weeks and Smith (1968) were able to draw
some tentative conclusions about seasonal and diurnal variations of
molecular oxygen in the northern hemisphere (38’ N). The number of oxygen
measurements made at Woomera (31°s) over the last several years can now
be used to study temporal variations in the southern hemisphere. The
number of rockat determinations of molecular oxygen at 80 km is,
although still not very large, comparable to those in the lower thermo-
sphere above 120 km and can be used for a preliminary analysis to study
global oxygen variations with season and latitude. A collection of
rocket-borne mesospheric oxygen data was made for this purpose and the
flight conditions are listed in Table (6.1). Most’of these measurements

were made by Ly-0 absorption technigue and the data reduction has been
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TABLE 6.1

FLIGHT CONDITIONS FOR THIS ANALYSIS

Solar Location Activity Sun

Date Payload Time U.T Zenith (@e2 J) Feference 7 Sgot
Angle Kp Ap 10.7 No.

29 Jul 1957 313F 2200 56° 50N, 93W-FC** | Kupperian et al 1959% 2° | 12 142
18 Mar 1958 Aerobee 93 2412 90° 32N, 106W-WS Jursa et al 1963+ 4 34 162
23 Mar 1958 319F 1807 60° 59N, 93W-FC Kupperian et al 1959% 5 21 187
27 Feb 1963 N.A. 14.86 56° 38N, 75W-WI Smith & Weeks 1965 1 2 17
20 Jul 1963 N.A. 14.91 2103 48° 59N, 93W-FC Smith & Weeks 1965 3+ 7 11
20 Jul 1963 N.A. l4.9£ 2113 49° 59N, 93W-TC Smith & Weeks 1965 3+ 7 11
20 Jul 1963 N.A. 14.94 2210 56° 59N, 93W-FC Smith & Weeks 1965 2- 7 11
6 Dec 1963 HAD301 2342(P)** 37° 318, 136E-W Carver et al 196& 4° 28 28
15 Jul 1964 N.A.14,.146 1025 84° 38N, 75W-WIL Weeks & Smith 1968 0+ 2 12
4 Feb 1965 HAD304 2255(P) | 53° 31S, 136E-W Carver et al 1965 3° 5 76.4 23
9 Apr 1965 N.A.14.231 5%° 44S, 78W-Chile| Weeks & Smith 1968 11 71.9 0
17 Jun 1965 N.A.14.246 2145 61° 38N, 75W-WI Weeks & Smith 1968 2” 32 78.7 12
15 Sep 1965 N.A.14.244 2030 60° 38N, 75W-WI Weeks & Smith 1968 4 15 75.7 8
13 Dec 1965 K-9M~-16 0620 70° 31N, 131E-Japan| Higashino et al 1966 3 6 71.7 14




TABLE 6.1 (continued)

Date Payload Time U.T. ZZﬁi:ﬁ Location Reference Activity gggt

Angle (deg.) 10.7 No.
15 Dec 1965 N.A.14.247 2045 61° 38N, 75W-WI Weeks § Smith 1968 74.4 14
21 Feb 1966 NC 7.180 1958 50° 30N, 87W-FL Grobecker 1971 85.7 42
21 Feb 1966 NC 7.178 2023 73.2° 59N, 93W-FC Grobecker 1971 85.7 42
14 Jul 1966 Dragon-15 1427 32° 31N, 3W-HA Quessette 1970 99.8 42
11 Nov 1966 Longtom 18 2305 (P) 48° 31S, 136E-W Carver et al 1969. 121. 63
31 Jan 1967 N.A.14.275 1950 59° 38N, 75W-WI Weeks & Smith 1968 156. 108
12 Nov 1967 N.A.14.303 19° 328, 52W-CB Weeks § Smith 1968 132. 56
23 May 1968 N. Tomahawk 0445(N) 71° 22N, 160W-BH Brannon § Hoffman 1971 182, 165
19 Jun 1969 P35H 1503 44° 58N, -SU Hall 1972 147 86
24 Jul 1969 HAD309 0645 78° 31S, 136E-W Lockey 1972 \ 115. 55
9 Dec 1969 HAD310 2156 (P) 59° 31S, 136E-W Lockey 1972 112, 43
7 Mar 1970 AT-7.895 2323 98° 30N, 87W-FL Philbrick et al 1973 168. 111
28 Nov 1970 Vertical-1 82° Mid Lat USSR Felske et al 1972 148. 89
28 Jan 1971 N.A. 1037 0540 34° ON, 77E-TI Subbaraya et al 1974 166. 109




TABLE 6.1 (continued)

Date Payload Time U.T. | Solar Location Reference Activity Sun
zsgizh (deg.) Kp Ap Flo.7 Spot

8 Aug 1971 F-27 1211 55° 69N, 16E-TR Thrane § Johannessen 108.6 58
7 Apr 1972 NA 1043 0730 5° ON, 77E-TI Subl})g;ﬁya et al 1974 121.3 71
20 Jul 1972 C1020 0130 56° 31S,136E-W Ilyas and Horton 1974 1 5 110.9 56
23 Nov 1974 C1029 2255(P) | 51° 31S,136E-W Carver et al 1974 37| 13 110.9 69
28 Jun 1974 C4006 0017 66° 31S,136E-W This work st | 29 83.0 18
2 Oct 1974 C4009 2250(P) | 60° 31S,136E-W This work 3| 28 94.6 53
2 Oct 1974 C4007 0755 77.9° 31S,136E-W This work 6 | 30 94.6 53
29 Apr 1975 C4018 2345(P) | 63.6 31S,136E-W This work 1 3 73.2 16




TABLE 6.1 (continued)

** Abbreviations
BH Barking Sands, Hawaii
CB Casino, Brazil
FC Fort Churchill, U.S.A.
FL Florida, U.S.A.
HA Hamaguir, Algiers.
SU South Uist, Scotland
TI Thumba, India
TR Tromso, Norway.
W Woomera, Australia
WI Wallops Island, U.S.A.

WS White Sands, U.S.A.

P Previous date
N Next date
*  Data multiplied by .82 and then corrected for Oufs

+ No corrections applied.
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for either a constant cross-section of 1.00 x lO—zocm2 or a variable

cross—-section being larger than 1.0 x 10 2%cm?. As discussed in Section
(2.2.3), the recent laboratory measurements of oxygen absorption cross-

section near solar H-Ly-0 line at temperatures comparable to coolexr meso-

spheric temperature conditions result in a height dependent effective
cross-section which is significantly lower than the value of 1.00 x 1072%m?.
Therefore, data from each of the profiles listed (including the earlier
measurements at Woomera) were first corrected for the new smallexr variable
cross—-section described in Section (2.2.3) and (2.2.4).

The new data was then used for further statistical analysis and
the results are presented in Section (6.3.3). The results of seasonal and
diurnal variations at Woomera (31°s) are given in the following sub-
section (6.3.2).

6.3.2 Seasonal and Diurnal Variations at Woomera (31° s)

All the Ly-0 measurements made at Woomera were grouped seasonally.
Since the measurements span a period of several years, possible annual
variations are likely to bias the results of this study.

Molecular oxygen concentrations obtained during the summer are
shown ir Figure (6.3). Although each flight was made in a different year,
the agreement between the three profiles ig very good and the data are
well represented by the 6.2 km scale height line.

The Spring profiles shown in Figure (6.4) are also found to be
in general agrecment. Excellent agreement is found between flights C4009
and LT-18 in the region below 90 km. The data from the third flight,
C4007 is in general agreement above 85 km but show larger concentrations
at lower altitudes. The profile is limited mainly due to unfavourable
aspect on the downleg and somewhat larger solar zenith angle at the time
of observation. The larger concentrations may have resulted from possible
diurnal effect as this flight was made in the zfternoon. Although the

morning flight C4009 has a possible trajectory error of % 2 km, its

substantial agreement with two other profiles gives weight to the above

conclusion. The data above about 92 km should not in genexal be
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considered seriously due to other radiation problem (Section 2.4). For
comparison data from one of the flights of Weeks and Smith (1968) made in the
southern hemisphere at similar latitude and the same season is also shown in
the Figure (6.4). The agreement of this data (NA.303) with the data of
flights C4009 and LT-18 is good below 85 km. The concentrations from this
flight are a little lower above 85 km but the difference is within experi-
mental errors and perhaps indicates negligible longitudinal variation.

A mean profile between 72 and 90 km is well represented by 6.2 km scale

height line.

Daytime concentrations obtained during the winter season are shown
in Figure (6.5). Flights C1020 and H309 took place at a@bout the same time
of different years (20 July and 24 July). Data from these two flights is
in good agreement above about 82 km and indicate negligible morning to
afternoon density variation in winter. However, the concentration from
the other morning flight, C4006 are generally lower and indicate & wave-
like structure. In the Figure, results from the only night-time oxygen
measurements (O'Connor, 1974) made in Winter at Woomera, are also shown.®
Although the uncertainty in the data of this measurement is relatively
large, it is still useful for comparison and indicates a build up of
oxygen concentrations at uight time below 90 km. The average scale
height for winter data is found to be about 6.8 km.

To eliminate possible variations arising from different times of
day, flights at zenith angles near 55° (morning) are considered in
Figure (6.6). These profiles show rather small seasonal effect at
Woomera in comparison to the results of Weeks and smith (1968) at
Wallops Island (38°N). Since the three profiles originate from different

years, any seasonal effect may have been cancelled out by the possible

% This meastrement is-based on airglow intensities of the line centre
of the Hydrogen Ly-o and the original data has been multiplied by
1.25 to take into account the temperature effect at the centre of
the line as indicated by the results of Carver et al. (1976) -
Section (2.2.3).
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day to day and annual variations even though thexe appears to be very
little annual variation from Figures (6.3, 6.4 and 6.5). Perhaps this
small seasonal variation ~t Woomera is reflected in the scale heights
being about the same for the three seasons.

6.3.3 Analysis of Global Oxygen Data to Study Latitudinal and

Seasonal Variations

As mentioned in the introduction of this section, a collection of
oxygen data below 95 km was made for studying possible variations in
molecular oxygen. All the absorption data had to be re-analysed for a
variable cross—section based on the new low temperature data of Carver
et al, (1976). All the data was converted to a constant cross-section
value =£ 1.0x10 2%cm? so that a new variable cross—section correction
could be applied. Some of the digital data had to be obtained from the
graphical representations which could have resulted in some minoxr
differences from the original data. Where both upleg and downleg data
was available, only downleg data was used since upleg-downleg discrepency
appears to be due to contamination effects (Section 2.4). Satellite~
borne Ly-0 ionchamber measurements are generally restricted to altitudes
above about 90 km and even here, the accuracy is not as good as the
rocket data (Section 6.1). All the data was reduced at 1 km intervals,
in some cases by interpolations. A few of the measurements made at very
large solar zenith angles have provided data above 85-90 km. Since this
analysis is meaningful only between 70 and 90 km; these profiles, only
small portions of which could be used, were not included in this analysis.

Effective cross-sections as a function of height and zenith angle
were calculated for each flight as described in Section (2.2.3) using
the absorption cross-section data of Carver et al, (1976) at 195 K. Oxygen
number densities were then recalculated for the new variable cross-section
(Section.2-2.4) which were then used for kinetic temperature calculaticns
for each profile by integrating downwards (Section 2.5). The oxygen data
was also represented as ratio to mean CIRA (1972) for convenient represent-

ation of latitudinal and seasonal variations on a linear scale.
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About a third of the data analysed is from Woomera (31°S) while
about the same amount belongs to latitudes between 31°N and 38°N which
can be treated as 35 N (a significant part of the latter is from Wallops
Island - 38" N). The situation is therefore quite favourable in that
each group corresponds to predominantly one longitude. Almost all the
data near 60°N has come from Fort Churchill. Therefore three means from
data of respective latitudes can be formed. These means of ratios with
statistical error bars (0) for each of the three groups are shown in
Figure (6.7a).

It can be seen from Figure {6.7a) that mean ratios (hence absolute
concentrations) for 31°S are somewhat lower than the corresponding mean
ratios for 35 N between 75 km and 85 km. Above about 87 km, the means at
31°S become larger from the means at 35" N. Below 90 km, the statistical
error (0) for the means at 31°S is never more than 6% while it is con-
siderably larger for the 35° N data varying between 8% and 14%. Aalthough
the difference between the two means is within the error bars over most
of the region; mean total density concentrations at Woomera were found to
be lower between 70 and 85 km and higher above this altitude from the
30° N mean model (Pearson, 1974). Therefore, latitudinal difference as
observed in the present analysis may be a true hemispherical asymmetry.
N-S asymmetry in other constituents has been found to exist at higher
altitudes (Keating et al, 1973; Barlier et al, 1974). The means for 60°N
are substantially larger than both of the other means for the region 74-92
km and the difference (outside the range of error bars) appears to be real.
Since the data for this latitude is predominantly of spring/summer seasor,
the mean is therefore representative of this season rather than an over-
all mean and as such is in agreement with the model atmosphere (1972).

Mean temperature profiles corresponding to the three latitudes are
shown in Figure (6.7b). The results at mid latitudes indicate that
possibly southern hemisphere is warmer at mesospheric altitudes. The

error-bars are significantly large and may account for the difference

as in the case of oxygen concentrations. Howevex, the mean temperature
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results of Pearson (1974) also indicate a similar difference. 1t is
interesting to note that the 35° N mean profile is substantially in
agreement with the mean model temperatures (CIRA, 1972).

Finally, all the data from different latitﬁdes (Table ©.1) were
plotted against the season of the year at five different altitudes.
Data from southern latitudes was changed by 6 months. The resulis are
shown in Figure (6.8a).

The oxygen results at 80 km are particularly interesting. These
clearly indicate large ratios and therefore larger concentrations in the
sumner season (southern winter) as deduced from the total density
observations (Groves model in CIRA, 1972). The situation at 90 km is not
very ciear as the data is scattered equally around the mean and the least
square fitted curve shows very small seasonal variation. Since 90 km is
the intermediate height above which seasonal variation in air density is
reversed (Groves' model shows total densities to be minimum in winter at
100 km while maximum in winter at 80 km).

The results at the altitudes 70 km, 75 km and 85 km also indicate
a seasonal effect similar to the one at 80 km but the amplitude of
variation is smaller. At 70 km, the data are concentrated mainly in the
first half of the year.

Similar results of seasonal variations in derived kinetic temperat-
ures are shown in Figure (6.8 b). Unfortunately, the scattering in data
at each altitude is relatively larger, the fitted curves do not show as
large amplitude of variation as in Figure (6.8 a). The maximum in
temperature appears to be near the minimum in oxygen concentrations in
early March (=70 day no.) at 70 km, 75 km and 80 km. This maximum appears
to be shifting to early May at 85 km. At 90 km, there appears to be very
little seasonal variation.

6.3.4 An Observational Mean Model

It is both desirable and possible to obtain a mean observational

model for mesospheric oxygen. A mean profile as cbtained for the



Figure 6.8a R
=igure 6.9a Seasonal variation of molecular oxyden at several

mesospheric altitudes. The dashed line represents observational

mean value and the continuous line is a 1east’square polynomial fitted
curve of 5th degree. No significant difference was observed for
higher degree curves. The goodness of fit is restricted to the range
of data points. As the data was concentrated in the earlier part of
the year, particularly at lower altitudes, theffitted curve was obtaine
over two cycles of the data so as to obtain a continuous fitted curve.
In order to check whether the observed O, seasonal effect is due to some
odd flights, the data were separated for odd years and even years.
Seasonal variation curves for each case are shown in Figure 6.8 (c)

and 6.8 (d) which separately confirm that the seasonal effect observed
in this figure (6.8a) is not due to just some odd flight data.
Seasonal variations of derived kinetic temperatures are shown in

Figure (6.8b).
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Figure 6.8b Seasonal variation of kinetic temperatures.

(For details see figure 6.8a).
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Figure 6.8c Seasonal variations of molecular oxygen using
data from odd year flights. Dashed line is
observational mean for all flights (odd years +

even years).



n02/02 CIRA x02/02 CIRA . x02/02 CIRR

»02/02 CIRR

x02/02 CIRA

e SOKM
4]
1.60 - ©
[u] o
) R e A o
" o
I T e P — e
1.00 4—
Q [.] o
©
o N o
MO -
= 85KM
1.60 e
o o © o
.——'"’_N—
1.00 - 150 ® . ® Uo__._
© B 2
©
40 -
2.20 — 8 8OKM
1.60 — ©
o o % o
1) o ]
— ___Q & . o]
1.00 - 4] [J]
* ©
) .}
(V] [J]
N0 -
e T5KM
o e ©
1.60 ° o
o %0
= e e T ) o e
[
10+ o ® o
40 -
= 70KM
o] [ [J]
1.60
by (4] 00 [u] e o
ey e e i ——— e = _ = e o .. e e
1.00
[
MO - T T T - T T
0 60 129 80 60 120



Figure 6.8d Seasonal variation of molecular oxygen using
data from even vear flights. Dashed line is
observational mean for all flights (odd years +

even years).
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re-analysed data of flights listed in Table (6.1) is shown in Figure (6.9).
Means of data at altitudes between -31°S to 38 N were also cbtained.
These values were found to be about 5 percent lower than the means shown
for entire data. This indicates that the mean profile represents a
reasonable average. The mean O, ratios are about 15% - 20% highexr at
lower altitudes and about 10% higher above about 84 km. The larger ratios
at lower altitudes appear to be partly due to the fact that temperatures
in this region particularly below 75 km are generally higher than 200 K
and a separate cross-section profile at comparable temperature should be
used. This is expected to result in larger effective cross-sections and
therefore smaller ratios at these altitudes.

there remains an average 10 percent difference between the mean
ratios and the mean CIRA (1972} which can be accounted for by the large
error bars. The difference may, however, be real since the mean CIRA
(1972) is based on total density measurements. The mean O, model of
Banks and Kockarts (1973) shows o, concentrations to be about 10 percent
higher than the mean CIRA model and thus gives weight to this point.
Nevertheless, two other factors should also be considered. Firstly, the
absorption cross-section data have a random uncertainty of about 5 percent.
The error in effective cross-section due to uncertainty in Ly-a line
profile (which has been found to slowly vary with solar activity, Section
1.3) is estimated to be about 5 percent thus resulting in an estimated
quadratic error of about ( 7) percent in the effective cross—-section.
The second important factor is that some account should be made for
absorption due to other constituents. At present there is a large
uncertainty about this factor (Section 2.4). A value of 7.0 (i2.0)x10_22
em? for this factor can account for the above difference (this value of
7.0x10 22cm? is in reasonable agreement with the estimates of Hall (1972)
and ours (Section 2.4)). The resultant mean profile will then be in
better agreement with the mean model ratios as well as the mean ratios

obtained for the theoretical cross-section profile (Section 2.2.3). It
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could thus be argued that the theoretical profile represents the total
average cross-sections including the effects of absorption due to other
constituents as well as the larger temperatures in the lower altitude
region as mentioned above.

6.3.5 Conclusions

Mesospheric molecular oxygen data exhibits a clear seasonal
variation with concentrations reaching a maximum in the winter season.
The data also indicates a possible hemispherical asymmetry in oxygen con-
centrations and temperatures at the mid latitudes. The seasonal variations
in mesospheric molecular oxygen at Woomera (31°S) are found to be rather
small in comparison to the variations for the northern latitudes. The
observational mean based on the absorntion cross—section profile at 195 K
is in good agreement with the mean model (1972) and still better if
account for absorption due to other constituents is made by adding a

2

constant term 7(%2)x10” *?cm® to the absorption cross-sections. The mean

o, ratios with CIRA (1972) over the range 70-90 km may be taken as

1.05%0.10.

6.4 DISCUSSION OF THE SOLAR FLUX RESULTS

The region of the solar temperature minimum (Section 1.2) between
the upper photosphere and lower chromosphere is of considerable importance
for the theory of the solar atmosphere. The value of the temperature
minimum may be inferred from measurements of the brightness temperature
of radiation emitted from this region. As explained in Section (1.2y,
both observation (Tousey, 1964) and theory (Gingerich et al. 1871) suggest
that the wavelength range 152.5 nm to 168.2 nm is the part of the spectrum
most clearly showing the properties of the solar temperature minimum.

Ay can be seen from Figure (3.9), the spectral response of a Q - T
ionchamber of the type flown in rockets in this work, is particularly well
suited to a determination of the solar continuum flux over the above wave-
length range. The solar fluxes determined (as described in Section 5.8.3)

from Q - T ionchambers in several rocker flights are represented in
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Figure (6.10) as black body curves plotted over wavelength range equal to
the full width at half maximum (FWHM) response of the ionchamber. Black
body curves for various temperatures are also shown in Figure (6.10) for
comparison with the cbservations. The flux values refer to the integrated
radiation from the entire solar disk. Combining the results from all four
flights and giving less weight to the results from flight C4009 (due to
larger errors), a mean value of (4550 * 50)K is obtained for the minimum
solar brightness temperature. These results are consistent with earlier
results for similar ionchamber observations (Carver et al. 1969, 1972).
Ionchamber determinations are compared in Figure (6.10) with spectro-
scopic observations of the solar f£lux made using dispersing instruments
by Parkinson and Reeves (1969) ,Widing et al. (1970), Bruckner and Moe (1972;,
Bruckner and Micholas (1972), Ackerman and Simon (1973) and Nishi (1273,
1975). Widing et al. (1970), using photographic recording techniques, have
found that the brightness temperature of the ultraviolet continuum energing
near the centre of the solar disk, passes through a minimum in the region
of the silicon lD continuum with a value of (46701100)K. Parkinson and
Reeves (1969) have used a photoelectric recording technigue to study the
spectral region between 140 nm and 188 nm. The observations of Parkinson
and Reeves (1969), also made near the centre of the solar disk, suggest a
brightness temperature of 4400 K (or lower) and therefore some 300 K
lower than the value obtained by Widing et al. (1970). Hinteregger (1970)
has reported that the results of a second flight in August 1969 tend to
confirm those of the earlier flight of Parkinson and Reeves. Brueckner
and Moe (1972) also using photographic recording techniques, have deter-
mined the intensity distribution of the continuum radiation emerging from
four localized areas on the solar disk at positions 7, 24, 40 and 300 arc
sec from the limb. The intensity distribution for the region nearest the
centre of the disk is shown in Figure (6.10) and indicates a minimum

radiation temperature of 4550 K in the wavelength region from 166 to 174 nm.
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The results of Nishi (1973, 1975) and Ackerman and Simon (1973) have been
obtained using photoelectric techniques. The observations in the two
latter cases are for integrated flux from the whole solar disk and can

be directly compared with the present ionchamber measurements. All the
remaining spectroscopic observations refer to localized areas of the
solar disk, and to make the comparison shown in Figure (6.10), the
observations have been converted to total disk emissions, assuming that
the disk is uniformly bright in the wavelength region concerned (Section 1.2).

The results of Nishi (1975) are consistent with the significantly
lower values of Parkinson and Reeves (1969). As explained in Section (1.2),
information about the solar temperature minimum region can also be obtained
from observations in the infra-red portion of the spectrum. Recent
measurements in the infra-red, carried out at wavelengths spanning the
region of the solar temperature minimum, yield a mean brightness temper-=
ature of (4370%260)K for the spectral range 238 U to 312 y (Eddy et al.
1969) . This value recorded at aircraft altitude, is in agreement with the
ultraviolet measurements of Parkinson and Reeves (1969). However, the
nature of the Plank function is such that observations of the ultraviolet
continuum intensity should be the most sensitive indicator of the precise
value of the minimum temperature.

The difference of approximately 300 K in the value of the bright-
ness temperature determined near 160 nm by the use of photographic and
photoelectric recording techniques, represents a difference of a factor
of three in the measured solar flux. fhe jonchamber measurements provide
an independent estimate of the solar minimum brightness temperature using
simple detectors which are very straight forward to calibrate (Section 3.8).
In the important region of the temperature minimum near 160 nm, the present
ionchamber observations are inconsistent with the very low flux values

reported by Parkinson and Reeves (1969) and Nishi (1975).
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Ly-0 ionchambers have been used extensively for the purpose of
measuring solar Ly-0 radiation from both rockets and satellites. A
list of most of the rocket measurements up to 1967 has keen made by Weeks
(1967) . Although, the satellite measurements are generally less accurate
due to gradual deterioration in detector sensitivity over an extended
period and variation in contribution due to other radiation in the
detector pass band (Section 2.4), these measurements are very useful in
studying long term variations in the Ly-o, flux. More recently, satellite
measurements have been made using spacecrafts such as Intercosmos—I1
(Felske et al, 1970), 0S0-4 (Timothy and Timothy, 1970), Solrad-8
(Fossi et al, 1970), Wresat-1 (Lockey, 1972) and 0SC-5 (vidal-Majdar, 1975).
The results of vidal-Majdar (1975) a.e of particular importance since they
span a period of four consecutive years in which both total solar Ly-a
flux as well as its shape was monitored. This study has enabled the
formation of empirical relationship between solar Ly-Q flux and solar
activity. Some of the more recent rocket measurements of Ly-¢ flux
using both ionchambers and more accurate dispersive instruments are
tabulated in Table (6.2). The lower value of the flux from the morning
flight Cl029, represents a 30% decrease in the flux from its afternocn
value and is perhaps due to deterioration in detector sensitivity.
Telemetry noise in flight C4009 introduced significantly larger errors.

The results are in general agreement with other measurements.

6.5 CONCLUSIONS AND COMMENTS

A detailed analysis of molecular oxygen data in the altitude
range 70-95 km has shown substantial seasonal variation in molecular
oxygen and derived temperatures. Ooxygen concentrations are found to be
maximum in the winter season in agreement with the seasonal variability
results of neutral atmosphere. However, seasonal variability of
molecular oxygen at Woomera (31°s) is found to be relatively small.

The results also indicate a hemispherical asymmetry at mid—-latitudes in

mesospheric oxygen and temperature data. The use of a new low-temperature



TABLE 6.2

f
Rocket Payload

Date Ly-0 flux Reference
(ergs/cmz/sec)
S84 28/2/1972 |3.43 £ .49 Ackerman and Simon (1973)
S90 28/2/1972 |3.43 £ .49 Ackerman and Simon (1973)
€1029 23/11/1972{2.18 £ .40 =1
Cl1l035 23/11/197213.26 * .30
Present Work

C4006 28/6/1974 3.12 £ .45
C4009 2/10/1974 |2.15 + .50 i
LT-18 11/11/196614.2 Carver et al (1969)
H309 24/7/1969 |3.9 £ .40 Lockey (1972)
H310 9/12/1969 (4.2 * . 40 Lockey (1972)
H301 6/12/1963 [5.4 * .80 Carver et al (1964)
H304 4/2/1965 4.7 + .8C carver et al (1965)
NA 14,435 7/3/1970 3.1 smith (1972)
Vert—1 28/11/1970(3.6 Martini and Shyutte (1973)
Vert-2 20/8/1971 |5.3
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cross-section profile in the analysis of Ly-a absorption data has
resulted in an observational mean profile which is in agreement (within
+10%) with the mean CIRA .1972) model.

In the altitude range 100-130 km significant seasonal and diurnal
variability in molecular oxygen concentrations at Woomera (31°s) are
found. The oxygen concentrations at these altitudes are found to be
significantly lowexr from the mean CIRA (1972) model in agreement with
other ocbservations.

Recent atmospheric models (Moe, 1970; Jacehia, 1971) have replaced
the fixed boundary conditions at 120 km of earlier models (e.g., the
1965 CIRA models) with time varying boundary conditions at 90 km. Therefore
the ir.Jormation about seasonal and other variations near 90 km will heve
specific importance in more realistic modelling in future.

The solar minimum temperature between the photosphere and low
chromosphere is an important parameter of theoretical models of the
solar atmosphere. The nature of the plank function is such that
observations of the ultraviolet continuum intensity should be the most
sensitive indicator of the precise value of the solar minimum temperature.
However, there is a difference of about 300 K in the values of the
brightness temperature determined at wavelengths near 160 nm by the use
of dispersive instruments with photographic and photoelectric recording
techniques. This temperature difference represents a difference of
approximately a factor of three in the absolute flux level. The Q - T
jonchamber measurements provide an independent estimate of the solar
ninimum brightness temperature using simple detectors which are much
easier to calibrate than the dispersive instruments. In the important
region of the temperature minimum near 160 nm, the present ionchamber
determination of ( 4550 )K is inconsistent with that made using photo-

electric recording techniques.
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CHAPTER 7

ROCKET MEASUREMENTS OF NIGHT-TIME OZONE

DENSITIES AND LUNAR MUV FLUXES

7.1 INTRODUCTION

Experiments to measure oxygen (0,) - one of the major constituents
of the terrestrial atmosphere - have been described in detail in the
previous chapters., Oxygden (OZI plays an important role in absorbing almost
exclusively ultraviolet radiation in the region of 100 nm to 200 nm. In
a similar fashion, ozone (03) - the triatomic form of oxygen = 18 respons-
ible for the atmospheric absorption of ultraviolet radiation between 200 nm
and 300 nm (Figure 2.1) and thus shields living things from this destructive
radiation. It is through this absorption that ozone plays an important
role in the photochemistry of the upper atmosphere. Hence a knowledge of
the chemical and photochemical properties of ozone, and its atmospheric
abundance as a function of time, are of great importance. The first allows
the formulation of atmospheric models while the latter provides the
necessary observational data needed, firstly, as an input to the modelling
and secondly as a check against the success of the model. The ozone photo-
chemistry has been discussed in detail by Dutsch (1971), Park and London
(1974) and Crutzen (1974). Several aeronomic models have been formulated,
the most detailed one to date for the region 60-160 km being due to Hunt
(1973).

A number of techniques for measuring ozcne concentrations have
been developed in the past. A detailed description of these is contained
in Pittock and Sparrow (1961) and Vassy (1965). Some of the most widely
used methods are described below!

{a) The Umkehr Method

This is an indirect optical method and uses the ratio of
signals received at ground level from two narrow-band-pass
photometers - centred at two wavelengths in the relatively weak

Huggins absorption bands of ozone in the region 300 -~ 350 nm -
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as a function of solar zenith angle. The method is used at large
zenith angles (50°-90°) and gives an approximate picture of
vertical ozone distribution (Craig 1965; Ramanathan and Dave,
1957).

() The Electrocheémical Method

This chemical method of Brewer and Millford (1960) has been
widely used for obtaining the vertical distribution of ozone

up to altitudes of about 40 km. It utilizes the oxidation of

a chemical (Potassium Iodide has been most commonly used for this
purpose) by ozone present in the air samples and the degree of
oxidation is measured electrolytically by two electrodes.

(¢) The Chemiluminescent Method

This chemical method due to Regener (1960) depends on the chemi-
luminescent reaction of ozone with certain luminescent materials
(e.g. Luminol). The amount of light emitted during the chemi-
luminescent reaction gives a measure of ozone. Variations of
the method have been used by Hodgeson et al (1970) for low
altitude measurements and by Randhawa (1966; 1970; 1971; 1274}
and Hilsenrath (1971) in rocket-borne dropsonde measurements
thus covering a wide range of altitudes.

(d) The Atmospheric Absorption Method

The measurement of vertical distribution of ozone by this method
is based on the fact that middle ultraviolet radiation (200 nm -
300 nm) while passing thrcugh the atmosphere is strongly absorbed
by ozone in the atmosphere. A detectoxr carried in a balloon,
rocket or satellite measures the absorption profile with height
from which the vertical distribution can be deduced. The
geometry and general description of the method has already been
given in Section (2.2.1) whereas equation (2.14) gives the basic
relation between the observed flux profile and derived vertical

distribution of the absorbing species - ozone in the present

Case,
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A number of experimental techniques have been used for thése
type of measurements. Regener et al (1954) and Johnson et al (1952) have
used rocket borne spectrographs to record the absorption profile while
Sissons (1974) has used a Paetzold (1961) type ozonesonde in which a
quartz sphere is used infront of a filter-photocell combination and the
sonde has been flown on balloons and rockets. Several workers (Miller
and Stewart, 1965; Reed and Scolnik, 1964; Reed, 1968; Carver et al, 1972b);
Hays and Roble, 1973; and Tohamatsu et al, 1974) have used photometers
consisting of photomultipliers mounted behind broad-band interference
filters. Miller and Stewart have also used a simple prism spectro-
photometer for satellite measurements.

Daytime absorption measurements have been made using sol-r
radiation. Carver et al (1972b)used lunar radiation whereas Hays and Roble
(1973) used another star for the night-time measurements. Reed and
Scolnik have made use of UV night glow as radiation source.

Relative merits and measurement-accuracy for different ozons
measuring techniques have been recently reviewed by Vassy (1965) and
Ditsch (1971). The absorption technique was employed in the present
ozone measuremeats. These measurements made at night-time employed lunax
radiation as the source. A brief description of the instrumentation

follows.

7.2 DESIGN AND CALIBRATION OF THE FLIGHT-PHOTOMETER

7.2.1 Introduction

The principles of several widely used techniques of measuring
ozone concentrations have been discussed in the previous section. The
absorption method is well suited to the ozone determinations although its
usefulness is limited for night-time measurements employing the moon as
a radiation source. The detectors employed are fairly rugged, compact and
light in weight which makes them suitable for satellite and rocket

experiments. The technique also has the advantage of not disturbing the

part of the atmosphere under test,
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The photometers used for the present series of measurements con-
sisted of thin film interference filtexrs mounted infront of photomultiplier
tubes. The currents from chese were passed through amplifiers and the
voltages produced were applied to a telemetry system and transmitted to
the recording ground station. Only one (C4019) of the two rocket flights
coniducted in this series with almost identical instrumentation, was
successful. The instrumentation for this flight is given below.

7.2.2 The Photometers

The interference filters used in the rocket flight C4019 were
obtained commercially and had nominal peak wavelengths of 212 nm, 248 nm
and 268 nm. One difficulty associated with interference filters is the
transmission of lower order pass bands at longer wavelengths - particularly
in the visible region. Even if the transmission level in this region is
much lower than the transmission in the UV region of interest, the integrated
signal over the entire visible spectrum may become significantly large as
was indicated by the laboratory tests also. To overconme this problenm,
another filter with a broad band around the main peak was used in series
with all the three main filters, The mounting system used for the filters
is shown in Figure (7.1). The filters were locked in the instrumentation
block by a locking ring from outside.

The photomultipliers were E.M.I. type 9734 QB. The 9734 QB is
an end window tube with a Cs S60 cathode and a spectrosil window (having
a spectral response which extends from about 170 nm to visible wavelengths).

7.2.3 ZElectronics

(a) Amplifiexrs

The amplifiers used were solid-state logarithmic D.C. amplifiers
with a dynamic range of six decades. The main reason for using
a logarithmic amplifier was to ensure that the output signal

due to lunar flux remained within the telemetry range. Some
workers have used multiple stage amplifiers and each stage

having an output telemetry channel. In principle it is possible
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to calculate the expected maximum signal during a flight as in
fact is the case with direct solar UV radiation experiments.
However, specific practical problems arise mainly because the
absolute lunar flux critically depends on lunar phase angle at
the time of observation. The delay of a flight by several days
from a planned time may mean a significant change in lunar phase
angle. Besides, there is gquite a large uncertainty in the
absolute flux. Temperature tests carried out by O'Brien (1973)
showed that the temperature effect on the gain of the amplifier
element would be negligible under temperatures these photometers

encounter during a typical Cockatoo flight.

(b) High Tension Supplies and Protection against Dynode Vibration

The high tension voltage for the operation of the photomultipliers
was supplied from a D.C. to D.C. converter. The output voltage
from the supply was dropped across the resistor chains used to
supply the dynode potentials to the photomultiplier tubes.
Vibration tests (O'Brian, 1573) had shown that the photomultiplier
tubes were susceptible to dynode vibration. To minimize the
effects of this vibration a simple timing circuit built-into the
electronic package - switched on the high tension unit after the
second stage motor had finished burning and the vehicle was

almost free of vibration.

7.2.4 Laboratory Calibration of the Flight Photometers

The photometers were calibrated using a 1/3 Meter Higer and Watts

type monochromator and a deutierium lamp. The spectral response curves

for the three photometers are shown in Figure (7.2). The spectral response

curves were measured for several angles of incidence (Figure 7.2) so as to

allow determinations of effective cross—-sections as a function of aspect

angle for each detector by integrating £lux over the band passes for

different angles of incidence (Section 7.5.1). However, only spectral

curves at near normal incidence were used as the aspect angle variations
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in the earlier useful part of the flight were small (Section 7.3). The
absolute calibrations of the spectral response curves were carried out

using Standard UV Photodiode described in Section (8.3.2).

i) THE COCKATOO OZONE EXPERIMENTS AND FLIGHT PERFORMANCE

7.3.1 Introduction

Two flights were conducted to measure night-time ozone as part
of a program to study diurnal and scasonal variations in oxygen and ozone.
Each of the two flights was launched in a series of three flights (2 day-
time and one night-time) conducted within 24 hours. The day-time flights
were instrumented with ozone photometers*and oxygen photometers (Chapter 5)
while the night-time flights were instrumented with ozone photometers along
with an airglow experiment. Details of the performance of day-time flights
has been given in Chapter 5. First of the two night-time flights had a
power supply breakdown (immediately after it was switched on around + 30
secs) and no useful data was received. The second flight (C4019) provided

useful data, details of which are given in Section (7.3.3).

7.3.2 The Rocket Vehicles, Instrumentation and Preflight Checks

The vehicles used for these flights were of the COCKATOO type
and were spin stabilized (Section 5.2.1). The instrumentation layout was
similar to the dayrounds (Section 5.2.2) with photometers in place of
ionchambers, mounted diametrically in the ins*rumentation section (Figure 7.1).

All the power necessary for the operation of the electronics
associated with the sensors was supplied from batteries, mounted inbetween
the telemetry and sensors. All photomultipliers and their associated
electronics were potted in Dow Corning Silastic 850RTV Rubber, both for
protection against mechanical shock and for electrical insulation. The
electronic circuits, after being potted were checked under vacuum. The
usual sensor and telemetry checks described in Section (5.2.3) were also

carried out for each round. B2 view of the payload is chown in Figure (7.3).

£ Flown by another experimenter.



" Figure 7.3 Complete Instrumentation head of Cockatoo
C4019 showing three ozone photometers and
the guadrant aspect sensor.
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7.3.3 Location and Times of Rocket Flights

The two vehicles were launched from the Woomera Rocket Range
(Section 5.3). As mentioned in the previous section, each of the two
flights, formed part of a 'three flights-24 hours' series to study diurnal
variation of oxygen and ozone. Since the night-time flights employed the
moon as radiation source, selection of times was somewhat critical in order

to launch vehicles close to the full moon. Another aim of these experiments

was to extend ozone measurements to higher altitudes by conducting the
experiments at times of large lunar zenith angles. Plotts of lunar and
solar zenith angles were obtained well in advnace close to the full moon
for a number of days. This enabled the selection of times fulfilling the
requirements of large lunar zenith angles but small aspect angles in the
vicinity of the full moon.

Cockatoo C4019 was fired at 2022 hours CST on 28 April 1975.
At the time, the moon was at a zenith ancle of g3° and a phase angle of
32°, The vehicle reached a maximum altitude of 122.3 km in 171.8 secs
from launch and provided useful data for night-time ozone determinations
and lunar fluxes. A discussion of these is presented in the following
sub-section.

7.3.4 Reduction of Data and Results of Absorption Profiles - C4019

The vehicle was well tracked by on-range radar facilities énd the
tracking records were available in a convenient form as described in
Section (5.4). The telemetered data from the optical sensors was available
in the form of magnetic tape records as well as digital records as
described in Section (5.5). The magnetic-tape records were directly
processed on a CDC 6400 computer as in case of earlier fast spin vehicles
(See Section 5.5) to obtain peak voltage outputs of optical sensors for each
spin. The voltage outputs of oZzone sSensors were converted to linear form
since the amplifiars used were logarithmic.

A quadrant ratiov aspect sensor (Section 4.4) provided the useful

aspect information. The results of aspect angle variations are shown in
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Figure (7.4) .from which it can be seen that the aspect angle variations were
rather small until about 70 km on the upleg. The vehicle then went into

a stead precession. On the downleg the vehicle became very unstable from
about 70 km downward and no useful absorption data could be obtained.
However, the constancy of aspect angles 6+ 2°) up to about 70 km greatly
simplified the data reduction from ozone sensors since aspect corrections
could be neglected. The absorption profiles as obtained from the two
sensors are shown in Figure (7.5). These profiles were used to derive

ozone density profiles which are presented in the next Section. The

gquality of absorption profile obtained from the third sensor (212 nm) was

not very good and no further use of this data was made.

7.4 RESULTS FROM C4019 FLIGHT AND DISCUSSION

7.4.1 Vertical Ozone Distribution

The absorption profiles shown in Figure (7.5) can be used through

equation (2.14) to obtain vertical ozone distribution i.e.

a1 1 1
nos(h) =T "an T,

Yeff (h,2)

dar ) . . . .
where E"‘ls relative change in photometer signal over a height range dh,
F(h,z) is optical depth factor and O is the effective abscrption

eff(h,2)

cross—-section of ozone for the photometer pass band. The general
procedure for evaluation of effective cross-section bas been described in
detail in Section (2.2). The variation of absorption cross-section of
ozone over the wavelength range 200-300 nm is shown in Figure (7.6) from
which it can be seen that the absorption cross-section in the vicinity of
250 nm is virtually constant and the variation in cross section over the
spectral band pass of present 248 nm photometer can be neglected thereby
simplifying the evaluation of effective cross-section. The ccnstant

lecmz for the 248 nm data.

effective cross-section was used as 10 x 10
The variation in absorption cross—section over the present 268 nm band

pass is significant. Strictly speaking, height dependent effective cross-

section calculations, similar to those described in Section (2.2.3), should
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be made. However, the spectral distribution of lunar ultraviolet flux,
is not very accurately known. The cffective cross-section calculations
of O'Brien (1973) for a similar photometer showed this effect to be
rather small at altitudes above about 50 km. Therefore effective cross-
section at the top of the absorbing atmosphere was calculated using
equation (2.12) which was used at all heights. The relative spectral
distribution of lunar flux was taken to be the same as that for solar
flux (Donnelly and Pope, 1973) assuming that the lunar albedo was constant
at least within the spectral band of the photometer. The absorption cross-
sections were taken from Inn and Tanaka (1959). The effective cross-section

2 for the 268 nm data. The resultant ozone profiles

was used as 4.32x10—180m
are shown in Figure (7.7a). These results are in general agreement Jith

other ozone determinations(Figure 7.7b). This measurement was made to study
diurnal ozone variation at Woomera. The data analysis from the successful
daytime flight (C4018) has not yet been completed* and a useful comparison
will be presented elsewhere. Considerable amount of mesospheric ozone data has
now been accumulated and a detailed statistical analysis of this data

(similar to that of mesospheric oxygen (section 6.3)) would be of significant

importance.

7.4.2 TIunar UV Fluxes and Lunar Albedo

The rocket apogee of 122.3 km meant that the values of the
detector signal due to incident flux with negligible absorption were
directly available from the absorption profiles at upper altitudes. Since
each detector's response curves was absolutely calibrated, the incident
photon flux could be determined assuming the constant photon flux over the
Full Width Half Maximum (FWHM) of the detector pass band for each case.
Two corrections were then applied, viz:

(i) A correction for the phase angle of the moon - this was

needed to bring the value of flux up to the full moon value.

(ii) A correction for the earth-mcon distance - this was needed

because the earth-moon distance varies with time and the flux

* Another investiéator
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values cannot be meaningfully compared unless referred to some

mean distance.

The phase correction was applied by assuming that the phase law
in the untraviolet was the same as in the visible. The lunar brightness
relative to full moon was calculated from Rougier's Phase Law (Figure 7.8).

To correct for the earth-moon distance, the semi~dliameter of the
moon at the time of launch was cbtained from the Ephemeris tables. To
obtain the correction factor, the value of the semi-diameter was divided
into the mean value of the semi-diameter (taken to be 15'32.58" of arc)
and the resulting ratio squared. This factor was then multiplied by the
value of full-moon flux to give the value of flux at the mean earth-moon
distance. The time of nearest full-moon for flight C4019 was 2008 CST on

1lst October 1974. The results of lunar flux are shown in Table (7.1).

TABLE 7.1
Effective  Lunar Flux Phase Corr Full Moon Flux Solar Flux Albado
Wavelength*
(nm) erg/cm?/s/nm erg/cm’/sec/nm erg/cm?/sec/nm  percent
211 9.35x10 °© 2.14 2.0x10 ° 36 1.65.5
245 1.64x10 ° 2.14 3.5x10 ° 66 1.5%.3
264 4.67x10 ° 2.14 1.0x10 * 190 1.55.2

* The lunar aspect angle in the unabsorbed flux region was 12.5
and the pass band at this aspect value was centred at these
. . . il
wavelengths which are different from the nominal p=aks at o
aspect (see Figure 7.2).
The flux near the earth from the full moon can then be uvsed to
calculate the lunar spherical albedo A defined by (Kopal, 1969):
M r, 2
A = 0.585 — (=
1S (a)
where r is the mean earth-moon distance (3.84 x 10° km), a is the radius
of the moon, and IM (measured) and LS (calcuvlated) are the lunar and solar
fluxes. The factor 0.585 comes from a nurerical integration of Rougler's

phase law (Figure 7.8b), assuming that the visible phase law can be appliied

at ultraviolet wavelengths. The flux LS was calculated for each detector
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using the solar ultraviolet fluxes from Donnelly and Pope (1973). The
results of spherical Albedo are shown in Table (7.1).

The lunar Albedo results have been recently compared by Bentley
et al (1974) and Carver et al (1974b). The present results of lunar
albedo are higher from the results of Carver et al (1974b) . The photometers
used in flights H305 and H312 (Carver et al, 1974b)were absolutely calibrated
using sodium salicylate as a wavelength converter from Ly-0 (121.6 nm) to
MUV range (Horton, 1968). The transfer factor was taken to be 1.31. The
present measurements (Sections 8.5 and 8.6) indicate this factor to be
about 1.0 for wavelengths in the range 240-300 n;. Therefore Albedo results

from these two flights should be increased by about 30 percent and agreement

between these and present results will then be better.
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CHAPTER &

LABORATORY MEASUREMENTS OF THE QUANTUM EFFICIENCY OF SODIUM

SALTCYLATE AND ITS VARIATION WITH TIME BETWEEN 100 nm AND 3006 nm

A brief review is made of the previous measurements of rel.q.e of
sodium salicylate and its variation with the age of the film. New measure-
ments of rel.g.e between 110 nm and 270 nm and the aging effect over a

period of about 52 weeks are presented and discussed.

8.1 INTRODUCTION

Sodium salicylate has been used extensively as a wavelength converter
in the near and vacuum ultraviolet (VUV) spectral region. When excited by
radiant energy of wavelengths shorter than about 350 nm, salicylate fluoresces
in a band covering the range 350 nm - 550 nm (Thurnau, 1956; Hamman, 1958;
Kristianpoller and Knapp, 1964). It has been found that the quantum
efficiency* of sodium salicylate is relatively constant over an extremely
large range which makes it a very useful phospor. Generaiiy it is the
constancy of the efficiency as a function of wavelength which is important
rather than tne absolute value of the efficiency.

For absolute flux measurements, photometers need to be calibrated
absolutely. The accuracy of calibration employing sodium salicylate as a
wavelength converter would depend directly upon the accuracy of the relative
quantum efficiency curve in the region of interest. In the present work,
one of the ionchambers (Q - T) was being used to infer absolute solar fluxes
and the solar minimwa brightness temperature (Section 5.8.3). In view of the
conflicting results in the region between 100 nm and 160 nm (Section 8.2),
it was decided to carry out our own measurements to check the nature of the
quantum efficiency curve in this region.

Except for the two earlier measurements of Johnson et al (1951) and

L The quantum efficiency 1is defined here as the number of fluorescent
photons produced per exciting photon incident on the salicylate.
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Watanabe and Inn (1953), none of the rather detailed measurements have been
made over the entire spectral region from 100 nm to 300 mnm. The necessity

of such a measurement becomes evident when a photometer operative in the MUV
(above 200 nm) is calibrated against another photometer operative in the VUV
region (for instance a Ly-0 ionchamber) using sodium salicylate as a wavelength
converter (HOrton, 1968). Therefore, it was decided to extend our measure-
ments over the entire range of 110 nm to 270 nm. In order to study the aging
effect over an extended time (about 52 weeks) four important wavelengths (144,
160.8, 200 and 253.7 nm) were selected at which variations of quantum
efficiency relative to Ly-G (121.6 nm) were studied as a function of time.
Details of the experimental procedure and method of analysis are presented

in Sections 8.3 and 8.4.). Section (8.2) contains a brief review of previous

measurements of salicylate quantum efficiency.

8.2 PREVIOUS MEASUREMENTS OF THE QUANTUM EFFICIENCY OF SODIUM SALICYLATE -

A BRIEF REVIEW:

Many groups have investigated the relative quantum efficiency of
sodium salicylate in various spectral regions from 350 nm down to 10 nm,
one of the first studies being due to Dé&jardin and Schwégler* (1934} who
reported a constant efficiency between 220 nm and 340 nm. The constancy
of quantum efficiency above about 200 nm has since been reported by several
other workers (Hammzn, 1958; Slavin et al, 1961; Kristianpoller and Knapp,
1964). The earliest extension of these measurements to wavelengths shorter
than 200 nm was made by Johnson et al (1951) who covered the range from
85 nm to 230 nm. They reported the efficiency to be almost constant
(within * 20%) between 85 nm and 200 nm. Later, Watanabe and Inn (19532)
repeated the measurements over the wavelength range 85 nm to 280 nm (plus
one point at 58.4 nm) and confirmed the almost constant efficiency between
85 nm and 200 nm. The efficiency at 58.4 nm was found to decrease by about

15 percent. The recults of Vassuer and Cantin (1963) show a substantial

h Just prior to the construction of the first photomultiplier
(Zworykin et al, 1936).
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increase in the rel.g.e. with wavelength from 50 nm to 300 nm. More detai led
measurements in the wavelength range of 100 nm to 200 nm have since been
reported by Knapp and Smith (1964), Samson (1964), allison et al (1964, a,b)
and Bruner (1969). Samson (1964, 1967) subsequently extended these measure-
ments to 20 nm and a verification of Samson's (1967) results was made by
Harrison et al (1969). Most recently Samson and Haddad (1974) have been
able to extend the measurements further down to 11.6 nm which together with
earlier measurements of Samson (1964) show that the quantum efficiency of sodium
salicylate remains almost constant over the entire range 11.6 nm to 100 nm.

The results of Knapp and Smith (1964) and Samson (1964) showed
a marked increase in the guantum efficiency from about 120 nm to 160 nm which
was found to increase further with the age of the salicylate layer in bofh
cases. Recent results of Allison et al (1964, a,b) show almost the same
g.e. at wavelength 121.6, 160.8, and 253.7 nm and no aging effect at
either 121.6 nm or 160.8 nm thus in direct support of the results of
Johnson et al (1951) and Watanabe and Inn (1953). Knapp and Smith (1964)
have attributed the non-constancy behaviour observed in their measurements
for a fresh layer possibly to contaminats in the monochromator environment.

Relatively few measurements have been made of the absolute
quantum efficiency of sodium salicylate partly because the absolute value
has been found to vary with (a) layer thickness (Seya and Mgsuda, 1963;
Kristianpoller and Knapp, 1964), (b) temperature (Kristianpoller and Kunapp,
1964) and (c) age of the film (Section 8.6). There is a wide discrepency
among the reported absolute values due to some of the above reasons. A

summary of these results has been given by Samson (1967) .

8.3 DESICN OF THE EXPERIMENT TO MEASURE THE QUANTUM EFFLCIENCY

OF THE SODIUM SALICYLATE TILMS

8.3.1 Introduction

The most common procedure used for measuring quantum efficiency

of a phosphor film has been to view a beam from the exit slit of a
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monochromator by a thermopile and measure itsg energy; Then the beam is

made to fall on a phosphor film and a photomultiplier views the secondary
photons from the phosphor. Usually the film is prepared on a glan substrate
and placed inbetween the beam and the photomultiplier. Johnson et al (1951)
and Watanabe and Inn (1953) deposited their filmg directly onto the photo-
multiplier envelope rather than on a separate glass substrate. The signals
from the photomultiplier and thermopile -are recorded alternately rather
than simultaneously and a comparison between the two signals gives the
relative quantum efficiency (Knapp @nd Smith 1964). The syster has the
disadvantage that if the source is not a stable one, it would be troublescme
to relate the two signals. Slavin et al (1961) overcame the problem by
using a beam splitter which partially reflected and partially refracted

the incident light. This type of splitter has a limitation that it requires
a material which has an almost constant reflectance and transmittance
properties over the entire wavelength range of desired measuremernts. A
novei beam splitter particularly suitable for such measurements and used

for the present measurements is described in Section (8.3.2). Furthermore,
we employed a photon detector (photodiode) rather than an energy detector
(thermocouple) to monitor the beam strength thus giving a direct comparison
between primary photons and secondary photons. A description of the photo-
diode is given in the following subsection and a complete experimental

procedure is outlined in Section (8. 3. 3).

8.3.2 Instrumentation

The basic instrumentation consisted of a M monochromator of
the Seya Type, the source of radiation being a d.c. discharge through
hydrogen as described in Section (3.8.2). The beam from the exit slit of
the monochromator entered into a beam splitting chamber which was so arranged
that a portion of the beam passed through while the remainder was absorbed by
the phosphor coating deposited on the splitter.

The fluorescence photons resulting from the absorbed flux were
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viewed by a side photomultiplier mounted on the external end of a light pipe.
The other part of the signal was viewed by a photodiode and the currents were
recorded from Kiethly microelectrometers (Section 3.8.2). The splitting
chamber also had two accessary arms to which filtering windows could be
attached. One or both of the windows could be moved in or out of the beam
from outside without disturbing the inside vacuum. The first arm was
located infront of the beam splitter and thus allowing filtering of the
beam from the exit slit, the second arm was located after the beam splitter
and allowed the filtering of only the transmitted portion of the beam from
the splitter. Details of the beam splitter and photodiode are given in the
following subsections. An explcded view of the splitting chamber is shown
in Figure (8.1).

(a) Beam Splitter: Extensive use has been made of a beam splitter

in our laboratory over the years. The standard design consists
of a wire mesh soldered at 45 inside a cylindrical shell. A
phosphor coating is then deposited upon the wire mesh by spraying
a concentrated solution of the phosphor (Section 8.3.3). For the
present study, relatively large nunber of coatings were planned
t> be prepared and studied over an extended period, particularly
to study the aging effect. Deposition of these coatings cn a
mesh type splitter would have meant the manufacturing of a rather
large number of entire splitter assemblies. To avoid this, a
modified beam splitter was used with two wide supporting legs
between the outer circular rings. A groove in each of the legs
was cit at 45 such that a glass slide could be passed through
the grooves. Two small arms were attached on each of the legs

o that the distance of the lower end of the slide from the
longitudinal axis of the cylindrical splitter could be varied
thus varying the position of the beam passing underneath the
coated slide. Views of the splitter can be seen from

Figure (8,1).
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(k) Photon Detector: The photon detector used in these measurements

for monitoring the beam strength was a Far ultraviolet photo-

diode, EMR model 543P-09~00. It is a solar-blind, end-on,

magnesium-fluoride window tube with a 2.8 Cm diameter and semi~

transparent rubidium telluride photocathode with a spectral

sensitivity from 115 nm to about 320 nm.

The detector was calibrated absolutely at the National Bureal of
Standards, Washington, for a number of lines between 115 nm and 254 nm. A
typical cathode sensitivity curve was also available to allow extrapolation
of absolute efficiency curve beyond 254 nm. The ébsolute calibration of the
detector efficiency is shown in Figure (8.2),. Data points beyond 253.7 nm
are extrapolated values obtained with thie help of typical cathode efficiency

curve.

8.3.3 Preparation and Storage of Sodium Salicylate Samples

Sodium salicylate was disolved in methyl alcohol to form a
saturated solution and was then sprayed ontc a glass slide with an atoni zer.
The atomizer sprayed the solution parallel to the glass slide while a heat
gun blew hot air continually, directly onto the glass slide. This meant
that only smaller drops from the atomizer passing between the slide and the
heat gun were blown onto the slide resulting in a rather uniform layer.

The heat gun alsc helped the evaporation of the alcohol. The spraying
continued until almost all the glass surface was covered. Howevexr no
attempt was made to maintain a constant layer thickness to introduce some
randomness in the layer thickness among various samples. The thickness of
individual sample was later recorded by weighing the sample .

The samples so prepared were stored under dust free atmospheric
conditions by placing them in the 'petri dishes' at all times except when
they were placed in the splitting chamber for the purpose of actual
observations. This duration was typically less than 10 minutes for the

observations related to ‘the aging effect study'.
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8.3.4 Experimental Procedure

The experimental procedure consisted of two parts; firstly to
prepare sodium salicylate sanple layers and their subsequent storage and
secondly to carry out actual measurements of quantum efficienéy by recording the
partial beam intensivity and fluorescent intensity. For the purpose of
studying the aging effect a large number of samples with different ages were
used. A set of three numbered samples was prepared and stored each week for
nine weeks. This provided 9 sets whose ages varied between 0 and 9 weeks.
The first observation was made in the middle of the 6th week and repeated:
initially with a time interval of one week. Then the cbservations were
repeated with a time interval of 2 weeks followed by three observations
with time intervals of 3 weeks, 7 weeks and 23 weeks respectively. The
longer durations towards the end were mainly to minimize any possible
radiation fatigue effects (Knapp and Smith, 1964). Initially only two of
the three samples of each set (numbers 1 to 9 and 11 to 19) were used and
the third one of each set (numbers 21 to 29) was stored unexposed until the
last observation. These 9 samples were then used hitherto unirradiated to
make similar measurements of the aging effect. A comparison between the
data of this and the other two groups provided a check if the observed aging
effect for later observations has been caused by the radiation fatigue due to
exposures of the samples to UV radiation during previous observations
(Section 8.5.1).

For observations of the relative quantum efficiency between
115 nin to 260 nm, freshly prepared samples were used. Cne of the samples
was kept in position undisturbed and cbservations repeated to obtain relative
efficiency variations over a pericd of sbout 90 hours. The experimental set-

up was similar in either case and differed only in the method of data analysis.

8.4 ANALYSIS OF EXPERIMENTAL DATA

In oxder to analyse the recorded signals from the photomultiplier

and photodiode, it is needed to investigate the relationship between these
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signals and the respective detector efficiencies.

The beam from the exit slit of the monochrorator is divided
into two parts by the beam splitter (Fig 8.3). A fracticn of the beam
directly reaches the photodiode whereas the remainder is absorbed by the
sodium salicylate layer deposited on the glass slide resulting in the
fluorescence emission in the visible. If the total photon flux at a
wavelength A, emerging out of the exit slit is represented by FO(X) and
the fraction S(A) directly reaches the photodiode then signals out of the

photodiode and the photomultiplier may be represented as:

Yoo T et ondt Mo, (8- 1
S T = &%) ot Cene” M e
where

i(k) = Signal out of the photodicde in Amps.

I(A) = Signal out of the photomultiplier in Amps.

FO(A) = flux of the beam from the exit slit in photons.

S(X) = Splitting factor of the beam splitter.

C(P:A) = Efficiency of the photomultiplier

C(S) = fraction of the solid angle subtended

at the photomultiplier from phosphor layer.
n(D,A) = Quantum efficiency of the photodiods
(photons to electxrons)
n .. = Quantum efficiency of the phosphor

(S,X)
(photons to photons)

A  ig the wavelength of observation.
Dividing equation (8.2) by equation (8.1) and rearranging the

terms (cancelling out FO(A)) we can write:

L(A), . s(M) 1 1 .
n‘ — = ). © . . - \8.3)
(s,A) i(A) (o, \) Clg)

i-s(A)y ¢

For a given position of the beam splitter, S(l)would be
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independent of wavelength. Since the photomultiplier is always viewing the
fluorescence radiation from the phosphor film and since the emission spectrum
of sodium salicylate is independent of the incident UV radiation wavelength
(Section 8.1), the photomultiplier detection efficiency C(p,l) would be a
constant for present observations. The quantity C(S) obviously is independent

of wavelength and depends only on the relative geometry of the photomultiplier

and phosphor layer. Therefore we can write

n =I(x) . [ -
s, 1o T C T oL

where all the constant terms are amalgamated in a single constant C. The

(8.4)

quantity C would be independent of wavelength for a given orientation of the
beam splitter but would vary if the orientation is varied.

BEquation (8.4) is thus the basic equation relating the observer
guantities i(A) and I(A) to obtain quantum efficiency of the phosphor layer
if ¢ and detector efficiency are known. In oxrder to study the aging effect
on the quantum efficiency spectrum, the sample should be left in place
undisturbed and measurements of i(A) and I(A) repeated at intervals over
the spectrum of observations. This poses two problems: (a) if a long term
aging effect is planned, it requires the occupation of the monochromator for
the duration of the cobservations and (b) it alluws the use of only one
sample at a time. Often it is the guantum efficiency of the phosphor at
some wavelength relative to some other waveléngth (very often relative to
Ly-0) which is regquired. Therefore in such a calibration, the aging effect
in relative efficiency and corresponding corrections would be of main
interest. |

If we write T(A)/i(A) = I'(X); equation (8.4) can be rewritten

for two wavelengths Kl, Az as

i

n(s,\ ) I'(XA YeCeni(D,A ) (8.5)
1 1 1

]

n{s,x ) I' (A )eCen(D,A ) (8.6)
2 2 Z

or we can write

_I'(X2)  N(DA,)

= (8.7)
Il()\!_) H(D:>\1)

’ﬂ(SJ\ )/r](sl)\ )
2 1
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or ns = I * nbD (8.8)
271 21 21
where ns,, " n(s,Az) /M(s, A1)
I = 1' (A,) /T (A1)
241
nDz 1 = N(Dﬂxz)/ﬂ(DJ\l)

Equation(8.8)gives the relative quantum efficiency at wavelength
Xz relative to wavelength A, without involving the geometry factor if

relative efficiency of the detector nD(2 is known.

11)

Suppose a series of measurements are made for a given layer at
. . . th th .
different time-intervals then rel.q.e. for m and n observations can be
written with the help of equation(8.8) -
ns (m) = 1° (m) nD (8.9)

201 211 21

ns (n) {n) nD (8.10)
271 241 2+1

i
H

Dividing equation 8.10 by 8.9 we cbtain

'QS? 1(‘1'1)‘ ]:'2_:‘-1 (n)

—ff T = et S

ns (m) 1" (m) s I
211 2¢1

Equation 8.11 thus enables one to study the aging effect in
rel.g.e for a given layer and does not require any calibration of the
detector. (m)can be taken as the first observation of the layer and ()
runs for the later cbservations. However in the present case first relative

quantum efficiency n82 1(n) were obtained for each observation by using eguation

(8.8) . nbout 30 different sample layers were used for this purpose and the
entire set of observations was arbitrarily normalized. These measurements
were carried out at four wavelengths —-144.1 nm, 160.8 nm, 200 nm and 253.7 nm -

relative to 121.6 nm (Ly-o) which often serves as a transfer wavelength in the

VUV region.

8.5 RESULTS OF THE QUANTUM EFFICIENCY OF SODIUM SALICYLATE

8.5.1 Variation of rel.d.e with time at 144.1 nm, 160.8 nm,

200 nm and 253.7 nm

Absolute rel.g.e values were determined using equation (8.8) over
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an extended period of about 52 weeks, for about 30 different samples and at
four selected wavelengths (relative to Iy-0 (121.6 nm)). Entire data for
each wavelength was arbitrarily normalized for simplified representation.
The normalized data is plotted in Figure (8.4). By plotting the data for
20 samples at one particular wavelength, the variation in rel.q.e due to
sample variation is evident although relatively small {(generally within
+ 10% except at 253.7 nm where smaller radiation intensity woula also cause
gsome spread). The overall trend seems to be similar for all the layers at
each of the wavelengths. The average effect appears to be almost negligible
for about first ten weeks at all the four wavelengths. The rel.g.e increases
almost linearly after about 15 weeks at 160.8 nm and 253.7 nm. At wavelengths
144.1 nm and 200 nm rel.qg.e first increases (very small increase at 144.1 nm)
but appears to be settling down back to the initial values from the last set
of data (after an interval of 23 weeks). Relative quantum efficiency data
for the third set (see Section 8.4.3) was obtained only for the latest time
sequence. A comparison thus provides a check whether the linear increase at
160.8 nm and 253.7 nm is due to possible UV irradiation effect. The data
from this set was found to be comparable to the other data, thus indicating
that the observed increase is possibly due to the agingheffect. Since
absolute calibration of the detector is iwmaterial for these measurements
the main source of error would come from low lamp intensity particularly
at 253.7 nm. The apparent large variation in the rel.qg.e at 253.7 nm
betweeh samples is perhaps partly due to this fact. Comparison of these
measurements with other similar measurements and the relevant discussion

is given in Section (8.6).

8.5.2 Relative Quantum Efficiency from 110 nm to 270 nm

A number of fresh sodium salicylate samples were prepared and
their relative guantum efficiency curves obtained with the help of equation
(8.8). A magnesium flucride window was attached to the arm in the csplitting
chamber which could swing the window in or out of the beam immediately after

the monochromator beam (Section 8.3.1) to provide adequate filtering of the
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TABLE 8.1

THICKNESS OF SODIUM SALICYILATE FILM USED FOR THE AGING EFFECT

STUDY
S.N. Identification Layer Thickness Symbols used
(mg cm 2) in Figure 8.4
1 #01 1.3453 o
2 #11 1.1558 O)
3 #02 1.6725 A
4 #12 2.5974 L
5 %03 2.0131 x
6 #13 1.5612 $
7 #04 1.3351 ?
8 #14 1.2579 i
9 #05 0.9987 Z
10 #15 0.9295 Y
P&
11 £06 1.5633
%
12 #16 1.4230
X
13 #07 1.5688
1
14 #17 1.3180
a
15 #09 1.4426
3
16 -#]9 1.2598
L
17 #30 2.1243
]

18 #20 1.6883
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beam from higher order(s) radiation. The use of a MgF, window as a filter
(cut off 114 nm) ensured that the radiation between 114 to 230 nm would be
free of higher orders. Similarly use of a quartz window (cut off 155 nm)
would ensure this freedom between 150 nm and 330 nm. In the present measure-
ments this higher order effect was found to be significant in the region
between 160 nm and 230 nm but insignificant above 230 nm. This can be seen
from Figure (8.5) where measured quantum efficiency curves without any
filtering are shown fcr three fresh samples. The peak behaviour around 170 nm
is primarily due to the presence of higher order (mainly second order)
radiation. /

For the above reasons, use of a MgF, window as a filter was
necessary and sufficient for these measurements of rel.g.e over the wave-
length range 110 nm to 270 nm.

The rel.g.e curves for several fresh samples are shown in
Figure (8.6). It can be seen that the variations in the rel.q.e due to
sample variation are rather small. One of the samples was kept in position
to study the aging effect on g.e. curve for about a period of 90 hours.

The results are shown in Figure (8.7). The g.e. is found to increase
slowly at all wavelengths in agreement wich the most recent results of
Samson and Haddad (1974) but contrary to those of Samson (1964) and Knapp

and Smith (1964). A discussion of the shape of the curve is given in

Section (8.6).

8.5.3 Higher Order Radiation Effect

As mentioned in the previous subsection it was found necessary
to employ proper filtering of higher order radiation. The procedure of
evaluation and the results of the higher order radiation effect in the
absense of a proper filtering is discussed below.

In an experiment of the rel.g.e measurement, if the intensity

detector is an energy detector rather than a photon detector (as in the

present case) it will be shown that the effect of higher order radiation
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would be significantly different and may in fact explain some of the past

discrepencies.

(a)

Higher Order Radiation in the Presant Case

It may be pointed out again that the detector employed in the
present measurements of the rel.g.e was a photon detector with

a lower cut off at about 114 nm. This meant that at any wave-
length A > 114 nm, the detector would not record any photons of
wavelengths lower than 114 nm, present in the second (photons

of A/2 wavelength) and higher orders. However the salicylate
would emit fluorescent photons in proportion to the photons of
wavelength A in the first order as well as to the photons of

the second (wavelength A/2) and higher orders. The resu.t being
that photomultiplier signal would be in proportion to all photons
irrespective of their orders and would be higher than the signeal
if only photons of wavelength A in the first order were present.
The resulting ratio of IPM (at A)/i(D,)) o n{s, at A) would be
greater than IPM(A)/i(D,A) a n(s,A\). The ratio of the true

value Nn(s,\) and n(s, at A) would depend primarily on the higher
order contribution since the cuantum efficiency of sodium
salicylate does not vary too much over the range 60 nm to 200 nm.
Initially, the rel.qg.e for a sample was obtained with Mgﬁ; window
in and window out and the ratio of the two thus directly gives
the error in the rel.g.e due to this higher order radiation effect.
aAs a check, two other windows (MgF, and LiF) were used with
similar results. A more direct mcthod is to find the window
transmission using the photodiode as detector and then using the
sodium salicylate sensitized photomvltiplier as the detector.

The true transmission would be given by the photodiode which
would not record any hicher order radiation (mainly second order)
of wavelengths lower than 114 nm when the filiter is out. However,

this higher order radiation present when the filter is out would
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result in additional fluorescent photons from the phosphor and
thus the resulting transmission as measured by the photomultiplier
would be lower than the true value and the difference would be
larger where this contribution is larger. This was done with

the split beam used in the present measurements as well as with
the beam splitter out and each detector mounted directly at the
rear of the splitting chamber. The resulting transmission curves
are shown in Figure (8.8) and the effect of this radiation is
clearly evident between 160 nm and 230 nm. It was found that

the additional higher order radiation effect in the present
experimental set-up was less than 3% if a quartz window was used

as a filter instead of a MgE, window.

(b) Higher Order Radiation effect if an Energy Detector is Employed:

Almost in all the previous measurement of the rel.g.e of sodium
salicylate, thermopiles or thermocouples have been used for
monitoring the beam intensity. In order to investigate the
effect of higher order radiation on the experimentally detexmined
rel.g.e. we may proceed as follows:

Since a thermopile or a thermocouple is an energy detectox, a
photon of wavelength A/2 produces a signal equivalent to two
photons of wavelength A.

Suppose at an experimental wavelenath ), there are m; photons

of first order (wavelength A), m2 photons of

(wavelength A/2) and so on. Sﬁppose the relative gquantum efficizncy
of the phosphor is ns(i),n,/Mn, at wavelengths A, A/2, A/3.

The energy reaching the energy detector would be

M_g. -+ .r_nig_ +- 1t h_(;. +
A A/2 A/3
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E (at ) = (m+2my+3my+a...) *—I;C\— (8.12)

The signal from the photomultiplier as a result of fluorescent

photons can be written as:

N3

1 (at A) = (mp+m, N2 4, . +..1S (A K (8.12)

ns
(K is a geometry constant)
Therefore, cbserved NS is given by
I (my+my * N MS (A) +miN 3 /NS (A) +. . .)
° (

- E(’))\"_ (mp+2mp+lg....) h

ns (at A) 5 ms () (8.14)

Let us assume for simplicity that the intensity of the third and
higher orders is negligibly small so that we can write:
R =n1nS (at A)/NS(A) = (my+mp ° n,/MS)/(m+2my) * (K/hc) (8.15)
On the basis of up to date measurements, it can be safely

; lioe
assumed that for the region 110 nm to 240 nm;, s < 1.

For the region where %é—“ 1l we can write

mj+m
R' ~ =% ¢ N (cbserved

my+2m ) /n({true)

+
A graph of El'l-(rel. contribution) vS R' ™~ Eﬂ—gﬁ—- is shown in
m2 mj-+2m2
Figure (8.9) which shows that the presence of higher oxrder

radiation in this case is that the cbserved rel.q.e. is lower

than the true value.

COMPARISON OF THE QUANTUM EFFICIENCY RESULTS AND DISCUSSION

8.6.1 The Aging Effect

Measurements of particular importance for comparison are those

of Knapp and Smith (1964), Samson (1964), Hamman {1958) and Allison et al

(1964) .

The measurements of both Knapp and Smith (1964) and Samson (1964)

were made with samples kept in the atmosphere of monochromator under vacuum

whereas in the present case the samples were kept under atmospheric conditions.

The rel.qg.e. curves of Knapp and Smith have been used to obtain

values of g.e. at 144.1 nm and 160.8 nm relative to 121.6 nm as a function
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of the age of the film. The resulting data thus can be directly compared
with the present measurements. This is plotted in Figure (8.10) along with
our mean curves. It can be seen that the increase in g.e. relative to
121.6 nm both at 144.1 nm and 160.8 nm are large compared to the present
observations. Over the period of about 6 weeks we find virtually no change
in the rel.g.e. Allison et al (1964b) have reported that they observed no
change in quantum efficiency at either 121.6 nm or 160.8 nm over a period
of about 30 weeks. Therefore,the resultant rel.g.e. would remain constant.
Hamman's (1958) measurements did not indicate any change in g.e. above

230 nm including at 253.7 nm over a period of more than a year. If this
data is coupled with the results of Allison et al (1964) at 121.6 nm, it
indicates that the g.e. at 253.7 nm relative to 121.6 nm would remain
constant. Therefore, the slow increase in rel.qg.e. observed in the present
measurements at 160.8 nm and 253.7 nm after about 13 weeks may be due to
excessive radiation effect although the third set of samples did not
indicate so. Our results of the rel.qg.e. (Figure 8.6) indicate en increase
in g.e. at all wavelengths with the age in agreement with the recent
observations of Samson and Haddad (1974) at shorter wavelengths but
contrary to the results of Knapp and Smith (1964) and Samson (1964) who
reported a decrease at all wavelengths with time between 100 nm and 160 nm.
There is no other ‘'aging effect' measurement available at 200 rnwm. On the
basis of the results of Allison et al (1964) that the g.e. at 121.6 nm
remains constant, we may conclude that the g.e. at 144.1 nm and 200 nm
also remain unchanged over long periods but perhaps a slow increase takes

place at 160.8 nm and 253.7 nm after a period of about 10 weeks.

8.6.2 Relative Quantum Efficiency

The relative quantun efficiency results of Johnson et al (1951),
Watanabe and Inn (1953) and Vassuer and Cantin (1963) are of particular
importance as these measurements have been made in the range 100 nm to 230 nm,

85 nm to 280 nm and 50 nm to 300 nm respectively. The remaining measurements
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are divided into two groups - those of Knapp and Smith (1964) and Samson
(1964) extending to below 165 nm; those of Dejardin and Schwegler (1934),
Hamman (1958) and Slavin et al (1961) extending from about 220 nm onward
and those of Kristianpoller and Knapp (1964) extending from about 180 nm
onward. Each of these groups thus provides acomparison in the respective
wavelength intervals.

Our results indicate a constant g,e. between about 115 nm and
170 nm. The rel.g.e. is found to rise between 170 nm and 185 nm with. an
increase of about 30% around 180 nm. The rel.q;e; appears to be almost
constant from 185 nm to about 260 nm. Our results of flatness of the
rel.g.e. below about 17Q nm are in good agreement with those of Watanabe
and Inn (1953) and Johnson et al (1951) but in disagreement with. those of
Knapp and smith (1964) and Samson (1964). Neither Johnson et al (1951) nor

Watanabe and Inn (1953) cbserved any step increase in the rel.qg.e. between

170 nm and 185 nm as cbserved in the present case. Since the lamp intensity

decreased sharply at longer wavelengths and the errors in absolute calibration
of the photodiode alsc increase (10% at 253.7 nn), the slow downward trend
above 220 nm may be due to experimental errors. However this decrease is
less than 10% up to about 260 nm beyond which the photodiode calibration
has been based only on typical cathode curve and the erroxrs involved due
to lamp intensity and calibration are expected to be rather large. Thus
our results are substantially in agreement with those of Johnson et al
(1951), Watanabe and Inn (1953), D&jardin and Schwégler (1934) , Hamman
(1958) and Slavin et al (1961). Kristianpoller and Knapp (1964) obsexved
a drop between 200 nm and 220 nm amounting to about 25%. We do not find
any such drop except the step rise around 170 nm as discussed earlier.

The results of Vassuer and Cantin (1963) indicate a continuocus
increase in the rel.q.e. from 50 nm to 300 nm. It appears that the results
have been obtained in two regions i.e. below 180 nm and above 230 nm
separately. Also these results do not show wavelengths at which actual

data have been obtained. The increase from 100 nm to 270 nm in this case
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amounts to about 100% which is too large in comparison to the present results.
Apparently neither Johnson et al (1951) nor Watanabe and Inn (1953) used any
filtering during the rel.q.e. measurements although some ccrrections were
made for stray light in the earlier case. Higher order radiation present

at wavelengths above 170 nm would tend to reduce the rel.q.e. for the two
cases in discussion as shown in Section (8.5.3). It would be therefore
desirable to carry out similar measurements in this region of discrepency
arougd 170 nm preferably by two independent types of detectors (thermopile

and photodiode) with proper filtering.

8.7 CONCLUSIONS AND COMMENTS

From the results and discussion presented in the previous
section it can be concluded that the rel.qg.e. of sodium salicylate is
almost constant from 115 nm to 165 nm and from 185 nm to 260 nm
separately. The step rise of about 30% takes place around 170 nm.

The effect of aging on the sodium salicylate films is slowly to increase
the g.e. at all wavelengths such that the nel.q.e. remains substantially
the same. The rel.g.e. relative to Ly-0 (121.6 nm) remains virtually
constant (within 10%) at each of the wavelengths 144.1 nm, 160.8 nm, 200 nm
and 153.7 nm for a period of about 10 weeks. A slow increase particularly
at 160.8 nm and 253.7 nm amounting to about 50% over a period of one year

’

is found in the rel.qg.e.
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of Proceedings First Special Assembly (Helbourne) IAMAP
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from Lyman-0 absorption spectroscopy", Paper LA5, Presented
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Molecular Oxygen densities in the lower thermosphere
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UV Ionchamber measurements of Solar Ultraviolet fluxes and
Solar minimum brightness temperatures. (To be submitted).

Fluorescent efficiency of Sodium Salicylate and the aging
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