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Abstract

Observations in the upper mesosphere and lower thermosphere of a planetary scale wave known

as the quasi-two-day wave (or simply the 2-day wave) have been made over several years at a

mid-latitude site near Adelaide (34.5' S, 138.5o E), and over two years at a low-latitude site

on Christmas Island (2o N, 152" W). These results, their interpretations and the consequences

for current theory are presented in this thesis. In addition, an attempt is made to define and

determine a response time for the solar tides. A number of data analysis techniques were also

considered. during the course of this thesis. An understanding of the usefulness and short-

comings of these ¿ifferent techniques is invaluable in any research. It is hoped that this thesis

also contributes to this end.

The opening chapter gives the background in which contributions of this thesis are set. The

atmosphere in general, and its remote sensing in particular, are discussed, with emphasis on the

role of the tides and other pianetary waves. The theory of atmospheric normal modes is also

considered at this stage.

This is followed by some theory and discussion on various analytical techniques relevant

to the research work. These include discussions on Doppler and Spaced-Antennae radars; full

correlation analysis; Fourier techniques; the handling of missing data; the separation of wind

components from a heterogenous wind freld; sensitive measures for determining the period of a

wave oscillation; moving power spectra; and higher-order spectral estimates. As a,ll the wind

data used in this thesis was derived by use of a fuil correlation analysis some time is spent

in explaining this technique. The effects of varying some critical parameters in a general full

correlation analysis algorithm are then investigated in Chapter 3 and comparisons made between

three different algorithms.

Chapter 4 covers the main research work performed in this thesis - the investigation of the

quasi-two-day wave. This is a large amplitude planetary scale wave whose wind perturbations

maximise each year at mid-latitudes in the summer hemisphere. The term "quasi-" refers to

previous observations that this wave has a period slightly longer than two days in the northern

xv



xvl ABSTRACT

hemisphere during the July solstice. As the period appeaïs to be very close to two days in the

southern hemisphere during the December solstice, the "quasi-" pref.x is often dropped. The

observed properties of the 2-day wave are investigated in some depth in this chapter.

Firstly, using 12 years of data from Adelaide, typical properties at mid-latitudes in the

southern hemisphere were considered. These included the average vertical wavelength and mean

and decile amplitudes. The concept that the wave is locked in phase to local time was also

investigated.

Due to the amplitude structure of the wave, sites near the equator can observe the 2-day

wave during both solstices. Therefore differences in the wave properties of the 2-day wave during

its period of maximum ampütude in each hemisphere were investigated using observations at

the equatorial site of Christmas Island. Other rüave components, possibiy harmonics of the

2-day wave, were observed and their properties determined. The pïesence of these additional

waves suggested some non-linearity in the 2-day wave during times of large wave amplitude.

Therefore interactions between the 2-day wave and the mean flow, and with the diurnal tide

were also investigated. Finaily, its zonal wavenumber and the impact of the 2-day wave on the

atmospheric angular momentum budget were estimated at the end of the Chapter 4.

Chapter 5 detaiis a preliminary study of the variability of the solar diurna.l and semi-diurnal

tides. Some measure of the response time for these tides was sought and an analysis scheme

developed. Experimental estimates of a "minimal response time" were obtained and critically

compared to the latest theoretical estimates. Further investigations were then suggested.

In summary, this work supports the theory that the 2-day wave is a manifestation of the

atmospheric (3,0) normal mode and is present in some form throughout the year. It also shows

that considerable hemispherical assymetry exists for this particular planetary wave. If this is

the case for one normal mode then it may easily be the case for all, reinforcing the need for

more southern hemisphere and equatorial observations. The non-linear behaviour of this large

amplitude oscillation has also been shown and the need for more non-linear, non-stationary,

non-Gaussian analytical tools is highlighted. Lastly, an important contribition is mad.e to the

question of tidal response times, and it is suggested that in situ tidal modes play an important

role in the observed variability of the solar tides.
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Chapter 1

Introduction

1.1 Theme

In recent years it has become more widely recognised that the Earth's biosphere is a highly

coupled. system. Changes in the state of one component can have broad implicatìons to the
\

whole; recent concerns about "giobal warming" have emphasised this. The atmosphere is but

a part of this to its nature though, it is a key factor in the dissemination of global )q

changes. The uneven heating of the Earth causes circulation within the atmosphere in an attempt

to transfer the heat from warmer to cooler regions. The circulation in turn transports minor

constituents (and poliutants) around the globe. Sometimes the nature of the global circulation

can caltse the accumulation of minor constituents, which in term can cause changes in the local

chemistry. This is evidenced by the formation of ozone depleted regions at the poles each spring.

As well as horizontal circulation, energy and momentum are also transported vertically

through the atmosphere. This is mainly due to the action of buoyancy wavesl whose restoring

force arises from the vertica,l density gradient of the atmosphere. Various other wave motions

can also be supported, each with a differing restoring force. As the horizontal scale of any of

these waves become large (of the order of the Earth's diameter) the spherical nature of the

atmosphere becomes increasingly important. As different latitudes are at d.ifferent distances

from the Earth's axis of rotation, gradients in the Coriolis force arise. This is the restoring

mechanism for large-scale motions called Rossby waves. Waves of planetary scale are the central

area of concern in this thesis. Some theory regarding these waves will be presented in Section 1.4.

Due to the complexity of studying an extended fluid such as the atmosphere, a variety of

remote sensing tools is required. These are discussed later in this chapter. The particular means

lmore commonly known as (internal) gravity waves, which should not be confused with gravitational radiation

1



2 CHAPTER 1. INTRODUCTION

used to probe the atmosphere for this work necessarily limited the study to the upper mesosphere

(- 80-100 km). This is an interesting region of the atmosphere, and will be discussed at the end

of the next section.

L.2 The Atrnosphere

Although the atmosphere is in reality a single fluid body, with a fixed lower boundary at the

surface of the Earth, and a somewhat tenuous upper boundary extending into solar-terrestrial

space, it is often segmented into altitude regions for the purposes of closer study. The segmenta-

tion or classification of the regions varies with the physical process under consideration. Due to

the gravitational attraction of the Earth, the bulk of the atmosphere (by mass) remains at lower

altitudes; the atmospheric density decreasing in an exponential fashion from the surface. This,

combined with the fact that solar radiation enters from the "top" of the atmosphere, means

that the recombination rate for ionised species decreases with altitude, while the dissociation

rate increases. Thus the outer regions of the atmosphere are substantially ionised (although the

number density of the neutral species is higher than that of the charged particles out to altitudes

of the order of 1000km). The atmosphere can therefore be classifr,ed. uia the properties of the

neutral gases or uia the ionisation (see Figure 1.1).

L.2.1 The Ionosphere

The regions where ionisation is important have been called the ionosphere since their discovery

by Appleton in L924. The term ionosphere was introduced by R. A. Watson-Watt in a letter to

the United Kingdom Radio Research Board, in 1926 lÈishbeth €j Garriott, 1969]. The vertical

electron density profile causes three regions to be distinguished.

In the D-region (-60-90km) the electron density increases with altitude during the day.

Ionisation is essentially absent at night due to the removal of incoming radiation from the sun,

the neutral density being sufficiently high so that recombination occurs in a very short time.

Ionisation is insufrcient to cause any significant distortions to the dynamics of the D-region, the

ions (hence electrons) being advected with the neutral air. This is an important property of the

region which is exploited in the remote probing by radar for the determination of neutral air

motions.

Daytime electron densities tend to peak at - 100 km (the E-layer) which marks the beginning

of the E-region (-90-15Okm). This region is "weakly" ionised. Ionisation in this region tends

to remain during the night, increasing with altitude but decreasing throughout the night. Above
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Figure 1.1: Various schemes for the classification of the atmosphere (Figure 1.1 of Hines et al.

[1e65])

the E-region the d.aytime electron densities begin to increase again; this is the F-region (- 150-

1000km). Sometimes a minor peak or plateau in the electron density is observed near 200km,

which is referred to as the F1-layer. A broader but more consistent peak around 300km is

referred to as the F2-Iayer. The F-region is "partially" ionised with much of its structure being

determined by the differential diffusion of the electrons and ions. Transport is therefore an

important mechanism. The boundaries between all these regions are not well defined.

The E-region is associated with the dynamo currents. These are large currents in the iono-

sphere which are driven by the interaction of the coupled ion-neutrals and the Earth's magnetic

field. In the E-region the ion-neutral collision frequency is high enough so that the neutral winds

can drive the charged particles, which are forced to follow the Earth's magnetic filed lines. This I
gives rise to an electric field, V x B, causing currents to flow (see, for example, Chapter 5 of

Kato llg80l for more detail). Once into the F-region the ion-neutral coupling is not suffi.cient to

cause as intense a dynamo action. The F-region is associated with the magnetosphere, which

extends out into space. Above - 1000km the "atmosphere" is dominated by free protons so

.)
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t20
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Figure 1.2: The height profiles for electron production due to the absorption of vertically incident
solar radiation at sunspot number R = 60 (Figure 24 of Rishbeth €i Garrioúú [1969]). The curves
refer to the following wavelength bands: X(E), 0.8-14nm; UV(E), 79.6-L02.7nm; E = UV(E)
+ X(E); F,74-79.6nm; E + F, total 0.8-102.7nm

is often termed the protonosphere (although it is still part of the magnetosphere). It is fully

ionised at these altitudes.

Ionisation is mainly produced by the incoming solar UV and EUV radiation2 and soft X-

rays. The EUV (-17-80nm) radiation is generally absorbed by the F-region and is largely

responsible for the F1 layer. Hard UV (- 80-100nm) penetrates to the E-region where it too is

absorbed. Soft X-rays (- 0.8-t¿nm) are absorbed in the D- and E-regions. The absorption of

X-raysftom -0.1-1.6nm and UV ftom -100-180nm help maintain the D-region. The height

proflles for electron production due to the absorption of solar radiation are shown in Figures 1.2

and 1.3. Note that in these figures units of Angstroms, Ä., are used (1,{= 0.1nm). Figure 1.3

has the altitudes for peak absorption of the D-region X-ray bands marked. These proflles,

when combined with the electron losses, should match the measured electron density profiles

shown earlier. These figures show that the actual absorption profiles are a fairly broad function

of altitude. The height at which most of the solar radiation has been absorbed is shown in

Figure 1.4.
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Figure 1.3: The height profiles for electron production in the D- and E-regions due to the

absorption of vertica.lly incident solar radiation (Figure 25 of Rishbeth €i Garriotú [1969]). Curve

A is for moderate solar activity (sunspot number R = 60, with the contribution from the Lyman-

c lines) while curve B shows the higher activity leve1s during solar flares

As a note of historical interest, the notation of D, E'and F came about from the way the

ionosphere was "d.iscovered". It was found that the E-mode (f.e. ieft-hand circularly polarised)

of a radio signal was ref.ected from a layer in the atmosphere, naturally named the "E-layer".

When reflecting layers were discovered below and above this layer they were naturally named

the D- and F-layers.

These distinct ionospheric regions exist due to :-

o the d.ifferent absorption characteristics of the atmosphere at different altitudes, causing

differing solar energy deposition.

o recombination physics depending on the atmospheric density; again a function of altitude.

o the atmospheric composition changing with altitude

The electron density profile varies with (amongst other things) latitude, season, and solar

cycle. The differing physics of these regions are the real bases for their differentiation.
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Figure 1.4: The height at which the intensity of solar radiation has dropped to 1/e of its value
incident on the atmosphere (Figure 2.2of Hines et al.11965]). tÅ= l Angstrom:0.1nm.

L.2.2 The Neutral Atmosphere

The vertical temperature profile of the atmosphere also allows the distinction of a number of

regions (again see Figure 1.1). These, like the ionospheric regions, are formed by the changing

physics with increasing altitude.

The troposphere (0-- 15 km) is the region of the atmosphere which most affects our day-to-

day lives. Containing most of the atmospheric mass and energy, it is what is generally considered

"the atmosphere" by non-specialists in the field. The temperature gradient in the troposphere

is due to the emission of long-wave radiation from the Earth's surface - the temperature falling

with distance from the source. If the atmosphere was transparent to this radiation then the

temperature would fall at the dry adiabatic lapse rate of g.8Kkm-l. "Greenhouse" gases such

as water vapour and carbon dioxide absorb radiation at these wavelengths so that the actual

lapse rate can be as low as 3Kk--1, but is usually near 6.6Kkm-l. The spatial and temporal

variability of the surface emission and thermal absorption canses turbulence and convection

cells in the troposphere. Severe variations in the lapse rate are common and cause convective

instabilities, making the troposphere a very turbulent, dynamic region. Troposphere literaJly

means ttturning-spheret'.
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At higher altitudes oxygen and ozone absorb incoming solar UV radiation in the - 200-

300nm range (see Figure 1.4), heating the atmosphere at the altitudes where they are most

abundant. Between this altitude region and the surface there is a temperature minimum -
the tropopause. Immediately above the tropopause the temperature gradient is near zero.

This extends for several km before the temperature begins to increase, reaching a maximum at

- 50 km. The small then positive temperature gradients make the atmosphere in this region

highiy stratified and very stable. Consequently this region is called the stratosphere. The

altitude-of zero temperature gradient is called the stratopause. Above this the temperature

once again begins to decrease as the concentration of ozone decreases.

At higher altitudes the photo-ionisation of various molecular species causes the temperature

to rise once again (at - 90 km). For consistency, the altitude of zero temperature gradient is

called the mesopause - this can be the coldest place in the terrestria,l environment. The region

between the stratopause and mesopause is called the mesosphere (literally "middle-sphere").

This region corresponds to the ionospheric D-region. As has already been noted, the very

weak ionisation allows electrons to be used as tracers for the neutral gases. This allows radar

ref.ections to be used to determine neutral air motions. Figures 1.3 and 1.4 show that this

region is responsible for the absorption of UV radiation (-100-180nm, which includes the

Lyman-a lines) and soft X-rays (- 0.1-1.6nm) from the sun (fortunate for life on Earth !). The

stratosphere and mesosphere considered together are often termed the middle-atmosphere.

Above the mesopause the temperature rises sharply then plateaus. This extended region is

referred to as the thermosphere (-90-400km). The increased ionisation affects the dynamics

through interactions with the Earth's magnetic field. Kinematic viscosity also has increased

to a point where turbulent eddies are damped out so that the atmosphere can no longer be

considered well mixed. Molecular diffusion therefore dominates, with the height distribution of

the ion species refl.ecting their molecular or atomic weights. The altitude region above which

turbulence can be ignored is cailed the turbopause. This is generally just above the mesopause.

The uppermost part of the atmosphere is called the exosphere (> 400km), with reference

to the neutral particles. Here neutral particles move along a ballistic trajectory with little

probability of collision.

L.2.3 Dynamics of the Middle Atmosphere

The relative stability of the stratopause contrasts with the highly turbulent nature of the tro-

posphere. It is in the stratosphere that significant global circulation occurs due to the stratified

I
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nature of the region. The chemistry of the region - as in all of the middle atmosphere - is

very sensitive to the temperature and concentration of the minor constituents. The change in

the atmospheric stability causes tropospheric air to be "trapped" below the tropopause. Tropo-

spheric air contains most of the pollutants introduced by human activity. Due to the well-mixed

nature of the troposphere, the pollutants introduced near the Earth's surface can find their way

up to the tropopause. At particular locations on the Earth - such as ovet the "maritime,,

continent near Indonesia, where there is a good mix of water and land near the equator - the

topography is such that violent storms often erupt. These can and do cause convective mixing of

tropospheric and stratospheric air. This is one means by which minor constituents can find their

way into the middle atmosphere. These events also generate wave motions which then trans-

port energy and momentum away into the upper reaches of the mesosphere. Once pollutants

enter the stratosphere they can be more readily transported around the globe. This can have a

disastrous effect on the chemistry. For example, the transport of chloro .urocarbons (CFCs) to

the polar stratosphere causes a catalytic reaction with ozone during spring, when temperatures

are at their lowest. This destroys large amounts of the atmosphere's UV-absorbing ozone. This

is but one example of the importance of atmospheric coupìing and transport.

As already mentioned, but worth repeating, while the ozone layer in the stratosphere absorbs

most of the - 200-300 nm UV, the upper mesosphere is responsible for the absorption of hard

UV (- 100-200 nm) and X-rays from the sun. These are more energetic than those absorbed by

ozorLe) and would cause quick death to most life on Earth. Their absorption is important for

high altitude aircraft. For this reason alone, study of this region is important.

The case of ozone in the middle atmosphere is a good example of the complex and often subtle

interdependencies of atmospheric dynamics. Although the depletion of ozone mostiy occurs

during spring at the poles, the loss is redistributed around the globe during the remainder of

the year (see, for example, Mclntyre [1989], who discusses the dynamics of the Antarctic ozone

hole). Thus the dramatic local depletion at the poles becomes a small global ozone depletion.

UV levels at the ground depend on the total column ozone content, so increase slowly. The

depletion of ozone, though, is not evenly distributed with height. This combined with circulation

and the height distribution of ozone may mean that at certain altitudes large percentage losses

may occur. As solar insolation by the upper ozone layer is the main driving mechanism for

propagating modes of the solar semi-diurnal tide, variations in ozone concentration at these

altitudes (not the total column abundance) would affect the strengths of these tides in the

mesosphere lRoss €J Walterscheid,IggTl. This would, in turn, affect mesospheric circulation
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- the solar semi-diurnal tide being a major component in the dynamics of the mesosphere'

Because of this and other factors, any signature of ozone loss (and also "global warming") would

be expected. to be first seen in the upper mesosphere. Thus, continued monitcring of this region

is essentia,l. Added to this, knowledge of the dynamics of the region is a,lso required to enable

accurate modelling and forecasting'

The importance of tidal dynamics in the coupling of the mesosphere and thermosphere

prompted the recent cooperative global observational campaigns, termed the lower Thermosphere

Çoupling Study (LTCS). Use of radar data coilected in such coordinated campaigns have allowed

the development of better empirical models for describing tidal behaviour. This has lead to more

well defined lower boundary conditions for the large TGCMs3 lForóes Ü Salah,lggl; Forbes €!

Vial, 199L, for example].

Wave oscillations in the upper mesosphere, especially those of large scale or amplitude,

drive the weak ionisation of the region (as it is strongly coupled to the neutrals). This, in

turn, can force the ionisation of the thermosphere to also oscillate, the D- and E-regions being

coupled through the electric field. Thus neutral density perturbations in the mesosphere can be

transferred to electric field perturbations in the thermosphere. This can have implications on

rad-iowave propagation for communications and OTHRa.

1.3 Nomenclature

The nomenclature used throughout this thesis follows the standard aeronomy notation where

possible. New quantities and symbols are defined when they are introduced.

1.3.1 Coordinates

o Eastwa,rd, westwa"rd, northward and southward mean travelling or directed toward the

east, west, north or south respectively.

o When global mechanisms are being considered, such that the Earth's spherical geometry

is important, spherical polar coordinates are used. These arc (2,0,Ó). " can be defined

either in log-pressure coordinates, -lr(plpo), where p6 is the ground pressure' or some

predefined pressure level; in units of scale heights (which shall be deflned in Section I.4.2.2,

but should be noted are a function of the ternperature and geopotential and, in the middle-

atmosphere, are to a good approximation linearly related to the "true" height, as shown

3Thermospheric GIobaI Çirculation À¡Iodels
a Qver-lhe-horizon Radar

I
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Eæ
ru Erqf (b)

Figure 1.5: (a) Scale height, H, as function of altitude. (b) Altitude measured in units of sca.le

height, S = Ë fA (rigure A3 of Kato [1980])

in Figure 1.5.); or in linear units of km from a standard geopotential surface. d is either

the geographical latitude, ranging from *90o at the North Pole to -90o at the South Pole

(0ois at the equator); or the geographical co-latitude, ranging from 0o at the North Pole to

180o at the South Pole. / is the longitude, ranging from 0o at the prime meridian, through

to *180o East and -180o West.

o For local, small scale considerations (and sometimes at global scales for convenience), a

Cartesian coordinate system, (*,A,"), involving directions tangential to the sphere are

used. The zonal direction, ø, is tangent to the sphere in the east-west direction, eastward

being positive. This is essentially the longitudinal direction. The meridional direction,

y, is tangent to the sphere in the north-south direction, northward being positive. This

is essentially the latitudinal direction. z has the same variation as in spherical polar

coordinates. The rate of change of the zonal and meridional vectors are related to the

spherical polar equivalents by,

E

¡
{

E

t

þE
5

a
ñ
0

ú

. ^a= ¿slnd-
dô

a= -o ao'

( 1.1)

(r.2)

where a is the mean radius of the Earth.

L.3.2 Variables

o Where possible vector notation has been used. Variables representing vectors and matrices

are shown in bold type. Generally the same symbol is normal type is used to denote their

magnitudes. Operators are shown as calligraphic characters. Where appropriate, tensor

notation, using the Einstein convention of summing over like indices, has a,lso been used.

b
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o Overbars denote mean quantities, while < ) denote ensemble avelages.

o d,ld,t has been used to represent the tota.l or Lagrangians time derivative,

11

with it,

rotating

( 1.3)

1.3.3 The Phase

The term ,,phase" can have a number of meanings dependent on the context. The phase of

a vector is its angle from a designated axis. This ieads to the description of the phase of a

sinusoidal motion being the angle that the generating vector has with (usually) the ordinate

axis6. The phase velocity of a wave packet is therefore the velocity that points of constant

phasez move at (as opposed to the group velocity which is the velocity of motion of the wave

group or packet)8.

Phase, when consid.ered in the context of tida,l waves, is defined as the time of day when

the wave parameter has its maximum positive value. In the case of winds, where eastward

and northward are positive, the "phase" of a solar tide is the time of day (generally given in

Iocal-time) when the tidal wind component has maximum eastward and northward velocities

for the zonal and meridional components respectively. If, as theory predicts, the tidal winds

are rotating anti-clockwise in the horizontal plane in a circular fashion then the phase of the

zonal component should be I l4 of a period earlier than that of the meridional. This is generally

found to be the case. This definition of phase has a,lso been applied to the planetary wave

known as the quasi-two-day vr'ave since its period has been found to be very close to 48hr in the

southern-hemisphere. Understanding of this use of the term "phase" will be assumed from now

L.4 Tides and Planetary 'Waves

1.4.L Their Role in the Dynamics of the Middle Atmosphere

Planetary waves are known to carry a substantial portion of the dynamic energy of the tropo-

sphere lCharney €J Drazin,1961, for example]. Charney €i Drazin [1961] found, though, that

the wind structure of the middle atmosphere normally leads to a reflection of most of this energy

5The Lagrangian reference frame is one that is stationary with respect to the fluid flow, d.e. is moving

as opposed to the more common Eulerian reference frame that is externa.l to the flow
6a sinusoid can be generated by tracing the projection onto the coordinate axis of a vecto¡ which is

at a constant angular velocitY.
7or point on the sinusoid describing the wave
tTh" 

"rr"rgy 
of the wave packet travels at the group velocity and in the same direction

d 
= ? +u.vdt ðt

on
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Figure 1.6: Thermal forcing functions assumed by Aso [1993] for the study of tidaJ. t¡ansients
(from Figure 2 of Aso [1993]). Note that the scale is only relative

in the stratosphere and lower mesosphere. They point out that were this not the case an extreme

heating of the upper atmosphere would result. Further, their analysis reveaJed that the trans-

mission of planetary waves through the middle atmosphere is severely inhibited in summer due

to the prevalent westward winds, and to a lesser extent in winter. The smaller horizontal scales

being reflected to a greater degree. Thus the presence during summer of the large amplitude,

planetary scale, quasi-two-day wave at lower thermospheric heights poses a theoretical problem.

Migahara et al.1799L] examined the possible origins of atmospheric heating and acceleration

sources using a numerical circulation model with mean meridional motions based on monthly

climatological winds from MF/HF radars. They concluded that "at low latitudes (< 30" ) dissi-

pation of atmospheric tides accounts for most of the derived heat and momentum sources; below

90 km at mid- to high-latitudes wave stress due to gravity waves appeam to be the dominant

source for mean zonal circulation." They went on to say that above 90 km between 40-700 latitude

there exists significant regions of mean heating and acceleration not accounted for by these two

mechanisms. They gave two possibilities:

1. oblique gravity wave propagation from the equatorial troposphere.

2. planetary waves which must propagate from the winter to the summer hemisphere -
vertical propagation in the summer hemisphere being prohibited as already mentioned.

The theoretical framework for categorization and study of planetary scale waves stems from

the same formalism as that of the ocean tides, originally formulated by Laplace. Ocean tides

have been studied for many years, being frrst reported before 320 B.C. by Pytheas of Marseilles.
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Figure 1.7: Altitude variations of (a) molecular and (b) eddy viscosity coefficients, p and z (from

Figure 2 of Aso [1993]). Note that the scales are different

Tidal oscillations in the atmosphere were not recognised until the invention of the barometer by

Torricelli (C. 1643). A good historical account of the development of the study of atmospheric

tides can be found in Lindzen 119741. One of the major differences between atmospheric tides

and those of the oceans are that the latter are purely forced by the gravitationa,l attraction

of the sun and the moon - the lunar tide being stronger than the solar due to the moon's

proximity. Atmospheric tides, although influenced by the same gravitational attraction, are

mainly forced by thermal insolation ovet a specific range of altitudes. Thus the solar tides are

more dominant than the lunar by orders of magnitude. Thermal forcing at set altitude ranges

(see Figure 1.6 for example), and the unbounded nature of the atmosphere causes the study of

these tidal mechanisms to be more complicated than for the oceans.

Although tidai oscillations can be treated as a special case of internal gravity waves, the

traditional approach will be taken here. From the formalism for forced tidal oscillations come

solutions for freely propagating wave modes - termed atmospheric normal modes. These, like

the tides, are planetary scale waves, where the rotation and spherical nature of the Earth have

significant effects.

L.4.2 Tidal Theory

The theory of tidal oscillations has been known for many years and can be found in numerous

references lChapman €! Bartels,194Q Craí,g, 1965; Li,ndzen,7967; Chapman €j Lindzen,79T0;

Lind,zen,1974; Kato, 1980; Forbes,1984]. A brief overview of the classical theory will be given

here.

L.4.2.L Assumptions
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It is usual to first consider the conservation of momentum for a gas in local thermodynamic

equilibrium - the Navier-Stokes equations lGossard €! Hooke,1975; Fleagle €! Businger, 1980;

Kelley, 1989, for example].

dvpã: F+rlv2u -vp-Y.r, (1.4)

where U is the full wind vector, (U, V, W), whose components are in the zonal, r, meridional, y,

and vertical, z, directions respectively. p is pressure and p the atmospheric density. F represents

the external body forces such as *pg due to the effectiuegravitye, Ei -pvn¿(U -V¡) from ion drag

due to the differential velocities of the neutral and charged particles, where vn¿ is the neutral-ion

collision frequency and V¿ the ion velocity; and -2p(dl x U) from the Coriolis force due to the

rotation of the Earth, our reference frame - fl being the angular velocity of the Earth. TV2TJ

represents the frictional force per unit mass and arises from viscous drag. 4 is the dynamic

viscosity coefficient which wiII be essentially equal to the eddy viscosity coefi.cient, z, in the

middle atmosphere (Figure 1.7 shows that nu is at least an order of magnitude larger than the

molecular viscosity, mu,below -90km. At this altitude the two are of equal importance, with

nz becoming insignificant compared to mu above 100km). r represents the momentum fl.ux

density tensor due to wave motions, i.e. the Reynold's stress tensor. In cartesian coordinates,

the (j,k) elements are

T jk : pU ¡Ur. (1.5)

For planetary scale motions the vertical velocity, W, is small compared to the horizontal

velocity, (U,V). Typicatly W is of the order of 0.01ms-lwhile U and V are of the order of

10ms-1. Also the vertical acceleration, dW f dt, and the Coriolis term in the expansion for

equation 1.4 are both smali compared to that of gravity and the vertical pressure gradient force.

These conditions are consistent with the motions being in hydrostatic equilibrium. Neglecting

ion drag and momentum fluxes due to wave motions the Navier-Stokes equation can be simplified

to

dU
dt

1ôp 0Q, T A2rJ
( i.6)fV +0r

oQu

0y

pÔx
rop

-pú
0ôr

P0zz'
q a2v

Poz2'
(1.7)#**

rop
pïz 0z' ( 1.8)

where f is the Coriolis parameter, 2l0lsin/, and the effectiue gravity has been considered in

terms of a gravitational potential, I = ViÞ. Equation 1.8 is commonly termed the hydrostatic
ethis takesinto account the contribution of the Ea¡th's angular momentum, -O x (A xr) = lf!l2sin/, which

is directed towards the axis of rotation
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equation. Other equations that are necessary are those for mass and heat continuity (equa-

tions 1.9 and 1.10) and the ideal-gas equation (equation 1.11):

( 1.e)

( 1.10 )

( 1.11)

where R is the gas constant for air (universal gas constant divided by a mean molecular mass

for air), T the temperature, c, heat capacity at constant volume, J the thermotidal heating and

C the heat diffusion and radiative cooling.

Other assumptions are:-

o The gas constant, R, is assumed constant for air. This is nearly so up to 90km but by

200 km a l0% error is introduced.

o The atmosphere is assumed to be thin compared to the radius of the Earth, o, so that

terms of order zf a can be ignored.

o The Earth is assumed to be spherical - its ellipticity is ignored.

o The Earth's surface is assumed to be a smooth and rigid - the surface topography is

ignored.

o The distribution of radiation absorbing gases is assumed independent of longitude.

o Frictional forces, 1V2TJ, are assumed negligible, as is the heat d.iffusion and radiative

cooling, C. This essentially means that the atmosphere is assumed to be inviscid.

o Tidal oscillations are taken to be perturbations on a mean flow (e.g.U =+ Û+U'). Further-

more, they are considered as linear perturbations. ¿.e. quadratic and higher-order terms

in the perturbational quantities can be neglected. This implies that the perturbational

amplitudes are small. Just what small means is usually determined posteriori.

o Lastly, but most importantly, some constraints must be placed on the basic state in order

to reduce the possible solutions to the six equations of state above. These are that V = 0

and p, p, and T are independent of latitude and longitude.

The perturbations on the gravitational potential are the means by which gravitational tidal

forcing is introduced.

o = õ(z) f iÞ'(ø, a, z,t). (1.12)

Thermal forcing already being embodied in the thermotidal heating term, J.

ff * ro.u = 0,

= Hr#+r-c,
= pRT.

dT
P"" dt

p
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1,4.2.2 Solution to Laplace's Tidal Equation

The six equations, 1.6-1.11, can be reduced to a single equation which is afunction of a single

variable, G lLindzen,1974; Kasahara,1976, for example]:

,#.(#-')#-#,K#*") 
" -#l:0, (1 18)

where,

c = "."-# (1.14)

ldp
(1.15)

1p dt
RT

(1.16)
g

1-I
,,| (i.17)

11 is termed the "scale height" and 7 is the ratio of specific heats. f is a differential operator

given by

,Í- I A ( sing A\ t (k_Í2+cos20 _ k, \
'= ";or.ar, 

(F=*Tãr)- r,_coø¡ (ff _;ær,i,rit
with k the zonal wavenumber, and Í = alZQ a dimensionless frequency where ø is the radial

frequency of the wave. d is the co-latitude.

The solution of equation 1.13 is shown in various references [Lindzen,1974; Kasahara,IgT6;

Walterscheid, 1980; Salby, 1984].

Since f is only operating on latitude while the remainder of equation 1.13 involves functions

of altitude, equation 1.13 should be separable in its latitude and aititude dependence if G is.

Hence it is assumed that G is indeed separable, expanding about a complete orthonormal set,

c=D L",n(z)@",n(0)e;@t+só), (1.1g)

and,

¡=I J,,n(z)A",n(0)e;@t+sÓ). (1.20)

Thefactor o¡"i(øt*sÓ) implies azonal.wavesolutionof frequencyt.l. Thisleadstothetwosets

of differential equations: the horizontal structure equation for O",r,

F(Ø",n) * W"",n = o, (1'21)

and the vertica,l structure equation for L",n,

H

K

d1_r_
dz ' h",n

d2 /dH \
tuz+\¿r-') (#."))'",' =ffir",,' (1.22)
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(r.24)

(1.25)

(1.26)
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by a change of variable.

Us,n

z

with
o71

4 h",n

e-z12 Lr,n

lz dz

J" a'

(.u *#)
By analogy to electromagnetic wave theory, -ffi2 may be interpreted as a refractive index

squared. Thus if m2 > 0 the wave is evanescent, and if. m2 < 0 the wave is propagating. The

frequencies10the subscripts denoting that the¡e are now a number of possible normalised
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solutions to the y",n for the forced tidal oscillations have two branches once above the source

regions. These are,

I e-il*",^lz m3,n { o
as,ncx\ - 

o^"o 
(1.27)

t e-m"'nz m\'n ) o

The flrst solution corresponds to a vertically propagating internal wave, while the second is a

"trapped" external Ìù/ave. The latter cannot transfer energy vertically, but is confined to near

the source region. It may be recognised as the Lamb mode for which h",n:7fl r:10km.

The conservation of flux of vertical energy density of the wave and the exponential decrease

in atmospheric density causes the geopotential and velocity amplitudes to grow exponentially

with altitude. i.e. pY2 = constant while p ú e-", thus V x e'/2.

The horizontal and vertical structure functions specify the respective variations in the state

of the waves; the state variables being simple functions of these lLindzen,1967, for example].

When a full treatment of this derivation is performed [i?icåmond,I97I; Forbes €l Garrett,

1976; Forbes €i Garrett, 7978; Forbes €l Garrett,1979], retaining the viscid, non-linear terms

for molecular viscosity, thermal conductivity, anisotropic drag, and the rotation on a sphere, the

tidal equations become inseparable with respect to altitude and latitude. For some special cases

the tidal equations still remain separable but the solutions for the Us,n ãre more complicated

and are often found numerically. Thermal damping for example, has the effect of making the

"refractive index", rn, a complex quantity. Forbes €i Garrett [1979] present a review of classical

and fuil tidal theory. They treat the viscid case and find that the vertical tidal functions no longer

have exponential growth (for propagating modes) or decay (for trapped modes) but asymptote

to constant solutions in the upper atmosphere. They stress the importance of the inclusion

of molecular viscosity and thermal conductivity for a full description of the solar tides; the

exclusion of these can alter tidal amplitudes by an order of magnitude at thermospheric heights.

These parameters and more extensive data are included in the model descriptions by Forbes

[1982o] and Forbes [1982b]. The assumption of an inviscid atmosphere and the linearization of

the tidai perturbations essentially distinguishes the classical tidal theory from more recent full

tidal theory.

L.4.3 Atmospheric Normal Modes; The Hough F\rnctions

Hough [1898] frrst obtained solutions of Laplace's tidal equations in terms of a series of spherical

harmonics, O",,r, called Hough Functions - a linear combinations of the Associated Legendre

Polynomials. They are a function of two indices, the degree, z, and the order, s. The order, .s,

corresponds to the zonal wavenumber, k, while the degree, n, is related to the number of nodes
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in the meridional direction. The degree of the harmonic is always greater than or equal to the

order, thus n - s I 0. For a given s, the series of O",r, alternate from being symmetric to being

anti-symmetric about the equator. The perturbational height and zonal velocity have the same

symmetry as the Hough functions, while the meridional veiocity has the opposite symmetry.

The number of nodes along a line of longitude, but excluding at the poles, is given by n - s.

Often the normal modes are referred to by their zonal wavenumbet, k, and meridional "mode"

number, m, by the notation (k,m), where the k - s and l-l = r¿ - s with m positive for a

vertically propagating mode, and negative for a "trapped" or evanescent mode. This notation

will be used in this thesis. The notation (s, n) has been used by some authors, generally when

reference is made to the basic Hough functions rather than the geopotential (or other state

variable) corresponding to an atmospheric normal mode.

The normal modes are extensively investigated in Longuet-Higgins [1968] and Kasahara

[1926] and are found to divide into two distinct branches. The first comprises high frequency

irrotational gravity waves, where the main restoring force is the buoyancy of the medium. Be-

cause of this the particle motions are mainly in the vertical plane, orthogonal to the direction

of propagation. These waves may propagate either eastward or westward, a solution existing for

each direction foreach n -s. The eastwardpropagatingmodes with n-s:0 (nonodes in

the meridional) are known as Kelvin waves, and have small meridional but large zonal velocity

perturbations. They play an important role in the dynamics of the middle atmosphere at the

equator lVincent,1993]. Buoyancy waves, more commonly known as gravity waves, are the fo-

cus of a large amount of atmospheric reseatch lilines , 1960; Hines , 197 4; Lindzen , L98l; Fritts ,

1984; Reid, 1986]. Although not always of planetary scale (where the normal gravity wave results

are modifi.ed by the rotation of the Earth), the commonality and universality of gravity waves

mean they have a large impact on the dynamics of the atmosphere. Although free solutions of

the same general equation as the tidal waves, the planetary and smaller scaJe gravity waves will

not be considered further in this thesis.

The second branch of wave solutions are low frequency non-divergent rotational waves, where

the main restoring force is the latitudinal gradient of the Coriolis force. These waYes are generally

called Rossby or Rossby-Haurwitz waves.

1.4.4 Rossby W'aves

Rossby waves are westward propagating with respect to the medium, which does not preclude

eastward propagation with respect to ground-based observations. They are still transverse v/aves'
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but due to the horizontal restoring force the particle motions are in the horizontal plane lGossard

€! Hoolce,1975; Holton,7979; Fleagle ü Businger, 1980].

Rossby wave propagation can be qualitatively understood by examining the simple situation

of eastward fluid flow at the equator. Since the Coriolis force tends to deflect motions to the left

in the southern hemisphere and to the right in the northern hemisphere, if a parcel of this fluid

is displaced away from the equator it will encounter a restoring force and will therefore undergo

a wavelike oscillation. Although not as obvious, this same type of mechanism is responsible for

Rossby waves at mid-latitudes.

By taking the curl of the Navier-Stokes equations (equations 1.6 and 1.7), and assuming a

non-divergent, frictionless flow with no vertica.l motions, it is possible to show that

d ly aur ôf
dtl,ar-ø)+vfi=o' (1'28)

Recognising the first tetm as the relative vorticity, Ç, and remembering that the Coriolis pa-

rameter, f, only varies with latitude, equation 1.28 can be reduced to,

(1.2e)

which simpiy states that the absolute vorticity is conserved for Rossby type oscillations.

This allows a better description of the wave mechanism for mid-latitudes. For a fluid parcel

at rest in a non-divergent rotating atmosphere (assume it is in the southern hemisphere at mid-

latitudes) the pressure gradient force will cause a southward motion. As the Coriolis force

increases with increasing iatitude, the relative vorticity must decrease in order to conserve

absolute vorticity. Thus the parcel motion wili be deviated to the left. The further south

the parcel goes the stronger the deflection. Eventually the parcel motion will be northward.

Once past its initial latitude the relative strength of the Coriolis force decreases and the relative

vorticity increases. The pressure gradient force can then return the fluid parcel to a southward

motion. A wave oscillation is therefore set up. Consider the Lagrangian reference frame. During

the oscillation process, as the relative vorticity decreases, the radius of curvature of the fluid

motion increases. As the relative vorticity is smallest for the fluid motion while at higher

latitudes, after one complete cycle the fluid parcel will be displaced to the west of its initial

position. Thus in the absence of a zonal flow Rossby waves propagate westwa¡d.

Solving equation 1.29 is achieved by defining a perturbation streamfunction, þ, and assuming

that the latitudina,l gradient of the Coriolis parameter is a constant, þ : d,f I d,y. Mean meridional

velocities are considered zero. Wave solutions of the form rþ = A cos(kc + ly - oú) are found. ,b

and / are the zonal and meridional wavenumbers respectively. The zona.l phase speed relative to

*0, *rl = o,
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Figure 1.8: The Hough functions for the three gravest zonal wavenumber normal modes for the

roiational wave soiutìons, for an equivalent height of 10km (Figures 5,7 U 8 Kasahara [1976]).

The labeis at the top of each panel distinguish the different mode numbers, /6, and normalised

frequencies , o = c.r/f) (symbols defined in text). AY and SY stand for anti-symmetric and

symmetric respectivelY

the mean wind is then found to be,

ca-rr-- þ (1.30);-U--k2+t2'

which shows that the Rossby waves propagate westward relative to the mean zonal flow, as

anticipated by the qualitative considerations. When some of the above assumptions are relaxed,

the form of solution for the Rossby waves are modified so that restoration by buoyancy forces

also play a role. \Maves most affected are those of iowest (or gravest) meridional index. The

mod.es corresponding to n-s =0 (i.e. m =0 above) are therefore ca.lled "mixed Rossby-gravity

waves", to denote their mixed character.

The Hough functions for the three gravest zonal wavenumber norma,l modes are shown in

figures 5-g in Kasahara [1976] for both the rotational and irrotational branches, for an equivalent

height of 10km. Those for the rotational branches have been reproduced in Figure 1.8. The

mixed Rossby-gravity wave modes are those with /¿ = 0 (the top left-hand side plot for each

zonal wavenumber)

L.4.5 Observational Evidence

Using recent (1985) heating rates and. zonally averaged winds, temperature and pressure (from

CIRA¡¡ [1gg0]11) Forbes €i ViaI [1989] found that simulated solar semi-diurnal tides agree

û- t-

1 1 gOS PAR lnternational leference ¡ltmosphere
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well with the average monthly observations in the mesosphere and lower thermosphere. Recent

progress on gravity-wave - tidal interactions and non-linear tidal interactions was reported by

Vial E Forbes [1989] in the context of recent modelling work. They concluded that the seasonal

- latitudinal structure of the semi-diurnal tide could be accurately modelled, at least on a global

basis. Therefore tidal theory, at least for the semi-diurnal case, appears to be well understood.

The theory of atmospheric normal modes has been supported by a growing body of observa-

tions [Stening et a|.,1978; Walterscheid, TgS0; Salby, 1981a; Salbg,1984; Prata, 1989; Harris,

1993]. Hamilton €i Garcia [1986]look at observations of some shorter period Kelvin and gravity

warle norma,l modes. Vincent [1987] gives a review of planetary waves in the mesosphere and

lower thermosphere. Although many of the model predictions regarding the wave properties of

these modes refer to a windless, isothermal atmosphere, the effect of realistic background states

can be estimated lSalby,1981b; Salbg,1981c]. In general, "gradients in the mean wind and

temperature frelds have the collective effect of depressing, shifting and broadening the charac-

teristic response" lSalby,1981b]12 The various influences which degrade the resonant response

increase with zonal wavenumber and higher-order meridional mode index. "Hence in realistic

conditions, the response of the Rossby modes will necessarily be suppressed and difused be-

yond identification" for sufrciently higher order modes lSalbg,1981b]. Sølby l798Lc] suggests

that the lower-order modes for the first few zonal wavenumbers should be readily identifi.able in

typical atmospheric conditions. "'At least' the flrst three modes of wavenumber 1, the first two

of wavenumber 2, and the first of wavenumber 3 should occur with periods ... within L2.5% of.

the median values"lSalby,1981c]. The horizontal structures of these modes are expected to be

robust under variations in the mean field, influences being only local. Enhanced amplitudes are

expected in the summer mesosphere due to magnifred vertical growth rates resulting from the

weak eastward prevailing winds (relative to the waves) and equatorward temperature gradients

(see Appendix E).

Notable wave oscillations that have been identified as corresponding to particular atmo-

spheric normal modes are the "2-1r 1 
('5-)' and "16-day" waves. The names reflecting the ap-

proximate wave periods which have been observed to range from 1.9-2.2, 4-T and 10-20 days

respectively. The observational evidence appears to suggest that the 5-day wave is a mani-

festation of the (1,1) normal mode (the gravest symmetric mode). With satellite observations

the zonal wavenumber of particular oscillations can be easily determined l&odgers €! Prata,

798I; Prata, 1989; Rosenlof €i Thomas, 1990, for example]. The lack of atmospheric remote

sensing with good latitudina,l coverage for a given longitude makes the meridional structure

12The characteristic response in this case is a height integrated spectral energy density
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more difficult to determine. The 16-day wave appears to be a manifestation of the (1,3) nor-

mal mode (the next gravest symmetric mode). Considerable evidence suggests that the 2-day

wave is a manifestation of the (3,0) anti-symmetric Rossby-gravity wave normal mode lSalby,

1g81a; Philtips,7989; Poole, 1990; Harris,\993; Harris €i Vi'ncenú, 1993]. Investigation of the

2-ð,ay wave forms a significant part of this thesis (c./. Chapter 4).

L.5 Remote Sensing of the Middle Atmosphere

Remote sensing of the atmosphere provides some form of spatially-averaged estimate of the

measured parameters. This is often more representative of the region being probed than are

point measurements. Observations also often cover all three space dimensions and may be

continuous or over extended time periods. They may also be at a reasonably high resolution.

These properties make remote sensing an exttemely useful tool for atmospheric stud-ies (amongst

other disciplines).

In this section some of the techniques for extracting atmospheric parameters are discussed.

Emphasis wiil then be placed on ground-based radar techniques. First, though, a brief discussion

of ¿n situ measurements and other forms of remote sensing will be given. Historical accounts of

the development of $ome remote-sensing techniques can be found in Rishbeth E Garriott [1969]

and Chapman €i Bartels [19a0].

1.5.1 Observational Techniques

It has already been described how the atmosphere is a complex fluid, whose physics changes

with altitude. This is not to say that different fundamental physical laws a¡e obeyed in dif-

ferent regions, rather, that the relative importance of various terms change as the state of the

atmosphere changes. Due to this, no single technique can be used to define the atmosphere

throughout its entire depth. Different techniques exploit different properties of the atmosphere,

making them useful over certain altitude ranges'

Information can be gained about the atmosphere in three basic ways. The first, and most

obvious way, is to place a probe in the medium and take measurements, hence these techniques

are called in situ. A less intrusive technique is to measure some phenomenon whose source of

variation is in the atmosphere, then infer atmospheric properties. These techniques are called

passive remote sensing. In the last group of techniques, some property of the atmosphere is

exploited by actively stimulating it. These techniques are called active remote sensing.
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Much of the discussion that follows is derived from Volume 13 of the MAP13 Handbook

lVincent,1984b] and Volume2 of the WITSIa Handbooklliu,lg8g], and the interested reader

is referred to these for more detailed information. Appendix A, of Kelley [1989], Chapter 2

of. Rishbeth €i Garriott [1969], and Chapter 7 of Fleagle €! Businger [1980] also contain more

detailed information than will be provided here.

1.5.1-.1 In situ Measurements

In order to perform a measurement in siúu some form of probe needs to be placed in the

medium. This can be achieved by attaching the probe to a rocket, aircraft, spacecraft (including

satellites), balloon or even a kite, which is then allowed to ascend. A number of variations can

be performed such as the launch vehicle releasing the probe, or releasing some contaminant

material for tracking by ground-based radar or opticai means. The latter, although possibly an

in situ measurement, will be discussed iater with other active remote sensing techniques. An

important consideration with in situ measurements are the possible effects that the probe and

launch vehicle could have on the quantities being measured. This generally presents a design

problem rather than a measurement one.

In situ probes can take the form of :-

o electrostatic sensors (such as Langmuir probes) which have been used to give an under-

standing of the global electron density and temperature morphologies, particularly in the

F-region.

o ion and neutral mass spectrometers. These have been used to determine the abundance

of ion and neutral species along the paths of the launch vehicles.

o a retarding potential analyser, which can be used to measure the thermal energy of ion

species, by estimating the ion densities and temperatures.

o an ion drift meter, which can measure the field aligned and perpendicular components of

the ion drift velocities in the ionosphe¡e. Va¡iations on this form of probe can be used to

measure the neutral wind.

o Omega navigation and telemetry equipment on free flying balloons give preva.iling neu-

tral wind information. Probes attached to such ba,lloons can also directly measure wind

perturbations, pressures and temperatures in the Lagrangian frame.

13Middle Atmosphere Program
laWorld Ionosphere lhermosphere ltudy
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Figure 1.9: Barometric variations at Batavia (6'S) and Potsdam (52oN). the pressure tide is

clår at Batavia (now known as Jakarta) whilst meteorological disturbances obscure the varia-

tions at Potsdam (Figure 3.17 of Kaúo [1980])

o rocket flights have been widely used to obtain vertical profiles of atmospheric parameters

such as pïessure and temperature and, to a lesser extent, density. These give a picture of

the atmosphere at an instant in time'

In situ measurement techniques generally suffer from their lack of temporal or spatial cov-

erage. Rocket and. balloon launches are also prohibitiveiy expensive for repeated observations'

They do have the advantage of high vertical spatial resolution, but lack horizontal and temporal

coverage. Satellite-borne probes can have ample temporal coverage but then lack high spatial

resolution. In situ measurements can have high precision and accuracy, making them excellent

calibration points for remote sensing techniques and high resolution atmospheric models.

An important feature of these techniques are the known responses of the instruments. Ac-

curate laboratory simulations are possible so that the physics of the measurement process can

be well understood. Thus a lot of confidence is often placed in their results.

L.6.t.2 Passive Remote Sensing

Much of the impetus for atmospheric research came from the observations of perturbations in

ground level atmospheric parameters, such as pressuïe. Indeed, the observed regular variations

in the surface pressure at the equator (c./. Figure 1.9) lead to Laplace concluding in 1799 that

the atmospheric tides were mainly thermally driven. This was surmised as the observed pressure

oscillations were at a period that corresponded to the solar semi-diurnal tide. Since the lunar

gravitationat tidat potential is approximately twice that of the solar, if the atmospheric tides

were mainly driven by gravitational forcing then oscillations at a lunar semi-diurnal period
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should dominate.

Small temporal variations in the magnetic field measured at ground level a.lso lead to the

conclusion by Gauss in 1839 that an ionised layer existed in the atmosphere. The speculation of

a conducting layer which was blown across the Earth's magnetic field, thus generating electric

currents, led to the dynamo theory.

These are examples of passive observations. More recently, passive optical techniques have

been developed. These mainly rely on "airglow", whereby the absorption of solar radiation

energises atomic and molecular species into excited states (species such as Oxygen and the

Hydroxyl ion). As the excited species return to their ground state they emit photons of speciflc

frequencies related to the difference in energy. Tuned optical instruments such as a Fabry-Perot

interferometer can measure the intensity of the airglow, which is related to the partial pressure

of the parent species. Perturbations on the intensity give a measure of density fluctuations,

while the ratio of intensities for molecular l-ines, and the spectral width for atomic species,

are related to the atmospheric temperature. The Doppler shift of the spectral lines allows the

estimation of neutraJ. winds. Fortuitously, owing to the complex chemistry of the atmosphere,

airglow from a specific species is usually conf.ned to a sma,ll altitude range, so that a reasonable

height resolution can be maintained.

If a number of horizontally separated regions of the sky are viewed simultaneously, the

airglow intensity perturbations can be cross-correlated, allowing an estimate of gravity wave

phase velocities.

By observation through the atmosphere of the fluctuations of radiation from stellar ob-

jects (steliar scintillation), either in radio or optical frequencies, refractive index variations with

altitude can be estimated lCampbell €! Elford,7990; Campbell,Igg2, for example]. In the ob-

servation of scintillation, the atmosphere is assumed to behave like a random diffraction screen

which is moving at the wind speed. Thus, wind speeds can be estimated.

Although often ground based, passive optical remote sensing is ideally suited to deployment

on satellites. When observing from "above" the atmosphere, thermal radiation is generally

looked for. By choosing specific frequency bands, it is possibie to observe selected altitude

regions of the atmosphere. Thus temperature perturbations from medium to global scales can be

observed. These correspond to wave activity. Radiance data of this type have been extensively

collected over the last 20 yearc (e.g. the SCR and PMR instrumentsls on Nimbus 5 and 6,

launched in December, 1972, and June, 1975 respectively). More recently, a special upper

atmosphere research satellite (UARS) has been outfitted with new passive optical inst¡uments

15Selective Chopper Radiometer, and þessure l{odulated Radiometer
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(HRDI and WINDII16) designed to measure middle atmosphere temperature and winds. Many

of these types of instruments measure relative values which then need to be calibrated. This

usually means a parameter or set of parameters need to be specified at some initial a,ltitude. New

instruments such as HRDI and WINDII need to be validated by comparisons with ground-based

observations.

1.5.1.3 Active Remote Sensing

As well as passive, there are a,lso active optical devices ca,lled lidarsl7. These are the optical

equivalent of a radar. Two important types can be distinguished, dependent on the mechanisms

for backscatter of the transmitted laser pulses. The first relies on resonant scatter from neutral

particles in the atmospheric. The mechanism is much like the airglow, except in this case the

atoms are forced to resonate by bombardment with photons of the appropriate energy. Altitude

information is also available as the laser pulses are timed and the received signal range gated

as for any pulsed radar system. Species that form layers in the mesosphere and are susceptible

to this form of forcing are sodium (80-105km) and oxygen (90-100km). Lasers of sufrcient

power have been made to suit the resonant frequencies of these constituents. The strength of

the backscattered signai is proportional to the density of the neutra,l species. From the density,

temperature estimates can be made (assuming thermal and hydrostatic equilibrium). The ther-

mal wind equation then allows estimation of neutral winds. High tirne and height resolution

also allow the observation of gravity wave motions. The second important form of backscatter

mechanism is Rayleigh backscatter. In this case a more powerful laser is required. Rayleigh

backscatter occurs from the interaction of the laser Jight and neutrai a,ir, and is proportional to

the atmospheric density. As for resonant scatter, the temperature can be estimated. Rayleigh

lidars are not restricted to the altitude region of a particle species, so are more Yersatile. Gravity

wave motions can also be studied as for the resonant case.

In order to operate, optical instruments, either passive or active, require clear views up to

the altitudes of interest. Thus clouds and rain cause a problem. fnstruments operating at radio

frequencies are not affected by these phenomena-

Ground-based radars can be used to track or monitor the effect of artificial atmospheric

tracers, such as chaffor barium clouds released by rockets. The dispersion of these contaminants

gives information about turbulence, while the motion of the centroid is a measure of the mean

winds. The release of small spheres ("falling spheres" experiment) allows the estimation of

ttlligh Resolution þppler Imager, and Wind lmaging Interferometer
lTLieht Detection and Ranging, as opposed to RADAR which is an acronym for Radio Detection and þnging
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atmospheric density. These methods, like the in situ measurements, are difficult to do over an

extended time period as payloads need to be launched and released. Nevertheless, they have

provided a large database from which lower-atmospheric models have been derived.

Acoustic radars use sound waves to create atmospheric perturbations which are then mon-

itored by an appropriate frequency radarl8 lMay et a/., 1988]. These can be used to obtain

estimates of atmospheric parameters in clear air and can run on a semi-continuous basis (noise

pollution laws allowing).

Ground-based radars can also be used to remotely probe the atmosphere itself. Perhaps

the first form of atmospheric radar was the ionosonde. This is basically a swept frequency

vertical incidence radar. Usually the entire HFls spectrum is swept. Total reflection occurs for

all frequencies less than a critical value (x r/Ñ) tot a given electron density (N). The criticaJ

frequency is equal to the local plasma frequency, and for ionospheric electron densities lies

within the HF region of the electro-magnetic spectrum2o. Since the atmospheric electron density

increases with altitude, an ionosonde obtains refl.ections from different altitudes as the frequency

is changed. These vertical profiles, or ionograms, can be used to infer the vertical electron density

profile, or at least the peaks in density, as "troughs" are hidden. Ionosondes placed on satellites

can obtain ionograms from the "topside" of the ionosphere (topside sounding). When these are

combined with ground-based ionograms a more complete picture of the ionosphere is obtained.

For sufficiently high frequencies (VHFzt and above), the atmosphere is essentially trans-

parent. Nevertheless, partial reflections from clear air turbulence in the troposphere and lower

stratosphere can be seen using VHF radars. This allows the study of weather systems and grav-

ity waves. These ¡adars are called MST22 radars (atthough sometimes it is just ST, dependent

on the radar power). At altitudes above -80km HF and VHF radars can obtain reflections

from incoming meteors. When operating in this mode they are referred to as Meteor radars

(in addition to the references mentioned above, a complete description of this technique can

be found in Muller 119741). Meteors create an ionised column as they pass through and ablate

in the atmosphere. Observations of meteors allow estimation of atmospheric density by the

expansion rate of the ionised column, and of neutral winds by their bulk motion.

Radars operating in the VHF and UHF23 range can obtain partial reflections from the free

18thir is known as a Radio ¡lcoustic gounding $rstem or RASS
1e High-F¡equency, 3-30 MHz
20in fact, to a good approximation the c¡itical frequency is = 9000r,/Ñ Hz, for N in cm-3. Since the peak

electron density in the ionosphere is of the o¡der of 106cm-3, the critical frequency ( 10MHz

"Y"ry-Iligh-Erequency, 30-300 MHz
22ì¡f esosphere, $tratosphere, lroposphere
23 Ultra-High-Erequency, 0.3-3 GHz
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electrons in the ionosphere. Such radars are called Incoherent Scatte¡ Radars (ISR) as the

partial reflections are due to incoherent scatter from individual electrons (this process will be

discussed in more detail in the next section). As the fraction of transmitted power backscat-

tered in this fashion is exceedingly small, these radars must have large power-aperture prod-

ucts (- 1011Wm2). The returned power is proportional to the electron number density in the

radar volume. Information about the ionospheric dynamics is contained in the spectrum of

the returned power, which is Doppler shifted and spread. Parameters such as ion and electron

temperatures and the mean ion line-of-sight velocity can be obtained.

MF24 and HF radars have been used to study the totally reflected signals from the E- and

F-regions. In this situation the radio signals are reflected from isoionic contours perpendicular

to the beam. Thus phase velocities and horizontal wavelengths of wave disturbances can be

measured. More complex analyses can reveal the full horizonta,l wave f.eld. Radars of this form

can also be used to study partial reflections from the D-region. In this case the radio waves are

coherently backscattered from refractive index variations caused by a mixture of turbulence and

wave action. Since, as previously mentioned, the ionisation is strongly coupled to the neutra,l

air, measurements of the scatterer motions can be associated with motions of the neutrals.

Thus neutral winds can be estimated. Data for this thesis has been collected using such partial

refl.ections.

1.5.2 Causes of Radar Backscatter

Radio waves are backscattered by variations in the radio refractive index, n, which, for the

middle atmosphere, can be represented by,

n=IJ Pa'o P N"alö * "ri - ""ñ (1.31)

where the a¿ are positive proportionality constantsr yt*"o is the partial pressure of water vapour

(the humidity), p is the pressure, ? the temperature, N" the electron number density and /e is the

radar operating frequency lGage €! Balsley,1980]. The three variable terms are called the "wet

term", the "dry term", and the "ionospheric term" respectively. Forpressrue in mb, everything

else in SI units, the values of a¿ at radio frequencies are generally 3.7 x l0-r,7.76 x 10-5 and 40.3

respectively. n is generally a function of time, latitude, longitude and altitude. The significance

of each term varies with altitude. Below the E-layer the last three terms are small compared to

unity (order of 0.001) but are sufficient to cause refraction and partial reflections. The "average"

relative contributions from each of these terms as a function of altitude, assuming a constant

2a![edium-Frequency, 0. 3-3 MHz
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Figure 1.10: Altitude variation of relative reflectivity contributions for VHF radars (Figure 2 of
Vincent [1984b])

level of refractive index fluctuations, are shown in Figure 1.10. The vertica,l lines show the

relationship between radar power-aperture product and the expected altitudes for reflections at

50 MHz (VHF). Real vertical profiles for reflectivity change with turbulence intensity and the

presence of horizontally aligned structures, giving preferred levels of reflection in addition to

the variations shown (see Figure 1.11). The wet term is primarily responsible for the refl.ections

noted on page 28 regarding VHF observations of clear air turbulence in the troposphere. The

coefficient for the wet term is slightly frequency dependent as it is related to the dipole moment

of water. At high frequencies there is not enough time for the dipole moment to align with the

electric field before it is reversed, so that at optical wavelengths this term is nonexistent. Once

above the troposphere the wet term is not applicable due to the lack of water vapour. Once

into the E-region and beyond, the last term in equation 1.31, modified to allow for the effects

of magnetic fields on charged particles, is the main contributor to the radar reflectivity. The
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relative importance of this term a,lso varies with the radar frequency. This causes the "ionisation"

curve in Figure 1.10 to move down to lower altitudes as the radar frequency decreases from the

50 MHz assumed in that diagram. This means that HF and MF radars do not require as much

power (c.f. the indicated power-apperture products at VHF) in order to obtain refl.ections in the

60-100km altitude range. For this reason frequencies of the order of 3MHz are often used for

studies of the middle atmosphere.

Refractive index variations embodied by equation 1.31 cause backscatter from scales at halJ

the radar waveiength by the Bragg mechanism. Such scatter comes from all irregularities within

the radar volume, each of which contain a large number of molecules which contribute to the

scattered electric field in a phase coherent manner. Thus this form of scatter is called coherent

scatter. The scattered power is proportiona,l to the square of the number density of the scatterers.

Another mechanism for radio backscatter comes from incoherent or Thomson scatter which has

already been mentioned on page 29. This occurs when the electromagnetic field of the radio

waves interact with that of the individual charged particles, causing forced oscillation. This

causes re-radiation at or near the incident radio frequency. When the radio wavelength is small

compared to the Debye or electron shielding length (: \Æ7W, introduced by Debye in the

theory of electrolytes) the phases of the re-radiated signals are uncorrelated, thus the powers

add and the scattered signal is incoherent. As the electrons and positive ions exhibit therma.l

and spatial variations, electrostatic fields are set up. This has the effect of enforcing some form

of correlation on the charged particle motions so that the scattered radiation is not completely

incoherent for scales larger than the Debye length. The Thomson scattering cross-section for

an electron is 10-28m2, so for typical total electron contents of - 1017m-2, maybe only 1 part

in 1011 of the transmitted power is backscattered ir?isfrbeth, Lg74l. Hence ISR require large

power-aperture products. In contrast, usable coherent backscatter can be obtained using small

power-aperture products. At HF/MF frequencies the backscattered power from the middle

atmosphere due to coherent scatter is orders of magnitude greater than that due to incoherent

scatter.

Equation 1.31 aJso implies that radio \ryaves are refracted as they pass through the atmo-

sphere. The refraction is insignificant below the thermosphere, since as has been mentioned, the

refractive index is very close to unity. In the ionosphere though, refraction becomes significant

as the plasma frequency approaches the radio frequency. This is near the point of total reflection

of the radio wave. Thus radio r¡/aves are "bent" in the ionosphere rather than "rebounded". For

accurate range calculations the retardation of the radar signal above the mesosphere should be
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taken into account lBrownlie et al., 1973, for example]. For D-region work the correction is

insignificant, especially when compared to the usual radar pulse widths, hence height resolution.

No such correction has been applied to the data in this thesis.

1.5.3 Intrinsic Frequencies and Critical Levels

The frequencies or periodicities that are commonly referred for waves found in the atmosphere are

those that are observed from the ground. These are, naturally enough, ground-based frequencies

(O), and are determined from an Eulerian frame of reference. The intrinsic frequency, u, of a

wave is its frequency in the Lagrangian frame. The intrinsic wave frequencies are essentially the

observed ground-based frequencies which have been Doppler shifted by the mean fluid flow,

O = ar + k.t, (1.32)

where k is the vector wavenumber and U the mean vector wind.

The intrinsic phase velocity, ot, of a wave can be defined from the intrinsic frequency by

(1.33)

Equation 1.32 can then be written in terms of the phase velocities of the waves as

lo'l=1"-ül

a
u

ITT

(1.34)

Since U is essentially conflned to the horizontal plane, and is mainly in the zonal direction, this

equation is more easily understood in terms of the zonal components,

l"Ll = lr" -ú1. (1.35)

As a wave propagates vertically in the atmosphere it encounters different mean flows. It

is possible that in some regions the mean flow is of the order of the component of wave phase

speed in that direction, e.g. the zonal component of the phase velocity equals the prevailing

zonal wind speed. From equation 1.35 this implies that the intrinsic velocity, hence intrinsic

frequency, of the wave will approach zero. In such regions the wave will begin to deposit much

of its energy and momentum into the mean flow lili,nes €! Redd,y,19671' Charney €l Drazin,

lg61; Reid €i Vincent, 1987, for example]. The phase and group velocities of gravity-wave

type motions are orthogonal, hence if the horizontal intrinsic phase speed is zeto, the vertica,l

group velocity must also be zero. Thus these regions represent "critical levels" beyond which

the wave will not propagate. Modulation of the mean flow, by such mechanisms as the solar

tides, therefore modulate or filter the propagation of smalle¡ scaLe waves (such as gravity waves)
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fPritts Ü Vincent,1987]. This is an important filtering mechanism, causing the wave field in

the mesosphere to have dominant frequency components, the distribution of which changes with

season and the time of day.

These concepts will be drawn upon in some of the chapters that follow.

1.6 Scope of Thesis

As described in this chapter, and further emphasised in those that follow, the atmosphere has

been increasingly recognised as a highly coupled system. Due to its complexity though, it is

difûcult to advance our knowledge without undertaking studies of a more specific nature.

It has already been mentioned that the central area of concern for this thesis regards plan-

etary scale wave motions. More specifically, a planetary 'vr/ave, known as the 2-Day Wave, is

studied in depth utilising an extended mid-latitude dataset and a shorter equatorial dataset.

The morphology of this wave is developed and the implications of its non-linear character are

discussed in Chapter 4.

A quantitative study of the variability of the solar tides, followed by a short investigation

of the lunar tides, is presented in Chapter 5, after which the contributions of this thesis are

summarised.

Before embarking on the ma^in research topics it is instructive, and to some extents vital,

to consider some of the analytical techniques employed. These are discussed in the following

chapter.



Chapter 2

General Data Analysis Techniques

2.L Introduction

Throughout this thesis there has been the need to use a variety of data analysis techniques. In

this chapter some of the theory behind them, and the reasons they were used, will be explained.

Mention will also be made of alternative techniques which could produce similar results.

The basic data are wind estimates collected from a spaced-antenna configuration and pro-

cessed. by full correlation analysis. However, first the alternative and more familiar Doppler

ra¿ar configuration will be briefly d.escribed. Some time will then be spent describing the full

correlation analysis itself. After a brief description of Fourier techniques in Section 2.4, Sec-

tion 2.5 describes the effects that missing data can have on spectral estimates using standard

fast-Fourier-transforms (FFT). Alternate transforms are then discussed. Section 2.6 describes

some methods for extracting spectral components from a composite wind field, and the technique

used in this thesis. Complex-demodulation, and time-varying power spectra are also discussed

in the sections that follow.

2.2 Doppler and Spaced-Antenna Methods

There are a number of remote sensing techniques for probing the middle atmosphere (c./. Sec-

tion 1.5), but few can directly measure the neutra,l winds on a continuous basis. For ground-based

radars there are two basic techniques; the Doppler and spaced-antenna methods lilöttger,1984].

Both must assume that the reflectors responsible for the ¡eturned power are carried along with

the neutral wind. This seems a valid assumption given the good agreement between these meth-

ods and in si,tu measureme nts lilocking et al., L989; Manson E Meelc, 1987; Röttger €9 Ví,ncent,

1978; Víncent, 1987 ; Vincent €! Röttger, 1980]'

35
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The Doppler techniques are conceptually the easiest to understand, so they will be dea.it with

first. In these methods narrow beam systems and single point "reflectors" are often considered.

fn order to estimate the vertical motions, a beam is pointed to the zenith and the line-of-sight

Doppler velocity (from equation 2.1) can be associated directly with the vertical wind motions.

(f - fo)u, = "-Zñ- (2.1)

where o' is the line-of-sight velocity, c the phase velocity of the radio wave (which can be taken

as the velocityof light in free space at the a^ltitudes of concern in this thesis), /6 the transmitted

radio frequency, and / the frequency of the returned signal which has been Doppler shifted by

the motion of the reflector. The Doppler shift, I - Ío, can be measured by the shift in the

peak of the power spectrum from that of the transmitter, or by the slope of the phase of the

complex auto-correlation function of the received time series IWoodman €l Guillen,1g74, see

Appendix C for a summary of the relevant information]. The accruacy of the alignment of the

beam is critical in this measurement due to the much larger horizontal velocities in the middle

atmosphere. Problems aLso arise if the scattering irregularities are not horizontaliy aligned, so

that a component of their horizontal motion will be measured as a vertical velocity even if the

radar beam is perfectly vertically aligned.

To determine the horizontal wind motions a more elaborate setup is required. Line-of-

sight Doppler velocities for the same reflector need to be measured from at least 3 different

ground locations in order to obtain the full three-dimensional wind vector. Unfortunately,

multi-static MF radar systems are more expensive in every respect compared to their mono-

static counterparts. If it is assumed that the atmospheric motions are statistically homogeneous

on large horizontal scales, then a mono-static system can be used to estimate the horizontal

wind. If at least three distinct of-vertical narrow beams are formed, then the combination

of their line-of-sight Doppler velocities, appropriately range gated, gives the full wind vector

(see Figure 2.1). An alternate procedure is to use a single beam that is steered to diferent

spatial locations within the time constant of the horizontal wind variations [.Rôttgerr IgS4].

The beam can be scanned over all azimuths, a, for a given zenith angle, ó. This is called a

velocity-azimuth display (VAD). Scans can aJso be made through all zenith angles for a given

azimuth, and perhaps repeated for a number of azimuths. This is calied a velocity-elevation

display (VED). Both the VAD and VED methods are used in MST radars.

Doppler methods rely on converting the line-of-sight Doppler velocities, ?r' to zonal, U,

meridional, V, and vertical, lV, wind velocities by an equation Ïke

a,(a,6)=Usinasinóf VcososinátWcos 6 (2.2)
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Figure 2.1: Simplest Doppler radar for determining atmospheric wind velocities

where the azimuthal angle , a, has been measured clockwise from north. For a constant zenith

ang1e,

u,(a) -,Asina *6cos d+C. (2.3)

Fourier analysis of u,(a) using equation 2.3 gives the coefficients A,ß,C, hence the wind

velocities, U,V,W. It should be noted that the effective beam pointing angle may be cioser to

the zenith than the radar's polar diagram would indicate. This is due to the aspect sensitivity

of the scatterersin the middle atmosphere lMurphy,,1990; Reid,1988:. Röttger, 1981; Whitehead

et al-,1983]. The assumption of spatial homogeneity is better for beams set at smaller zenith

angles, but the anisotropy and aspect sensitivity of the scatterers become more important'

An alternate approach for determining the horizontal wind vector is to look at the correlation

between the fluctuations in returned signal strength on at least three receivers. For this class of

analyses, broad beams and muitiple or volume "scatteters" are often considered since this is the

more genera,l case in terms of the scatterers, and the cheapest in terms of the antenna design

and construction. More volume averaging is impüed by the use of broad beams than for the

narroweï Doppler beams. Consider the arrangement in Figure 2.2,, wherc the amplitude of the

signal at each of the three receivers is also shown (sometimes called "fading records"), then the

combination of time lags, r¿¡, between each pair of receivers, and the ¡eceiver separations, d;¡,

give an indication of the apparent horizontal motion aJong the line joining the receivers by

)..
r/.. _ uir (2.4),NJ _ 

T;j

This is a measure of the velocity of the diffraction pattern on the ground. The geometry

of the receivers has to be taken into account when reconstructing the full vector velocity, as

the V¿¡ are not simple components of the full velocity vector. There are a number of ways of

ô
€
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Rx2

Time -+
Figure 2.2: Simplest configuration for a spaced-antenna radar

finding an average value for each V¿¡, which amounts to different ways of frnding an average

r¡¡. In the early work in this field the time series were aligned to give the "best" frt, and the

time shift required was rij. Another approach was to measure individual time shifts between

similar peaks and form an average q¡ from these. With advances in computing power it became

feasible to form the cross-correlation between each time series pair, the peak of which is a direct

measure of the average time shift required for a "best" frt r¿¡. At least three values of V¿¡ are

required to give the full horizontal wind vector. The velocities determined in this manner are

termed "appatent" velocities because they do not separate the random fluctuations of the wind

field due to turbulence from the bulk motion of the scatterers (the neutral wind). Using a few

assumptions, the "apparent" velocity can be corrected for random motions.

Note that although the Doppler and correlation techniques appear very different, they are

basically the same [Briggs,1980; Whitehead et a1.,1983], deriving information from the same

properties ofthe radio scatterers, that is, the dependence ofthe Doppler shift on the angle ofar-

rival. Practical considerations will determine which technique is best suited for the observations

required and the budget allowed.

Rx3

Rx2
\ I

Rxl
Rx3



2.3. FT¡LL CORRELATION ANAIYSIS

È

39

, :
o(

,
I

I
t

f

\\

\
\\

,

1-- 2X

Figure 2.3: Illustration of the "point-source effect". A movement of the refl.ector by a distance

X moves the reflection point on the ground by 2X. Thus the velocity of the pattern on the

ground. will be twice that of the reflectors in the atmosphere

2.3 Full Correlation AnalYsis

Determining atmospheric winds by the comparison of "fading tecords" from a set of spaced

receivers d.eveloped from the pioneering work of J.L. Pawsey, at the Cavendish Laboratory,

Cambridge, in the 1930s. Pawsey [1935]interpreted similar amplitude fading of signals recorded

on two receivers spaced 140 m apart as evidence for a wind at the level of reflection. Using

diffraction theory he showed that if the reflectors behaved as a random diffraction screen, then

the diffraction pattern formed on the ground by ref.ection of a point source transmission would

move at twice the speed of the scïeen. This is now known as the "point-source effect" (see

Figure 2.3).

Studies in the early 1950s fBrdggs €! Spencer,1954, for example] showed that the variability

of the recorded time lags could not be explained by a constant velocity drift of an irregular

amplitude diffraction pattern, but could by assuming that the pattern changed as it moved

(and was sometimes anisotropic). This meant that the refl.ecting layers were generally distorted

by turbulent motions as well as a mean wind. Using the original method of Pawsey - which

determines the ,,apparent" velocity (mentioned at the end of the last section) - in the presence

of turbulence over-estimates the wind. This is easily seen by considering a pattern moving at a

constant velocity. Two separated receivers aligned along the direction of motion of the pattern

would record similar amplitude fluctuations and the time displacement for maximum correlation

(in other words, the time lag of the maximum of the cross-correlation between the amplitudes

of the two receivers) would give a true indication of the velocity of the pattern' Now, if some

dynamic process like turbulence is introduced, so that the pattern now also evolves with time,

the signal would ¿ecorrelate faster. Thus, the time lag of the maximum of the cross-correlation
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Figure 2.4: Radio waves are backscattered from numerous atmospheric irregularities within the
radar volume. This causes a diffraction pattern on the ground

would be shifted towards zero lag. This would give rise to a larger velocity estimate. In the

general three-dimensional case, the estimated direction of the wind will also be afected.

In order to correct for this the "method of similar fades" was initiaily pursued. In this

technique the apparent velocitiesrVj, are calculated from individual time displacements - not

from correlation functions or average rij - and the mean velocity computed. This is then

corrected using probability distributions. An aJternate approach is to use auto- and cross-

correlation functions. This method, known as "full correlation Analysis", was developed in the

early 1950s by workers at the Cavendish Laboratory lBriggs et al., 79501' Phillips €l Spencer,

1955]. With the advances in computing power, this method has gained more popularity and

is the subject of the rest of this section, which closely follows Briggs [1984]. Note that the

theory presented here is developed in the time domain. This could alternatively be done in the

frequency domain, which might provide some advantages. The analysis in the frequency domain

is developed and discussed by Briggs €i Vincent [1992] and will not be dealt with here.

2.3.L Theory

Consider the backscatter arrangement shown in Figure 2.4. The returned signals from the various

scatterers in the radar volume (often considered as irregularities in the refractive indexl ) add to

form a diffraction pattern on the ground. If there is no wind, then the pattern will change in

a random manner due to the random fluctuations associated with turbulence, but will remain

statistically stationary. Thus the peaks of the various cross-correlation functions would all be at

zerolag. With a horizontal wind, the randomly changing pattern, by the "point-source effect",

is advected across the ground at twice the speed of the wind (as shown in Figure 2.3). This has

been verifled by workers such as Felgate [1970].

Tsee Lesicar [1993] for further discussions on the form ofthe scatterers in the middle-atmosphere
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Firstly, consid.er a stationary, non-changing, random pattern. That is, an atmosphere without

motion of any kind, but consisting of randomly arranged scatterers. The two-dimensional spatial

correlation function can be expressed as

(2.5)

where ( and 4 are the displacements in the c and g directions respectively, and /(r, y) is a

complex function with zero mean. The averaging process denoted by <> would most naturally

be a spatial one. That is, a large number of sensors at various positions (r, 9) are used to measure

the function, f (r,y), and the product, f (r,ùf"@ + €,y * 4), found for each pair (where (f ,4)

are the various vector separations). The product would then be averaged over aLl the positions

for each possible separation (€,q). Goltey €i Rossiter [1970] used this method, employing the

full array (89 receivers) at Buckland Park. This is not a practical method in most instances due

to the large number of sensors required to give an accurate estimate of p(€,4). When bulk and

rand.om motions are introduced, a spatio-temporal correlation function can be defined, hence

the averaging can be performed in time rather than space. This allows a mole practical means

of measuring p(€,?). A few sensors can be placed at fixed positions with separations ({,4), and

< l@,ùf-@ + €,,y + ù > obtained as a time average. By the ergodic principle fBloomfi'eld,

1976, for example] this should tend to the same value as the spatial average provided that in both

cases an unbiased set of random values are obatined. Goltey Ü Rossiter [1970]' ar.ð. Rossiter

[1970] compared the spatial correlation method with the standard three spaced receivers and

found that the value of the "true" velocity depended on the triangle spacing, being larger for

larger spacings (later known as the "triangle size effect"), and converging towards the spatial

value. The "apparent" velocity did not change. However, as Briggs [1984] says "even with time

averaging the determination of p(€,4) would still be laborious if all values of ({, ry) had to be

sampled. If nothing is known about the form of p(€, 4) this cannot be avoided". To simplify the

observational requirements and the following analysis, some assumptions have to be made"

An isometric diffraction pattern (Figure 2.5a) would give a spatial correlation function that

only depended on the magnitude of the displacement and not the direction, hence would have

concentric circular contours in the (,4 plane (Figure 2.5b). Extending this to the more general

model of an anisometric diffraction pattern - which allows for a preferred orientation of the

scatterers - (see Figure 2.6a) and assuming that the anisotropy mainly results in an elongation

of the ground pattern, an elliptical spatial correlation function (Figure 2.6b) is obtained

The correlation ellipse which has the value of half the maximum correlation is termed the

,,characteristic ellipse" and is a measure of the scale of the irregularities. For p((, 17) to be an
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Figure 2.5: An isometric diffraction pattern on the ground (a), produces a radially symmetric
spatial correlation function (b) [figures 8 & I ftom Briggs [198a]]
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Figure 2.6: An anisometric difraction pattern on the ground (a), produces a elliptical spatial
correlation function (b) ffigures II k, 12 ftom Briggs [1984]]
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Figure 2.7: Surfaces of constant value for an evolving difraction pattern (a), which produce

elilpsoidal surfaces of equal correlation (b) [figures ß A U ftom Briggs [198a]]

elliptical function of (€, tl),

p6,rù = p(Ae2 + Brf + 2H€q). (2'6)

*Note that the form of the function p is still arbitrary; the only assumption concerns the

particular combination in which the variable (,4 occur." lBriggsr 1984].

By allowing turllulence in the model atmosphere the diffraction pattern on the ground will

change randomly with time but still remain statistically stationary. The spatial correlation

function of equation 2.5 can then be extended to a spatio-temporal correlation function as in

equation 2.7:

,. \ < Í(*,y,t)f-@+€,yln,t*t)> (r7\
P\Èr\,T): ' \L'')

Constant vaJues of the evolving diffraction pattern, l(rry,f), can be represented by surfaces

in r,y,f space (Figure 2.7a), with the actual ground patterns (as in Figure 2'6a) being the

intersection with the xrg plane at some time, f. The pattern can be seen to evolve from time

ú6 to time úr. Since the spatial patterns can have no mean motion, the surfaces of Figure 2.7a

must be aligned, on the average, in the direction of the ú axis. Combining this with the previ-

ous d.etermination of the spatial correlation function leads to a picture of the spatio;temporal

correlation surfaces as in Figure 2.7b, where the value of the correlation decreases as {,4 or

r increases. These surfaces may be represented as concentric ellipsoids having one axis in the

r direction. The assumption that the contours of equal correlation in the time domain are el-

üptical is perhaps the most tenuous of the FCA2 assumptions and can be avoided if a spatial

2full correlation analysis
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correlation technique is used lBriggs,1968]. Even so, it still allows for a general description of

the temporal behaviour of the correlation functions. p(€,T,r) can therefore be defined as

p(€,rt,r): p(A{2 + Brf * I(r2 + 2H€ù. (2.8)

Note that there cannot be terms in (r or 4r since these would lead to a tilt of the ellipsoidal

correlation surfaces with respect to the ¡ axis.

- If the turbulent irregularities now move at a constant speed, lV , in a direction, /, clock-

wise from the positive y axis, then the diffraction pattern would move in the same direction

but at a speed of I/ due to the "point-source effect". Consider an observer moving with the

pattern. To this observer the situation is as has been described previously. To be consistent

with Briggs [1984], primed coordinates have been used to denote the frame of reference of the

moving observer. Thus

p(€' ,rt' ,r') = p(A('2 ¡ pq'2 + Kr'2 + 2E €'n') . (2.g)

A stationary observer's r,A,ú reference frame is related to the moving observer's reference

frame by the standard Galilean transformations

t = t' +V"t y: g' IVrt , (2.10)

where V, = V sinÓ anð, Vo - V cosS are the components of the velocity in the c and y directions

respectively. It follows that

€ = €' +V,r rl: T' *Vur. (2.11)

Substituting equation 2.11 into equation 2.9 gives a spatio-temporal correlation function of the

form

p(t,T,r)= p(A{2 * Bn2 tcr2 t2F(r i2Gnr+2Heù. Q.r2)

Thus the effect of the bulk motion of the scatterers is to cause the correlation surfaces to tilt
away from the ú axis, as wou-ld be expected on physical grounds.

Having considered the theory of full correlation analysis, it now remains to find the param-

eters,,4., B,C,F,GrE, which define the ellipsoidal correlation surfaces, and hence derive some

of the physical quantities which describe the scatterers.

2.3.2 Determining the Correlation Parameters

Firstly, as in the "method of similar fades", the lag timess, ";f, .ort"sponding to maxima in

the cross-correlation functions, p(€¿¡,n¿j,r¿¡), need to be found. For better clarity, the constants

swhere the subscripts denote the pair of receivers being compared
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used are redefined such that,

u=ur, h- H
C

Setting ôpl0r¡¡:0 and solving for r in equation 2.12 gives the matrix equation

G9=e'r=lcAo= c

45

(2.13)

(2.14)

(2.16)

TM = -(€,n)

r" : (t'rq',2t¡t)

(;)

rM ar.d ({,4) are measured quantities, so equation 2.I4 can be solved for / and g. These

parameters are over-determined so in general this may involve some least squares technique.

In order to find a,b and ä use can be made of the auto-correlation function. In theory, the

auto-correlation function for each receiver should be the same. In practice though, this will

not be the case owing to the effects of noise and statistical errors. An average auto-correlation

function can be computed which should minimise these errors. Finding the time lag, r¿¡, at which

the average auto-correlation function has the same value as each cross-correlation function at

zero lag, the equality

p("?j) = p(a(?¡+bn?¡*2h(¿,rì,t¡. (2.15)

is obtained. This then gives the matrix equation,

Again, this can be solved (in general using a least squares technique), for the parameters,

arb and l¿. These parameters will be over-determined if more than three receivers are used.

It is shown by Bri,ggs et al.ll950l that

r,2, = (r!f )' + t?¡ , (2.17)

where the t¿¡ are the lags at which the value of the auto-correlation function equals the maximum

value of each of the cross-correlation functions. The relationship between the different lags and

the correlation functions are shown in Figure 2.8. Both t¿¡ ar.dr{f arc estimated from regions

with larger correlation va.lues than a direct estimate of r¿¡ so are therefore less susceptible to

statistical variation. Hence equation 2.17 rr'ay give a better estimate of the r¿¡ to be used in

equation 2.16. This is the method recommended by Foolcs [1965]. Formost of the analysis used

in this thesis, r¿¡ is found directly from the correlation functions as describedin Briggs [1984]'
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1

Auto
Cross

0 tt rf, rtt T

Figure 2.8: Relationship between the lag times used in the FCA. Shown are the average auto-
correlation and a typical cross-cortelation function. The lag times ,!f , t;¡ and r¿¡ are deflned in
the text.

2.3.3 The Physical Parameters

Having obtained the parameters describing the correlation function, by the above means or any

other, some physical quantities can now be derived.

In order to find the pattern velocity, V, it is only necessary to find the rotation in nry,t

space required to re-align the ellipsoid with the t axis; that is, to remove the terms in (r and

4r. From analytical geometry, this is,

Í
I )=(; :)(;)

(2.18)

Inverting the matrix gives,

":(';)=.,-ø( ; ;)(;) 
(2 le,

Thus, the bulk motion of the scatterers can be found. Note that the velocity of the scatterers

will be a factor of 2 less than the velocity of the pattern determined above, due to the '(point

source effect". The quantity, lV, is termed the "true" velocity to distinguish it from the

"appatent" velocity. Although called "true", the velocity found in this manner may not always

truly represent the neutra,l wind, and rejection criteria must be applied to the data (this is

discussed in more detail in Section 2.3.4.3)

The spatial correlation (equation 2.L2 with r - 0) shows that contours of equal correlation

are given by,

A€' + Bn' + zH €n = constant . (2.20)
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The ,,characteristic ellipse" is usually defined as that particular ellipse for which p = ,.
Setting € = rt= 0 and r: r+ in equation 2.12 gives,

p(0,0,,+): p(c!):+. Q.2r)

It follows that the "characteristic ellipse" is the one satisfying

A€2 + Bn' + 2E €n = c4 , Q.22)

or in terms of the coefficients a,b, Í,g, å. equation 2.22 becomes,

o,e2+brf +2h{r¡=vl . (2.23)

Since a,ll the coefrcients are known, the "characteristic ellipse" is fully defined. The major

axis, axial ratio and orientation of the minor axis are sufficient to uniquely define the ellipse,

and are usually used. These parameters can be found from equatiot 2.23 foilowing standard

analytical geometry techniques. They are given by,

¡z=
nn?

(2.24)
(a*b - R) '

B2=

¡z=
¿+ó*R)'

("- b)'i 4h2 ,

(2.25)

(2.26)

(2.27)

where A, B are the lengths of the semi-major and semi-minor axes respectively. The direction

of the major axis is given bY, O, where

tan(2o)=rr2hr. (2.28)\ / lb-a)

Also of interest is a measure of the time-scale of the random fluctuations. To an observer

moving with the pattern, the only time changes observed would be due to the random changes.

The *mean lifetime" can be defined as the time lag, T;,fot which the auto-correlation function

for the observer moving with the pattern falls to |. Setting E' = ,l' = 0 and ,' - Tv io

equation 2.9 gives, 
1

p(0,0,7+)= 

^KrÐ: 
r. (2'2e)

Comparing equations 2.2I ar'd 2.29 it can be seen that

TL

&Tt
2

(2.30)
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where, once again, k = 5. Using equations 2.9, 2.I1, and 2-I2 the coefficients of 12 can be

equated to give

,b : (1 - ov: - bv; - 2hv,uy); (2.31)

thus ?r can be found.

Historically, another description of the random changes has been used. A velocity term, V",

can be defined as the irregularity size divided by its mean lifetime. Since the pattern may in

general be anisometúc, V" will have difference vaJ.ues in different directions, since the pattern

scale will be different in different directions. The va^lue of V.in the direction of bulk motion of

the patternhas special signiflcance, andis written as(V")".Letting ilybe the separation, in the

direction of motion, where the spatial correlation function falls to ],
d,t(v")"--ñ. (2.32)

From simple geometry it is known that

È

v, (2.33)

Using equation 2.33 in equation 2.12 wilh r = 0 (since a spatial correlation function is

required) gives
)2

p(d) = p{(Av: + Bv; + 2HVJy)ill e.s4)

dr is the value of dwhen p(d)= ]. Combining this with equation2.29 then produces

d2t

(Av] + Bva2 + zïV,vy)ú = Krî. (2.a5)

Using V2 = V] *Vf and, equation 2.35, equation 2.32 then becomes

d1(v.)?=Tr=ffi. (2.s6)
,

Random fluctuations alone would produce a correlation function p(0,0, r) : p(Krz). This is

the same as the temporal auto-correlation function seen by the moving observer. The stationary

observer sees a temporal auto-correlation function as shown in equation 2.21. Using this and

equations 2.9,2.L1,and2.72 it can be found that

p(0,0, r) = p(Cr2) : p(AV: + BVa2 + 2HV,V' + Kr2) . (2.JT)

The last term has already found to represent the contribution from random fluctuations.

The first three terms arise from the bulk motion of the pattern. Hence the ratio,

gü- k 
(2.88)v2 (aV] + bV; + 2hV,Va)

q _d
Vvv
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is a measure of the relative importance of random changes in the pattern compared with bulk

motion.

The vertical velocity can be found from the slope ofthe phase ofthe average auto-correlation

function lWoodman €J Guillen, 19741. Allowance should be made for the possibility that the

scatter may be centred off-zenith lBriggs €! Vincent,1992].

2.3.4 Practical Considerations

2.3.4.L Effects of Filtering

Since the FCA attempts to correct the "apparent" velocity for the effects of random motion,

prior filtering of the fading records can introduce errors. This is discussed by Chandra €l Briggs

llg7S], who show that the larger V" is (implying more random motion in the atmosphere) the

greater the effect filtering has on the "true" velocity. This is because the "apparent" velocity

need s a greater correction for larger V". They concluded that it is essential to retain in the fading

record.s frequencies of the order of V"f d,¡, which is the same as the reciprocal of the irregularity

lifetime, LIT+.

2.3.4.2 Interpolations

Other practical points to consider are the removal of the noise spikes at zero lag, due to high

frequency noise, from both auto- and cross-correlation functions. The values at zero lag then

need to be interpolated. The noise spike removal needs to be done at the auto- and cross-

covariance stage prior to normalisation (and averaging in the case of the auto-correlation). The

interpolated value of the autocovariance function at zero lag is a measure of the mean square

signal variance, while the original value is a measure of the mean square variance due to both

the signal and noise. From these two measruements an estimate of the signal-to-noise ratio can

be made. In general, the maximum cross-correlation value, the lag at which the auto-correlation

is the same as the interpolated cross-correlation value at zero lag, and the lag at which the

auto-correlation reaches a value of 0.5 will all need to be interpolated.

2.3.4.3 Rejection Criteria

The assumptions that have been made in order to simplify the analysis will not always be valid.

The data would have to be rejected in these cases. If any of the interpolation routines fail,

or the signal is too weak then again the data would have to be rejected. The following tests

allow an objective means of determining whether data should be rejected or not. Note that the
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actual numerical values will depend on the nature of the data. Those stated are the ones used

at Adelaide during the course of this thesis. The data and/or results should be rejected if :-

1. the receivers are saturated more than 50% of the time.

2. the standard deviation of the received signal is less thanl% of the mean (small fading).

3. the signal-to-noise ratio, S, ir 1"r. than -6dB.

4. the mean auto-correlation function has not fallen to at least 0.5 by the maximum number

oflags calculated (slow fading)

5. any cross-correlation functions have no maxima within the number of lags calculated

6. any of the cross-correlation functions are oscillatory

7. the sum of the time displacements, rlf , of the receivers is too large. The normalised time

discrepancy, defined by
ls-Mt
12t ij Ir|m (2'3e)

allows a more quantitative test. The data shouid be rejected if the normalised time dis-

crepancy is greater than 0.5

8. V: is too large a negative number. A small negative value may mean that the true value

is zero and there are no random fluctuations. In practice the "apparent" velocity is used

in this case.

9. hyperbolic, rather than eiliptical, contours are indicated, i.e. h2 < ab

10. the corrections due to the FCA are very Iarge,, i.e.

Wppor"nt

Vappørent

(Óoppor.nt - Órr"r.)

2

5 Vru.

400

(2.40)

(2.4r)

(2.42)

(2.43)

11. the apparent velocity is very large, Voppo,"nt > 250ms-1. This value must be changed if
the analysis was to be used for higher altitude work where larger velocities are expected

(".9.8 region).
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2.4 Fourier Techniques

Much of the remainder of this chapter relies on an understanding of Fourier anaJysis. This

analysis technique finds a spectral representation for a given time seiies, hence is a powerful tool

in data analysis. The basis of the analysis is the Fourier transform.

Any arbitrary continuous function, "f(ú), can be expanded about the basis set of sine and

cosine functions as a Fouriet seties,

ft

Í(t) =ll"licosu¡t I ß¡sinu¡t) "
(2.44)

j=l

For /(ú) a complex function, the expansion can be expressed as a continuous complex series so

that

IlQ) x f(a) ei't da .

Multiplying by e-i'ot and integrating over t, the inverse transform is obtained;

If(a) x f(t)e-¿'t dt ,

(2.45)

(2.46)

(2.47)

(having dropped the subscript on c.r). /(ú) and "F(ø) form a Fourier transform pair, linked

through equations 2.45 and 2.46. The constants of proportionality come from conservation of

energy, which implies that the variance remains constant through the transform, thus

t IlF(u)12 d,u -- ll(Ð12 dt

f(c.r) expresses the distribution of energy (or more precisely, the variance) through frequency

space. So far /(t) has been considered to be continuous and of infinite extent. This leads to

f(c..') being a continuous function of infinite resolution. In practice, /(ú) is finite and discrete.

The Fourier transform of equation 2.46 can be approximated by a drscrete Fourier transform,

or DFT.
n

f(u) xD f(rt)"-u"t . (2.48)
j:l

This differs from the theoretical in two important ways. Firstly, aliasing occurs due to the finite

data length, which causes an effective replication of the frequency spectrum at intervals of.2u^o"

(starting at a^o,), thus folding energy from higher frequencies back into the range of La^o".

o)tnørt the highest frequency estimate before aliasing occtlrs, is termed the Nyquist Frequency.

This depends on the time sample interval, óú (assumed constant), by the relation

X

umas = 2tr l26t (2.4e)
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Secondly, the spectral peaks are artificially broadened. This can be seen by considering the

finite length time series as the product of an infinite time series and a "window" which is zero

everywhere except over the finite interval, then the Fourier transform of the finite time series is

the convolution of the Fourier transforms of the infinite time series and the window function.

The latter causes the former to broaden. In principle, the DFT can be used to calculate the

energy density at any arbitrary frequency below the Nyquist. In practice the window function

may determine an optimal frequency sampling.

Calculating a DFT can be a slow process. For a normal N-point DFT, N2 operatio

complex multiplication and a complex addition - are required per transfotm. Cooley €J Tukey

[1965] developed an algorithm which significantly improved the speed of a Fourier transform.

Rather than considering the N-point time series as a one-dimensional sequence, they first con-

sidered a two-dimensional representation. Reforming the N data points into a N1 x N2 array and

performing a Fourier transform on each row and column the work-load is N1 x Nl operations

for the rows, plus N1 x N2 phase shifts to realign the time origins, then Nl x N2 operations

for the column transforms. This is a total of N1N2(N1 * N2) operations compared to the usual

N1N2(N1 ¡ Nz) for a one-dimensional DFT. They then extended this to an M-dimensiona,l anal-

ysis whereby the N-point time series is broken into M factors,

N = rm sn tP ..., (2.50)

giving N(rnr f ns f pt +. . ') operations per transform. If N = r- then the number of operations is

rN log, N, where r is the radix of the transform. This algorithm gave a significant improvement

in speed for any reasonable N, so that it became known as a fast Fourier transform, or FFT.

Due to the binary representation of data in computers, a radix of 2 is most often used, reducing

the number of operations required to perform a DFT from N2 down to 2Nlog2N. If N is a

power of 4 then the algorithm can be improved since the Fourier transform of 4 values needs

only 3 operations, rather than the 4 that would be used in a Radix 2 scheme. In a Radix 4 FFT

there are 25% fewer operations and 50% fewer memory fetches, making a large improvement

in performa on current machines (1990 vintage) memory accesses account for 80% of an

FFT execution time. Highly optimised code has been developed for higher radixes such as 8

and 16, and a,lso for the smaller value prime numbers. A mixed radix FFT, such as Singleton

[1969], reduces the N data points to a small set of prime factors (as in equation 2.50) before

transformation. Various other FFT schemes have been developed, some, like the Good-Thomas

(or Prime-Factor) algorithm obtain speeds of the order of 2N.

The final point that can be made about an FFT is with regard to the frequencies derived. The
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Cooley-Tukey algorithm and its derivatives force the frequency resolution,6u, to be dependent

on the total length of the time series,

^2r6, __ 1, (2.51)

and the frequency range to be tc.r- "" (".f. equation 2.49). The negative frequencies represent

waves travelling in the opposite direction, and have the same vaJ.ues as the positive frequencies

for real time series data" For complex time series data the negative and positive frequencies may

have different energy densities. The frequency samples are evenly spaced at 6ø increments, which

is just the amount required to a,llow consecutive estimates to lie at the nulls of the transform of

a square window function. Thus, spectral estimates from a FFT are independent of each other,

and as they are complex valued, each estimate has 2 degrees of freedom.

Other important considerations of the FFT are that it

o performs a coherent average over time, which assumes stationarity of the data over the

iength of the time series.

. assumes evenly spaced data.

Missing data and non-stationarity are problems that are discussed in the sections that follow

2.5 Handling Missing Data

When dealing with geophysical phenomena it is inevitable that not every sample yields a usable

data value. Some data are lost due to the poor signal-to-noise for that particular sample or set

of samples. The analyses may also reject the data sample for a number of other reasons. The

rejection criteria used for FCA, which provides the bulk of the data for this thesis, have been

discussed in Section 2.3.4.3. Equipment failures of one form or another can also result in often

extended periods of pat chy or no data. These factors all contribute to the existence of gaps where

data are missing. This presents a problem for the standard spectral analyses, where regularly

spaced data are assumed. VVhen some data are missing the sinusoidal functions generally used as

the orthogonal basis set for the Fourier expansion become non-orthogonal - they are no longer

independent so cannot accurately represent the data without the use of cross-terms. Unequally

spaced data present the same problem as for missing data and various schemes exist to handle

both. These can be broken into two classes. The first use standard Fourier techniques to find

the spectra after somehow "filling-in" the gaps in the time series, therefore allowing the use of a

variety of FFTs. The second class actually reformulate the Fourier transform to take the uneven
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data spacing into account. This norma,lly means the use of a discrete slow Fourier transform

The two approaches are discussed in the next two subsections.

2.5.L The Fast Fourier TYansform

Gaps that are a shorter in duration than the periods of concern do not pose a problem as any

reasonable interpoiation method can be used to "fill them in" prior to applying a transform. As

the data gaps become larger though, more care must be taken in the interpolation. Consider

the simplest case where missing data values (from a regularly spaced data set) are replac/ by

a zeto value, or by the mean va^lue of the time series. The power spectral density of the time

series will be affected by the frequency dist¡ibution of the data gaps, leading to spurious power

estimates. Also, since high frequency components will be seen not to exist within the data gaps

(the local Nyquist frequency will be smaller), relatively moïe energy will appear to exist at lower

frequencies than otherwise would be the case. Since the data gaps are given as much weight as

any similar length section of the time series, relatively long gaps will cause drastic inaccuracies

in the power spectral estimates. The top panels in Figure 2.9 show an artificia.l time series

and its power spectrum (using a standard mixed-radix FFT). Missing data have been simulated

by flagging random data points, and assigning a random width for the data gap, resulting in

25% of the data being "missing". The data "gaps" can be filled with the mean of the full time

seties, and the resulting power spectrum is shown in the middle panels of Figure 2.9. The gaps

could have been frlled with some sum of sinusoids, but this is introducing power directly into

the frequency terms that are being measured. A cubic-spline interpolant was a,lso used to fill
the gaps (bottom of Figure 2.9) and the resulting power spectrum is also shown. Comparing

the lower two spectra it can be seen that slight differences can occur in the power spectrum by

choice of interpolant. Both "missing data" spectra differ from the real spectrum by having a

different relative power distribution, and less total power in the real spectral peaks. Power has

leaked into lower frequencies, as evidenced by the new peaks between 0-15 cycies/unit. On the

whole, the gap filling spectra reproduce the standard spectrum quite well, identifying all the

same peaks at the same positions. The relative powers for the mean-filled spectrum are not too

different from the spectrum of the full time series

Another approach is to make use of the fact that the power spectrum is the Fourier transform

of the auto-correlation function. Since the auto-correlation function is a normalised sum of the

products of time sample values, it can be corrected for the actual number of data points that

are used. That is, each lag value of the auto-covariance function is "normalised" by the actual

v,
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Figure 2.9: TOP: The original time series and its power spectrum (by a standard mixed-radix

FFT). The time series was generated using a sum of sinusoids of random relative phases, and

frequency components at2L,25,28,32,40,63, and 80% of the Nyquist frequency, with relative

strengths of 10, 10, 5, 5, 4, 7, and 6, and a random noise value with Gaussian distribution

between t 1. Regions where the data will be treated as missing are dotted. These have been

chosen at random positions and duration, covering2S% of the time series;

MIDDLE: This time series has had the "missing" data replaced by its mean va,lue. The

resulting power spectrum is shown on the right;
BOTTOM: Here the missing data have been replaced by a cubic-spline interpolant.

26.O% missing
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Figure 2.10: The power spectrum from LEFT: a pointwise normalised auto-correlation function;
RIGHT: a data compensated Fourier transform [Ferraz-Mello,Ig8l, c./. Appendix D]

number of points that went into its sum. A power spectrum ca,lculated in this manner is shown

on the left-hand side of Figure 2.10 using the time series data shown at the top of Figure 2.9.

It can be seen that in this case a lot of spectral energy has been lost to the mean. This result is

very sensitive to the amount and relative positioning of the missing data, making it unreliable

for real data where the "real" spectrum is unknown.

The first two approaches - really variations of the same approach - allow the time series

to be filled, transformed, bandpassed, then re-transformed to give a time series containing only

the frequency components selected. The third approach, the data-normalised auto-correlation

function loses the phase information required to reform a bandpassed time series. Moore et al.

[1988] shows further examples of how the use of equally-spaced data techniques can give poor

resu-lts when appìied to unequally-spaced data.

2.5.2 Alternative Fourier TYansforms
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Scargle [1982] outlines a procedure whereby the standard periodogram (or power spectral density

estimator),

P'(')= * 
I [å 

xu¡)"'('úi))'- (å xþ¡)'t'(''i)) 
| 

(2'52)

is redefined to take into account possible uneven spacing of the time samples, X(ú¡). The

redefined periodogram is,

lft' x(t¡)sina,(ú¡ - r)Pr(n) =;
Dþ1sin2 u(t¡ - r)

l' (2.53)
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where r is defined by,

, - ÐT=tsin(2c¿t¡)=ffi. (2.54)

The advantages of the new definition are that:

o the error associated with each spectral estimate in the periodogram maintains its ex-

ponential distribution, for normally distributed X(ú¡), even when the data spacing in

non-uniform,

o time-translation invariance is maintained for unevenly-spaced data by the t term,

o the periodogram becomes exactly equivalent to a least-squares fitting of sinusoids,

o and it reduces to the standard form when the time sampling is regular.

The false alarm rate, detection efficiency and other statistical properties of this periodogram are

then developed. Horne E Baliunas [1986] clarify this method, showing that the normalisation

must be performed using the total variance of the data.

This method, known as the "Lomb-Scargle" method, weights the data on a per point basis

rather than a per time basis as in a normaJ. Fourier transform. Since it is closely akin to the

standard periodogram, techniques have been developed that can evaluate this periodogram in a

very efficient manner using standard FFTs [Press €i Rybicki,1989; Press €i Teulcolsky, 1988]. A

disadvantage of this technique is that,like the renormalised auto-correlation method mentioned

above, it does not a,llow for a bandpassed time series to be formed, although a better estimate

of the power spectrum has been attained.

Rather than redefining the standard periodogram to maintain its statistical properties when

the data sampling is non-uniform, Ferraz-Mello [1981] redefines the basis set the time series

is expanded upon in frequency space such that it is orthogonal for the current data set. This

is achieved using the Gram-Schmidt orthogonalisation process on the sinusoid functions using

the actual data sampling times (c./. Appendix D). This allows the evaluation of the amplitude

spectrum, hence bandpassing and re-transformation are possible. The Ferraz-Mello DFT was

investigated for use in forming bandpassed time series and power spectral estimates. The power

spectrum shown on the right-hand side of Figure 2.10 results when the Ferraz-Mello DFT is

applied to the time series shown at the top of Figure 2.9. The spectrum has been calculated at

twice the resolution of a standard FFT. Notice how the spectral line at 63% is now resolved,

and litt1e energy has been shifted to lower frequencies. The overall noise level has increased

from that of the FFT of the full time series but the relative strengths of the peaks are in good

agreement with the input time series.
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2.6 Separating Components in a Heterogeneous 'Wind Field

However the winds in the atmosphere are determined, there will be a need to extract a range of

different periodic components in order to study such phenomena as the solar tides and planetary

waves. A number of techniques can be used. In this section a few of these will be briefly discussed,

then it will be explained why spectral fiitering was used in the analysis of data in this thesis.

2.6.1 Time-Domain Filtering

Filtering in the time domain can be accomplished by using running means with various weight-

ing windows, which is the same as convolving the time series with the weighting function (a

simple function giving equal weighting to all the data is often used). This convolution is ex-

actly equivalent to applying a spectral window (or fllter) in the frequency doma.in, so practical

considerations will normally determine which domain is used. The auto-covariance of a time

series can be formed, giving information about the time dependency and repetition periods.

This is equivalent to using the power spectrum in the frequency domain, and again practical

considerations will normally determine which domain is appropriate.

Block averaging the data is a related time-domain technique. This is the same as applying an

equally weighted n point running mean, then only keeping every nth data point. The advantage

of block averaging is that the number of data points are reduced yet statistical independence is

maintained. Both block averaging and running means remove the high-frequency components

which presumably contain most of the instrumental noise, leaving the longer periods more ev-

ident in the raw data. Although this improves the reüability and accuracy of the data it does

not separate the different period components.

The use of a running mean necessitates that the data be rejected for half the width of the

weighting window at either end of the data set. If the data length is not a multiple of the block

size when performing block averaging then the excess data must be handled diferently. The

most natural way is to simply take the average of the remaining data points.

An a,lternative technique is to break the time series into consecutive segments of the period

to be investigated, then overlayed on each other and averaged. This method is sornetines calleti

superposed epochs. The superposition causes frequencies not multiples of the one of concern to

cancel out. Longer periods need to have been previously removed from the time series. Of course,

the exact frequency of the component of interest needs to be known a priori. The length of time

used for the superposition can be varied and the effects observed. When the superposition time

length coincides with a dominant frequency in the data, enhancement of this component and its
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harmonics will occur. Thus periodicities in the data can be found

2.6.2 Parametric Methods

In or¿er to by-pass problems associated with standard Fourier techniques for non-stationary

variables or unevenly spaced data points, and to obtain higher resolution for spectral estimates,

parametric techniques have been developed to estimate spectral power lBath, 1974; Brilli'nger

€j Krishnaiah,lgSS; Lacoss,1971]" Non-stationarity of the data becomes less of a problem as

the parametric methods rely on adapting the data window to suit the data, maximising some

parameter; thus short data segments can still yield good spectra. Adapting the data window also

allows unevenly spaced data points to be handled. Parametric methods tend to take the form

of either a "maximum entropy method" (MEM) or a "maximum likelihood estimator" (MLE).

The former will be considered first.

The auto-covariance function, 7(r), for a time series and the power spectrum, P(c.r), are a

Fourier transform pair. That is

r*m
P(r) o( J_, 1(r)e-i'" dr (2.55)

{r) oc [" eP¡"i" d,u . (2.56)
J-n

The auto-covariance can be found from the time series, ø(t), by shifting and summing with itself:

ln
tî) = I'(¿) x(t - r) . (2.57)

-n

Rather than performing a Fourier transform to obtain an estimate of the spectrum, one can

be found that satisfies equation 2.56 while maximising the entropy

L IogP(u) dl¿ . (2.58)

Not surprisingly, this is called a "maximum entropy" spectrum. Press et al. 11986l gives an

alternate view of power estimation by MEM. Transforming the complex frequency plane (in

which the traditional spectral frequency values lie along the real axis) to llrLe Z-plane by appiying

a Z-transform,

2-"iu6t, (2.59)

where áú is the time sampling interval and u = 2r f . Note that the normal Fourier-transform

frequency samples (or Nyquist interval), 1/Nóú, map one-to-one from the real frequency axis

onto the unit circle in the Z-plane. The power density function from a FFT can then be written
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t

P(ar) x
f-r
t ckzk

fr=- *
which is an approximation to the "true" power density,

(2.60)

t

P(o) x -L (2.61)

The approximation made in the FFT implies that the model spectrum can have zeroes in the

Z-pIane, but not poles. Thus, the spectrum can not have discontinuities and specular peaks are

approximated by polynomial fits. If, on the otherhand, equation 2.61 is approximated by

P(c.,,) x Ag
(2.62)

lr + DÉ, "kzkl
then poles can exist on the unit circle. This corresponds to allowing sharp spectral peaks

(actually infinite power spectral densities) in the model spectrum. The MEM probiem is then

to flnd the coefficients ø¡. Equation 2.62is a continuous function of frequency as in a DFT, and

M is l,he maximum number of specular peaks considered.

A MEM spectrum can also be considered as an (auto-regressive" spectrum. An "auto-

tegtessive" process, c(ú), can be parameterised by its values at earlier times, so that

n(t) = fi n(t- 1) + ... t 0n r(t - n) + ó(t),, (2.63)

where/(t) isarandomwhite-noiseprocesswithvarianceds. Thespectrum, Í(r;0o,,...,0n),is
given by

P(a;0s,. ..,0n) =
0o

(2.64)
2nl7 - 01¿iu - ... - 0,einulz t

where the ds, ...,0n are unknown parameters which will be estimated from the data. This is

the same as equation 2.62 btú approached from the viewpoint of auto-regressive processes.

To introduce ma;cimum-likelihood spectral estimators, first consider a convolutional filtering

process (after Lacoss [1971]) as may happen to a raw time series during the process of sampling

from some continuous geophysical process. X is the sampled time series - the output of the

fllter - while Y is the physical "input" time series al.d o,,, the frlter weights.

x(k 6t) =io,y((,r + 1 - n) 6t). (2.65)
i=l

Now, consider the physical mechanism to be composed of a singie complex sinusoid with some

additive random noise, so that

Y(k6t) - ¿"iu6tk +Al ,, (2.66)

ck

oo

D
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then for the sampled values, X, to be an unbiased estimator of Ae''6rÈ, the coeff.cients, a,r,

need to be chosen to satisfy

A"iu 6tk = | a^y ((k + t - n) 6t)
fL

i=1
(2.67)

Following Lacoss [1971], .R can be defined to be an NxN conelation matrix such that R¿j = p j-¡,

with p being the correlation function for the Y. € can likewise be defined to be the column

vector such that 8¡ - ¿i'tt with j e [0,N-1]. Therefore equation 2.67 can be expressed in matrix

form as

E*Ta--!, (2.68)

where ø is the column vector of the an, and the * and ? denote conjugation and transposition

respectively. The variance of the X, o2, is given by

o2 : a*T Rø (2.6e)

Minimising the variance with the constraint of equation 2.68 leads to

P(a) =
1

¿T p.-t ¿* ) (2.70)

which is a maximum likeühood spectral estimator.

Lacoss [1971] performs a comparison between a standard Fourier power spectral technique

lBørtlett,1956; Blackman €i Tukey,1959], a MEM (following the approach described in Parzen

[1969]) and a MLE technique (based on that used by Capon [1969] and described above). An

example is shown in Figure 2.11 which is taken from Lacoss [1971], figure 4a. Note that a

least-squares fit is a MLE, as the above treatment would suggest.

These parametric methods can be used to give high resolution spec.tra, but it can be difrcult

to interpret the spectral estimates. Moreover, they do not allow a convenient means of separating

different frequency components for individual analysis.

2.6.3 HarmonicAnalysis

This has been the most favoured technique for extracting tidal and mean wind information

from the composite wind fi.eld. Usually a function containing a constant term plus a number of

sinusoidal periodic terms at the frequencies where the main variance is thought to be contained,

is fitted to the data using some least-squares criterion lBloomfield,,Ig76; Bri,Ilinger,1975]. The

periodic terms are usually the solar tidal terms with periods of 24,12 and 8 hours, which gives
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Figure 2.11: Comparison of parametric methods and standard spectral technique. The spectra
are obtained from the artificial correlation function p(t) : [e-ar¿(cos þú * atlþtsinÉr¿)] *
l2e-ozt(cos þzt t azl þ2sin B2t)1, with a1 : 0.02, az : 0.04, h = 2r(0.t5) and B1 = 2r(0.30) [
figure 4a from Lacoss [1971]].

a function,

f (t) = A + &sin(cut) * 82 sin(2c,',t) * ßzsin(3art)

*Cr cos(arú) I Cz cos(2ut) + Ca cos(3arf) , (2.TI)

with c¿ : 2tr f where Í = lcpd. The amplitudes and phase of each component can be found

from the values of the regression coefficients, e.g.the diurnal tidal amplitude would be given by

* Cl and the phase by arctan(i t I tir) , where the ^ denotes the estimator. As will be seen in

Chapter 4, but already generaJly recognised, a 48-hour term should also be fitted if the data are

from equatorial latitudes, or it is during local summer at higher latitudes. This term corresponds

to the quasi-two-day wave. High frequency terms can be removed by some time-domain flltering

as discussed above, but should not affect the harmonic analysis. Low frequency terms4 on the

otherhand need to be removeds.

Usually the cova¡iance of the harmonic terms and their significance is not considered. This

method aJso suffers from the necessity of a priori knowledge of the frequencies of the major

variance terms. It also must assume that these terms are at discrete fixed frequencies; not

Doppler shifted as a function of time or broadened in any manner6, nor non-stationary or
asuch as seasona.l variations, dependent on the temporal extent of the data
sThis is known as detrending
6such as by the effects of the mean winds at lower altitudes, variations in the driving force, non-linear inter-

actions, mixed modes, or ampìitude and phase variations
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impulsive. This may be a lot to ask for many planetary waves, and even the solar tides. As

discussed in Section 1.4.5, atmospheric normal modes can have a broad frequency distribution

under normal atmospheric conditions.

Advantages of this method are its ease of implementation (hence its popularity, especially in

earlier work when computing poweï was in its infancy), the direct interpretations that can be

made about the amplitude and phase of each component (and associated errors), and the abil-ity

to use all the data present - no rejection need be applied. Variance terms relating to high

frequency activity can be found by subtracting the time series determined from the harmonic

terms from the original.

2.6.4 SpectralFiltering

Since it is the different frequency components that are of interest in the present study, it seems

natural to fllter the data in the spectral domain. The time series can be Fourier transformed and

weights applied to individual frequencies prior to performing a reverse transform. In this way

low-, band-, or high-pass flltering can be achieved. The advantages are that no assumption needs

to be made about the stabiüty of the frequency component; if the energy is spread over a broad

frequency band then an appropriate bandpass can be used. \Mith the advances in computing

this method of filtering has become more common.

Some caution needs to be taken when using such a fiIter [Foråes, 1988, for example]. A

major cause for concern is the possibility of "ringing" in the re-transformed time series. This

is caused. by the "Gib,bs" phenomenon lBath, 1974; Btoomfield, L976; Bracewell,1978] where

sharp boundaries of the spectral window cannot be properþ represented by a finite sum of

sinusoids giving rise to an "overshoot" and following "ripples" when passed through the Fourier

transform. This causes an over-emphasis of the extreme frequencies of the bandpass of the

order 10%, producing results as shown in Figure 2.12. Ringing in this case not only occurs

as the fiIter window has sharp boundaries (a rectangular window was used), but also as the

spectral line is not at an integer multiple of the frequency sampling interval, which is usually

the real situation. This leads to spectral spillage into a few frequency bins, hence ineffective

bandstopping (or bandpassing) when a naïrow frequency window is used. As the window size

increases, the spectral line is fully covered by the filter, but ringing still occurs (bottom of

Figure 2.12) due to the sharp window boundaries.

For a bandpass between frequencies fi and f2, the fastest variation that can be observed

in the re-transformed time series is one with a frequency of lz - fi, imposing a minimum
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Figure 2.12: Filtered results from bandstopping an artificial time series. The number of Fourier
coefrcients used in the bandstop are shown in the ûgures [ frgure 5. from Forbes [1988]].

coherence time on the data. This is caused by the beating of the components at the edges

of the bandpass and implies that the width of the bandpass must be tuned to the maximum

time-scale variation that is to be observed in the time series. Further, if a white-noise spectrum

is bandpassed, then this beat frequency will tend to dominate the resultant time series causing

a discernible amplitude modulation. Both the "Gibbs" phenomenon, and amplitude modulation

can be minimised by using a smooth-edged pass window in the frequency domain.

2.6.5 Choice of Technique

Spectral shift and broadening (discussed in Section 1.4.5 with regard to atmospheric normal

modes) may mean that the wind component that is being sought may not always exist at a
prespecified frequency. Moteover, it will have a frequency distribution about a known value. As

it was intended to isolate this component thcn a band of frequencies had to be separated from

the wind time series. With the ease of computing Fourier transforms, spectral filtering seemed

the most appropriate means. This allowed the ability to specify a frequency of concern and a

frequency width that best suited the final use of the filtered time series. \Mhenever flltered or

bandpassed data are referred to in this thesis, they have been spectraliy fiitered using a spectral

window of equal weighting except for the end values, which have only half the weighting (if they

21 Fourier coeff Eet to zero

5 Fourier coeff Éet to zero

I Fourier coeff set to zero

3 Fourier coeff get to zero
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were not also one of the positive or negative limits of the spectral estimates). This gave enough

tapering to reduce the effects described earlier. For hand[ng missing data (see Section 2.5)

a spectral filter using a Ferraz-Mello DFT (see Appendix D for the details of this algorithm)

as the forward transform, and a Singleton mixed radix FFT lSingleton, 1969] as the inverse

transform was investigated. It was eventually decided that the Singleton FFT could be used for

both transforms, producing adequate results. Missing data were replaced by the mean of the

time series - this has already been discussed in more detail in Section 2.5. The filtering was

applied simultaneously to both the positive and negative frequency halves. A number of tests

were performed on the fiItering routines so that a high degree of confidence could be placed in

them.

2.7 Complex-Demodulation

For the work on the quasi-two-day wave, a method was required that could distinguish between

periods of 48 and 50 hours, when the time sampling was only of the order of an hour, and

few cycles were involved. This method therefore needed to be very sensitive to the frequency

variations within the time series. For this purpose a complex demodulation method fBloomfield',

Ig76; Brillinger €! Krishnai,ah, 1983] was used. This method, as applied here, is a combination

of time- and frequency-domain filtering, but could be implemented as a purely time-domain

technique. Consider a real time series comprised of a single frequency sinusoidal variation,

,4 cos at. If this is multiplied by a complex sinusoid, e-i'ot, where ars is an arbitrary frequency

near c!,, the resultant complex waveform will consist of the sum of terms of frequency lar * c.rol

and lc.r - rol, nameiy

,4 cos ,¡ 
"-iuot 

: 4 ¡"ot -,0)¿ * 
"-i(u+ufit] 

. e.72)2L- I

By low-pass filtering (or a symmetric bandpass around zero frequency if negative frequencies

are used as well), the summation terms can be removed leaving only the frequency difference

terms. The filtering stage can be performed in the frequency domain (as was done in this thesis),

or a time-domain filtering technique could be used. Extending this to the more realistic case

where the raw time series can be considered to consist of a possibly infrnite sum of sinusoids of

different strengths and frequencies, multiplication by 
"-iuot 

gives a resultant complex waveform

consisting of the sum of terms as on the right-hand-side of equation 2.72for various cu. That is,

all existing frequency components in the raw time series now exist in the complex-demodulated

complex time series as two terms, one shifted down in frequency by ,0, the other shifted up
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Figure 2.13: Amplitude spectra showing the shift in frequency caused by complex-demodulation.
The amplitude and frequency units are only relative. The three separate spectra shown in each
diagram have been successively shifted by 2 amplitude units. Shown are the ampìitude spectrum
of the real component of the complex-demodulated time series, the original time series, and.
the complex-demodulated complex time series as dotted, solid, and bold lines respectively. A
demodulation frequency of 32 units was used. The top diagram shows the effect on a pure
sinusoid at 32 frequency units, whereas the bottom diagram combines a full spectrum (which
includes a signal at 32 units).

by ,0. This is shown by the spectral representation in Figure 2.13. Three separate spectra are

shown in both the top and bottom diagrams, successively shifJed upwards by 2 amplitude units

to aid in viewing their features. The top diagram shows the effect of the complex-demodulation

on a single frequency component. The amplitude spectrum of the original sinusoidal signal, at

a relative frequency of. 32, is shown as a narrow solid line. Below this is the spectrum of the

real component of the complex-demodulated time series (dotted line), showing energy peaks at

the sum and difference frequencies. A demodulation frequency of 32 was used. Above these

two spectra is the amplitude spectrum of the complex-demodulated complex time series. The

additional phase information in the complex time series causes the two summation terms to

merge, giving an effective shift in the whole amplitude spcctrum with respect to that of the

original time series. Similarly the bottom diagram shows the effect when a more continuous

spectrum of frequencies is present in the time series. Only the frequency components near zero,

i.e. whøeec¿rd ca¡qtaminated by mixing of the sum and difference terms in the

spectrum of the real component of the complex-demodulated time series. Again, the amplitude

spectrum of the complex-demodulated complex time series is just a shifted version of the original

0

0
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time series spectrum. It can be seen that a narïow bandpass is required to obtain the energy

peak near zero while rejecting the neighbouring peaks. From this example it can be seen that an

idea of the power spectral density function in the neighbourhood of the demodulation frequency

is essentiaJ. in order to choose an appropriate low frequency cutoff.

As the complex multiplication is a point-by-point operation in time, missing or unevenly

spaced data do not present a problem at this stage. Stationarity of the data is also not an

important consideration. More importantly, if the time samples start off as independent esti-

mates they remain so after the compiex multiplication. The same cannot be said for the filtering

pïocess. If a spectral filtering technique is used, the width of the pass-band will determine the

minirnum coherence time imposed on the data (as covered in the previous section)' The spectral

estimates will also be affected by any data gaps (c./. Section 2.5). A time domain low-pass

flltering process, such as the application of a running mean, will also limit the independence of

the data points.

The magnitud.e of the complex-demodulated time series is a measure of the amplitude of

the dominant frequency within the band-pass around the demodulation frequency. This is

fairly robust under variations in the demodulation frequency since it mainly depends on the

amplitud.e of the dominant frequency component. The rate of change of the phase of the complex-

demod.ulated. time series, on the other-hand, is very sensitive to the difference between the

demodulation frequency and the frequency of the dominant component within the band-pass

(c./. equation 2.72), and therefore provides a good means of estimating the latter, since the

former is known. As long as the same strong signal remains within the bandpass, the frequency

(or period) of the signai determined in this manner should be independent of the demodulation

frequency. As the demodulation frequency moves closer to the dominant frequency the slope of

the phase of the complex demodulation approaches zero. This provides a consistency check on

the results of the complex-demodulation technique. If the period estimate remains the same as

the demodulation frequency is varied then it is highly likely that a dominant signal is present

within the bandpass. Otherwise the determined periods may be simply random noise,

One of the advantages of the complex-demodulation technique is that it allows an estimate

of the frequency of the dominant component at every time sample within the time series. Thus

variations of the period with time can be studied, and statistics formed. This is precisely what

was done for the two-day wave analysis in Chapter 4.
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2.8 Moving Power Spectra

A power spectrum is a convenient way to summarise the variability in the wind field, but it
assumes stationarity over the time interval of the time series. In order to study non-stationary

phenomena short time segments can be used to produce individual power spectral estimates,

which can then be grouped together to reveal the time evolution of spectral features. The

segments ideally should be shorter than the coherence time of the phenomena so that stationarity

can be assumed. In practice, this needs to be balanced by the loss of frequency resolution as

the time series length decreases. Moving power spectra have been used in this thesis to study

the frequency and temporal behaviour of the quasi-two-day wave (Chapter 4). Time segments

typically of 14 and 40 days have been used, with steps of 7 and 20 days respectively between

each segment. These data lengths are a compromise between frequency and time resolution.

The life-time of a two-day wave event is typically 20 days, so that the assumption of stationarity

becomes quite tenuous, even for short segments such as 14 days. Nevertheless, useful - in fact,

vitai - information can still be gained from the moving power spectra.

The Ferraz-Mello DFT was used for the moving por¡/er spectra in this thesis, although a

standard FFT could have been used for the Christmas Island data due to the completeness of

that data set. Use of the DFT a.Ilowed spectral estimates to be caJculated at a higher resoiution

than the normal FFT. Often this was smoothed back to the standard llT frequency resolution.

Comparison with power spectra derived from a standard FFT using mean-frlled data showed

that aljasing was not a problem for the Ferraz-Mello spectra within the frequency range used.

2.9 Higher-Order Spectra

In Chapter 4 use is made of higher order spectral estimates to investigate possible non-linear

effects of the quasi-two-day wave. Tukey [1965] gives a good account of how and why these

form of spectra are useful. Higher-order spectra are a natura,l extension to the more familiar set

of amplitude and power spectrum. Bath 179741 describes the relationship between time series,

n¿å dimensional correlation functions ( (n*1)¿ä order moments), nrå order spectra and n¿ñ order

cepstra. This is shown diagrammatically in I'igure 2.14 which is taken from Bath [1974]. An

n¿ä dimensional correlation functions can be represented as

< f(t)Í(t+rt)fþ+rz)...Í(tir,)> , (2.Ts)

with the nÚå order spectrum its Fourier transform. The ntå order cepstrum is then the Fourier

transform of this.
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Figure 2.I4: A pedigree of various spectral funitions ffigure 29 from Bath 11974], page 112].
Each step across to the right represents the operation of a Fourier transform while motions
downward introduce higher-order interactions.

Mendel [1991] describes higher-order spectra from a diferent viewpoint, using cumulants

(also see Brillinger [1975] or Brillinger €i Krishnaiah [1983]). The k¿åorder cumulant is the

k¿å coeffi.cient of the Taylor series expansion of the cumulant generating function,

K(u) =InDle'"'l (2.74)

and is analogous to a k¿ä order correlation function. E[ ] denotes an expectation value. Cumu-

lants have properties which allow them to easily extend into higher-order spectra in the same

way that ordinary correlation functions Fourier transform to a power spectrum. In fact, the or-

dinary correlation function is a2d order cumulant. An important feature of cumulants is that,

once greater than the2nd order, they are "b]ind" to any Gaussian process. The higher-ord.er cu-

mulant of a Gaussian process is zero. Thus Gaussian noise is automatically eliminated. Mendel

[1991] says that "higher-order statistics are applicable when we are dealing with non-Gaussian

(or, possibly nonlinear) processes, and many real world applications are truly non-Gaussian."

The 2nd order, or bi-spectrum as described by Kim €i Powers [1979], has been used to some

extent in this thesis. The analysis was performed by Mr Tony ZolloT as part of a collaboration

with DSTO lAnderson et aL.,1992, describes the technique and some other investigations].

The significance of the bispectral estimates can be seen when a quadratic nonlinear inter-

action is considered between two waves, X¡, and X¿ lKim €! Powers,1979], to produce a third

component, XM,,

X,,- f A¡,,¿X¡,X¡ (2.75)
k¡l=rn

7HFRD, DSTO, P.O. Box 1500, Salisbury, SA 5108, Australia
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Two primary waves at frequencies c.r¡ and c.r¡ interact to produce a third at the sum or

diference frequency, ern = a¡ X u¡, with a coupling coeffcient, 
'4¿,¿.

It can be shown lKim ü Powers,1979] that,

Axl =
B* k,I)

(2.76)
EllXkXr

where, once again, E[ ] denotes an expectation value, and B*(,k, /) the conjugate of the bispectral

estimator. Thus the bispectrum can be used to estimate the quadratic coupling coefficient for

non-Gaussian processes. The bicoherencerb(k.I), can be defined where,

b2@,r):)!W- e.TT)Ellxkxil2lÛlx^l2l

This is a measure of the fraction of power at a^ due to quadratic coupling from waves at ar¡

and ø¿.

z.LO Total Linear Least Squares Regression

In Chapter 3 two estimates of the same quantity are compared in scatter diagrams as in Fig-

ure 2.15. To quantify the relationship between the two variables, # and J/, some form of

regression can be applied. The most common is one which minimises the square of the residuals.

Consider the set of M linear equations \¡/ith N unknowns,

Aæ=b, (2.78)

defining the ünear model that is to be fitted, where A is a MxN matrix called the ,,Design

Matrix" containing the functions of ,Y, æ is the N element vector of coeffi.cients and ö the M

element vector of the ). If the variance is solely in one variable, say J, and is the same for aII

the ), then a model fit to the data can be found that minimises the squaïe of the residuals

r"=llfuæ-bllt (2.7e)

This is a standard linear least squares fit whose solution is givcn by,

æ = (Ar A)-te"ö (2.80)

The results of applying this form of regression to the sample data in Figure 2.I5 arc shown in

that figure using the X (a X on ) regression) and then the ) (a J/ on ,Y regression) as the

independent variable.
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Figure 2.15: An example scatter plot showing the spread and regression fits. The dashed line

shows the expected 1:1 relationship; the dot-dashed and dot-dot-dot-dashed lines are standard

linear least-squares fits with X and with Y as ordinates respectively (i.e' Y on X and X on

Y). The thick solid line is a total regression fit. The slopes give an indication of the trend

and the intercepts the bias between the two variables. The contours and shading indicate the

distribution of the scattered points (shown as small symbols overlayed on the shading). The

appropriate X2 values are also shown'

Note that if the variance in the J/ is taken into account in the residual formula of equation 2.79

so that

,, : ¡Atj¡z (2.81)
" o ll

then the residual has a y2 distribution. Therefore a least-squares estimator also minimises the

X2 when all of its assumptions are met.

This form of regression seems flne until it is realised that in this case both quantities have

some unknown uncertainty associated with them. How does this change the least-squares flt?

Now not only must the deviations in the ) direction be taken into account, but also those in

the X. It is therefore desirable to minimise the distance between the data and the regression flt

normal to the fitted curve. This form of regression is calied a "total least squares" tegression.

With this in mind the residuals to be minimised become

,, = l|A'_J1l'_. (2.82)
l-æTæ

leading to a solutionlGolub €j van Loan,1983; Golub €i van Loan,1980],

¿ : (ArA -.î,,+1I)-14"b, (2.83)

where .ô,,a1 is the minimum singular value (the reciprocal of the maximum eigenvalue) for the

augmented matrix A:b - the matrix A with the vector ä included as an additional column -
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Figure 2.16: With the X (horizontal axis) and Y (vertical axis) values having different distri-
butions, particuiariy the X being sharply peaked while the Y is more even, a minimisation of
the deviations in the Y direction does not lead to an adequate line-of-best-fit. In such a case,
either the deviations in the X direction, or a combination of the X and Y deviations, need to be
minimised. The lines have the same meanings as in Figure 2.15 and, again, the appropúate y2
values are a,lso shown.

and I is the identity matrix. The result of this form of regression is also shown in Figure 2.15.

The diference in the standard least-squares fit when using the ,Y instead of the ) as the co-

ord-inate is more marked the greater the slope of the line. This can easily be seen if for example

X are heavily grouped around a constant value, with afew points at the extremes, whereas the

) values have a more constant distribution (as shown in Figure 2.16).

Minimising the squares of the deviations along the ) co-ordinate heavily favours the points

at the extreme ./. The dot-dashed line is such a regression. By minimising the deviations

normal to the curve (solid line), or those along the X co-ordinate (dot-dot-dot-dashed line), a

near vertical regression line results, in better agreement with the line-of-best-fit by eye.

Total linear least-squares regression is more sensitive to the relative variances of the ,Y and

/ than a no\ral least-squares regression. Therefore care must be taken when determining the

weights that should be applied to each data point. A scheme whereby lhe X and / were scaled

to lie within the range of tl was used in the implementation of the total regression for this

thesis. This a,lso had the desirable effect of keeping the range and size of all eigenvalues small,

thus reducing the arithmetic errors.

x



Chapter 3

F\rtl Correlation Analysis

Comparisons

3.1- Introduction

This chapter describes a set of comparisons performed on different FCA algorithms. The goal

was to estimate the spread which could be expected for a given parameter by use of different

algorithms. This spread in values could take the form of a constant errot independent of the

magnitude of the parameter, or some constant fraction of the value, or a combination' In

the following tests and discussions constant actual errors, and constant percentage errors are

considered.

At the time of commencement of this author's PhD candidature, in July, L988, there was

only one FCA aþorithm in general use within the Atmospheric Physics Group. This algorithm

was written to run in real-time on a 1970 style computer. Another algorithm was in the devel-

opmentai stages, and was also intended to be run in real-time. As it was intended to obtain

an improved height coverage and data acceptance rate, and there was only a need to run on a

campaign basis, it was decided to pursue a separate FCA algorithm which used the fu1l power

of the main-frame computers and the advantages of off-line analysis.

The following sections describe the three different algorithms in existence within the Atmo-

spheric Physics Group during 1990; the tests that were applied to them; and the results and

inferences. The generai theory and practical considerations for the analysis have already been

discussed in detail in Chapter 2 and will not be further discussed here. Rather, emphasis will be

placed on the differences amongst the three algorithms in thei¡ implementation of the general

theory.

73
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3.2 Alternate Algorithms

3.2.1 Real-time Analysis Prior to 1989

The algorithm used to deduce "true" wind velocities at Adelaide prior to 1989 was written in an

early version of Fortran in the early 1970s. It was designed to run on the main-frame computer

of the duy - a Cyber 6600, and later a Cyber 173. This was run as an off-Iine algorithm.

When the Adelaide facility at Buckland Park was upgraded in the late 70's to have a mini-

computer (NOVA-II), this algorithm was used to perform on-line analysis. The NOVA-II was

later upgraded to a NOVA-IV Eclipse. A few years later, around 1984, the algorithm on the

Cyber was modified to run on the University of Adelaide's newly insta,iled VAX 785 computers.

It was transferred in 1989 to the Physics Department's SUN-4 computer with essentially no

changes in the algorithm. It is this last version of the algorithm (henceforth called FCAI) that

has been used in these comparisons.

FCA1 frnds full matrix solutions to equations 2.I4 and 2.16 using a linear least-squares

procedure. The values of the auto- and cross-correlations at zero lag are interpolated using

Aitken's scheme of Lagrange interpolation using values from lags -6r-4,-2,+2,-14,*6 and

-2,-I,0,+1,{2 respectively. The maxima of the cross-correlations are found by fltting a

quartic to the flve points around the maximum value (i.e. the maximum data point and two

points either side). The lag for the maxima of the quartic lying between *1 lag of the lag for the

maximum data point is then found. The r¿¡ are then found by fltting a second-order polynomial

to thc auto-corrclation function and finding the lag at which the value is the same as determined

for the cross-correlation at zero lag. The value of 11 is found in a similar way.

3.2.2 Real-time Analysis Post 1989

During 1989, Dr Vincent, head of the Atmospheric Physics Group, was developing a real-time

FCA routine (henceforth called FCA2), written in C, to estimate wind velocities for the new

generation of solid-state MF transmitters and receivers developed by the group. This algorithm

was used for the field sites of Blanchetown (34oS, 139oE), and Christmas Island (2oN, 157"W)

but FCA1 continued to be used as the on-line algorithm at the Adeiaide site of Buckiand Park

(35" S, 138" E) due to the computing system there.

In FCA2 Gaussian functions are fitted to the auto-correlation functions using all lags with

values greater thanllS of the first lag. The value at zero lag is not used. The fitted Gaussians

are then used to interpolate the zero lag value of the auto-correlation functions and a mean
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function calculated. The value for ry is also found by f.tting a Gaussian function to the mean

auto-correlation function using all lags with values greater than 0.4. This fitted Gaussian is

also used to give the r¿¡ - the lags where the value of the auto-correlation is the same as the

zero lag value of the cross-correlations. The zero lag values of the cross-correlation functions are

linearly interpolated from the points either side. Another Gaussian function is fitted to the cross-

correlations using the point of maximum value and 3 points either side. This is used to find the

lags for maximum ctoss-cotrelation, r¿f . Note that later in the development of this algorithm,

the recommendations of Fooks [1965] are used (see Section 2.3.2),whereby equation 2.17is used

rather than a direct estimate of the r¿¡. The amended algorithm is compared to the earlier

version in the next section.

Three receivers a e assumed in the solution to equations2.I4 and 2.16. Thus equation2'I4

can be solved exactly. For speed and simplicity a particular soiution to the over-determined

equation 2.I4is used. Varying the particular solution used forms part of the tests described in

the next section.

3.2.3 Off-line AnalYsis Post 1989

Also during 1g89 an off-line FCA routine (henceforth ca,iled FCAS) was developed by this au-

thor. This was to allow the ability to post-process data in the form of raw signal time-series,

using different averaging techniques to try to improve the data acceptance rate, and test the

dependence of the FCA on the interpolation procedures'

Full matrix solutions to equation s 2.14 and 2.16 are implemented using an IMSL linear least-

sqlares procedure. The interpolations used for the zero lag value of the correlation functions,

the r¿¡, and for 1!, were varied and form a part of the tests described in the next section. A

quadratic fit to the cïoss-correlations was used to determine the lags of the maxima, rlf ,for all'

the tests presented here.

3.3 The Test Data

Two forms of data have been used for the comparisons that follow. One is a short data set

comprising a t hour time-series of complex receiver output collected on spaced antenna at the

Atmospheric Physics Group's field site at Buckland Park near Adelaide at 1400 LT on the

15¿ä of January, 1989. The complex receiver output consisted of 256 in-phase and 256 phase-

quadrature 8-bit unsigned integers. Coherently averaged data were obtained every 2 minutes but

10 altitudes were simultaneously collected, so that in the space of an hour 300 independent sets
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of complex signals were obtained. This data set was used for the majority of the tests described

in the sections that follow.

The second form of data used was simulated from a computer model. This was written in the

same form as the real data, i.e.256 pairs of 8-bit unsigned integers, but in tlús case there were

360 independent sets. This data was generated by Mr Drazen Lesicar using the radar scatter

model (described later in Section 3.5.4 on page 90) of the Atmospheric Group lLesicar,lgg3].
Simulated data has the advantage that the "real" values of the FCA output parameters are the

inputs to the model, hence are known. For this data set the "true" velocity was varied whjle

the diffraction pattern size was held constant.

3.4 The Tests

Four forms of comparisons were undertaken

1. Various interpolation routines were used in the FCAS algorithm. With each change, the

processed winds were rederived from the same t hour time-series of "real" complex receiver

output discussed in Section 3.3. Of the possible 300 data points (for 100% data acceptance)

only - 170 were accepted, although these were not always the same 170 for each version

of the algorithm. Of the 44 different variations of the FCAS algorithm, the 5 with the

most significant interpolation changes are compared to the last (and most satisfactory)

one. Comparisons could only be made using data which had been accepted by both the

algorithms in question, and this significantly reduced the number of comparison points

for the earlier trials. Finaily, two variations using the same simulated data (described in

Section 3.3), but a minor change in the number of points used in the interpolations, are

compared.

2. Three particular solutions to equation 2.74 can be found when there are three receivers.

Two different particular soiutions are used in different versions of the FCA2 algorithm. The

results from these are compared with the latest version (as at May 1990) of FCA2. Also,

a modification of the standard FCA that reduces the number of interpolations required -
hence improving the speed and reüability - is tested. Two versions of the FCA2 algorithm

using the modified analysis are compared to the latest version. The data used were the

same t hour time-series of "real" complex receiver output discussed in Section 3.3 and used

for the FCA3 interpolation tests
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3. The best versions of all three algorithms ( FCA1, FCA2, FCA3 ) are compared in a

number of different tests, all using the t hour time-series of "teal" complex teceiver output

as before.

4. Since there is no independent validation of the real wind parameters when real data is

used, the FCA3 algorithm was run on a simulated data set described in Section 3.3. The

results weïe compared to the model input parameters.

Details of the definitions and interpretations of the actual, percentage and vector differences

used in this chapter can be found in Appendix A.

3.5 Results and Inferences

The results for each set of tests are presented in Appendix B as a selection of scatter and

distribution plots to aid in visualising the spread, and summarised in this chapter in table

form for ease of critica,l comparison. Some of the figures referenced in this section appear in

Appendix B.

The results are divided into subsections equating to each form of comparison mentioned in

Section 3.4. The interpretation of the results and inferences that can be drawn are discussed

within each subsection. Emphasis will be placed on the major parameters of the FCA, namely

the magnitude and direction of the "true" velocity, and the size and orientation of the ellipse

defining the scatterers diffraction pattern on the ground. On a,lmost all occasions for these

parameters (with the exception of the velocity direction) the total regression linear fits produce

X2 values which are significant at the 99% level. That is, there is a high degree of confidence that

a linear fi.t is valid. Thus the parameters from the various algorithms have a 1:1 correspondence

in a statistical sense. The ¡2 values for the velocity direction are more than 4 standard deviations

above the expected mean, implying that a linear fit is not valid for these data. Thus the trends

an¿ rms errors derived from the regressions for the wind directions should be ignored' The final

results are summarised and discussed as a whole in the next section'

Note that although the standard deviation is tabulated for each distribution, it is the mean

and percentile values which best describe the spread of the differences. The standard deviation

in these comparisons is only of value when the distribution is approximately symmetrical around

a near zero mean difference, which is not generally the case. The quoted percentile values have

been calculated from the absolute values of the differences (described in Appendix A).
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Test p(0, 0,0) P(€'t1,0) t L¡ ttt -Mt::

t16
t22
t23
t26
r42
r44
r3
t4

CSCON
CSCON
CSCON
CSCON
CSCON
CSCON
CSCON
CSCON

none
4 pt CSCON
4 pt CSAKM
4 pt CSAKM
4 pt CSAKM
4 pt CSAKM
a pt CSAKM
a pt CSAKM

3 pt linear least-square
4 pt CSCON
4 pt CSAKM
4 pt CSAKM
4 pt CSAKM
4 pt CSAKM
9 pt CSAKM
6 pt CSAKM

analytic 3 pt quadratic
analytic 3 pt quadratic
analytic 3 pt quadratic
analytic 3 pt quadratic
analytic 3 pt quadratic
analytic 3 pt quadratic
analytic 3 pt quadratic
analytic 3 pt quadratic

Table 3.1: Summary of the diferences in the test runs for the FCA3 algorithm. See text for
more details

3.5.1 The Dependence of the FCA on the fnterpolations

Of the 44 variations of the FCA3 algorithm tested up to May, 1990, the 5 most distinctly

different, termed test versions t16, t22, t23, t26 and t42 were compared to the latest version,

t44. Versions prior to t14 suffered from errors in the coding. These versions did show that it

was sufficient to use a quadratic fit to the cross-correlations to determine the rlf (the lags of the

maxima). An analytical functiol is required to be fit in this case as the position of the maxima

is required, rather than its value.

Test algorithms t16 to t23 used different interpolations for the p((,7,0), the 11, and the r;¡

(see Figure 2.8). From t26 to t44 only the oscillatory rejection algorithm was modified. This

only changed the amount of data kept, but did not alter the data values. The diferences are

summarised in Table 3.1 where CSCON and CSAKM are the "convex/concavity preserving"

and the Akima IMSL cubic spline routines respectively. Both routines are non-linear piecewise

cubic interpolants, and are described in the IMSL manual IIMSL Inc,Ig87l. CSCON is based on

the method described by Micchelli et aL [1985] and lruine et al.11986l to preserve the convexity

and the concavity of the original data, while CSAKM is based on the method of Akima [1970]

which was developed to prevent the "wiggles" that so often occur in the interpolants. Where

no interpolant was used, the wotd "none" is placed in the table. All algorithms used a least-

squares estimator for the over-determined parameters. Test runs t3 and t4 used the same version

algorithm as t44 but with minor changes in the number of points used for the interpolation of

the r;¡. Simuiated data was also used for these runs.

Figures 8.1,8.2, and 8.3 show the scatter plots for the comparisons, L76-I44,t22-t44,anð,

t42-t44 respectively. Comparisons of t26,t43 and t44 showed that the common data for these

runs were the same, only differing in the amount of accepted data. The value-range distributions
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lvtl Nt N.S E-W lVal /Va Vc/Vt tatlÌ2 TU2 A A/B tÀ

Regression Parameters

Trend
(error)

Bias
(error)

RMS error
Chi-sq

7o Signif.

0.'712
0.005

17.8

0.3

17.1

20.9
100.0

0.605
0.003
105.9

0.6

13.8
8.1

100.0

0.399
0.007

-2.0

0.1

11.9

37.6
93.3

0.751

0.004
-17.4

0.2
16.5

14.5

100.0

0.686
0.005

27.0

0.4
lt.4
16.5

100.0

0.652
0.003

94.2

0.6

17.5

10.4

100.0

0.344
0.150

o.2

0.3

0.3

29.0

99.6

o;137
0.125

0.4

0.3

0.6

19.3

100.0

0.2'18

0.084
3.1

0.4

1.6

40.4

58.6

0.328
0.002
166.8

0.5

55.3

44.9

74.7

0.251

0.331

1.2

0.5

0.5

50.8

52.0

0.254
0.003

64.4

0.3

30.1

47.2
66.5

Trend
(error)

Bias
(enor)

RMS error
Chi-sq

7o Sienif.

0.849

0.005
5.4
0.3

18.ó

20.9
100.0

1.400
0.004

-tto.7
1.0

20.9
8.1

100.0

^ 
1',t1

0.010
-0.1

0.1

16.1

37.6

93.3

0.9ó8

0.004
4.9

0.3
18.8

14.5

100.0

1.004

0.007

1.3

0.5
13.8

16.5

100.0

1.232

0.003
-67.2

0.9

24.0
10.4

100.0

1.3 16

0.294
0.6

0.2

o;7

29.0

99.6

0.863

0.135
0.5

0.3

0.1

19.3

100.0

0.297

0.087
2.8

0.4

1.7

40.4

58.6

0.466
0.002

141.3

0.6
65.9

44.9

74.7

0.164

0.268

1.2

0.5

0.4

50.8
52.0

0.435

0.004

46.3

0.4
39.4

47.2

ó6.5

Total

Trend
(error)

Bias
(enor)

RMS error
Chi-sq

7o Sisnif.

0.889
0.005

8.7

0.3
13.3

11.7

100.0

0.619
0.003

1,02.5

o.7
17.7

3.9
100.0

0.583
0.009

-t.7
0.1

10.7

22.6
100.0

0.858
0.004
-12.8

0.2
12.9

1.8
100.0

0.788

0.006
t3;l
0.5

9.2
8.8

100.0

0.683

0.003
86.6

0.7
14.5

5.2

100.0

0.392
0.1ó3

0.1

0.3

0.3

t3.t
100.0

0.905
0.141

0.1

0.4
0.5

10.7

100.0

0.806

0.183

1.0

0.8
1.5

31.4
90.6

0.473
0.003

130.9

0.8
50.9
31.9
98.7

5.439
2.49'l

-6.5

3.7
0.4

39.8

89.2

0.309
0.005

61.4

0.4

28.9

5).2
98.0

Data Distribution Statistics

Raw Value Difrerences

Mean
sd

90Voile

-2.89
19.3

24.O

-8.93
25.5

50.0

0.73

16.7

26.2

6.55
19.0

24.4

1.54
13.9

19.0

-7.85

25.9

46.0

0.82

0.7

1.8

0.16

0.7

1.0

-0.16

2.1

3.9

6.89

73.9

100.0

-0.14
0.6

0.9

-2.07
43.7

62.0

7o Mean
Vo sd

Vo 9OVoile

-3.67

r4.7
24.4

-3.31

to.7
12.2

50.63

921.3

281.3

4.88

93.7

79.3

0.31

8.8

1 1.1

-2.63

7.9
10.6

37.28

39.3

102.2

3.23

11.2

18.2

-2.05

20.7

37.2

1.03

t3.4
23.1

-4.05

14.8

24.3

-4.86

30.2
44.7

Value Range Normalised )ifferences

Mean
sd

9o%oile

-5.83
16.0
24.0

-32.00
8.5

50.0

2.26

12.8

17.0

7.'t5
15.4
21.3

3.50
10.0

16.0

-18.00
21.0

36.0

0.78
0.5

1.1

0.05
0.5
o.7

0.00
1.7

3.2

22.m
61.5
94.0

-0.09
0.4
1.0

-3.50
43.0
46.0

Vo Mean
Vo sd

4o 9OVotTe

-4.57
14.9

24.4

-6.74
2.3

15.5

24.49

62.6

78.0

-4.92
28.5
33.9

2.22
6.7

10.1

-5.36
4.3

13.1

38.08
25.t
61.8

t.46
lo.2
15.0

-0.11

20.3

31.4

5.&
10.8

16.6

-3.24

10.4

25.0

-1.43

t7.6
26.4

Vector

lWole
67Votre

9OToile

1.8

15.4
25.8

1.0

9.0
23.4

Rho
num. pts

0.87
54

0.95
54

0.73

54

0.92
54

0.90
54

0.94
54

0.81

54

0.89
54

0.53

45

0.62
54

0.45
54

0.5'l
54

Table 3.2: Statistics for FCA3 test 16 vs 44. Vt denotes the "true" velocity and Va the "ap-

parent',. A and B are the major and minor axes of the diffraction ellipse, with the last column

denoting the direction of the major axis.
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lvtt Nt N-s E-W lVal Na Vc/Vt tatlf2 TU2 A A/B IA

gr€ssion Parameters

Trend
(error)

Bias
(error)

RMS error

Chi-sq
Vo Sisilf.

0.750
0.004

11.2

0.2

17.3

47.3

100.0

1.16'.1

0.003

-50.2
0.7

20.1

18.5

100.0

0.625
0.005

0.0

0.1

13.8

62.0
100.0

0.871

0.003
aa

0.2

18.9

36.8
100.0

0.775

0.004

15.9

0.3

19.0

48.8
100.0

1.111

0.003

-35.2

0.7

22.3

22.1

100.0

0.257
0.128

0.4

0.2

0.4

79.2
96.1

0;17'7

0.105

0.6

0.2

0.8

55.4

100.0

0.302
0.052

2.9

0.2

1.6

79.7
77.2

0.414
0.001

1ó5.3

0.3

89.2

84.6

90.7

0.356

0.239
0.9

0.4

0.4

91.8
77.7

0.176
0.002

70.0

0,2

43.3

101.0

53.9
}(/Y Regression

Trend
(error)

Bias
(error)

RMS error
Chi-sq

7¿ Signif.

o.'128

0.004

17.0

0.2

t't.1
4',t.3

100.0

0.705

0.002

81.8

0.5

15.6

18.5

100.0

0.646
0.005

0.9

0.1

14.1

62.0

100.0

0.742
0.003

-16.1

0.2

17.4

36.8
100.0

0.685

0.004

25.2

0.3

17.9

48.8
100.0

0.709
0.002

80.9

0.5

17.8

22.1

100.0

0.925
0.243

0.1

0.2

0.7

79.2
96.r

0.ó0r
0.093

0.8

0.2

0.7

55.4
100.0

0.410
0.061

2.4

0.3

1.9

79.7
77.2

0.451

0.001

154.6

0.3

93.2

84.6

90.7

o.329
0.230

1.0

0.3

0.4
91.8
17.7

0.1óó
0.û2

'l t.4
0.2

42.2
101.0

53.9
Tofal l

Trend
(error)

Bias
(error)

RMS error
Chi-sq

7¿ Sisnif.

1.023
0.005

-4.0
0.3

13.0
27.2

100.0

1.342
0.003
-96.0

0.8
12.6
9.4

100.0

0.974
0.007

-0.5

0.1

10.9

37.9

100.0

1.1 l0
0.004

9.8
0.2

13.5

20.3

100.0

1.095

0.005

-8.8

0.4
t4.o
28.2

100.0

1.3r3
0.003

-88.7

0.8
t4.3
11.4

100.0

0.311

0.145

0.3

0.2
0.3

38.6
100.0

1.2t9
0.131

-0.3
0.3

0.6

32.5
100.0

0.62t
0.079

1.6

0.3
1.5

57.2
99.7

0.876

0.002

35.4

0.5

76.2
59.0

100.0

1.20'1

0.553

-0.3

0.8

0.3

68.3

99.7

4.030
0.037
450.6

3.3

44.9

ltt.2
27.3

Data Distribution Statistics
Raw Value l)ifferenccs

sd

90VoIe

Mean 2.70

18.5

26.0

6.62

21.1

36.0

0.55

15.5

21.2

-4.26

19.3

26.8

1.41

20.0

26.0

6.10

22.8
39.0

0.64

0.7

1.7

-0.14

0.8
1.3

-0.01

2.1

2.7

-0.03

108.4

185.0

0.02

0.5

0.7

0.50

56.2

95.0
ToMean

Vo sd

%9Mot\e

3.16
15.0

26.7

2.17

8.1

7.5

-2.42
170.3

245.9

-7.80
96.7
59.4

1.26

11.7

19.4

1.80

6.4
9.3

24.83

38.2
69.5

aaa

14.3

26.0

-0.74

19.4

32.3

-0.15

16.3

27.1

0.74

13.3

23.5

0.76

34.8

63.8
an ge Normalised Differences

Mean
sd

90Voile

4.53

12.t
28.0

10.80

77.1

49.0

3.55

16.0

19.5

-7.76
t4.7
24.8

2.81

15,5

26.0

15.00

18.5

39.0

0.83
0.5

1.3

-0.03

0.8
1.3

-0.1 5

1.9

3.9

14.50

58.3

181.0

0.01

0.4
0.9

4.41

49.3

85.0
ToMean

Vo sd

% 9oVotle

3.65

M.A
26.O

3.17
2.9

15.5

4.54

45.5

55.2

2.23

21.0

21.0

3.26
13.7

19.4

3.1 8

3.4
14.3

27.73

25.2
51.7

4.69
t4.4
26.5

-1.14

77.7

39.1

1.77

ll.7
19.3

0.53

l3.l
24.1

3.r 1

32.5

62.2

Vector l)ifferences
l0%oíle

6TVoile

9O%oIe

1.7

13.7

27.7

1.0

7.0
16.1

Rho
num. pts

0.86
105

0.95
105

0.79
105

0.89
105

0.85
105

0.94

105

0.70

105

0.82
105

0.59

92
0.65

105

0.58
105

0.41

105

Table 3.3: Statistics for FCAS test 22 vs 44
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tvtl Nt N-s E-W lYal Na vdvt tatll2 TU2 A A/B IA

Regression Parameters

D( Regression

Trend
(error)

Bias
(error)

RMS enor
Chi-sq

Vo Sisnif.

0.70ó

0.004

I 1.8

0.2

17.1

46.3

100.0

1.256
0.003

-74.6

0.8

18.5

14.8
100.0

0.762

0.006
-0.4

0.1

11.6

42.3
100.0

0.843

0.004

-1.7

0.2

18.4

35.5
100.0

0.7t2
0.004

18.5

0.3

13;7

34.8
100.0

1.155

0.003

-48.5

0.7

20.7

18.2

100.0

0.544
0.129

0.8

0.2

0.7

67,4
98.6

0.763

0.111

0.7

0.3

0.8
54.7

100.0

0.258

0.053

3.0

0.2
1.6

76.0
69.5

0.334
0.001

187.0

0.3

85.8

82.7

81.1

0.321

0.242

0.9

0.4

0.4

84.8

76.5

0.388

0.003

55.3

0.2
40.4

83.7

19.O

Trend
(enor)

Bias
(error)

RMS error
Chi-sq

7¿ Sienif.

0.734

0.004
17.8

o.2

11.4
46.3

100.0

0.674

0.002
90.6

0.6

13.5
14.8

100.0

o;t33
0.006

1.0
0.1

11.4

42.3
100.0

0.748

0.003

-17.3
0.2

17.4

35.5
100.0

0.896

0.004
11.3

0.3

15.4
34.8

100.0

0.102
0.002

u.2
0.6

16.1

18.2

100.0

0.547

0.129
0.6

o.2
0.7

67.4
98.6

0.564
0.095

0.8
o.2
0.7

54:l
100.0

0.371

0.064
2.6
0.3

1.9

76.0
69.5

0.414
0.001

168.8

0.3

95.ó
82.7
81.1

0.364

0.258

0.9

0.4

0.4

84.8

76.5

0.330
0.002

53.8
o.2

37.3

83:l
79.0

Total Rr

Trend
(enor)

Bias
(error)

RMS error
Chi-sq

7¿ Sienif.

0.976
0.005

-3.0

0.3
13.1

26.9
100.0

1.425

0.003

-rl9.t
0.8

I 1.1

7.3
100.0

1.026

0.007
-0.8

0.1

8.7
24.2

100.0

1.083

0.004

10.5

0.2
13.4

19.7
100.0

0.861

0.004

7.0

0.4

10.8
19.2

100.0

1.344

0.003

-98.6

0.8

13.1

9.3

100.0

0.978

0.186

0.2

0.3

0.5

43.6

r00.0

1.276

0.151

-0.4

0.3

0.ó
32.5

100.0

0.527

0.082

1.9

0.4
1.5

55.3

99.2

0.667

0.002

93.2

0.5

76.9

59.6
99.8

0.765

0.469

0.3

0.7

0.3

62.9

99.5

1.4t3
0.006
-30.5

0.ó
33.2
61.3
99.7

Data Distribution Statistics

Mean
sd

9OToile

4.30
18.7

21.0

7.33
20.6
31.0

0.78
12.4

18.9

-6.25

19.r

24.7

3.65
75.7
24.O

7.55

21.6

32.0

-0.14

0.8

1.3

4.24
0.8

1.4

0.03
2.2
3.0

3.32
110.4

180.0

0.05

0.5

0.7

-4.73
47.5
83.0

7o Mean
7o sd

Vo 90Vot7e

4.57
15.0
26.4

2.33
8.3

6.6

-69.96
460.6

216.5

-2.10
95.4
55.0

2.13
10.0
75.2

2.11

6.3

7.5

-9.02
39.4

100.5

-3.38
t4.t
26.0

-0.42

19.5

33.3

0.29

16.6

24.9

1.65

13.0

20.0

-1.97

31.6

49;l

anse Nomalised Differences

Mean
sd

9o%oile

4.93
t2.t
2t.o

21.50
12.6
50.0

1.39

10.9

17.3

-8.47
13.0

z5.J

6.08
10.1

19.0

31.00
18.5

36.0

-0.22
0.8

1.1

-0.01

0.8
1.2

o.o7
2.0
3.9

13.83

62.1

123.0

0.02

0.4

0;t

-4.17
40.0
66.0

Vo Mea¡
%sd

7o 9OVoiIe

4.45

10.4

24.5

6.94

2.7

75.7

4.76

33.7

ó1.8

4.78

13.6
32.8

3.51

8.0

11.9

6.93

3.3

14.3

-4.60
28.4
45.9

-0.19

13.2

25.6

0.84

17.9

40.0

1.73

11.6

18.1

0.63

12.5

23.5

-3.48

27;1

42.9

Vector Differences

7ÙVoIe

67%ìLe

9O%oie

1.9

t4.3
n.0

1.0

7.2
15.3

Rho
num, Dts

0.84

97

0.95
97

0.86
97

0.89
w

0.89
9',1

0.94

9'l
0;14

97

0.81

91

0.55

85

0.ól
97

0.58
97

0.60
97

Table 3.4: Statistics for FCA3 test 42 vs 44.

lV¿l (ms-1 lYt (') A(- A lA(")
T s.d 9070 r s.d 90% r s.d. e0% î s.d. 90% s.d 90%

-0.5 2.3 2.0 0.3 3.2 2.9 6.5 30 51 0.0 0.06 0.1 1.3 15 2.9

Table 3.5: Statistics for FCA3 test 4 vs 3
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for each comparison are shown in Figures 8.4, 8.5, and 8.6. It is apparent from these that

the estimated parameters are generally clustered around preferred values. This is due to a

combination of the physical setup of the radar, the prevailing wind conditions, and the FCA

rejection criteria. It is generally considered that prevailing wind conditions are the major source

of these value-range distributions.

In order to construct a distribution of the differences combining data from a.ll vaJue ranges,

the differences shouid be independent of the va^lue range. ff this were not the case then the

statistics derived would not be truly indicative of the data. Figures 8.7, 8.8, and B.g show the

mean and spread of the actual differences as a function of the value range, while Figures 8.10,

8.11, and 8.12 show the percentage differences. These plots can be used to decide whether an

actual or a petcentage error best describes the difference in the estimates by finding which is

most independent of the value range. f.e. which is the most constant with the abscissa. Note

that for a constant percentage difference the actual differences should be an increasing function

of va,lue range, while for a constant actual difference the percentage difference should be a

decreasing function of value range. A good example of this behaviour is the V"fV¡ parameter,

which generaJly has an increasing actual difference as a function of value range and a constant

percentage diference. The other parameters are more difficult to interpret. Looking at the

percentage differences ( Figures 8.10, 8.11, and 8.12) it can be seen that in general the ,,true"

velocity parameters show a decrease with value range. Except for the zona,l winds the actual

differences are not constant. This indicates that the differences are not purely independent of

l,he value ranges not ate they simply fractionally related. For the velocity estimates a vector

difference will be applied and used to indicate the expected errors. The differences in the major

axis and axial ratio of the diffraction ellipse are an increasing function of value range both in

actual and percentage form. In this case a percentage error should be more representative than

the actual. The error in the orientation of the ellipse on the otherhand appeam to be better

represented by the spread of the actual differences.

The statistics for the differences that can be expected by varying the FCA interpolation

routines are tabulated in Tables 3.2-3.5. The main sections of interest in these tables (and those

that follow) are the total regression trends, bias and rms errors, the vector differences and the

value-range normalised percentage differences. It is these values that will be specifically referred

to in the remainder of this section.

Consider the c'true" velocity, V7. The trends for the magnitude were consistently near unity,

with rms deviations of the order of 13ms-1 . The vector differences indicate that variations in
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the interpolation routines could cause the velocity estimates to differ by more than 25 % of the

magnitude and >15ofor l0% of the time, and to be >13% of the magnitude and )7ofor at

least one-third of the time. Mean errors in the magnitude over the entire data set were more of

the order of.4% (or 5ms-1 ).

The derived ground diffraction pattern showed considerable variation with interpolation

routines. Thetrendsrangedfromnearal:1 relationtonear2:l,withrmserrorsof -70m,and

30o , and consequently poor correlation coefrcients" The high degree of clustering of the major

axis values (c./. Figures B.1-8.3, and 8.4-8.6) can account for the variable trends. The ellipse

major axis and orientation estimates differed by > 16 To and ) 60o respectively for 10 % of. the

time. Mean errors in the magnitude of the major axis over the entire data set were of the order

of 2% (or 14m).

From this series of comparisons it is evident that the correlation parameters are fairly sensi-

tive to the exact values of the cross-cortelation functions at zero lag, and the exact (fractional)

lags where the auto-correlation function has the same value, and where it has fallen to a value of

one-half. Hence they are sensitive to the exact form of interpolation used. This is most evident

in the comparison t4-t3, where the algorithms only differ in the number of data points used to

compute the interpolation. A discrepancy greater than 2 ms-1 , and 3o was found 10 % of the

time for the wind estimates. The ellipse parameters, major axis, axial ratio and orientation of

the major axis, had discrepancies of 50m, 0.1 and 3o, respectively. This would be indicative

of the minimum error that could be expected from choosing a particular size section of the

correlation functions to interpolate with.

To put these errors in context, it must be remembered that the radio wavelength employed

was 150m, so the mean errors in the major axis are -l\Vo of the wavelength, but the upper

decile ranges up to - 50T0. The effective minimum antenna spacing was N 90 m, and the total

time series was 102.4 seconds in length. Therefore the slowest ground pattern speed that could

be detected, if the cross-correlation functions are calculated out to a maximum lag of haJf the

iength of the time series, would be -90/102.410.5: 1.8ms-l. As it is more usual to only

calculate the lags out to - L0% of the time series length, the effective slowest detectable ground

pattern speed increases to -8.8ms-1 . This corresponds to a wind speed of -4.4ms-1(from

the "point-source-effect"). As the time samples are spaced at 0.4 seconds and the effective

maximum antenna spacing was N 180 m, the fastest pattern speed detectable would be - 180/0.4

: 450 ils-l , corresponding to a wind speed of. 225ms-1 . From the 67-percentile value of the

wind magnitude, or the rms ertor in the total regression fit of the wind estimates (c./. Tables 3.2,
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3.3, 3.4, and 3.5) the maximum wind speed error due to the interpolations is approximately twice

the minimum detectable velocity while the minimum error was only one quarter.

3.5.2 Effects of Changes in Particular Solutions and Fooks' Recommenda-

tions

Five versions, 11, t2, 15, 16 and 19, of the FCA2 algorithm are compared. Runs 11 and

12 use the standard analysis with different choices of a particular solution to equation 2.74.

Runs 15, 16 and 19 use an alternative scheme, recommended by Foolcs [1965], to reduce the

number of interpolations required. These runs also differ in their choice of particular solutions

to equation 2.14 and some rejection criteria, notably the detection of oscillatory correlation

functions.

Similarly to the FCA3 comparisons, Figures 8.13-8.16 show the scatter plots for the com-

parisons, r1-r9, r2-r9, r5-r9, and 16-19 respectively. Again, the value-range distributions for

each comparison are shown in Figures 8.17-8.20 while Figures 8.21-8.24 show the mean and

spread of the actual differences as a function of the value range, and Figures 8.25-8.28 show

the percentage differences.

From the scatter plots it is obvious that some erroneous Tt datapoints have not been removed

causing severely skewed distributions. Thus the values derived for the Q parameter should be

ignored. Tables 3.6-3.9 summarize the statistics for the differences that can be expected by

varying particular solutions and reducing the number of interpolations. These show that the

correlation coefficients and rms error estimates for the FCA2 comparisons are similar to those

found in the FCAS comparisons.

Comparing the behaviour of the actual and percentage differences (c./. Figures B.2l-8.24

and FiguresB.2S-8.28) it can be seen that the best indicators for the errors in this case are

not the same as for the FCA3 comparisons. While the V"lV¡ parameter still shows a constant

percentage error, both the wind magnitudes and the ellipse major axis appear to have more

of a constant actual etror. Nevertheless, the velocity differences still need to be expressed as

percentage vector differences.

The trends for the magnitude of the "true" velocity were again close to unity, with rms

deviations of the order of 13ms-l(the same as for FCA3). The vector differences indicate

that variations in the particuJar solutions and number of interpolations could cause the velocity

estimates to differ by more than 40% of the magnitude and >3Oofor I0% of the time, and

to be )20% of. the magnitude and )9ofor at least one-third of the time. Mean errors in the
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magnitude ovel the entile data set wele mole of the order of 0.5% (or 1ms-1).

The derived ground diffraction pattern ellipse for the FCA2 comparisons also showed a large

deviation from the expected 1:1 relation, being more 3:1 for a,il trials. Again, the high degree of

clustering of the major axis values is the cause of this. The ellipse major axis and orientation

estimates differed by > 120 m (22%) and ) 70o respectively for 10% of the time. Mean errors in

the magnitude of the major axis over the entire data set were of the order of. 7 % (or - 40 m).

From these comparisons it can be seen that the original formulation of the FCA by Briggs

[1984] and the modifi.cation suggestedby Fooks [1965] give similar variations in the FCA pa-

rameters. This does not vary significantiy by different choices of particular solutions for the

4¡. Individual errors can be quite large but appear to be of a random nature. Thus the mean

differences in each parameter are quite small.

3.5.3 Real Data and the Three Algorithms

Now to compare the three different algorithms. The bestl versions of FCA1 , FCA2 and FCA3

ate compa ed with the other two. The version of FCA2 used was the same as denoted by "t9"

in the previous section . The version of FCA3 used was denoted as "t44" in Section 3.5.1

As in the previous comparisons, Figures B.29-B.31 show the scatter plots for the FCAI-

FCA2, FCAl-FCA3, and FCA2-FCA3 comparisons respectively. The value-range distributions,

and the mean and spread of the actual and percentage differences for each comparison are shown

in Figures 8.32-8.40.

Like the FCA2 comparisons, the ft scatter plots invoiving the FCA1 algorithm have an ob-

vious erroneous data point causing an extended tail for those distributions, and a poor regression

fit. Thus the values derived for the ! parameter should again be ignored. It is also apparent

that there is a smaller degree of scatter than in the previous comparisons. This is conflrmed

by the high correlation coefficients shown in Tables 3.10-3.12. The rms error estimates for the

regression fits are also only half those of the FCAS and FCA2 comparisons. These tables sum-

marize the statistics for the differences that can be expected by using different implementations

of the FCA. The better correlations between these three algorithms as compared to the previous

comparisons can be attributed to the fact that in this case frnal versions of the algorithms are

compared rather than developmental versions.

Comparing the behaviour of the actual and percentage differences it can be seen that the

best indicators for the errors in this case are the same as for the FCA3 comparisons.

lBest in the sense that they gave the highest data acceptance rates
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lvtl Nt N-S E-W lVal Na Vc/Vt tal¡ll2 TU2 A AiB t^

Regression Parameters
Y/X Regression

Trend
(error)

Bias
(error)

RMS error
Chi-sq

7o Sisnif.

o.524
0.004

23.7
0.2

15.9

61.4

99.9

o.397
0.002
157.2

0.5

36.5
74.9
96.0

0.296
0.007

0.5

0.1

12.1

86.9

78.2

0.580
0.003
-20.3

0.2
17.9

52.8

100.0

o.643
0.004

31.9

0.3

21.4
63.5
99.1

0.320
0.002

t't8.9
0.4

38.6
80.1

90.6

0.043

0.114
0.0

0.2

0.2

93.4
61.4

0.493
0.093

1.2

0.2
0.9

'12.9

97.3

3.310
0.070

-5.2

0.3
18.1

92.7
63.4

0.503

0.002

159.3

0.4

90.7

87.2
'17.4

-o.129
0.318

1.6

0.4
0.4

97.7
49.0

0.726
0.002

77.0
0.2

39.3

97.1

50.7

VY Regression

Trend
(error)

Bias
(enor)

RMS error

Chi-sq
% Sisnif.

0.725

0.005

13.5

0.3

18.7

61.4

99.9

0.613

0.002

96.6
0.6

45.3

74.9
96.0

0.413

0.008

1.6

0.1

14.3

86.9

78.2

0.804

0.004
-7.2

0.2
2t.t
52.8

100.0

0.558

0.004

27;7

0.3

20.0

63.5
99.',l

0.596
0.002

98.1

0.6

52.7

80.1

90.6

1.335

0.637

1.4

0.1

0.9

93.4
61.4

0.535

0.097

1.0

0.2
0.9

72.9
97.3

0.019
0.005

3.8

0.1

1.4

92.7
63.4

0.236

0.001

189.3

0.3

62.2

87.2

77.4

-0.102

0.282
1.5

0.4
0.3

97.7
49.0

0.153

0.003

72.7

0.2
43.3

97.1

50.7

Total Reeression

Trend
(enor)

Bias
(error)

RMS error
Chi-sq

7o Sienif.

0.73',7

0.005
13.4

0.3

13.4

37.2
100.0

0.463
0.003

141.5

o;7

33.2

50.1

100.0

0.630
0.010

-0.2

0.1

11.1

62.0
99.8

o.'161

0.004
-12.3

0.2
14.9

30.8
100.0

1.132
0.006

-2.8

o.4
16.3

39.5

100.0

0.270
0.m2
193.5

0.6
37.4
55.1

100.0

0.044
0.116

0.0

0.2
0.2

16.7

100.0

0.903

0.136

0.3

0.3

0.7

48.1

100.0

51.377
o.n6

-193.5

1.1

1.4

7.1

100.0

3.451
0.005

-ó05.8

t.2
60.0
55.6

100.0

-1.735
0.885

3.8
t.2
0.3

84.1

84.1

-0.r78
0.005

t07.4
0.5

41.0
96.2
53.3

Data Distribution Statistics
Raw Value l)ifferences

Mean
sd

90%ile

-0.14

19.6

31.0

-3.57
48.3

62.0

0.94

16.3

27.1

1.79

21.8
31.3

6.55
23.3

40.0

-6.7'7

55.1

85,0

1.49

0.9

2.7

-0.10

1.0

t.7

-3.83

18.5

2.8

-31.U
97.0

t't1.o

-0.04

0.5

0.6

-1.70

55.1

88.0
VoMean

7o sd

Vo 9ÙVoile

-2.65

21.4
34.5

-1.60

15.6
13.1

-198.02
2050.3

351.2

-17.19

76.',1

60.4

-4.33

16.0

26.4

-2.55

16.9

1.7.8

87.55

l4;l
98.8

-','7)
18.2

29.8

-3.64

n.t
38.1

-4.62

16.0

27.7

-1.41

t4.3
21.4

-1.47

38.2

11.4

iange Normalised Differences

Mean

sd

9OTotle

1.10

19.2

31.0

-3.04

43.0
83.0

2.t6
16.4

30.7

10.44

18.3

29.2

-3.50

18.0

35.0

-4.56

24.8

102.0

2.31

0.3

2.8

4.20
1.0

1.6

-2.40

2.9
5.4

-51.85

62.5

133.0

-0.01

0.3

0.9

3.84
43.5

77.0
VoMean

7o sd

Vo 9oVoíle

0.93
19.7

3r.6

-0.67

tt.2
14.4

4.97

55.6

111.6

2.51

39.2

56.5

-3.ó0

19.9

26.2

-0.73

4.7
51.1

86.71

t4.9
98.7

-5.00
20.0
25.6

-t5.7t
19.8

35.5

-8.29

t5.3
22.7

-0.40

9.9

29.0

1.90

20.9

56.5

Vector Difrerences

lOVoIe
6TVoile

9ÙVoíIe

3.4
22.4

39.9

1.5

9.5

28.2

Rho
num, pts

0.78
100

0.70
100

0.59

100

0.82
100

0.77
100

0.66

100

0.49
100

o;n
100

0.50
100

0.58
100

0.34
100

0.3'l
100

Table 3.6: Statistics for FCA2 test 1 vs 9
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tvtl Nt N.S E-W lVal Na Vc/Vt tatll2 TU2 A A/B l^

Regression Parameters

Trend
(enor)

Bias
(error)

RMS error
Chi-sq

7o Sicnif.

0.645
0.004

18.6

o.2
14.9
48.2

100.0

0.375
0.002
162.5

0.5

35.8
76.3
94.9

0.294
0.007

0.0

0.1

12.8

88.1

75.3

0.652
0.003
-1 8.0

0.2
t7.a
44.5

100.0

0.643
0.004

31.9
0.3

2r.4
63.5
99.7

o.320
0.002

178.9
0.4

38.6
80.1

90.6

0.083
0.1 14

0.0

0.2
0.2

88.3

74.8

0.493
0.093

1.2

0.2
0.9

72.9
9'.1.3

1.003

0.070

1.0

0.3

9.5

96.8

51.6

0.503

0.002
159.3

0.4

90.7

87.2
't't.4

-0.129

0.318

1.6

0.4

0.4

97.7

49.0

0.126
0.002

77.0
0.2

39.3

97.1

50.7

Trend
(error)

Bias
(error)

RMS error
Chi-sq

7a Sienif.

0.796
0.005

9.3

0.3

r6.5
48.2

100.0

0.611

0.002
97.3

0.6

45.7

76.3
94.9

0.374
0.007

1.8

0.1

14.4

88.1

75.3

0.845
0.004

-4.6

0.2

19.4

44.5

100.0

0.558

0.004
21.7

0.3

20.0

63.5
99.7

0.596
0.002

98.1

0.6

52.7

80.1

90.6

1.301

0.451

1.4

0.1

0.8

88.3

74.8

0.535

0.097
1.0

0.2

0.9

72.9
97.3

0.022
0.0r0

3.8

0.1

1.4

96.8

51.6

0.236

0.001

189.3

0.3

62.2

87.2
'17.4

-0.102

0.282

1.5

0.4

0.3

97.7

49.0

0.153

0.003

72.7

0.2

43.3

97.7

50.

Total Regression

Trend
(error)

Bias
(error)

RMS error
Chi-sq

Vo Sienif.

0.846

0.005
8.8

0.3

1 1.9

27.9
100.0

0.413
0.003

154.2

0.7

33.2
51.3

100.0

0.701

0.010
-0.9

0.1

11.7

64.8

9.6

0.821
0.004
-10.8

o.2

13.7

25.3

100.0

Lt32
0.006

-2.8

0.4
t6.3
39.5

100.0

0.no
0.002

193.5

0.6

37.4
55.1

100.0

0.088

0.118

0.0

0.2
0.2

22.1

100.0

0.903

0.136
0.3

0.3

0.7
48.1

r00.0

43.853

0.463
-r66.9

1.8

1.4

14.4

100.0

3.451

0.005

-605.8

1.2

60.0
55.ó

100.0

-1.73s

0.885

3.8

1.2

U.J

84.1

84.1

-0.178

0.005

107.4

0.5
41.0

96.2

53.3

Data Distribution S tatistics
Raw Value Ditferences

Mean
sd

9OVoile

-1.04
17.2
26.0

-3.25
48.6
64.0

1.44

16.8

31.0

2.67
19.9
26.3

-6.55

23.3
40.0

-6.77
55.7
85.0

1,47

0.8

2.6

4.10
1.0

1.7

-1.01

9.5

2.9

-31.24

97.0
t7'7.O

-0.04

0.5

0.6

-1.70

55.1

88.0

7o Mean
Vo sd

Vo 9ÙVoile

-2.86
r9.0
JJ.J

-1.58
r 5.6
13.4

33.87

641.6

4',16.0

-20.56

t21.3
72.3

4.33
16.0
26.4

-2.55

76.9
17.8

87.49

16.9

98.2

18.2

29.8

-t.34
23.7

35.8

-4.62

16.0

27.7

-1.41

14.3

21.4

-1.47

38.2
7t.4

Value Range Normalised Differences

Mean
sd

9OVoiTe

1.1 8

18.4

25.4

-5.00
24.6
84.0

3.09

12.8

31.0

2.41

17.7

26.3

-3.50
18.0
35.0

-4.56
24.8

102.0

2.26

0.3

2.6

4.20
1.0

1.6

-0.08

2.1

92.9

-51.85

62.5

133.0

-0.01

0.3

0.9

3.84

43.5

77.O

7o Mea¡
Vo sd

Vo 9ÙVoie

0.64

18.6

32.4

-1.06

6.2
17.8

31.51

72.5

115.5

-1.32
39.9
45.7

-3.60
19.9
26.2

-o;73

4;7
51.1

87.44

15.8

96.8

-5.00

20.0
25.6

-0.46

22.1

88.4

-8.29

15.3

22.7

-0.40

9.9

29.0

1.90

20.9

56.5

Vector Di.fferences

lO%oile

67%tre
9OVoile

3.1

19.7

39.1

1.0

9.3
30.8

Rho
num. pts

0.84
1m

0.69
100

0.57
100

0.8ó
100

0.77
100

0.66
r00

0.57
100

0.7t
100

0.39
100

0.58
100

0.34
100

0.3't
100

Table 3.7: Statistics for FCA2 test 2 vs 9
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lvtl NI N-s E-W lVal Nz Vc/Vt tattl/2 TU2 A NB t^

Regression Parameters

Trend
(enor)

Bias
(error)

RMS error
Chi-sq

7o Sienif.

0.657
0.004

78.2

0.2
15.0
4',1.3

100.0

0.379
0.002
t6t.2

0.5

36.9
76.7
94.5

0.299
0.006

-0.2

0.1

11.7

85.ó

81.1

0.680
0.003

-l'.t.2
0.2

t7.o
42.1

100.0

0.653

0.004
30.8

0.3

20.8
ó3.0
99.8

o.326
o.Ø2
176.1

0.4
40.6

81.0
89.3

0.090
0.110

0.0

0.2

0.2

83.8
84.5

0.445

0.093

1.3

0.2

0.8

75.0
95.9

0.435
0.070

2.6

0.3
4.5

97.1

50.6

0.439
0.002

164.8

0.4

84.7

88.6

74.1

-0.105

0.322

1.5

0.5

0.3

97.8
48.6

0.090

0.002
80.8

0.2
38.6

97.9

48.3

X/f Regression

Trend
(error)

Bias
(error)

RMS error
Chi-sq

7¿ Sienif.

0.795

0.005

8.6

0.3

16.5

47.3
r00.0

0.594

0.002

100.8

0.6

46.1

76.7
94.5

0.455

0.008

1.2

0.1

14.4

85.6

81.1

0.846

0.004

-3.6

0.2

18.9

42.1

100.0

0.55?

0.004

27.3

0.3

19.2

63.0
99.8

0.557

0.002

70't.9

0.ó

53.0
81.0
89.3

1.702

0.480

1.4

0.1

0.8

83.8

84.5

0.545

0.103

1.0

0.3

0.9

75.0
95.9

0.043
o.022

3.7

0.1

1.4

97.1

50.6

0.240

0.001

190.0

0.3

62.6

88.6

14.1

-0.772

0.333

1.5

0.5

0.3

9't.8
48.6

0.121
0.003

75.5

0.2

44.8

97.9

48.3

Total Regression

Trend
(enor)

Bias
(error)

RMS error
Chi-sq

7¿ Sisnif.

O.EóO

0.005
8.5

0.3
12.0
27.3

100.0

0.426
0.003

150.4

0.7
34.0
52.2

100.0

0.579
0.009

-0.6
0.1

10.8

59.1

99.9

0.849

0.004
-1o.2

0.2
13.5

23.8
100.0

1.150

0.006
-4.0

0.4
15.8

39.1

100.0

o.n4
0.003
191.1

0.6
39.3

58.1

100.0

0.094
0.113

0.0

0.2

0.2

l9.l
100.0

0.782

0.134
0.5

0.3

0.7

49.8
100.0

21.221

0.492
-79.0

1.9

1.4

30.6
100.0

3.208

0.005

-550.8

1.3

60.1

60.3

99.9

-0.858

0.628
2.6
0.9

0.3

88.1

75.4

-0.202

0.004

110.0

0.4
40.2

91.4
66.7

Data Distribution Statistics
Raw Value l)ifferences

Mean

sd

90Voile

-1.61

17.2

27.0

-3.73

49.4

63.0

1.12

16.0

28.2

3.48

19.4

29.3

4.51
22.5
39.0

-6.49
56.9
85.0

1.50

0.9

2.7

-0.04

1.0

1.7

-0.36

4.6
3.0

-20.97

92.9
159.0

-0.02

0.5

0.6

-2.31

56.6

94.0
VoMean

Vo sd

Vo 9OVoiTe

-3.58

18.9

32.4

-1.66

15.6

13.8

-73.43

1356.7

294.9

-tl.74
136.9

92.8

4.47
15.8

26.4

-2.43

r7.2
t7.8

87.48

16.1

98.2

-1.77

18.1

30.2

-0.41
23.1

33.3

-3.06

15.8

26.9

-0.68

13.9

21.4

-2.83
38.7

73.2
Value Range Norm¡lised Differences

Mean
sd

90%oie

-1.00
18.5

25.0

-6.77

22.5
83.0

2.49
12.9

27.6

4.lt
18.0

23.6

4.07
15.5

35.0

1.00

26.8
124.0

2.28

0.5

2.6

-0.16

0.8

1.3

0.03
1.5

4.9

-38.47

70.0

t22.0

-0.01

0.4

0.?

5.50

78.0
46.5

Vo Mean
7o sd

Vo 9OVoiIe

-0.47

17.6

29.9

-1.39
4.5

14.6

4.37
53.9

100.0

-1.22
21.7
39.9

4.49
19.9
26.2

-0.36
4.5

51.1

86.83

15.6

96.8

-5.23

19.6

27.3

-1.45
20.2

49.5

-6,57
t4.3
22.5

-0.22

13.6

22.6

1.77

21.8

4t.t
Vector l)ifferences

TOVoIe

67%oúe

9OVoIe

3.1

19.9

37.4

1.0

10.0

30.1

Rho
num. Dts

0.85
100

0.69
100

0.60

100

0.87
100

0.77
100

0.65
100

0.62
100

0.70
100

0.37
100

0.57

100

0.33
100

0.32

lm

Table 3.8: Statistics for FCA2 test 5 vs 9
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lvtl Nt N-S E-W lVal Va vdr/t tanlJ2 TU2 A A/B IA

Parameters

Ytx
Trend

(error)
Bias

(error)
RMS error

Chi-sq
7o Sienif.

0.65'7

0.004
t8.2
0.2

15.0

47.3
100.0

o.379
0.002
16L.2

0.5

36.9
76;l
94.5

0.299
0.006

-0.2
0.1

11.7

85.6

81.1

0.680
0.003
-17.2

0.2

l7.o
42.1

100.0

0.ó53
0.004

30.8

0.3
20.8
63.0
99.8

o.326

0.002
176.1

0.4

40.6

81.0

89.3

0.416

0.110
1.0

0.2
0.7

94.1

0.445

0.093
1.3

0.2
0,8

75.0
95.9

0.435

0.070
2.6

0.3

4.5
97.1

50.6

o.439

0.002
164.8

0.4
84.7

88.6
74.1

-0.105

0322
1.5

0.5

0.3

97.8
48.6

0.090
0.002

80.8

97

Trend
(error)

Bias
(error)

RMS error
Chi-sq

0. 0.594 0.455 0.557 0.557 0.531 0.043

0.022

3.7
0.1

0. -0.1 0.121

0.003

75.5
0.1 0.103 0.001 0.333

1.5

0.5

0.3

-3.6
0.2

18.9

42.1

27.3 1,07 0.8 1

0.3
16.5

47.3

0.6
46.1

76.7
94.5

0.1

14.4

85.6
81.1

0.2 0.3 0.3

62.6
88.6
74.1

t9.2
63.0
99.8

0.8 1

81.0
89.3

7't 97.1 97 97.9

48.3lo 1 I 94.r 95.

Trend
(enor)

Bias
(enor)

RMS error
Chi-sq

0. 0.849

0.004
-10.2

1.1 0.741
0.159

0.4

0.3

27.221

0.005
8.5

0.3

0.003

191.1

0.6

39.3

58.1

0.134
0.5

0.3

0.628

150.4
o.7

-0.6

0.1

10.8

59.1

99.9

-550.8

1.3

60.1

60.3
99.9

11

I r3.5
0.4

15.8
39.1

0.

49.

I
I 0.3

88.127.3 51 91.4

66.7
Vo I 100.0

Data Distribution Statistics

Raw Differences

Mean -1.61
r7.2

3 t.t2
16.0

28.2

3.48
19.4

-0.01 -20.97
92.9

-2.31

sd 49.4 22.5

39.0

56.9

85.0

0.9 I
I

0.5

9o%ole 27 63.0 94.0

IoMean
Vo sd

Vo9Moile

-3.58

18.9

32.4

1.66

15.6
13.8

-'13.43

1356.7
294.9

-lt.74
136.9

92,8

-4.41

15.8
26.4

-2.43
17.2

17.8

-1.01

26.3

38.7

-1.11

18.1

30.2

-0.41

23,1

33.3

-3.06

15.8

26.9

-0.68

73.9

27.4

-2.83

38.7

73.2

Mean
sd

-1.00
18.5

25.0

-6.77
,,. <

83.0

2.49
12.9

n.6

4,tl
18.0
23.6

-4.O7

15.5

35.0

1.00

26.8

124.0

-0.05

1.1

1.3

-0.16
0.8

1.3

0.03

1.5

4.9

-38.47

70.0
122.0

-0.01

0.4

o;l

7o Mean
%sd

Vo 9O%oile

-0.47

17.6

29.9

-1.39
4.5

14.6

4.37

53.9

100.0

-1 )'.)

21.7
39.9

4.49
19.9
26.2

-0.36
4.5

51.1

-0.85

26.0

31.4

-5.23

19.6

27.3

-1.45

20.2
49.5

-6.57

14.3

22.5

-0.22

13.ó

22.6

1.77

21.8

4l.r

Vector

IOTole
67VoIe
9O%oIe

3.1

19.9

37.4

i.0
10.0
30.1

Rho
num. pts

0.85

100

o.69
100

0.60
100

0.87
100

0.7'7

100

0.65

100

0.68
100

0.70
100

0.37
100

0.57

r00
0.33

100

0.32
100

Table 3.9: Statistics for FCA2 test 6 vs 9
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The trends for the magnitude of the "true" velocity (and most other parameters) were very

close to unity, with rms deviations of the order of 5ms-1 . The vector differences indicate that

variations in the implementation of the FCA could cause the velocity estimates to differ b¡, more

than 20 % of the magnitude and > 7o for 10 % of the time, but are less than g % of the magnitude

and 3o for at least two-thirds of the time. Mean errors in the magnitude over the entire data

set were as large as 5%o (or 3ms-1 ). The FCA2 algorithm gave the largest differences, with the

FCA1-FCA3 comparison giving errors in the wind velocity less than 8 % of the magnitude and

4o for 90 To of the time. The rms error in the regression fit for the FCA1-FCA3 comparison were

also only half that of the FCA1-FCA2 and FCA2-FCA3 comparisons.

Unlike the FCA3 and FCA2 comparisons, the derived ground diffraction pattern eilipse for

the current comparisons show the expected 1:1 relation, even though there is still a high degree

of clustering of the major axis values. The 1:1 relation stems from the few outlier points in

the major axis value-range distribution. In the previous comparisons these outliers were well

scattered causing the poor regression f.ts. The ellipse major axis and orientation estimates

differed up to 16To (150m) and 20orespectively for 90To of. the time. This is reduced to <4%

(a0m) and < 10ofor the FCA1-FCA3 comparisons. Mean errors in the magnitude of the major

axis overthe entire data set were as large as 9% (ot -50m) and down to -1% (or -9m).
The major difference between the FCA2 and the other algorithms is that the former solves

a particular solution for the r¿¡ (equatior2.74) while both the FCA1 and FCAS algorithms use

some form of optimisation for these over-determined parameters. This may be the reason FCA1

and FCA3 compare better than any combination involving the FCA2. Even so, the discrepancies

in the estimation of the FCA parameters are still larger than one would like - at least of the

order of 1.0% in the wind velocity.

3.6.4 Simulated Data and the FCA3 Algorithm

Simulated spaced-antennae receiver data was produced by Mr Drazen Lesicar using a radar

scatter model. This model will be briefly described here, a more thorough description can be

found in Chapter 2 of Lesícar [1993].

The radar scatter model used to produce the simulated data for the following comparisons

consisted of a sampling area (where the radar is considered to be situated) of limited "horizontal"

extent, at what can be thought of as ground level. Above this, at a scaled distance equivalent to

90 km, an extensive horizontal layer of point scatterers was positioned. The point scatterers were

flrst placed uniformly over a 2-dimensional grid then their positions were randomly perturbed in
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lví Nt N.S E-W lVal Na Vc/Vt tanV TUz A A/B IA

Parameters

YÆ( Reßression

Trend
(error)

Bias
(error)

RMS error
Chi-sq

% Sistif.

o.796
0.003

6.2

0.2

9.4

24.4
100.0

0.950
0.002

13.9

0.4

11.2
6.0

100.0

0.751

0.005

0.3

0.1

8.0

38.9
100.0

o.822
0.003

-4.',|

0.1

9.6
1ó.1

100.0

0.890
0.004

'1.3

0.3

8.5

18.6
100.0

o.902
0.002

22.9

0.4

31.3

39.2

100.0

1.489

0.197
0.6

0.2

0.5

52.4

100.0

0.874
0.073

0.2

0.2
0.1

2.1

100.0

0.064
0.018

3.6

0.1

1.5

130.5

59.3

0.595

0.001

90.6

0.2

33.8

26.6
100.0

0.5ó6

o.277

0.6

0.4

0.2

84.0

100.0

0.660
0.002

29.1

0.2

37.7
76.0

100.0

xtY
Trend

(error)
Bias

(error)

RMS error
Chi-sq

7o Sienif.

1.031

0.004
2.',|

0.2

to.7
24.4

100.0

1.005

0.002

-2.9

0.4

11.5
ó.0

100.0

0.950
0.006

-0.3

0.1

9.0
38.9

100.0

1.072
0.003

-0.1

0.2

11.0

16.1

100.0

0.969
0.004

2.2

0.3

8.9
18.6

100.0

0.789

0.001

54.4

0.4

29.2

39.2
100.0

0.413

0.104

0,0

0.2

0.3

52.4

100.0

LL27
0.083

-0.2

0.2
0.1

2.1

100.0

0.628

0.056

2.5

0,2

4.7

r30.5
59.3

1.352

0.001

-68.0

0.3

51.0

26.6
100.0

0.676

0.303

0.5

0.4

0.2

84.0
100.0

0.ó68
0.002

28.8

0.2

31.9

76.0
100.0

Total Re

Trend
(error)

Bias
(enor)

RMS error
Chi-sq

% Sisnif.

0.866
0.004

2.6

0.2
7.2

12.1

100.0

0.97t
0.002

8.7

0.4
8.1

3.1
100.0

0.870
0.005

0.3

0.1

6.2
20.9

100.0

0.8ó7
0.003

-2.8
0.1

7.3
8.2

100.0

0.955
0.004

2.9

0.3
6.3
9.6

100.0

t.æ2
0.002
-24.9

0.5

22.2
21.2

100.0

2.2U
0.241

0.1

0.2

0.2
23.2

r00.0

0.880
0.073

0.2

0.2
0.1

1.0

100.0

0.071

0.019

3.6
0.1

1.5

41.6

100.0

0.63r
0.001

80.7

0.2
28.8
12.8

100.0

0.855

0.361

0.1

0.5

0.2

51.6

100.0

0.991

0.003

0.6

0.2
24.6
45.7

100.0

Data Distribution S tatistics

Raw

Mean
sd

9O7oi1e

4.19

10.7

t7.o

-1.53
11.5

18.0

-0.35

9.0
11.8

-3.03
lL.2
16.4

0.11

9.0

11.0

1.72

31.8

13.0

-0.92

0.6

1.6

0.r1
0.2

0.3

0.99

4.7
3.7

22.32

57.9

75.0

0.06
0.3

0.4

0.24

35.0

45.0

7o jÙlea¡

7o sd

7o 9ÙToife

4.14

10.1

r7.3

-0.95

5.7
5.0

9.54

141.6

100.0

-3.18

61.9
22.6

-0.06

5.5

8.3

0.53
8.?

2.8

-47.59

24.1

72.8

l.7l
3.1

5.0

5.78

18.3

32.4

2.60

7.7

12,4

1.91

7.9

72.5

-0.39

24.7
35.0

Normalised Difrerences

Mean
sd

9OToiIe

2.93
10.4

17.0

-1.33
16.0
24.0

-0.54

6.1

10.8

-0.96

9.3
14.5

0.00
5.3

15.0

0.82

5.2
1.0

-1.07
0.3

t.7

0.25
0.2
0.4

2.12

0.9

1.7

6ó.00
48.7

146.0

0.05

0.3

0.4

-0.96

27.4
23.0

VoMea¡
Vo sd

Vo 90%oi7e

4.97
9.5

21.3

-0.30
4.4
5.3

4.47
19.8

36.5

2.60
9.5

2t,7

0.09
5.0

10.0

0.24
1.3

2.2

-38.37

13.0

50.4

3.58
2.0

5.1

13.81

12.4

45.3

8.80
5.8

15.8

1.80

8.0

11.8

-1.25

20.5

19.3

Vector l)ifferences

lO%Ie
67Vofl.e

9OVoIe

1.3

8.5

18.2

0.5
4.0
8.8

Rho
num. pts

0.95
131

0.99
t37

0.92
131

0.97
137

0.96
73',1

o.92
137

0.88
137

0.99
t37

0.45

t31
0.94
137

0.78

t3'7

0.81

137

Table 3.10: Statistics for FCA1 vs FCA2
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lvtl Nt N-s E-W lVal Ne Vc/Vt taul.t2 TU2 A A/3 l^

Regression Parameters
YD( Regression

Trend
(error)

Bias
(error)

RMS error
Chi-sq

7o Sienif.

0.920
0.004

3.3

0.2
4.8
5.5

100.0

0.910

0.002

20.9
0.4

30.8
37.4

100.0

0.934
0.005

0.2

0.1

7.2
22.8

100.0

0.948

0.003
-1.3

o.2
4.4
3.1

100.0

0.915
0.004

6.2

0.3

5.1

6.4

100.0

0.87'1

0.002

32.4

0.4

32.2
41.4

1m.0

1.683

o.2M
0.3

0.2
0.3

14.6

100.0

0.926
0.078

0.1

o.2
0.1

0.6
100.0

0.156

0.0r 8

3.4

0.1

1.5

97.2

95.2

0.933

0.001

19.1

o.2

2t.l
5.7

r00.0

0.888

0.26'7

0.1

0.4

0.1

15.3
100.0

0.849
0.002

11.3

0.2
27.9
49.7

100.0

Trend
(error)

Bias
(error)

RMS error

Chi-sq
% Signif.

1.041

0.004
-1.3
0.2

5.1

5.5

100.0

0.781

0.002
5',7.1

0.4

28.6

37.4
100.0

0.882
0.005

-0.1

0.1

7.0
22.8

100.0

1.030

0.003
0.3
0.2
4.6

3.1

100.0

0.975
0.004

_1 1

0.3

5.1

6.4
100.0

0.774
0.002

56.4

0.4

30.3

41.4

100.0

0.52'1

0.1 15

-0.1

0.2

0.1

14.6

100.0

r.075
0.085

-0.1

0.2

0.1

0.6
100.0

1.342

0.052
-0.6

0.2

4.5

97.2
95.2

1.025
0.001

-7.4
0.3

22.1

5.7

100.0

0.993

0.282
0.0

0.4

0.1

15.3

100.0

0.724

0.002

24.1

0.2

25.8

49.7

100.0

Total Regression

Trend
(error)

Bias
(error)

RMS error
Chi-sq

7o Sisnif.

0.938

0.004

2.4

0.2

3.5

2.8

100.0

1.10ó

0.002

-29.4
0.5

21.8

20.2

100.0

1.033

0.006

^a
0.1

5.2
11.9

100.0

0.959
0.003

-0.8

0.2

3.2
1.5

100.0

1.000

0.004
4.5

0.3

3.6
3.2

100.0

1.087

0.002

-2r.1
0.5

23.1

22.7
100.0

1.844
0.216

o.2

0.2

0.1

6.4

100.0

0.928
0.079

0.1

0.2
0.1

0.3

100.0

0.171
0.019

3.3

0.1

1.5

32.3

100.0

0.953

0.001

13.5

0.2

15.4

2.9

100.0

0.942
0.276

0.1

0.4

0.1

7.9

100.0

1.116

0.002

-t 1.6

0.2

20.1

27.7

100.0

Data Distribution Statistics
Raw Value l)ifrerences

Mean

sd

9OVoiJe

0.69

5.2

8.0

1.95

31.3

8.0

-0.18

7.3

8.4

-0.98

4.7

7.9

4.53
5.1

10.0

t.t2
33.0

15.0

-0.80

0.4

1.3

0.06

0.1

0.2

0.81

4.6

1.8

-0.59
),,7,

28.0

0.02

0.1

0.1

1.55

28.7

23.0

VoMean

7o sd

Vo 9Moile

0.06

5.2
8.3

0.39

9.1

1.9

-42.14

321.9

60.'t

1.76

18.2
14.5

-3.7'.7

4.3

1.6

-0.02

9.0
2.8

-37.41

23.4
53.2

0.78

1.4

2.2

3.65

15.1

15.8

-0.35

3.4

4.2

0.75

3.9

4.8

2.87

18.8

16.6

Value Ranee Normalised Differences

Mean

sd

90Vole

1.33

4.3

10.0

-0.93

6.0

8.0

0.84

4.4

6.4

-0.45

4.9

6.9

4.24
4.6

10.0

-0.33
'1.1

13.0

-0.80

0.2

1.3

0.t4
0.1

0.2

3.65

0.6

9.1

9.29

14.0

37.0

0.04

0.1

0.1

3.43

19.6

10.0

ToMean

Vo sd

Vo 9OVoí\e

r.15

3.8

8.1

-o.t'7

1.1

2.2

-0.80

9.4
17.7

0.49

4.3
8.2

-3.14

4.2
6.8

-0.06

1.7

2.4

-34.n
7.6

42.3

1.91

1.1

3.0

21.56

7.t
44.8

1.24

2.6

4.2

1.06

3.t
3.4

4.93

16.1

12.5

Vector I)ifrerences

lOVoIe

6'lVoIe
9o%oile

0.0

3.7

8.3

0.0

1.5

4.0

Rho
num. pts

0.99
130

0.92
130

0.95
130

0.99
130

0.98
130

0.90
130

0.97

130

1.00

130

o.67
124

0.99
130

0.97
130

0.88

130

Table 3.11: Statistics for FCA1 vs FCAS
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tvrl Nt N-s E-\ry lVal Na Vc/Vt tal¡lf2 TU2 A A/B t^

Regression Parameters

Ytx
Trend

(enor)
Bias

(error)

RMS error
Chi-sq

7o Sisnif.

0.944
0.004

6.9

0.2

13.2

41.6

100.0

1.010
0.002

o.4

10.3
5.4

100.0

1.000

0.006
0.7

0.1

9.7
44.5

100.0

1.001

0.003
-3.0

0.2

13.1

27.2
100.0

0.911

0.003

10.4

0.2

9.1

19.8

100.0

0.968
0.001

to;l
0.4

10.0

4.7

100.0

0.709

0.113
0.3

0.2

0.6

79;t
100.c

1.049

0.087
-0.1
0.2

0.1

1.0

100.0

0.681

0.057
1.5

0.2

1.7

98.4
98.7

1.249
0.001

-43.3
0.3

43.3

24.2
100.0

0.709

0.259
0.5

0.4

0.3

88.2

100.0

0.887

0.002
5.8

0.2

25.6

46.5

100.0

WY
Trend

(error)
Bias

(error)
RMS error

Chi-sq
Vo Sisîld.

0.751

0.003
8.7

0.2

11.8

41.6

100.0

0.953

0.002
It.7
0.4

10.0

5.4
100.0

0.689

0.005

-0.3

0.1

8.1

44.5

100.0

0.809

0.003
-5.6

0.2

1 1.8

27.2
100.0

0.946

0.003

-0.2
0.3

9.3

19.8

100.0

0.999
0.002

-2.5

0.4

10.2

4.7
100.0

0.624
0.106

0.7

0.2

0.5

19.7

100.0

0.947

0.083
0.1

0.2

0.1

1.0

100.0

0.382
0.043

2.3

0.2

1.3

98.4
98.7

0.665

0.001

72.0

0.2

31.6

24.2
100.0

0.540

0.226

0.6

0.3

0.3

88.2

r00.0

0.761
0.002

24.9

0.2

23.7

46.5

100.0

Total

Trend
(error)

Bias
(error)

RMS error
Chi-sq

7¿ Sicnif.

1.146
0.004

-2.8
0.2
9.2

22.4
100.0

1.030
0.002

-7.4
0.4
7.2
1'7

100.0

1.250
0.006

0.5

0.1

6.5

23.8
100.0

1.126
0.003

2.3

0.2
9.0

14.2
100.0

0.979
0.003

5.7

0.3

6.6

10.2

100.0

0.984
0.001

6.8

0.4

2.3

100.0

1.1 19

0.148
-0.4

0.3

0.4

47.8
100.0

t.o52
0.087

-0.1

0.2
0.1

0.5

100.0

1.770
0.09s

:2.7

0.4
1.2

60.4

100.0

1.417

0.001

-86.4

0.3

26.0

12.0
100.0

1.27t
0.366

-0.3

0.5

0.2
53.7

100.0

1.106

0.002
-14.1

0.2

18.2

25.4

100.0

Data Distribution StatistÍcs

Value llifferences

Mean
sd

90%i\e

-4.19

13.3

20.0

-0.17
10.4
t4.o

-0.69

9.8

10.8

3.08

13.t
20.2

4.26
9.4

16.0

-2.73

lo.2
18.0

0.16

0.6

1.1

-0.04
0.1

0.2

-0.24

1.8

2.1

-20.43
41.5

68.0

-0.06

0.3

0.5

4.41

26.1

33.0

7o Mean
Vo sd

Vo 907oi7e

-4.45

I 1.1

18.6

0.37
4.0
3.1

38.83

405.5
100.0

-2.48
27.1

27.3

-3.46

6.2

12.8

-0.56
2.2

4.1

8.89

31.6

42.2

4.73
2.0
3.7

-1.59

14.9

25.6

-2.71

6.1

10.7

-1.71

8.7

t5.2

4;t6
21.3

27.0

Mean
sd

NVoile

-3.46
9.9

20.0

-0.10
t2.o
t1.o

0.01

8.4

10.8

3.77
10.2

79.2

-3.69
7.8

15.0

1.83

5.0
13.0

0.22

0.6
1.0

4.07
0.1

o.2

-0.60

1.3

2.4

-47.33

44.0

84.0

-0.10

0.2

0.5

to<
21.0

31.0

VoMea¡
Vo sd

7o 9OVoile

-3.62
8.6

16.9

-0.04
3.0
3.5

-8.78
19.5

28.9

-3.82
12.9

2L.t

-2.53
7.1

rt.3

0.34
1.6

4.3

5.94
18.0
27.4

-1.01

1.9

3.2

-5.66
12.8

25.6

-5.14

4.5

ro.7

-3.08
8.3

13.5

3.66

22.9

20.3

Differences

lOToIe
67VoIe
9ÙVotre

1.5

9.5

18.9

0.5

3.0
7.0

Rho
num. Þts

0.91

144
0.99
144

0.91

r44
0.95
144

0.96
144

0.99
144

0.81

t44
1.00
144

0.71

134
0.95
144

0.78
t44

0.90

144

Table 3.12: Statistics for FCA2 vs FCA3
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3-dimensions, Ieaving a quasi-uniform 2-dimensional distribution with a small flnite "thickness".

A uniform wind is then simulated by moving the grid, containing the point scatterers, across

the field of view of the sampling area. From the geometry of the transmitter and receiving

antennae, and a given point scatterer, the amplitude and phase of the reflected radio wave

could be determined. This was found for each of the scatterers present. Aspect sensitivity

of the scatterers and the radar two-way polar diagram was taken into account by applying an

azimuthally symmetric but zenith dependent weighting function to the amplitude of the returned

signals. The weighted signals were then vectorially summed for each receiving antenna. This

"raw signal" was then processed using the FCA3 algorithm - the results of which should

accurately match those input into the model.

This comparison therefore differs from the preceding ones in that all the error can be at-

tributed to the FCA3 algorithm. The scatter plots and distributions are shown in Figures 8.41-

B.44. Some parameters have no values, in which case an empty box has been plotted in order

to be consistent with the previous sets of comparisons. Note that no turbulence was introduced

into the model winds for the comparisons presented here.

The wind direction, and ma.jor axis, axial ratio and orientation of the diffraction pattern

ellipse were not varied in the model and had values of g0o , 484mr 1.19 and 90o respectively. For

these parameters the best measure of the error in the FCA3 values are from the distribution of

the raw actual differences; change with value-range not being an issue. Percentage differences

may be more representative for other value ranges though. Thus both will be quoted.

The wind magnitude was stepped from 30 to 200 ms-l in 10 ms-1 increments with 20 points

for each value; a total of 360 data points. The "apparent" velocity and life-time parameters were

not recorded for these triais hence the zero values in Table 3.13. The distribution of the data

values on the scatter plots also caused some poor regression fits as indicated by the significance

levels. This mainly affected the Y on X regression as would be expected from the discussion

in Section 2.10. The values of the normal 2-dimensional correlation coefrcient used here are

meaningless for these forms of scatter.

The trend from the total regression and, more accurately, visual inspection of Figure 8.41

shows that FCA3 systematically underestimates the wind magnitude at larger velocities ( > 130 -.-t ),

with rms errors of -4ms-1 . For g0% of the time the vector differences are less than 6% of

the magnitude and 1.5o . Considering the spread in wind direction on its own (without regard

to the wind magnitude), the error is - t 3o to one standard deviation. Comparing this to the

vector difference indicates that the error in the direction determination must decrease as the
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Parameters

Y

0.1

0

1.000
0.065

0.0
100.0 44.4

It+ut#tþ

#tqftftt
lftttttt
9217.5

60.1

0.000
0.0
0.0

99.9

999.9
0.0

0

0.000
0.000

0.0
99.9

999.9
0.0

#+È#+#

91.163

#+fF##

#rHË##

70.2

323.7
46.2

0

0
0.0

99.9

999.9

0.000
0.000

0.0
0.0

99.9
999.9

0,0 100.0

0.929
0.009

0.9
0.1
0.74.

###+Ê#

###
-0.4

0.1

320.2
51 .8

11

0.853
0.001

0.1
5.1

4.6
100.0

852

100.

0.001
IL.4
0.1
5.0

4.6

#w
#ffi
#ttltt
#ffi

2.8

323.2
47.L

T¡end
(error)

Bias
(error)

RMS error
Chi-sq

Vo

1

0
0

0.1

0.0

0.0

91

0.000

0.001

0.1

0.0

0.0

0.000
0.000

99.9

999.9
0.0

0.000

0.000
0.0

0.0
99.9

999.9

0.0

0
0.001
484.0

0.4

99.9

0.0

999

0.000
0.000

0.0

0.000

0.0
99.9

999.9
0.0

1.060
0.009

-0.8
0.1

0.8
5.0

0.000

90.0
1.8

0.0
0.0

100.0

0.000
0.01

0.1

0.0

320.2

51.8

1.15

4.

0.001
-11.3

0.2

5.9

t.157
0.001

-11.ó
o.2

5.9

4.6
100.0

Trend
(error)

Bias
(error)

RMS error
Chi-sq

Vo

T
9.365

L.2l
-76t.4
110.1

6.4
0.0

100.0

0.000

0.000
0.0
0.0

99.9
999.9

0.0 100

t.072
0.000

-35.4
0.0

47.8

1

0.

0.0
0.1

0.0

0.000
0.0
0.0

99.9
999.9

0.0

0.935

0.009

0.8
0.1

0.5
2.5

100.0

0.

0.0
0.0

99.9
999.9

0.0100

0.858
0.001

10.6
0.1
3.8
2.3

0.0

0.000
0.000

99
999

0.901

0.350
8.7

31.5
2.L

0.0
100.0

###
#tflftttt
-t47.9

t.7
0.0
0.0

100.0

Trend
(error)

Bias
(error)

RMS error
Chi-sq

7o

0.857
0.001

10.8
0.1
3.8
2.3

100.0

Data Distribution Statistics
v

0.23

60.0

85.0
0

0

0.00
10.3

107

0.00
0.0

0.00
0.0
0.0

-0.10
0.9

1.0

0.00
0.0

0.0
8.8

20.
0.

0

5.65
8.8

20.0

0.18
2.8
3.0

-0.51
4.0

5.5

Mean
sd

907olle

0
U

0 13.33

4t.4
0

0.00
0.0
0.0

0.53

6.9
11.5

0.00
0.0
0.0

0.0
0.0

-1.53
3.3
6.1

-54.94

49.8

100.0

1.61
?)
6.2

1.55
J.J
6.1

0.r2
1.5

L.7
Vo sd

7o

Vo

0.00

0

10.00
5.4

54.0

0.00
0.0

0.0

0
0.0
0.0

-77

11

110
0

0.0

0.00
0.0

0.t7
0.5

1.3

-0.42

0.5

8.0

6.01

1.0

t2.8

4.82

t2.0

Mean
sd

907o|le
-r.77

1.1

t2.7
0
0.0

5.89

27.50

0.00

0.0
0.0

2.Ol
2.0
6.1

0.00
0.0
0.0 0.0

0.62

2.1
4.0

-0.23
0.3
4.

tfilflllt

100

1.84

2.r
6.1

7oú
7o

Vo

ector Differences

0.4
3.6
6.1

0.0
1.0

1.5

1

677o1le

9OToile

324
0.00

0 324

1

32
0.00 1.00 0.00

0
1 0.00

0324
0.00
324

0.31
324

Rho
num.
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Table 8.13: Statistics for simulated data vs FCA3. No values could be compared for the apparent

velocity parameters ,Vo arLd lVo, anð. the half-liv es, T¡ and 11, hence these columns only contain

zeloes.
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wind magnitude increases, as would be expected on purely statistical grounds.

The difference in the estimate of the major axis of the difraction ellipse has a spread of

t70m, with 10% of the differences having magnitudes greater than 107m. This rather large

spread is of the order of !7% and II% of the actual value respectively. It can be seen that

the X on Y regression is the better flt for this data, giving a bias or intercept value which is

exactly the actual major axis and close to the orientation. Errors in the ellipse axial ratio are

minimal. Estimates of the orientation give differences with a standard deviation of t 60o , which

is very large. The smail axial ratio would make the determination of the orientation of the ellipse

difrcult and prone to large errors, the ellipse being basicully r circle.

3.6 Discussion

Comparison Description V¿

r
(%) LYt (') A tA. o

90To r 9\Yo r 90To r 9ÙYo

FCAs
FCA2
FC41,2,3

FCAS

Vary Interpolations
Vary Particular Sol'
Vary Algorithm
...(FCAI vs FCAs)
Model Winds

4.0
0.5
5.0

1.5

25

40
20

(8)
6

6.0
1.0

0.2

15

30

7.0

(4.0)
1.5

2.0

7.0
9.0

(1.0)
0.5

16

22

16

(4)
11

4.0

5.0
3.0

0.2

60

70

20

( 10)
85

Table 3.14: Summary of possible spread in FCA values

The results of this chapter are summarised in Table 3.14.

In Section 3.5.1 it was shown that the FCA technic¡re is very sensitive to the exact values

of the cross-correlation functions at zero lag, and the exact (fractional) lags where the auto-

correlation function has the same value, and where it has failen to a va,lue of one-half. Hence

they are sensitive to the exact form of interpolation used. This criteria may lessen as the

signal-to-noise ratio improves and the form of the correlation functions become more Gaussian.

It was also found that the maximum error in the wind estimates that was introduced by

variation of the interpolation routines2 was of the order of twice the minimum detectable wind

speed, or less than 25 % of. the wind speed. Minor variations in the interpolations caused

diffcrences of the order of only 2ms-l .

The FCA2 comparisons in Section 3.5.2 show that the choice of particular solution is impor-

tant if execution speed is required, although the results of the three algorithm comparison in

Section 3.5.3 show that it is better to find an optimal solution in order to obtain more consistent

results. The comparisons in Section 3.5.2 also showed that the original formulation of the FCA
2where only reasonaöle interpolation routines were considered
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by Briggs [1984] and the modification suggested by Fooks [1965] give similar variations in the

FCA parameters, which do not vary significantly more by different choices of particular solutions

for the r¿¡.

The comparison of the various algorithms (see Section 3.5.3 and the third row in Table 3.14)

perhaps gives a more typical error that could be expected between competing FCA algorithms.

Note that these three sets of comparisons were performed using only a single hour of real data.

Individual errors were sometimes quite large but in general appeared to be of a random nature.

Thus the mean differences in each parameter were quite small. This can be seen in Table 3.14

where the mean differences are significantly smaller than the 90 percentile values. This suggests

that the accuracy of the FCA improves with averaging.

The last row of Table 3.14 shows the differences between the FCA3 algorithm and the "real"

values - the model inputs. These errors therefore represent the expected accuracy of the FCA

as implemented in FCA3. Assuming that 50 ms-1 is a representative wind speed, then an error

of less than -! 3 ms-1 couid be expected in its estimate using FCA3. This is of the order of the

effective minimum detectable wind speed for most applications. The FCA1-FCA3 comparison

suggests that a similar error could be expected from other implementations of the FCA as long

as an optimal solution is found for the over-determined equations. Use of particuÌar solutions

may increase this expected error by a factor of 3-4.

As the model winds contained no turbulence, the additional errors found in the other com-

parisons, which used real wind data, may be attributed to the complicating effects of random

motions in the wind field.

May 119881 discusses the statistical errors associated with the FCA technique, and, more

importantly for the current work, he performs a comparison of the wind estimates from co-

located spaced antenna at Buckland Park using the FCA1 algorithm. The measurements were

taken over a 4 hr period, using reflections from a.ltitudes ranging from 70 to 90 km. The wind

speeds ranged from 70 to over 100 ms-l . May [1988]found that the distribution of the differences

in the estimate of the wind speed peaked around 10-20 ms-1 . This is a measure of the statistical

uncertainty in the wind speed estimates using the FCA. Taking 80ms-1as a typical wind speed,

this error is of the order of 20Y0, which is comparable with the upper decile error expected by

varying the FCA algorithm.

In conclusion it was found that variations in the form of interpolation used in the FCA

could cause large variations in the instantaneous wind field parameter estimates. These were

significantly reduced by averaging over the order of one hour. The same was found for variations
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in the choice of particular solutions to some of the over-determined equations, although using

some form of optimal solution provided significantly smaller average and instantaneous errors.

Local interpolations, using tightly constrained cubic splines, gave the best results in these trials

(which were by no means extensive). This is equivalent to use of a polynomial least-squares

regression but does not rely on apriori knowledge of its order. This method does not rely on

any assumptions about the shape of the correlation function so is robust in poor signal-to-

noise environments. In good signal-to-noise environments further assumptions about the shape

of the correlation functions (e.g. they are Gaussian) could give better (and/or more effcient)

interpolation results.

The errors or uncertainty in the estimated wind speed, associated with the use of different

implementations of FCA, were found to be of the same order as the statistica.l uncertainty due

to the sampling over a smal.l area of a temporal and spatially varying (large scale) diffraction

pattern. Finally, in the absence of turbulence it was shown that the FCA correctly reproduces

the winds in the middle atmosphere.



Chapter 4

The Quasi-Two-Day'Wave

4.L Introduction

Long-period wave activity has been observed in the atmosphere for many years. Some waves were

readily explained as being of tidal origin (c./. Section 1.a). These have an obvious lunar or solar

forcing. Others appear to be resonant modes of the atmosphere lSalby,1984; Prata, 1989] - the

theory for atmospheric normal modes has been covered in Section 1.4.2. The quasi-two-day wave

(hereafter referred to as the 2-day wave) is a large amplitude planetary wave with a period near

48 hr. Its existence has been known for many years, but the generating mechanisms and its role in

the middle atmosphere are still undetermined. Salby [1981a] proposed that it is a manifestation

of the (3,0) atmospheric normal mode driven by "noise" at lower levels. The (3,0) mode has a

period of about 50hr (depending on what equivalent depth is used) in an atmosphere at rest.

Salby llg8Lb] and Satby lL98Ic] discuss how the mode structure changes in an atmosphere with

realistic background winds and temperatures. In particular, he shows that the wave becomes

locally propagating in the summer mesosphere where the prevailing wind is slightly eastward

relative to the wave, and where there is an equatorward temperature gradient. In this region

wave energy has exponential growth with height. An alternative generating mechanism was

proposed by Plumb [1983] and Pfister [1985] who suggested that the wave could be due to

baroclinic instability of the westward jet in the summer stratosphere and lower mesosphere.

Stability analyses show peaks of unstable wave growth at zonal wavenumbers 2-4 with periods

of 1.5-3 days.

It is known that the 2-day wave has its peak amplitudes at mid-Iatitudes in the summer

hemisphere. Amplitudes then decrease towards higher and lower iatitudes. The effect crosses

the equator but amplitudes continue to diminish so that very little evidence of the 2-day wave

99
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is found at mid-latitudes in the winter hemisphere. The efects of the 2-day wave can be seen

during both solstices at the equator. Its importance for the meridional mixing in the uppeï

middle atmosphere at mid-latitudes is shown by Plumb et al. 11987] who calculate that with

a typical maximum ampì-itude of 55ms-1in the southern hemisphere, the 2-day wave could

transport a parcel of air - 3000 km in the course of a day. This is approximately half the

distance from the equator to the Antarctic circle. Due to the large amplitudes, this wave can

directly affect the mean flow by non-linear interaction lPlumb et al., 1987]. There are also

suggestions that this long period wave directly affects the equatoria,l ionisation anomaly fChen,

1ee2l.

The 2-day wave was first noticed in Adelaide data in 1967 by a research student studying

meteor winds fDoyle, 1968, whose observations aïe shown in Figure 4.1]. Later, concerted

efforts were made to isolate and characterise the phenomenon in both the southern and northern

hemispheres using meteot radars lCoy, Lg79; Craig €! Elford,lgSI; Craig et al.,!983; Muller €i

Nelson,1978; Vincent,lgS4al. More recently MF and meteor radars from varied geographical

locations have been used fClark, 1989; Manson €l Meek, 1990i Tsuda et al., 1988; Poole, 1gg0].

Satellite observations of the 2-day wave lRodgers €i Prata,1981] have also been made. These

depend on the temperature perturbations observed from radiance measurements.

From these studies it is known that the 2-day wave at mid- to high-latitudes is small in

amplitude for most of the year and reaches its peak ampìitude approximately one month after the

solstice in each hemisphere. It invariably has a very long vertical wavelength at mid-latitudes -
- 100 km at Adelaide lCmi'g et aI-, 1980; Crai,g €J Elford,1981] - while shorter wavelengths are

found atlowlatitudes lCraig et a1.,7980; Reddi €i Lekshmi, 1988; Harris €l Vi,ncent,1993]. The

altitude of maximum amplitude appears to be between 85 to g5km. The satellite observations

and longitudinally spaced radar comparisons suggest that the wave is westward propagating, and

has a zonal wavenumber of three lfuodgers €! Prata,1987; Vincent,l984al. This is in agreement

with the proposal of Salby [19S1a] that the wave is a manifestation of the free-mode mixed

Rossby-gravity wave, the (3,0) normal-mode of the atmosphere (c./. Section 1.4.4). Hemispheric

differences are also apparent. Amplitudes are up to a factor of two larger in the southern

hemisphere than those found in the northern hemisphere. In the southern hemisphere there

are also suggestions of a locking of the phase with local time lCraig E Elford, 1981; Poole,

1990; Harris, 1993]. That is, during the time interval of maximum wave amplitude there is a

tendency for the 2-day wave to have maximum wind speeds at the same local time from summer

to summer. It has also been noticed that there is a tendency for the wave period to be greater
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Figure 4.1: Hourly values of meridional wind velocity for January, 1967, determined from a

GÃr", analysis (which fits tidal harmonics on a daily basis) of meteor echoes (flgure 5.12 of

Doyle t1g68i). Tùe 2-day wave can clearly be seen during the period from 24th -28th of January.

than 50hr in the northern hemisphere, but often indistinguishable from 48hr in the southern

hemisphere lMutter €! Nelson,1978; Craig €l Elford,ISSI; Tsuda et a1.,1988; Poole, 1990; Harris

€! Vincent,1993]. These last twopoints are the focus of Sections 4.3 and 4.4 respectively.

The following section discusses the equipment and sites used to obtain the wind estimates

from which parameters for the 2-day wave are derived in the later sections of this chapter.

The general morphology of the 2-day wave in the southern hemisphere middle atmosphere over

Adelaide (34.5" S, 138.5o E) is developed and discussed in Section 4.3 using data accumulated

ovet 12 years - of which only the last three years were collected by this author ! The first

morphology of the 2-d,ay wave over the equator is presented and discussed in Section 4.4. With

the advantages of equatorial observations for the flrst time the effects at both solstices have

been observed in detail from the same site. These results and possible non-linear interactions

are also presented. and discussed in Section 4.4. The transfer of horizontal momentum by the
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2-day wave is investigated in Section 4.5. By comparing data from latitudinally similar but

longitudinally separated observation sites estimates of the 2-day wave zonal wave number are

made in Section 4.6. Lastly, in Section 4.7 the variations in the soiar tides are compared to

the 2-day wave amplitudes at mid- and low-iatitudes. Sections 4.3 and 4.4 form the bases for

the two papers Harris [1993] and Harcis €i Vincent [1993], hereafter referred to as paper-1 and

paper-2, which can be found in Appendices H and I respectively.

4.2 Data Collection

4.2.L Introduction

The raw data used for the work in this chapter are mainly wind estimates derived using full corre-

lation analysis (see Section 2.3) of partial reflection backscattered radio waves (see Section 1.5)

sampled on three spaced antennae. This form of wind data is often termed Spaced-Antenna

Partial-Reflection (SAPR) winds, or simply Spaced-Antenna winds. Data from two University

of Adelaide field sites have been used, each being briefly described in the next subsection. Sam-

ples of the raw winds obtained from these sites can be found in Appendices F and G. Data from

South Africa has also been used for comparisons. The geographical locations of a,ll the radar

sites are shown in Figure 4.2. The data from Grahamstown (33.3o S, 26.5o E), South Africa,

formed part of a collaboration with Dr G¡aham Poolel, and consisted of wind estimates from a

meteor radar for the summers of 1984 to 1992.

4.2.2 Field Sites

4.2.2.1 Buckland Park (s+.f" S, 188.5" E)

The MF radar situated at the University of Adelaide field site at Buckland Park (34.5" S,198.5" E),

- 40 km north of Adelaide, South Australia, is a pulsed radar operating at 1.98 MHz. Full details

of the site and radar installation can be found in Bríggs et al. 11969l ot Felgate €! Golley [1g21];

a brief description follows.

The transmitting array (see Figure 4.3) consists of four ha,lf-wave dipoles which are suspended

from steel towers at a height of 30m; this is approximately I/4 of a wavelength, The towers are

arranged in a square, each separated by - 75m. The half-power-half-width of the polar diagram

is - 40o . Linear, right-hand2 (Qrdinary or O-mode) or left-hand3 (Extra-ordinary or E-mode)

l Rhodes University, South Africa
2clockwise rotation when viewed in the direction of propagation
3anti-clockwise rotation when viewed in the direction of propagation
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circular polarisation modes can be transmitted. Normally O-mode transmission is used during

the day as the E-mode is more strongly absorbed in the D-region. During the night E-mode is

used as this should provide stronger reflections. Up until late 1992 a valve transmitter was used,

generating 25kW peak-peak power (dependent on the state of the valves) for Gaussian-shaped

pulses with a half-width of -25ps. This gives a raw height resolution of 4km (see Röttger

[1984] for a proof of this). The pulse repetition frequency (PRF) was fixed at 20Hz up until

the beginning of 1991, when a new receiving system was installed. This allowed the PRF to be

chosen from a number of preset steps ranging from 8 to 120 Hz.

The receiving array (see Figure 4.3) consists of 89 crossed dipoles, giving 178 independent

elements (89 aìigned near north-south, and 89 aligned near east-west). Each crossed dipole

is supported 11m above the ground by a wooden pole. The entire array occupies an area of

-1km2, with the elements 91.4m apart. The arrayis aligned 4owest of true north, so that the

north-south aligned dipoles actually line up at a bearing of 356o. The signals from each of the

178 elements are independently carried to a central control room via coaxial cable an integral

number of half-wavelengths long. A polar diagram with half-power-haJf-width of 4.5o can be

achieved when all 89 north-south or east-west elements are appropriately combined. The first

nulls appear at 11.60off-zenith. This relatively narrowbeam (for an MF radar) can be used for

Doppler work. Beam swinging is achieved by varying the phasing of separate elements, normally

grouped as rows. To improve the signal-to-noise ratio four elements were clustered to form a

single antenna for use in spaced-antennae work (as shown in Figure a.3). This also served to

improve the reliability of the signal as not all four elements are required to obtain an adequate

return. Thus broken dipoles were not such an issue as they could have been.

Prior to 1991 the data from Buckland Park were recorded on magnetic tape as the digitised

receiver outputs (in the form of in-phase and quadrature components) or as the processed winds

from a FCA (c./. Section 2.3) produced online through a Nova IV Eclipse. The in-phase and

quadrature components of the signal can be considered as a single complex value, therefore

each receiver can be thought of as producing a "complex" signal as output. During 1991 the

Atmospheric Physics Group was developing and testing state-of-the-aú 2MHz receivers. The

outputs from these new receivers are controlled by a IBM/AT type PCa. This a,llows a higher

PRF and a shorter duty cycle. The raw signal returns are analysed in real time using a FCA

program. Wind estimates have been coliected on these systems at Buckland Park since the later

part of 1991. During the summer of 1991 a 5-channel receiving system was aJso installed at

Buckland Park. This was the forerunner of the new equipment upgrade planned for the site

apersonal computer



4,2. DATA COLLECTION 105

Figure 4.4: The receiving equipment at Buckland Park during the summer of 1991. Three

,yrt"-, are pictured. In the foreground is the 1600bpi tape drive unit controlled by a Nova

IV, with the hard-d.isk drives below. The next rack holds the Nova itself (Iower section), now

inoperative, and a Compaq 286 PC (above) which controlled the 5-channel system. The rack

behind these holds the receivers and digitisers being used for the 5-channel system. The coaxial

cables coming d.own from the roof carry the signal from the patch-board which goes to the actual

dipoles. The last large rack holds the 6 MHz receivets, digitisers and power supply, currently

not in use. The PC at the back of the picture is an Olivetti M24 running a spaced-antennae

FCA program using the data from the solid-state receiver system in the small rack at the very

back - the three receivers and digitisers can be seen, with a coaxial connection between them.

Both the 5-channel and the spaced-antennae systems are operating, with the spaced-antennae

system controlling the transmitter.

during lgg2-g5. The 5-channel system allowed five complex digitised receiver outputs to be

stored for post-processing. All three sytems mentioned can be seen in Figure 4.4.

Over-sampling of the returned signal on a,11 these systems was used, giving a height sampling

intervai of 2km for each complex valued data point. Coherent averaging of the raw signals by

the hardware usually provided data at a time resolution of one complex data value for each

height every 0.4 seconds. Normally a time series of 256 data points was collected for each height

before processing or storage, then the cycle would start again. Thus one wind estimate for each

height was attempted every 2 minutes. This was sometimes reduced to one estimate every 4 or

6 minutes in order to red.uce the data storage requirements and extend the observational period'

This was accomplished by simply waiting a set time before reinitiating the data collection.

Generally, two-hourly averages were then made of the wind estimates as only long-period wave
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activity was of concern. The averaging also had the effect of reducing the number of data gaps,

both in time and in altitude. To further reduce the number and extent of the data gaps in the

Adelaide data, values from adjacent range bins were also averaged together. This reduced the

height sampling interval back to 4km, equal to the actual height resolution of the transmitted

pulse.

4.2.2.2 Christmas fshnd (2o N, 157" W)

Full details of the radar installation on Christmas fsland, in the mid-pacific, operated by the

Atmospheric Physics Group of the University of Adelaide, can be found in Víncent €i Lesicar

[1991]. OnIy a brief description will be given here.

Christmas Island is a small, flat, coral atoll situated near the equato¡ in the middle of the

Pacific Ocean well away from any large land mass; hence atmospheric dynamics should exhibit

little or no effects arising from orographic forcing. Like the radar at Buckland Park, the MF radar

at Christmas Island operates at 1.98MH2, producing SAPR wind estimates every 2 minutes at

2 km height intervals. The height range from 60 to g8 km is covered during the day, and 70 to g8

at night. The lack of ionisation at night restricts the useful data to above -78km. The radar

system is one of the new generation systems developed in Adelaide and whose receivers were

field tested at Buckland Park. The raw signal returns are analysed in real time by a dedicated

PC.

As in the analysis for the previous section, two-hourly averages were made of the wind

estimates, as only long-period wave activity was of concern. Unlike in the previous section

though, as the data quality was very good (c./. Appendices F and G), with a high data retention

rate for the FCA, averaging of values from adjacent range bins was not required.

4.3 Long-Term Tlends at Mid-Latitudes

4.3.L The Raw Data

Wind data over Adelaide for each summer ftom 1980 to 1991 have been used in the study of

the long-term trends in the 2-day wave in the southern hemisphere. The data for each summer

normally covered the three months of December, January and February. This time period was

sometimes reduced to only January for the earlier years due to the campaign nature of the

data collection at that time. Since 1984 near continuous wind observations have been made at

Buckland Park. Therefore when continuous data coverage throughout the year was required only
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the years 1984 to 1991 have been used. Within this section, and throughout this thesis, the year

associated with a particular summer is the year containing the January of that summer' so that

the summer of 1980 refers to the time period from December, 1979, to February, 1980. In some

figures November and March are referred to. In these cases the data starts at the very end of

November or ends at the very beginning of March. The complete set of raw data used is shown

in Figure 4.5 for a single height range of 86 to 90 km, with the region of high 2-day wave activity

in late January expanded in Figure 4.6. This is similar to figure 1 of paper-l. The 2-day wave

can clearly be seen in the raw meridional winds for most years. It is not so obvious in the zonal

winds. Inter-annual variations in the strength of the wave are evident and will be investigated

in the subsections that follow. Data quality also varies from year to year. The many gaps are

where d.ata are missing, either failing the FCA acceptance criteria (c./. Section 2.3.4.3), falling

outside a campaign period (in the earlier years), or could not be collected due to equipment

failure. This last cause of data gaps was probably the most frequent for this data set due to the

harsh environment in which the radar operates during the hot Adelaide summers.

4.3.2 'Wave Amplitude and Phase Information from Wind Data

In order to compare the amplitudes and phases of the 2-day wave over a number of different

years a single technique was desirable. This technique had to separate the near 48 hour wind

oscillations from the raw wind data to give a time domain representation of the 2-day wave -
so that the times of maximum wind amplitudes (i.e. the phases) could be found - yet be able

to handie unevenly spaced data gaps of various sizes, making few assumptions about the period

of the wave and its continuity from year to year; allow at least a cycie to cycle variation in the

wind. amplitudes; be relatively fast and automated to handle the large amount of data; be robust

enough to handle small amplitudes for the wave amongst iarger amplitude waves with periods

that are harmonics of 48 hours, such as the diurnal and semi-diu¡nal tides; and lastly, be able

to handle a non-linear, non-stationary process such as the 2-day wave.

A complex demodulation technique (c.Í.Section 2.7) can be used to give an estimate of the

amplitude of the 2-day wave as a function of time. It has the advantage of producing a time

series with a data point for every data point in the original series. Ilowevet, this technique does

not prod.uce a reaJ,-valued time series from which perturbational wind velocities can be obtained,

hence d.oes not a1low an estimate of the phase of the wave. Therefore a complex demodulation

technique is not suited for the present study.

Preliminary studies using a 10km averaged data set from 87 to 97km for the 10 summers of



108 CHAPTER 4. THE qUAS(-TWO-DAY WAVE

(b) Meridional

Ð
rú
0

i

(b) Meridionat

1S9l

1990

1989

1988

1987

1986

I 986

r984

1983

1982

t 981

1980
-t00 -t0

29Nov l6Mar 29Nov l6Mar

Figure 4.5: Two-hourly winds from 86 to 90km, for the summers of 1980 to 1991 (years shown
at left). (a) Zonal (b) Meridional component. The 2-day waveis evident in aII years during the
later half of January. The extended near horizontal lines are where the points either side of a
data gap have been connected.

1991

1990

1989

1980

1988

r987
E
L
3 re8s

I 98õ

1984

1983

r982

r981

r980

(a) Zonal.

(a) Zonal

I¡X¡

s

23 06 24 09 26
Time

23 08 24 09 26
Time

1991

1990

1989

1S88

1988

1987
Ð
h
6 le86

ls8õ

1984

I 983

r982

1981

1980

oL
6
o

l99r

ts90

r989

1986

1987

1986

1986

1984

1983

lgøz

t98l

1880
100

0

-too

L
g

100

0

-100

0229
ln

i
lõJa¡ 2l 25 29 02 06

Days in Jan/Feb
l4Feb lSJan 14Feb21 26

Jan/FebDayt
06

Figure 4.6: Two-hourly winds from 86 to 90km, during January, for the 72year period from
1980 to 1991 (years shown at left). (a) Zonal (b) Meridional component. Again, the extended
horizontal lines are where data gaps exist.

rl/ìdfiütüilhr-iil
fi'rt'+\tÌïf'lttïttrqil"

Æriln'
H'llttfrüil$tlíîüíHt

Ë,iltft tûilhtt'#iItr

itfr{}tfifilr,tl

MM
utryUti¡lttuU*il¡{

/--^"#,{ü\
KffiSrrililttillrtl#

firil,rr{d1fl4il[



4.3. LONG-TERM TRENDS AT MID-LATITUDES 109

1980 to 1989 indicated that most of the variability in the period and phase of the wave would

come from yearly differences. This is in accord with the phase results of. Craíg E Elford [1981]

using 10 years of meteor wind data collected at Buckland Park in the 70's. It was therefore

decided to ignore the non-stationarity of the data and treat it as a secondary efect for the

current analysis. This assumption allows the use of Fourier transform techniques.

A spectral fllter with a broad pass-band centred on 48 hours was used to extract the 2-

day wave from the raw time series. This has the advantage of producing a reaJ-valued time

series of wind velocities. To decide on an appropriate bandpass a moving power spectrum (see

Chapter 2.8) was formed for the Adelaide data from an altitude range of 86 to 90km over the

time interval from January 1984 to January 1991 (Figures 4.7 and 4.8). The white bands over

all frequencies are where data are missing. The maximum power spectral densities have been

"clipped" to be less than2.4x1gz-2r-2¡12-1 . The spectral values were then folded back into

a single calendar year to give an average or superposed moving power spectrum (Figure 4.9)

for both the zonal and meridiona.l winds, as in figure 2 of paper-l. From this diagram it can

be seen that the 2-da,y wave power (the strong peak during January-February) is spread over

a wide frequency band but is fully conta,ined within the bandpass of 32 to 96 hours (0.25 to

0.75 cpds). This was the bandpass used to form a time series of 2-day wave data, allowing

variations on time scales as small as 48 hours to be seen (c./. Section 2.6). Some activity near a

period of 48 hours can be seen during July in Figure 4.9. This can be tentativeiy identified as

the occurrence of the 2-day wave in the northern hemisphere weakly extending down to 35o S.

The amplitude of the solar diurnal tide appears to be a minimum near the time of the 2-day /
wave event. This behaviour is discussed further in Section 4.4. The raw wind data shown in

Figures 4.5 and 4.6 were bandpass filte¡ed to give the 2-day wave data shown in Figures 4.10

and 4.ll respectively. Figure 4.11is the same as figure 3 of paper-l. The maximum wind speeds

were obtained as a function of time from the perturbation wind velocities. The phase of the 2-

day wave was obtained by determining the local time of the maximum northward and southward

winds. This necessarily gave the phase information in the range from 0 to 24hr. Using some

arbitrary starting time, the number of wave cycles could be calculated to the start of the day for

which the phase is to be estimated. This number, when added to the local time estimate, would

give the phase as a fraction of a cycle relative to this start time. Shifting the start time by a

fraction of a cycle would change the phase estimates by the same amount. Having the phase in

fractions of a cycle allows comparisons of the phases of the zonal and meridional components.

However, the phases found in this manner are not directly comparable from year to year as

scycles per day
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Figure 4.8: As for Figure 4.7 bú for the meridional winds.
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the use of a single relative start time does not allow for phase variations throughout the year.

In fact it assumes the phase is locked with local time - an assumption that is to be tested.

Any variation in wave period will also cause a phase drift which will confuse the comparisons

of phases from year to year. It also assumes that the wave is a continuous entity throughout

the year rather than a phenomenon that may arise in summer from a fortuitous combination of

events. This is another assumption that will be tested so cannot be implicitly assumed here !

As the wave period is expected to be close to 48 hr during the summer at Adelaide, the

phase estimates could be left in local time and be expected to cluster about a particular value

for any given summer. As well, leaving the phases in loca1 time means that a phase locking can

be investigated by comparing many summers without the concern about whether the correct

day has been used as the relative start date. Average phases over many summers also becomes

a meaningful quantity. Further, since the phase values range over only half a cycle, phase

estimates can be made from both the maximum positive and maximum negative wind speeds,

thus doubling the number of phase samples. It must be born in mind that a 24hr ambiguity

will exist in all the phase estimates when done this way. Also, this form is only valid if the wave

period is indeed close to 48 hr. This assumption is tested in Section 4.3.8.

4.3.3 Arnplitude and Phase Distributions

The maximum wind speeds were collected to form a distribution of the amplitude of the 2-day

wave for each altitude and each summer and are shown in Figures 4.I2 and,4.!3. Zonal, ampli-

tudes are small (Figurc 4.\2), exhibiting [ttle variation with altitude and over each summer.

In contrast, the meridional amplitude distributions with altitude for each summer (Figure 4.13)

show a strong inter-annual variation, the 2-day wave being stronger in some years than in oth-

ers. In all cases the amplitude maximises near 86 to 90km. To obtain a picture of the average

behaviour of the amplitude of the 2-day wave as a function of altitude, all the 12 summers

have been used in Figure 4.74 for both the zonal and meridional components. The amplitudes

maximise near 86km in both cases, with a sharp drop offin the maximum wind speeds below,

and more slowly above.

The phases can be collected as a function of a,ltitude and year in a simila¡ fashion to the

ampütudes. As the phase is a cyclic parameter, with 0 hr LT6 being the same as 24 hr LT, a decile

approach to the distribution cannot be used. If the amplitudes of the 2-ð,ay wave are ignored

for the moment then the phase values can be formed into a histogram to visually determine the

6local Time, which in this case is AustraÌian Central Standard Time, or CST ( UT + S| hr)
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Figure 4.14: Average amplitude distribution with altitude over summer. (a) Zonal, (b) Merid-

ional.

range of most likely phases. If, as the literature suggests, the 2-day wave has a large verticai

wavelength at Adelaide then the data from all altitudes can be used in order to increase the

statistical reüability of the results. Histograms of the phases for the meridiona,l wind component

are shown in Figure 4.15 for each individual summet, and Figure 4.16 for all the summers

combined, both using all the data from 74 to 98 km. Zonal amplitudes are small (as shown in

Figure 4.12) so that the phase determinations ate of dubious quality, reflecting more the random

phase due to bandpassing a white noise spectrum rather than some systematic phase due to a

wave phenomenon. Random phases would be expected to havp a uniform distribution; thus they

increase the floor level of the histograms. Phases determined from small amplitude intervals of

the meridional component also affect the histograms in Figures 4.15 and 4.16- The reliabiÏty

of the phase histograms can be improved if the phase estimates associated with intervals when

the wave amplitudes are small are ignored. Figures 4.17, 4.18 and 4.19 show how the phase

histograms change with increasing cutoff levels for each summer, using the same data as in

Figure 4.I5- it can be seen that the first row of Figures 4.17, 4.L8 and 4.19 are the same as

the histograms in Figure 4.15. Considerable inter-annual variability of the phases are reveaJ.ed

as the cutoff amplitudes are increased. During 1980, 1985, 1986 and 1987 the phases at times

of larger wave amplitudes are concentrated around 1200hr LT while in 1981 and 1983 they

are neaï 1600hr LT. Some years, such as 1988 and 1991, show a bi-modal phase d-istribution,

with significantT peaks at both 1200 and 1600hr LT. In most cases the phase distribution is

Iargeiy isotropic until the data for amplitudes (20ms-14ïe removed. During some years the

phase does not appear to concentrate on any value even when oniy the larger amplitudes are

TThe number of counts in each phase bin may be considered a Poisson process.
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Figure 4.I7: Yatiation in phase histogram with cutoff value for the summers of different years.

The time period is shown at the top of each column, with the results of different cutoff levels

shown in each row.

considered (e.g.1982,1984 and 1990) suggesting that the wave period is not 48 hours at these

times. A period of 50 hours will give an isotropic phase distribution when measured over at

least 12 cycles, which is approximately a month - remembering that the phase in LT ranges

from 0 to 24 hours.

Figures 4.21 (individuai summers) and a.22 (alJ, summers combined) show the histograms

of the phases, ignoring those va,lues where the wind speed was (20ms-1. The plots in Fig-

lne 4.21are the same as the third row of Figures 4.L7,4.I8, and 4.19, and show the features

mentioned earlier. In general the most frequent phases are spread from 1000 to 1800hr, centred

on 1400hr LT.
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Figure 4.20 shows how the histogram of the phase changes with increasing cutoff levels for

each season, using data from all altitudes for the 7 years from December, 1983 to February, 1991.

All amplitudes are small for the non-summer months so that the phase estimates have a large

uncertainty. An isotropic phase distribution is evident, being maintained as the cutof amplitude

is increased. From these results it is doubtful whether a coherent wave is present throughout

these months. During the summer months the phases for amplitudes (20ms-la,lso have a

near isotropic distribution. For amplitudes < 10ms-1this may be due to poor estimation of the

phase of the 2-day wave, components at the edge of the bandpass contributing as much to the

time series as components near 48 hours. For amplitudes ) 10 ms-1 this should not be the case.
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Figure 4.1g: Variation in phase histogram with cutoff value for the summers of different years.

Th1 time period. is shown at the top of each column, with the results of different cutoff levels

shown in each row.

Therefore it woul,il appear that during intervals of low amplitude the phase of the 2-day wave is

not constant with time, implying either the period is not 48 hours and/or the vertical wavelength

is shorter than -40km (as ail the available heights havebeen used). When the amplitudes are

large, so that the wave is more likely to be non-linear, the phase is more constant, implying that

the wave period is closer to 48 hours and there is a long vertical wavelength. The summer phases

appear to lock 1200 hr LT, becoming more discernable as the amplitude cutoff is increased. This

indicates that the 2-day wave has the same preferential phase, during intervaLs of large wave

amplitude, from year to year: a phase locking as first suggested by Craig €! Elford [1981].
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Figure 4.20: Yaiation in phase histogram with cutoff va,lue for each season. Data from De-
cember, 1983, to February, 1991, have been used. The seasons are indicated at the top of each
column, with the results of different cutoff levels shown in each row.

4.3.4 The Mean Phase

From the above results it is apparent that the wave amplitude must be considered when deter-

mining an average phase for the 2-day wave. An a.lternative approach to using histograms of the

phases is to form a ('vector phase", or phasor. The wave amplitude associated with each phase

estimate can be used as the magnitude of a vector with the phase giving the angle clockwise

from the "12 O'clock" position. The phasors thus formed can be positioned on a phasor diagram

(sometimes called a harmonic dial) as in Figure 4.23, with the phase range from 0 Io 24ht being

represented by the angies 0 to 360 degrees. A vector mean phasor can then be found.

Figure 4.24 shows the vector mean phase, using data from all altitudes and all summers, as

H
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a function of the cutoff wind speed. Thc number of data va,lues used is also shown on the same

diagram. The mean phase estimate remains constant with change in cutoff amplitude. This

is most likely due to the isotropic nature of the phase estimates when the wave ampltiude is

small, which tend to cancel and therefore not contribute to the mean vector phase. The mean

amplitude on the otherhand increases with increasing cutoff as expected. This shows that the

vector mean phase is robust with respect to "noisy" estimates and is therefore the preferred
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choice for further study.

The vector phase representation in Figure 4.23 can be ciarified if the data is reformed into

a polar histogram. The harmonic dial can be divided into equal angular segments and the data

values binned into a range of radii for each. The counts for each bin can then be represented

as colours. This is essentially a density plot of the vector phases, necessarily coarse due to the

data sparcity in the 2-D piane. Figure 4.25 shows the meridional phases in this form, using

data for all heights for each year. The colour scaling is shown on the right-hand side, with the

maximum value scale including regions with counts equal to or greater than that value. The

contours labelled "90" approximately enclose 90% of the data. Similarly the "50" contour line

approximately encloses 50% of the data for each plot. As shown by the previous histogram

analysis, here too it can be seen that the phase during intervals of large amplitudes varies from

year to year. Some of this variation is due to the period of the wave not being precisely a

multiple of 24 hours, as with the smaller amplitudes mentioned on page 121. This causes a

spreading of the phase when wrapped as modulo 24,the efect being different for different years

and diferent a.ltitudes. Again, the smaller amplitudes tend to have a uniform distribution of

phases as would be expected for a random signal. This is consistent with the previous histogram

analysis. Figure 4.26 combines all the data in the one polar histogram for both the zonal and

meridional components. This differs from figure 6 of paper-1 in that data from all the a.ltitudes

ftom 74 to 98km have been used here, whereas only those from 84 to 96km - where the

ampltitude of the 2-day wave is largest - were used in that figure. As the 2-day wave is weak in

the zonal, the phases are dominated by noise resulting in a iargeþ uniform distribution. From

Figure 4.26 iI can be seen that waves with larger amplitudes tend to have phases in the afternoon

quadrant from 1000 to 1600 hours LT, although the number of occurrences of larger amplitudes

are fewer in the zonal component.

The vector mean phase as a function of altitude for each summer is shown in Figure 4.27.

It differs from figure 7 of paper-l in that the zonal phases in that figure had some good data

erroneously removed prior to the mean vectot calculation. This has been corrected in Figure 4.27.

The differences introduced are small, the correct phases tending to emphasis the departures

from 1200hr LT. Figurc 4.28 shows the results for all the summers. A preference for a mean

phase between 1200 and 1600 hours LT is indicated, the mean phases over all altitudes and

summers being 13 t 3 hr and I4.4t 0.8 hr for the zonal and meridional components respectively.

The consistency of the mean phase with altitude for the meridional component suggests that

the individual errors have been over-estimated. During 1982, 1984, and 1990, the change in
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Figure 4.26: A. polar histogram as for Figure 4.25 bú combining all the wind data shown in

that flgure. The bin size is the same (2 hours by 10ms-l). Again, the number of occurrences

in each bin is colour coded, where the darkest shade represents 100 or more counts. (a) Zotal
(b) Meridional component.

phase with altitude suggests vertical wavelengths ( 80 km, whereas a much larger wavelength

(2 150km) is indicated for the other years. The actual values are tabulated in Table 4.1, in

Section 4.3.7. The variation of the mean phase with altitude for all the summers suggests an

average vertical wavelength > 150km. From Figure 4.13 and Figures 4.17, 4.18 and 4.19 it

is clear that the amplitude of the 2-day wave is small during 1982 and 1990. This possibly

means that the 2-day wave structure is significantly different when the amplitudes are large or

uice-uersa. The short vertical wavelength is most likely responsible for a large portion of the

spread seen for these years in Figures 4.77, 4.I8 and 4.19.

If there is some form of phase-locking of the 2-day v/ave, this raises the question of whether

the actual days of maximum northward winds are related from one year to the next. Notice

from Figure 4.1L that the 2-day wave appears to be in antlphase, in general, from one year to

the next. This is deceptive since the data have been plotted in calendar days, but the actual

relationship between cycles in one summer eompared to the next depends on the number of

days (hence cycles) separating the two. A non-leap year has an odd number of days whereas

a leap year has an even number. If the wave existed as a single structure throughout the year

then it would. be expected that on the same day of the year (e.g" 17, meaning I7't' January)

for consecutive years the wave would be in-phase, if the first year was a leap year' or otherwise

in anti-phase. On the whole, this appears to be the case. A notable exception is the phase

relationship between the summers of 1987, 88 and 89. From the foregoing it would be expected

that 1987 and 1988 would appear to be in anti-phase (as 1987 is a non-leap ¡'ear) while 1988

and 1989 would be in-phase (since 1988 is a leap year)" In fact 1987 and 1988 are in-phase while
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Figure 4.27: The vector mean phase (in local time), with one sample standard deviation error
bars, of the 2-day wave for each summer from 1980 to 1991-. The zonal component is shown as
dash-dotted line with square symbols, the meridional as a solid line with triangles. The number
of data points used in each mean is shown on the right-hand side of each plot.

1988 and 1989 are in anti-phase.

In their figure 7, Craig E Elford [1931] show the scatter of the mean vector phases of the

meridional component of the 2-day wave for 1961, and L966 to 1975, derived from approximately

10 days of meteor observations during each January from St. Kilda near Buckland Park. In

order to compare the phases for 1980 to 1991 with the earlier years the mean vector phase of

the meridional component was found in as similar a fashion as used for the meteor data. The

average v/as computed over all heights using data only from the time intervals when the 2-day

wave was at its largest amplitude for each summer. The resulting values differ slightly from those

in Figure 4.28, where data for all of each summer were used. The vector mean phases for 1g80 to

nú-"
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*d.
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Figure 4.28: The vector mean phase (in local time), with one sample standard deviation error

bars, of the 2-day wave using all the summers from 1980 to 1991. The zonal component is

shown as dash-dotted line with square symbols, the meridional as a solid üne with triangles.

The number of data points used in each mean is shown on the right-hand side of each plot.

1gg1 have been plotted in Figure 4.29 (solid circles) along with those for 1961, and 1966 to 1975'

taken fuom Craig €! Etford [1981],figure 7 (open circles). The vectormean of the combined data

set has a phase of. l342hr LT. A most probable error ellipse lChapman €i Bartels, 1940] has

been plotted to assist with determining the significance of this. There is a 50% probability that

any datapoint will ìie within this error ellipse. The extra datain Figure 4.29have reduced the

size of the error ellipse from that in Craig U Elford [1981], but havenot changed the orientation

nor the mean phase signif.cantly. These results are in good agreement with the phases found

earlier.

4.3.5 Phase RelationshiPs

From the polar histograms in Figure 4.26 it would appear that the zonal phase distribution is

very similar to the meridional. Moreover, the mean phase plots (Figures 4.27 and 4.28) perhaps

suggest that the zonal and meridional 2-day wave components are nearly in-phase.

The bandpass filtered winds are not purely sinusoidal, often having multiple peaks within a

cycle due to the interaction of different frequency components within the broad 2-day wave spec-

tral peak. In the previous analysis these form statistical fluctuations in the phase estimates. As

the fluctuations are not the same for both the zonal and meridional components the bandpassed

data is not suited for calculating instantaneous phase differences. An alternative approach for
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Figure 4.29: Polar plot of the amplitude and phases of the quasi-two-day wave meridional
oscillations. The vector mean phases for the summers of 1980 to 1991 are shown as solid circles,
while those for 1961, and 1966 to 1975, taken from Craig €t Elford [1981], figure 7, are open
circles. The mean and the error ellipse have also been plotted.

determining the phase of the 2-day wave was therefore developed. This involved least-squares

fitting a sinusoid to each 48 hour cycle of the bandpassed data for each component and noting

the phase. That is, a cosine function, Acos(2nf r 1/), with .f = 0.5 cpd, was fitted to the data

for each day using a least-squares method, and the amplitude, A, and phase, /, determined.

This gave equivalent results to simply choosing the local time of maximum positive amplitude

of the bandpassed time series. Inspection of Figure 4.30 - which shows the sinusoidat fits

overlayed on the bandpassed data for a typical selection of cycles in 1991 - in,ilicates that the

phase of the sinusoids r¡/ere a very good approximation to the phase of the 2-day wave for more

than 90% of the time. The phases for the summer of 1991 arc shown in Figure 4.31. Note that

the phases are expressed in LT so are cyclic around a24hr period rather than the 48hr period

that might be expected. The phases in Figure 4.31 have been "unravelled" so that there are

no discontinuities. It can be seen that the zonal and meridional phases are indeed quite differ-

ent, apparently being as often in-phase as in anti-phase. Forming the instantaneous differences

of the phases (meridional minus zonal), taking care to use phases from the same cycle of the
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Figure 4.30: Sinusoidal fits overlayed on the bandpassed data for the meridional component of
the 2-day wave during the summer of 1991. All cycles for that summer are shown. The numbers

along the x-axis indicate the day-of-year, starting on day 344 of 1990, and ending on day 43 of
1991. The phase determined from the sinusoidal fit is plotted as a vertical üne on each plot, the
actual value being shown below.
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wave, the histograms in Figure 4.32 were obtained for each year. A combined histogram of the

phase differences for all years is shown in Figure 4.33. In all cases the zonal wind component

appears to lead the meridional by anywhere from 0 to 15 hr most of the time. Plumb et al.ll987l

determined that the components of the 2-day wave during the summer of 1984 were roughly

in phase-quadrature. Here it is found that the phase relationship is time dependent, generally

being between in-phase and phase-quadrature.

The zonal component of the 2-ð.ay wave usually maximises several days earlier than the

meridional (c./. Figure 4.9) so that the mean vector phase over the summer can be the same for

both yet the instantaneous phases may differ. It is interesting in itself that the distribution of the

phases are similar, and that the instantaneous phase difierence is small. This has implications

to the horizontal transport of horizontal momentum investigated in Section 4.5.3.
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Figure 4.32: Histogram of the instantaneous phase differences between the zonal and meridional

components for each summer from 1980 to 1991, for all altitudes ftom74 to 98km.
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Figure 4.33: Histogram of the instantaneous phase differences between the zonal and meridiona,l

components for all the summers of 1980 to 1991, for a"ll altitudes ftom74 to 98km.
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Figure 4.34: The vector mean phase (in wave periods), otherwise as for Figure 4.27.

4.3.6 The Mean Phase Revisited

In Section 4.3.2 the 24hr (or half a cycle) ambiguity of the phase estimates, and the reason

for estimating the phase in this way, were discussed. Section 4.3.5 has removed this ambiguity

concluding that the wave components are more in-phase than anti-phase. It would be reassuring

to confirm that expressing the phases in LT has not biased the estimates of the mean. This

can be done if the phases are expressed as fractions of cycles and the means found. The phases

from the bandpassed data could be used to do this as outlined in Section 4.8.2. As the required

values have a,lready been calculated in Section 4.3.5 using the sinusoidal fits to the bandpassed

data, it is more convenient to use those. Finding the mean vector phase for each summer as

before, where the phases now range from 0 to 48 hr, or one cycle, Figure 4.J4 is obtained. This

can be compared directly with Figure 4.27. Notice that the number of data points used for the
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mean phases in the current figure are N ll3 of those used in Figure 4.27 (see the discussion at

the end of Section 4.3.2, page 109). The time labels also differ for some summers (e.9.1983).

This is due to the different data rejection criteria applied to the sinusoidal fits as opposed to the

previous phase determination method. In interpretting Figure 4.34it must be remembered that

each point can be X24hr from the corresponding point in Figure 4.27. Wlth this in mind the

mean zonal and meridional phases for the summers all compare favourably, the major differences

being the association of the phase to the cycle. That is, for two adjacent heights, whether to

join the mean phases for points separated by - 24hr in the positive or the negative sense; does

the next phase point correspond to the cycle before or the cycle after ? This is most marked

for the summer of 1982 where a slight displacement of the phase va.lue for 78 km has caused the

phase continuity algorithm to decide that that phase must cotrespond to an earlier cycle than

the phase for 74km. Two cases show marked differences: the meridional mean phases above

90km for the summer of 1985; and the zonal phases above 82km for the summer of 1987.

The favourabie comparison between Figures 4.27 and 4.34 gives confidence in the measure

of the phases in the previous sections.

There is no point in comparing the mean vector phases for the combined summers for the

reasons mentioned in Section 4.3.2.

4.3.7 Vertical'W'avelengths

Using the rate of change of the mean phase with altitude in Figures 4.27 and 4.34 the vertical

wavelength can be estimated. These have been tabulated in Table 4.1 along with the maximum

upper decile wave ampLitude. The phases in Figure 4.34 appear to have more continuity with

a.ltitude giving more reliable vertical wavelength estimates. As already mentioned, their form is

consistent with the phases of Figure 4.27. Even so, the error in the wavelength estimates may

be as large as 50 % using the error bars for each phase point. It can be seen from Table 4.1 that

during the summers of small maximum wave amplitude (1982, 1985 and 1990) the wavelengths

derived from Figure 4.34 are also small, being -40km. This is consistent with the discussion

on page 121 regarding the phase distributions. As mentioned in the discussion on page 125, the

variation of the mean phase with altitude for all the summers (see Figure 4.28,in Section 4.3.4)

suggests an average vertical wavelength ) 150km.
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Summer
of 4.27 4.34

Max 90%ile
Ampl. ms-. ) Height 

1 km
1980

1981

1982

1983

1984

1985

1986

1987
1988

1989

1990

1991

> 150

> 150

82

> 150

64

> 150

> 150

> 150

> 150

> 150

50

> 150

> 150
96

43

> 150

64

24

> 150

> 150

96

96

55

> 150

47
40

23

42

42

27

35

48

31

30

22

38

86
86

82

90

82

86

86

90

86

90

86

90

Table 4.1: Vertical wavelengths and maximum upper decile amplitudes for the 2-day wave for
the 12 summers from December, 1979 - February, 1980 to December, 1990 - February, 1991.
The last two columns show the value and altitude of the maximum upper decile wave amplitude.

4.3.8 The Mean Period

A complex demodulation technique was used to find the period for the 2-day wave as a function

of time by the method described in Section 2.7. No period estimates were made for the intervals

where data was missing. The amplitudes of the 48 hr complex demodulated time series for

both the zonal and meridional wind components from January, 1984, to January, 1991, for

the altitudes from 78 to 98km, are shown in Figures 4.35 and 4.36 respectively. Note that

the amplitude scales are different in the two figures. Due to the finite resolution required for

the plot, the fine structure of the temporal variations in the amplitude have been lost. This

has a similar effect as applying a smoothing to the displayed amplitudes. Thus the maximum

values are not a true reflection of the real maxima, having values no larger than 50 ms-1 in

the meridional component. The true demodulated meridional maxima are more of the order

of 70ms-l, but may only last a few cycles, less than 0.2mm in this figure. These amplitudes

are also smaJ.ler than those observed in the bandpassed winds. Much of this can be accounted

for by the difference in the effective bandpasses; the demodulated amplitudes coming from

a much smaller bandwidth. Therefore Figures 4.35 and 4.36 are best interpreted as reiative

amplitudes. Nevertheless, the tecurrence of the 2-day wave can be seen quite clearly in the

meridional amplitudes. Figures 4.37 and 4.38 show the demodulated phase over the summer of

1991 for a 48 and 51hr demodulation period respectively. The effective bandpasses used were

43.9 to 53.0hr for the "48"hr demodulation (156 degrees of freedom), and 46.6 to 56.9hr for
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Figure 4.37: The phase of the complex demoduiated meridional component of the 2-day wave
using a demodulation period of 48hr for the summer of 1991. The altiturles are indicated along
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Figure 4.38: The phase of the complex demodulated meridional component of the 2-day wave
using a demoduiation period of 51hr for the summer of 1991. Otherwise as for Figure 4.37.
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the "51"hr demoduiation (162 degrees of freedom). The phase is constant for most heights

during January for the 48hr demodulation, but has a positive rate of change with time for the

51hr demodulation. Since the rate of change of the demodulated phase is proportional to the

difference between the demodulation frequency and the frequency of the dominant signal within

the bandpass (see Section 2.7 for further details), then these results suggest a period near 48hr.

Only the data from each December, January and February have been used to determine the

period statistics.

In order to reduce the effects of noise, the period of the 2-day wave was only calculated for

time intervals where the wave had a demodulated amplitude > 10 ms-l . It can be seen from

Figure 4.20 and Figures 4.17, 4.L8 and 4.19 that this cutoffvalue is large enough to reduce the

effects of noise, yet small enough to allow data to be accepted for ali years. Figure 4.13 shows

that the wind speed maximises in the region of 86 to 90km every year. Using a 10ms-lcutoff

value for the minimum demodulated amplitude of the 2-day wave restricts the height range of

the data, removing ati the data from the lower altitudes for some summels.

To confirm that the periods determined from the complex demodulation are independent of

the demodulation period (as anticipated in the discussion on page2.7 in Section 2.7) the periods

were calculated using both a 48 and a 51hr demodulation period and are shown as histograms for

each altitude and in total in Figure 4.39. This shows that the period determination is only mildly

dependent on the demodulation period. The statistics of the period distribution are even less

dependent, the median and deciles being very similar regardless of demoduiation period - as long

as the bandpass still encompasses the main variances. From now on only a 48hr demodulation

period is considered. Figure 4.40 shows the median and decile periods as a function of altitude

for each summer using a 48 hr demodulation. The number of points used in each distribution

are shown on the right-hand side for each altitude. It can be seen that the 2-day wave occurs

most frequently near a period of 48 to 50 hr, with some years showing a tendency for shorter

periods. In order to determine some form of mean period consideration must be made of the

averaging pïocess. As shown in Figure 4.13 each summet would contribute a diferent amount

of data for each aititude if a simpie mean value is used. This may be a good thing as the

years when the 2-day wave had larger amplitudes would contribute the most data, weighting

the average towards these years. To comply with the sense of the tetm, a yearly average period

should weight each year the same. Therefore the average of the median periods for each summer

was found for each altitude. In this way each year contributes the same amount of data. The

altitude variations of the mean of the summer median periods is shown in Figure 4.41. The
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Figure 4.39: Period histograms for each altitude over a,ll summers using a (a) 48 hr, and (b)
a 51hr, demodulation period. The bottom plots are the combined histograms using all the
altitudes.

mean period over all altitudes is 48.7*0.5hr for the meridional and 48.0f0.4hr for the zonal

component. The yearly variations (as shown by the standard errors for each altitude) are of the

order of 30 min from the mean, although variations of the mean period with altitude are twice

this value. Similar results are obtained using different demodulation frequencies.

As the wave period is close to 48hr the assumptions made in Section 4.3.2 appear to be

valid.
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4.3.9 Summary

In Section 4.3.3 it was found that the zonal amplitudes of the 2-day wave at Adelaide are less

than 20-30ms-1for 90% of the time during summer, the amplitude exhibiting little variation

with altitude or from year to year. The meridional amplitudes are larger, maúmising between

86-90km with speeds larger than 40-50ms-lfor 10 % of the summer. Strong inter-annual

variation was found for the meridional component, with some years having speeds less than

20 ms-1for 90 % of the summer.
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Figure 4.41: Mean period of the 2-ð,ay wave over the 12 summers from 1980 to 1991. Shown
are the means (and standard errors) of the individual summer median periods. (a) Zonal, (b)
Meridional.

It was found that some form of phase locking of the 2-day wave occllrs when the wave am-

plitudes are large, which may be a result of some non-linear interaction during those times. The

raw meridional phases are spread from 1000 - 1800 hr LT. Considerable inter-annual variation in

the meridional phase was found, with clustering around 1200 and 1600 hr LT during different

In general, during intervals of low wave amplitude (<20ms-1) in summer and during all

non-summer months the phase of the 2-day wave is not constant with time, implying that the

period is not close to 48 hr andf ot the vertical wavelength is ( 40 km (as all the available heights

were combined to obtain a significant number of phase estimates). The opposite is true for time

intervals when the wave amplitude was large. In this case the phase is more constant implying

a stable period near 48hr and a long vertical wavelength (> S0km).

In Section 4.3.4 it was shown that the vector phases during intervals of larger amplitudes

cluster between 1000-1600hr LT for both the zonal and meridional components. Again, large

inter-annua,l variations were evident. The individua,l summer mean vector phases lie between

1200-1600hr LT over the altitude range of 74-98km. The mean phases over all altitudes ald

summers werefound to be 13t3hr andI4.4*0.8hr for the zonal and meridional components

respectively. As the ertors indicate, more variation with altitude was found for the zonal than for

the meridional phases. This can be explained by the smaller average wave amplitude in the zona,l

component. No phase locking was apparent for small wave ampütudes in both components.

The mean vector phase over all altitudes for time intervals of large wave amplitude, combining
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data from 1961, 1966-75, and 1980-91, was found to be 1340hr LT. The error ellipse lies mostly

in the afternoon quadrant. This agrees with the previous results for individual altitudes.

In Section 4.3.5 it was found that the zonal leads the meridional by 0-i5hr for the 2-day

wave. This is from 0-0.3 cycles, so that the 2-day wave components generaJly vary between

being in-phase to phase-quadtatute.

It was also noted in Section 4.3.4 that the 2-day wave appears to have a phase from year to

year consistent with a coherent wave structure persisting throughout the 12 year time interval,

although for some summers there appears to have been a phase flip causing the 2-day wave to

be in anti-phase with respect to the previous summer. Therefore counting the number of cycles

from some arbitrary start time wouid not give a meaningful average phase over the full 12 year

time interval. Using different start times for each year, assuming that the period is close to

48 hr, should give similar phase results to those already found using a 24fu LT scheme. This

was found to be the case in Section 4-3.6.

In Section 4.3.7 the estimated vertical wavelengths for each summer were tabulated. They

show that the 2-day usually has a verticalwavelength >90km, being smaller (:40km) when

the maximum wave amplitude is small (æ20ms-1 ). The vertical wavelength derived from the

12 year mean phase was > 150 km.

In Section 4.3.8 the mean period over the 12 summers and all aititudes was found to be

48.7t0.5hr for the meridional and 48.0+0.4hr for the zonal component. Altitude variations

were of the order of f t hr. Yearly median periods ranged from 46 up to 51hr but gave a one

standard deviation spread of the order of only t0.5hr from their mean. A mean period close

to 48hr justifies the use of the phase in the range of 0-24hr LT.

4.4 Equatorial Observations

4.4.L Introduction

In order to resolve questions regarding the generating mechanism of the 2-day v/ave, and to

better understand its role in the middle atmosphere, reviews of the phenomenon lWalterscheid,,

1980; ^9øläy, 1984; Vincent,198aa] have pointed to the need for further observations at equatorial

latitudes. The small number of previous equatorial observations have found evidence of a strong

2-ð,ay oscillation in the mesospheric winds lCoy,1979; Kalchenko, Ig87; Vi,ncent €! Lesicar,

L997; Fritts E Isler,1992]. In this section, data from the equatoriai site at Christmas Island

(2o N, 157" W) have been used to obtain information about the 2-day wave at the times when
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it maximises in each hemisphere.

Hemispheric differences have been noted in the structure of the 2-day wave. Amplitudes

are up to a factor of two larger in the southern hemisphere than those found in the northern

hemisphere. It has also been noted that the wave period is near 50 hr in the northern hemisphere,

but often indistinguishable from 48 hr in the southern hemispherc lMuller €l Nelson,1978; Craig

€! Elford,l9Sl; Tsuda et a1.,1988; Poole, 1990; Harris €9 Vi,ncent, i993]. By observing at an

equatorial site where the effects of the 2-day wave can be seen during both solstices - one when

the wave amplitude maximises in the southern hemisphere (December solstice), the other when it

has maximum amplitudes in the northern hemisphere (June solstice) - hemispherical differences

can be directly compared.

The main results of this section have already been reported in flarris ü Vincent [1993],

which has been included in Appendix I, hereafter referred to as "paper-2". This section wiil

expand on the analysis used in paper-2, and present some additional results.

4.4.2 The Data

Data from the beginning of January, 1990, to mid April, 1992, has been analysed. During

this interval the system ran continuously, although some data were lost due to disk storage

overflow. The periods where data are missing are the two 14 day intervals from 28úå October

to I2thNovember, 1990, and ftom24th December, 1990, to 8tÀJanuary, 1991. As data are only

obtained for the f.uJ),24 hour period for heights from 80 to g8km, it is this altitude region which

has been focussed on in this section.

The temporal variations in the wind variance as a function of frequency for a representative

height are shown in Figure 4.42. Periods from 120hr down to 8hr are shown although higher

frequency components were calculated. Like Figure 4.7, a 74 ð.ay window with a step of 7

days was used. The maximum power spectral densities have been "clipped" to be less than

2.4xL07m2s-2Hz-7 in order to reduce the dynamic range for plotting purposes. The white bands

across all frequencies during October and December, 1990, indicate missing data. Figurc 4.42

is the same as figure 1 in papcr-2, the major fcaturcs being discussed there (see section 2.1 of.

Appendix I).

Fromprevious observatiorslClar,b, 1989; Craig €l Elford,l98l; Craig et a1.,1983 Muller €i

Nelson,7978; Tsuda et al., L988; Vi,ncent,7984al large enhancements in wave amplitude might

be expected at low-latitudes during the northern and southern hemisphere summers, as well as

possible frequency shifts. To investigate these possibilities the spectral analysis was repeated
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Figure 4.44: Moving poìMer spectra as in Figure 4.42 using the same 40 day sliding window but
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with a finer frequency resolution, as shown in Figure 4.43 using the same moving power spectrum

as in Figure 4.42,bú with the window width increased to 40 days, to give an effective frequency

resolution of 0.025 cpd. A step size of 20 da¡rs was used, The frequency band of concern has

aJ.so been focussed on . It should be noted that in Figure 4.43 the power spectral amplitudes

are not truncated and that the scales are different. Hence, these plots give not onl¡r a more

accurate measure of the relative strength of the oscillation in each wind component, but also a

better representation of seasonal changes in wave energy. It is apparent that the power spectral

amplitudes of the meridional wind are usually up to ten times those of the corresponding values

for the zonal component. Figure 4.43 is the same as figure 2 in paper-2. Once again the major

features are discussed there (see section 2.7 of Appendix I)" Simulated datarvereused to test the

analysis procedure in order to ensure that sidelobe effects due to the rvindowing are negl-igible.

A plot of the response to simulated data using the same spectral techniques as in Figure 4.43 is

shown in Figure 4.44. The data was a pure sinusoid at 0.5 cpd rvhich was subjected to the same

processing as for the real data, using exactly the same data gaps. The half-power-half-rvidth
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is of the order of 0.01cpd. The power is -12d8 down at +0.02 cpd, decreasing to nearly -20dB

at t0.025cpd. As the frequency resolution is 0.025cpd this means that each spectral point

leaks <10% of its maximum power to its neighbour. No large sidelobes appear so that the two

peaks observed during July, 1991, in the meridional power spectrum, are distinctly separate

phenomena.

4.4.3 Period as a Function of Season

As in Section 4.3.8, a complex demodulation technique was used to determine the period of the

2-day wave as afunction of time (see Section 2.7 for the details of the technique). The complex

demodulated amplitudes for both the zonal and meridional components are shown as a function

of altitude and time in Figures 4.45 and 4.46 for a 48 hr demodulation period. Note that these

two figures have different scales. The rate of change of the phase with time of the complex

demodulation is a measure of the period of the dominant wave within the bandpass. The phases

for a 48 and 51hr demodulation are shown in Figures 4.47 and 4.48. As in Section 4.3.8, it

can be seen that the phase is relatively constant during January and February for the 48hr

demodulation, whereas it has a positive slope with time in the 51hr demodulation, which can

be interpreted as the 2-day having a period close to 48 hr during this interval. The phase during

July and August for both the 48 and 51hr demodulations show a more oscillatory change with

time. A positive slope can be seen during early August using the 51hr demodulation, whle a

smaller negative slope is suggested for the 48 hr. Converting the rate of change of the phase

of the complex demodulation to a period measurement (again, see Section 2.7) Pigure 4.49 is

obtained. This shows the period as a function of altitude and time. These results, like the

phase, have littie meaning unless they are coupled with the amplitudes. The phase of a signal

with small signal-to-noise ratio has üttle significance. Collecting this information into seasons

and finding the median and decile values Figure 4.50 is obtained. The same procedure has been

performed for the zonal wind component and these deciles are also shown in Figure 4.50. In order

to use the same bandpass for both the zonal and meridional components a 50 hr demodulation

period and a bandpass fron 46.0 to 54.8 hr (c./. Figure 4.43) was used in determining the period

statistics. OnIy data for times when the amplitudes were greater than 5 ms-l have been used in

the compilation of the period distributions in order to ensure the vaiues are meaningful. The

number of points used for each altitude is shown on the right-hand side of each plot. The thick

lines with the symbols show the median period as a function of aititude, with the upper and

Iower deciles shown as narrow lines.
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For the meridional component it can be seen that during December to February the median

period is 48hr (for 84km and above) with deciles spreading from 45 to near 51hr. This is in

agreement with the sliding spectral results presented earüer. From June to August the median

period is just as firmly placed at 50 hr (for 86 km and above). The deciles range from 44 to 53 h¡.

For the zonal component, the median period is close to 50hr during both solstice periods. For

both the zonal and meridionai winds the ampìitudes of the near 48 hr period components are

small during the equinoctial months, so that the period determination has a larger uncertainty.

Nevertheless, the March equinox shows a strong tendency to have a median period near 48 hr

(for both the zonal and meridional winds) whereas the September equinox shows a tendency

towards a 52 hr period.

4.4.4 Phase as a Function of Season

The same sinusoidal fitting technique used in the previous section was applied to the Christmas

Island data in order to determine the phase of the 2-day wave as a function of time. The error

in the daily phase estimate from fitting a sinusoid with a period of 48 hr to 2 days of data with

a dominant period of 52 hr is less than thr. This reduces to 30min for data with a dominant

period of 50 hr. In both cases this error is less than the natural variation of the phase observed

in the raw bandpassed time series.

Figure 4.51 shows the median and deciles of the zonal and meridional wind speed estimates

as a function of altitude. The upper decile values mostly come from time interva,ls around the

maximum 2-day wave amplitudes. For the two solstice conditions the meridional amplitudes

increase to a maximum in the region of 86 to 90 km and then slowly decrease with further

increase of altitude. Amplitudes during each solstice season exceed 30ms-11or 70% of the time

at these altitudes. Median values are around 15ms-1from 86 to g0km and just over 5ms-lat

80km for both solstices. There is good coherence with height. For equinoctial conditions the

amplitudes show a more constant variation with altitude. The median increases from 5ms-lat

80 km to 10 ms-1 at 98 km for the March equinox, whereas during the September equinox the

median amplitude increases ftomT ms-lat 80km to 15ms-1at 86km, and then decreases down

to 10 ms-l at 98 km. There is a large amplitude burst at 86 km in the September equinox which

raises the upper decile to 25ms-l , otherwise this value would be between 7 and 10ms-l greater

than the median for both equinoxes. Figure 4.52 shows the mean vector phase for the meridional

(solid line and triangles) and zonal (dotted üne with squares) components of the 2-day wave.

The bars shown indicate one standard deviation. The phase has been caJculated assuming a
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Figure 4.52: The mean vector phase (hr tT) for the meridional (solid line and triangles) and
zonal (dotted line with squares) components of the 2-day wave for each season as function of
altitude. The bars indicate one vector standard deviation.

waveperiod of 48hr for all seasons except the June solstice where a 50hr period has been used.

Thus the values for the phase in Figure 4.52 can be taken as hours LT except for the June solstice

where the phase is simply a relative measure with altitude. This figure is the same as figure 5

of paper-2 but has had the zonal phases corrected - the same problem mentioned on page 125

that affected figure 7 of paper-1 also affected figures 5 and 7 of paper-2. The main effect of the

corrections to the zonal phases shown in figure 5 of paper-2 are: the phase estimate at 90km

for the season starting in December has shifted by 24hr causing the zonal phases to be more

continuous with altitude; phase estimates for g2 and 94km for the season beginning in March

have shifted by between 12-24hr causing the altitude variation of the phase to have a large slope

in this region; the zonal phases for the season beginning in June now have a rapid retardation

with altitude rather than being near constant, changing the phase relationship interpretations;

the phases for 80, 82, 96 and 98km have been retarded by 24hr for the season beginning in

September, causing the zonal and meridional components to be in-phase at the lower and uppel
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heights.

From Figure 4.52 it can be seen that the meridional phase tends to advance towards earlier

times with increasing altitude, indicating descending phase and upward energy propagation.

The main exception to this is during the period from March to May at altitudes of 82 to 88km,

where the phase is retarded with height. During this period the zonal and the meridional

components are in anti-phase - the phase values for g2 and 94km perhaps being out by 24hr.

This is in contrast to the September equinox where the meridional component leads the zonal

by about 12hr from 86 to 90km, decreasing to 0hr at 92-94km, then lagging by 12hr above

g4 km. The change in the meridional phase with altitude suggests an average vertical wavelength

greater than 150km during the March equinox (above 86km), and of the order of 60km for the

September equinox. The amplitud.e of the near 48 hr wind component (as previously mentioned)

is small during the equinoctia,l months, so that the uncertainty in the phase is greater than for

the solstices. However, the consistency with altitude and the consistent phase difference between

the zonal and meridional components gives some conf.dence in these results. Note that the values

for g0 and 82 km have the least confidence as the wave amplitudes are smallest at these altitudes.

During the December solstice the average zonal and meridional 2-day wave wind components

are in-phase from 82 to 88 km, where the zonal winds start increasing in phase relative to

the meridional. Above 90 km the zonal and meridional winds are in anti-phase. The vertical

wavelength, obtained. from the change in the meridional phase with altitude, is of the order

of 70 km. During the June solstice the average zonal phase rapidly decteases with altitude

suggesting a vertical wavelength as small as 15 km. The zonai and meridional wind components

change from being in anti-phase at 82km to in-phase at 94km. The average vertica'l wavelength

was estimated from the meridional phases to be 80 km above an altitude of 86 km, and 40 km

below.

4.4.6 Case Studies

Since the 2-d,ay wave can be quite intermittent, the seasonal averages may not describe the full

behaviour of the wave. To address this possibility the temporal behaviour of the 2-day wave

was examined during three short time intervals. Each interval, consisting of two weeks of data,

represent each solstice and an interval in April 1990, when wave activity was small. Figure 4.53

shows the bandpassed meridional winds for these intervals. High temporal and spatial coherence

is evident for those intervals of large amplitude. The coherence with altitude is apparent for all

three intervals with a downward phase progression at both solstices, indicating upward energy
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Table 4.2: Amplitudes (ms-1 ) of the 2-ð,ay wave as a function of altitude for the zona.l and
meridional wind components for two-week intervals in February 1991, Aprii 1990 and August
1991. Median values are in italics and upper decile values in bold. There are 15 to 20 points in
each estimate.

transport. The change in phase with altitude for both the two-week solstice intervals appeaïs

to indicate a similar wavelength to that estimated from the seasonal averages.

Table 4.2 summarizes the median and decile amplitudes as a function of altitude for the zonal

and meridional 48hr period wind components for the selected time intervals. The amplitudes

were calculated in a similar manner as for the seasona,l data. It can be seen that the April

period is indeed a time of low amplitude, with median values around 8-13ms-lfor all heights

in both components. The deciles are also fairiy constant with altitude. The largest amplitudes
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are found in the meridional component during the February intervai which coincides with the

southern-hemisphere summer 2-day wave event.

The impuisive nature of the 2-day wave can be seen in the meridional 2-day wave amplitudes

for the February interval in Figure 4.54. The colour scale and contours represent the wind

speeds in ms-1 . At 86 km on the 1"t of February, 1991, peak wave amplitudes are around

20 ms-1 . These increase to over 45 ms-1 on the 4¿å , then diminishes to near 15 ms-1 by the 9th .

This is only four cycles. Figure 4.55 shows the period as a function of altitude and time which

can be compared with the amplitudes in Figure 4.54. The periods have been estimated from the

rate of change of the phase using the complex demodulation technique for the fu-ll time series

from January, 1990, to April, 1992, not from the short time interval shown, in order to allow

a large enough bandwidth and number of degrees of freedom. It can be seen that during the

times and at the heights of large wave amplitude the period is just under 48 hr. The colour scale

indicates that the period may vary by t0.5hr. The same procedure has been performed for

the August interval, with the 2-day wave amplitudes shown in Figure 4.56 and the periods in

Figure 4.57. Again the period has been estimated from the demodulation of the full time series.

Here it can be seen that during the times and at the heights of large wave amplitude the period

is very close to 50 hr. In this case the colour scale indicates that the period may vary by t t hr.

Figures 4.58 shows the mean vector phase as a function of altitude for the selected solstice

periods. Tlie phases have been calculated in a similar mannet as for the seasonal data with

a cyclic period of 48 hr used for the January/February time interval and 50 hr for the interval

in August. For the February time interval, the variation of the phase with altitude indicates

a vertical wavelength of around 70 km, with the zonal and meridional winds in anti-phase, the

corrections to the bad data flagging for the zonal phases having little effect (c./. figure 7 of

paper-2). Prior to correcting the bad data flagging for the zonal component the August phases

indicated that the meridiona,l led by between 8-I2hr. This is what has been reported in paper-

2. After correction the mean zonal phases have moved closer to the meridional so that the zonal

and. meridional winds are less in phase-quadrature, with the meridional leading by only 3-9hr

for most altitudes. The indicated vertical wavelength is also of the order of 70 km for the August

interval. This is in agreement with the seasonal estimates. The error bars for the zonal phases

are larger than for the meridional during both time intervals reflecting the lower reliability in

the determination of the phases due to the smaller zonal amplitudes of the 2-day wave.
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Figure 4.54: Wind speeds for the 2-day wave meridional wind component during February,
1991. The colour and contours (scales shown on the right-hand side) represent the wind speeds
in ms-l .
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Figure 4.56: Wind speeds for the 2-day wavemeridional wind component during August, 199L.

The colour and contours (scales shown on the right-hand side) represent the wind speeds in

ms-las for Figure 4.54.
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Figure 4.58: The mean vector phase (hr tT) for the meridional and zonal components (as for
Figure 4.52) for time intervals in February (left) and August (right) 1991, as a function of
altitude.

4.4.6 Evidence for Non-linear Interactions

Figure 4.42 shows that during both Decembe¡ solstices there is a strong peak at a period of

16hr. Peaks are also present during both the June solstices but have considerably less power.

The presence of a 16 hr oscillation at the time of large 2-day wave amplitudes has been noted

before [Manson €l Meelc,1990, for example]. Since a 16hr component is the third harmonic

of 48 hr this may be evidence of non-linearity in the 2-day wave oscillation. Alternatively, a

non-linear interaction between the 2-day wave and one of the solar tides could produce a sum

or difference term at a period of 16hr lManson €! Meelc,1990; Tei,telbaum ü Vial,1991]. These

arise from the product of two sinusoids:

1
A sin(c.r1ú) sin(ar2ú) A{cos[(ar1 - rz)t]a cos[(ø1 + u2)t]]

2

It can be seen that llL2 - 7148 = 7l16 and Lf 24+ ll48 - 7116.

The structure of the 16 hr component was studied by bandpass filtering the raw wind data

in a similar manner to that used for the 2-day wave, but with a bandpass extending from 15.0

to 17.1hr. This bandpass aJlows amplitude variations with time scales larger than 5 days to

be discerned, compared with I0 days for the 48hr component. The same time interval in Jan-

uary/February 1991 as for the 2-day wavewas selected. The 16hr meridional wind component

was found to have amplitudes exceeding 25 ms-1 fot L0% of this time interval at altitudes near

90km (Figure 4.59). The median amplitude is near 12.5ms-lfor altitudes from 86 to 98km.

The phase fronts are highly coherent with a,ltitude and time and have a downwa¡d progression.

The estimated vertical wavelength is in excess of 150 km. Comparison of the temporal and

vertical structure of the 16hr component, as shown in Figure 4.60, with that of the 2-day wave

(c./. Figure 4.54) shows that the times and heights of peak amplitudes agree well.
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Figure 4.59: Bandpass flltered meridional winds for the near 16hr component during February

1991. A pass-band of 15.0 to 17.1hr was used. Axes are the same as in Figure 4.53.

The period of the near 16 hr component was determined at each height by a complex demod-

ulation technique using data taken in the February time interval, when the 48 hr component was

largest. The effective bandpass used was 15.0 to 17.1hr (as for the filtered time series). The

period as a function of altitude and time is shown in Figure 4.61 in the same fashion as the

amplitudes in Figure 4.60. In the altitude region from 84 to 92km during the interval from the

2ndto the Tthof February 1991, when the amplitude of the 16hr component is large (c'l' Fig-

ure 4.60), the period is 16 * 0.5hr. This result is independent of the demodulation period and

exact bandpass, indicating that there is a dominant 16 hr period wave present. Closer inspection

shows that the amplitude peak in the 16hr component during February 1991 occurs just after

the peak in the 48hr component. The sharp rise in the amplitude of the 16hr component starts

near the time of the maximum in the 48 hr component for all altitudes from 84 to 98 km.

A 16 hr wind component could arise as a harmonic of the non-linear 2-day wave. In this case

a weaker 9.6hr wave should also be observed. Figure 4.62 shows a section of the time series

formed using a bandpass from 9.2 to 10.0hr which has been designed to capture any 9.6hr wave

component while allowing as many degrees of freedom as for the 16hr bandpass. A fair degree

of coherence with altitude can be seen although the amplitudes are small and peak at a different

time and altitude range to the 16hr component. Figure 4.63 shows a section of a bandpassed

time series of a quiet portion of the spectrum around a central period of 14 hr' The bandpass is

from 13.2 to 14.8hr, giving an equivalent width to the other frequency intervals. The amplitude
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Figure 4.62: Bandpass filtered meridional winds for the near 9.6hr component during February

1ggl. A pass-band of.9.2 to 10.0hr was used. Axes are the same as in Figure 4.53.

in this period range rarely exceeds 10 ms-l at all altitudes at any time of year, only slightly

sma]ler than the maximum of the 9.6 hr bandpassed winds. The moderate phase coherence with

altitude exhibited by the 14hr component could either reflect the nature of the bandpass or be

a property of the winds in this spectral range. To decide between these two options - which has

a bearing on the confidence of the 16 and 9.6hr winds but not on the 2-day bandpasses due to

their much wider bandwidth - a randomised wind field was generated. This was made by using

the vaiues of the raw winds for the full dataset and assigning them to random time intervals. In

this way the overall statistical properties of the wind field remained unchanged but any short

or medium term periodicity was removed. Extracting a 14hr component from this wind field as

before gave a wind as shown in Figure 4.64. Ã phase coherence with altitude is not so evident

here as in Figure 4.63, suggesting that it is a real phenomenon in the latter. This gives more

confid.ence that the coherent height and time sttuctures apparent for the 48-, 16- and 9.6hr

components are real rather than manifestations of the processing.

Figure 4.65 places the temporal behaviour of the 2-day wave and the 16hr and 9.6hr com-

ponents in context with the variations of the prevailing zonal wind and the solar tides at an

altitude of 92 km. Each plot is displaced vertically by a distance equivalent to 30 ils-1 , except

for the the mean zonal wind which extends through f 50ms-1(eastward shown positive), and

the 2-day wave, which extends from 0 to 45ms-l . The low levels near October and December

1gg0 indicate missing data. As a reference against which the amplitudes of the various wave
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Figure 4.63: Bandpass filtered meridional winds for the near 14hr component during February
1991. A pass-band of 73.2 to 14.8hr was used. Axes are the same as in Figure 4.53.
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Figure 4.65: Amplitudes of the meridional wind components at 92 km from late Januaryr 1990, to
the end April, 1992. The major tick marks along the horizontal axis are for the middle of January,
April, July and October. The scale of the mean zonal wind (U) is from f 50 ms-1 (eastward

positive). The range of the 48hr component is 45ms-l . Each subsequent plot is separated by
a distance equivalenb to 30ms-l. The bandpasses used are shown.on the right-hand side.

components can be compared, the demodulated amplitude of the 14hr bandpass is also shown.

Figure 4.42 as well as Figure 4.65 show that the amplitude of the diurnal solar tide is reduced

during the time of greatest amplitude of the 2-day wave in February 1991 and 1992. This effect

is not obvious at the time of the other period of enhanced 2-day wave activity in July. In

contrast, the semi-diurnal solar tidal amplitude does not appear to change significantly during

these intervals compared with its behaviour during the rest of the year.

4.4.6.I Bispectral Analysis

One way to test whether the 16hr component is a product of non-linear interaction of the 2-

day wave and one of the solar tides is to perform a higher-order spectral analysis. Section 2.9

gives a brief description of the hierarchy of the ünear spectral estimates. There are some subtle

problems with these forms of analyses, the most important for the present study are their

lower tolerance of non-stationarity than for a power spectral analysis, and the often ambiguous
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Figure 4.66: Bispectrum of the meridional winds near the equator during February, 1991. The
colour scale indicated on the extreme right-hand-side shows the relative power in dB.

interpretations. Nevertheless, a bispectral anal¡rsis of the February 1991 data was performed

with the collaboration of Dr S. Anderson and Mr A"O. Zollo of the High Frequency Radar

Division of the Defence Science and Technology Organisation8. Higher-order spectra require a

larger volume of data in order to obtain the same resolution as a power spectrum. In order to

increase the amount of data available and yet maintain the short time interval necessary to not

mask the 2-day wave signal, the data collected simultaneously from several altitude regions were

used as though they were separate estimates of the same signal. Due to the wind data being real

the bispectrum has an 8-fold s¡rmmetry (see Chapter 2). A plot of the bispectrum for the positive

quadrant is shown in Figure 4.66. Strong peaks indicate that the two frequency components

labelled on the axes interact in some non-linear wa¡'. Thus a non-linear correlation between the

16hr component and the 48hr 2-day wave appears to exist. Perhaps more signifrcantly, no such

correlation is found between the 16 hour component and any of the solar tides. This. coupled

with the similarity of the amplitude height-time structure between the 16 and 48 hr components,

would suggest that the observed 16 hr spectral peaks are due to the non-finearity of the 2-day

wave when its amplitude is very large. Peaks indicating an interaction between the 9.6 and 48 hr

waves are also evident (not shown in Figure 4.66 due to the frequency scale). These contain little

8HFRD, DSTO, P.O. Rox 1500, Salisbury, SA 5108, Australia"
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energy, which is not unexpected if the 9.6hr component is the 4úåharmonic of the 48hr wave

as it would therefore carïy a relatively smaller fraction of the available energy. The bispectral

analysis also indicates non-linear interactions between the 48 hr component and the mean wind,

and to some extent with the 24hr solar tide. A self interactionis also evident.

4.4.7 SummarY

In Section 4.4.3iI was found that for the December season the 2-day wave at Christmas Island

had a median period of 48hr, with decile ranges from 45-51hr. For the season beginning in

June the median period was 50hr with a similar deciie range. For the March and September

equinoctiai months the periods were found to be 48 and 52 hr respectively.

It was found in Section 4.4.4 that the mean meridional phases advanced towards earlier

times with increasing altitudes. This indicates a descending phase and therefore upward energy

propagation" Average vertical wavelengths of - 70 and - 80 km were found for the December

and June solstices respectively, and )150 and - 60km for the March and September equinoxes.

In Section 4.4.5 two time intervals were chosen for a closer inspection. These were intervals

where the 2-day wave amplitude was at its maximum in each solstice - one in February, 1991,

and the other in August, 1991. The upper decile wave amplitudes for each of these intervals were

- 40 ms-l . For the February interval, corresponding to when the 2-day wave maximises in the

southern-hemisphere, it was found that the period was 48t0.5hr and the vertical wavelength

was 70km. The zonal and meridional components were in anti-phase. For the August interval,

corresponding to when the 2-day wave maximises in the northern-hemisphere, it was found that

the period was 50 t t hr and the vertical wavelength was also 70 km. The meridional component

was found to lead the zonal by 3-9hr, which is between beirrg in-phase and phase-quadrature'

It was noted in Section 4.4.6 that a peak in variance was observed at a period near 16 hr

at the time when the 2-day wave had its maximum amplitude. The properties of this 16hr

component were examined. Upper decile amplitudes during February, 1991, were of the order

of 25ms-1 ,withmedianvaluesof 12.5ms-l . Phasefrontsappearedtobehighlycoherentwith

altitude and. time, exhibiting a downward progression. The vertical waveiength was found to be

>150 km and the period was 16 f 0.5 hr.

A weak g.6 hr component was also observed but had different temporal variations of the

amplitu,ile than for the 16 hr component. The ampltiude of the diurnal soiar tide was observed

to be reduced during times of large 2-day wave amplitude for the December but not for the June

solstice. The semi-diurnal solar tidal amplitudes appeared unchanged.
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Bispectral analysis of the meridional winds during February, 1991, indicated that the 16 and

48 hr components had a phase correlation. No such correlation was found between the 16 hr

component and any of the solar tides. This implies that the observed 16 hr peaks are due to the

non-linear behaviour of the 2-day wave rather than an interaction with the solar tides.

Correlations between the 48 and each of the 9.6,24 and mean wind components were a,lso

found.

4.5 Horizontal Flux of Horizontal Momentum

4.5.L The Angular Momentum Budget

Average global surface winds are found to be westward at low latitudes but eastward at high

latitudes. Due to surface friction the earth therefore exerts an eastward torque on the atmosphere

near the equator. This is equivalent to an eastward flux of angular momentum from the earth to

the atmosphere. At high latitudes the torque is in the opposite serrse, which is equivalent to an

eastward flux of angular momentum from the atmosphere to the earlh lPalmen €j Newton, 1969].

For angular momentum to be conserved it must be transferred polewards from the equator, the

upward flux at low latitudes being balanced by the downward flux at high latitudes. Global

circulations such as the Hadley cells at low latitudes can directly transfer meridional momentum.

Other processes such as eddy and wave fluxes appear to be the main agents for the poleward

momentum transfer.

Besides the momentum transfer required by latitudinal differences in mean wind motion,

seasonal variations also exist which must be accompanied by adequate momentum f,uxes. For

example, at mid-latitudes the direction of the zonal winds in the middle atmosphere reverse at

the beginning and end of summer (see Appendix E), requiring a massive reduction in angular

momentum.

Using meteor wind data at Adelaide, Elford [1979] estimated a horizontal flux of horizontal

momentum, ( U'V'>e, due to the diurnal tide of the o¡der of -100 m2s-2 during summer, with

maximum values of - -200 m2s-2. Using a few approximations a maximum drag on the zonal

mean f.ow is calculated at - 7ms-ld-1 , which is sufficient to account for the annual changes in

the zonal flow at those altitudes. The semi-diurnal tide cont¡ibutes minimal flux, hence drag,

at these times. Hines lL972l estimates - from theoretical graphs of the dominant propagating

diurnal tide presented by Lindzen [1967] - that the upward flux density of eastward momentum,

ewhere U',V', \ /' are the perturbational wind velocities in the zonal, meridional and vertical directions
respectively
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l prJtWt>, could possibly cause an acceleration of the zonal mean flow of ru20ms-1d-1at

85km, increasing to -200ms-1d-1at 100km. These vaJ.ues show that the tides can deposit

Iarge amounts of momentum into the atmosphere. For momentum to be conserved it is found

that even larger amounts of deposition are required. Ebel119741estimated from Groves' atmo-

spheric wind model lGroues, 1969; Groues, I97Il that the zonal acceleration at 90 km due to the

mean meridional and vertical motions would be - 180ms-1d-1in summer and - 90ms-ld-1in

winter. The measured zonal acceleration in mid-winter at these altitudes is no greater than

2ms-1d-1 lÛIford,1979]. Thus the flux of angular momentum of the tides a,lone is not enough

to balance that of the mean motions.

It is now recognised that short-period gravity wave activity can account for most of this dis-

crepancy. Reid €i Vincent [1987], for example, found that the upward flux of horizontal momen-

tum for gravity waves of periods ( 8 hr accelerated the mean flow by between 50 - 80 ms-ld-l in

the local summer at Adelaide. Peak values of 190ms-ld-lwere found. 70% of the total mo-

mentum flux was attributed to gravity waves with periods < t hr.

The 2-day wave is a large ampJitude wave event and the results of previous sections indicate

that its components are mostly in-phase or in anti-phase, thus it could transport large amounts

of momentum and possibly have a large effect on the zonal acceleration. As only the zonal and

meridional components of the 2-day wave are available from this work, only the horizonta,l flux

of horizontal momentüil, (U'V'), can be directly estimated here.

4.5.2 T};e Zonal Momentum Equation

The time evolution of the mean zonal flow, AÍ l0t for a latitudinal belt bounded by the latitudes

ó to ó * dó and altitudes z to z { d,z, can be derived from the general momentum equation for

the atmosphere. This is found by considering the total momentum flux through a volume of

fluid (see for example Gossard, €i Hoolce [1975] or Kelley [1989]).

du,ã: F + ryv2u -YP-Y.r, (4.2)

which is simply the Navier-Stokes equation (equation 1.4) described on page 14.

Considering only the zonal (longitudinal) component, and a zona,l and temporal average,

gradients in the zonal direction vanish, as do gradients of the mean zonal wind. As only the

regions below 100km are of concern, ion drag is negligible. Equation 4.2 then reduces to,

2O sin /pV

_p0
a cosz þ 0$

dv
0*

(IJ'V cos2 ¿)
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ã
- *Øu,\Y,), (4.3)

when expressed in spherical coordinates. t, V and W' are the mean zonal, meridional and

vertica.l velocities respectively, with U', V' and W' being the perturbations as before. The

atmospheric density, p, is considered constant for a given altitude. ¿ is the radius of the Earth

(= 6.37 x 106m). As the total derivative,

#=#-#ft{u.". o)+wff, Ø.4)

equation 4.3 gives

# = v[zosinþ- #&rúcos/)]
-w

ôÍ
0z1a

a cos2 $ ôS
('úVcos2 ¿)

ra.-
-¡ 6"Q'w'ù, (4'5)

The frrst term in equation 4.5 reflects the conservation of angular momentum with variation

in latitude. The second term reflects how U for an air parcel resists change as the parcel is

displaced vertically. The third and fourth terms arise from the divergence of horizontal and

vertical momentum fluxes respectively. The third term can be further broken down into two

terms,
IO (2tanó 1 A ì¿ '___\t ¿ a\ólacos2 Q 0þ

(IJ'W cos2 6; = <U,V,>, (4.6)

where the mean values have been replaced by an ensemble average denoted by <...). Equa-

tion 4.6 shows that ( U/V' > combined with its gradient in the meridional direction is a direct

measure of the acceleration on the zonal flow appJied by whatever has caused the perturbation

velocities.

4.5.3 Momentum Fluxes at Mid- and Low-Latitudes

Since the data has been bandpassed, the zonal and meridional components of the 2-day wave

can be considered as perturbation velocities, U' and V'. Weekly averages of the product U'V'

have been taken for the data from Adelaide (35" S) and Christmas Island (2" N) . These are

shown in Figure 4.67 for the seven-year interval from 1984 to 1991 for the Adelaide data, and

in Figure 4.68 for the full equatorial data set. The large fluxes coinciding with the peaks in

the 2-day wave amplitudes during the solsticial months (c.Í.Figures 4.36 and 4.46) dominate
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Figure 4.67: Horizontal transport of horizontal momentum f.ux associated with the 2-day wave

throughout the 7 year period for all altitudes. Each altitude has been displaced vertically as

ind.icated. by the scale on the right-hand side. The major ticks mark the 1"r of July of each year,

with minor ticks at three monthly intervals

Figures 4.67 and 4.68 respectively. It should be noted that at the equatorial site the sense of the

momentum flux is mostly negative during the southern hemisphere summer and positive during

the northern hemisphere summet. The sense of the flux at Adelaide on the otherhand is positive

during the local (southern hemisphere) summer.

Firstly, consider the mid-latitude results. Collecting the momentum fl.uxes into separate

seasons (Figure 4.69) it is immediately clear that a different process is occurring during summer.

The horizontal transport of horizontal momentum flux is greater than *150 m2s-2 for about 10%

of the time during summer at 86 km. A sma,ll positive median momentum flux is obtained, with

larger mean fluxes (+30 mzr-z at 86 km). The horizontal momentum flux is between -40 and

*20mzs-z 80% of the time for all other seasons, with median and mean va,lues neat zero for the

equinoxes and sma,ll negative values during winter. The fluxes for each individual summer from

1g80 to 1991 are shown in Figure 4.70. More inter-annual variation is shown than Figure 4'69

indicates. Upper decile fluxes reach values of *250m2s-2, although median and mean va,lues

rarely exceed ¡.40m2s-2. The summerlO of 1983 is an exception. On this occasion the mean

fl.ux was near *160m2s-2 at 86km. Mean fluxes are also large during the summer of 1983
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Figure 4.68: Horizonta,l transport of horizontal momentum flux per unit mass associated with
the 2-day wave for all altitudes over the equatorial data set. Major ticks along the x-axis mark
the middle of April, July and October (i.e. each season), with minor ticks marking the middle
of the remaining months. Otherwise as for Figure 4.67.

(+tOOm2s-2). Peakfl.uxesattainvaluesofover*400mzs-zbutareasshortlivedasthepeaks

in the 2-day wave.

Like at mid-latitudes, collecting the momentum fluxes for Christmas Island into separate

seasons (Figure 4.71) shows that a different process is occurring during the solsticial and the

equinoctial months. Peak fluxes are of the order of ç400m2s-2.

The peak values for ( U'V' > give an acceleration due to the first term in equation 4.6

of - -7.6ms-ld-l during the December solstice at Adelaide and - -0.4ms-ld-l during the

December solstice and - *0.4ms-ld-l during the June solstice at Christmas Island. Upper

decile values for these occasions are ñ -2.8, - -0.1, and -+0.1ms-ld-l respectively.

The gradient of < U'V'> with latitude cannot be determined from a single site. In the ab-

sence of observations from nearby sites, some approximations to the second term in equation 4.6

have to be made.

In Table 2 o'f. Phillips [1989] the phase difference between the zona,l and meridional compo-

nents of the 2-day wave during the December solstice at Mawson (66.5o S, 63.0o E) are given,

with the average being 11hr. This means that the components are in near phase-quadrature so

that ( U/V' > must approach zero at this latitude.
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Figure 4.69: Distribution of the horizontal momentum fluxes in Figure 4.67 for each season as

a function of altitude. The solid line with the square symbols shows the median value with the

upper and lower deciles shown as dotted lines. Means are shown as triangle symbols - with 1

standard deviation error bars - connected by dashed lines.

Tsud,a ef a/. [1988] found amplitudes for the components of the 2-day wave at Kyoto (35" N,

186" E) of - 10 and - 20 ms-1 during June, 1983. A phase difference of 120o was also found,

giving an estimate for ( U'V/> of -100m2s-2. The amplitudes and phase difference during

January, 1g84, were estimated as - 5 and - 10 ms-l and 150o , giving an estimate for < U'V/ >

of -43 m2s-2 .

Using these values and those obtained in this section it is possible to estimate the change

in flux with latitude for both the mid- and low-latitude sites. Four points can be used for the

December solstice for both Adelaide and Christmas Island, while only two points are ava,ilable

to determi"" -I8ø <U'V') for the June solstice. The relationship between the latitudes and

estimates of the horizontal fl.ux of horizontal momentum are shown in Figure 4.72.

The rate of change of the horizontal momentum flux with latitude at 35o S and 2o N, for

the December solstice, was first found by fitting a cubic (using a method of least-squares) to

the four horizontal momentum flux estimates (c./. Figure 4.72). This allowed estimates for

the second term in equation 4.6 to be made. Using the maximum horizontal momentum flux

of 400m2s-2 , zotal accelerations were estimated as - +11.0 and - +I2.5ms-1d-1at Adelaide

and Christmas Island respectively. Upper decile horizontaJ. momentum fl.ux values of - +150

and - -I20m2s-2 gave zonal accelerations of - *3.4 and - +4.6ms-1d-1at these sites. The
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to 1991 as a function of altitude. Mean, median and deciles as for Figure 4.69.
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Figure 4.73: Horizontal flux of horizontal momentum estimated for various latitudes as in Fig-
we 4.72 but fitting ó."p(-ó2) to the December solstice values. The notation and axes are the
same as in Figure 4.72.

flux values at both Mawson and Kyoto were assumed to represent both the upper decile and

peak values.

Assuming a linear variation of the momentum flux with latitude fo¡ the June solstice (which

most likely overestimates the slope), the maximum value of the gradient term is estimated

as -11.8ms-1d-1 . Using the upper decile momentum flux va,lue of -80m2s-2gives a zonal

acceleration of -4.2ms-1d-1 .

Care must be taken when interpretting the zona.l accelerations derived from the latitudinal

gradients in the momentum flux since values are known at only a few latitudes. Looking at

Figure 4.72 it can be seen that a sma,ll shift of latitude of the peaks of the cubic fits could cause

the gradients at -35o S and +2o N to change sign, dramatically changing the interpretations

that can be made. The choice of a cubic fit may a,lso be questionable since it gives unrealistic

horizontal momentum flux values at high latitudes. To illustrate this point a different function

was fit to the December solstice data and the slopes at -35o S and +2o N found. The function

chosen was of the form ó"xp(-ó2), which has the property of being small at high latitudes. This

was flt using a non-linear X2 minimisation regression. The resulting fit is shown in Figure 4.73

From inspection of this figure it is immediately clear that the estimated latitudinal gra-

dients at -35o S and +2o N have changed markediy. Using this functiona,l flt gives estimates

of the maximum zonal acceleration of --8.6 and -*6.3ms-1d-1at Adelaide and Christ-

mas Island respectively. The upper decile zonal accelerations were estimated as - -3.5 and
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Site Lat < U/V'>
(m2s-2 )

TP.U/V/>
(ms-t¿-t ¡

-r*, <u/v,>øo@

dt flt I ó"*p(-ó')
Total (ms-td-t ¡

d3 fit I ó"xp(-ó2)
Adl
C.I.

-35" S

+20 N
+400

-400
-7.6
-0.4

+11.0
+12.5

-8.6
+6.3

+3.4
+I2.1

-L6.2
+5.9

Adl
C.I.

-350 S

+20 N
+150

-r20
-2.8
-0.1

+3.4
+4.6

-3.5
+2.6

+0.6
+4.5

-6.3
+2.5

Table 4.3: Zonal accelerations induced by the horizonta,l flux of horizontal momentum due to the

2-d.ay wave d.uring the December solstice. Estimates for both the maximum (top two rows) and

upper d.ecile values (lower two rows), using two techniques to estimate the latitudinal gradient,

are shown.

- ¡2.6ms-1 d-1 respectivelY

4.5.4 Summary

It has been found that the 2-day wave at mid-latitudes can contribute as much as twice the

amount of horizontal momentum to the middle atmosphere as the solar tides during local sum-

mer.

Table 4.3 summarises the zonal accelerations induced by the horizontal flux of horizontal

momentum due to the 2-day wave during the December solstice. As aiready mentioned, the

estimate of the gradient contribution can vary considerably, especially at the latitude of Adelaide.

As this term is at ieast of the order of the purely latitudinally dependent term, the estimate of

the total contribution to the zonal acceleration can aJ.so vary considerably.

Taking the second model (the {exp(-d2) fit) as being more physically correct, it can be

tentatively concluded that over its lifetime the 2-day wave at southern mid-latitudes can cause

a drag on the zonal flow which is of the same order as that associated with the diurnal tide.

During times of peak amplitude though, the 2-day wave decelerates the mean flow by as much as

twice this amount. Even at these maximum values, the combined efforts of the 2-day wave and

the solar tides are not enough to counter-balance the strong Coriolis contribution,2Osin{V, at

mi,il-latitudes. This is in agreement with Plumb et at.11987] who found maximum horizontal flux

val.ues of - 800 m2s-2 at 90 km for the 2-day wave at Adelaide during the summer of 1984. They

too concluded that the eddy momentum fl.ux contribution of the 2-day wave was not enough to

counter-balance the Coriolis contribution.

At near Equatorial latitudes the Coriolis contribution is small. Thus the zonal accelerations

associated. with the 2-day wave become more significant. Both forms of estimation of the gradient

term at 2o N indicated that the zonal flow was accelerated by the action of the 2-day horizontal
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momentum flux. The total acceleration of the zonal flow was determined as being in the region

from *5.9-12.1ms-ld-1 . There are very few other studies of the zonal acceleration in general,

and the horizontal flux of horizontal momentum in particular, at equatorial latitudes so no

comparisons can be made at this stage.

As has been shown, the gradient with latitude of the momentum flux is a signiflcant term, but

is currently not well defined. Observations of the 2-day wave at spaced iatitudes are required to

determine this parameter more accurately. Judging from the plots of the momentum flux va,lues

(Figures 4.72 and 4.73), observations at latitudes near 20o S could give valuable information

about the gradients with latitude.

4.6 Estimation of t}ne Zonal 'Wavenumber

4.6.L Introduction

As mentioned in Section 4.1, satellite observations and longitudinally spaced radar comparisons

suggest that the 2-day wave is westward propagating, and has a zona,l wavenumber of three11.

This is in agreement with the proposal of Salby [1981a] that the wave is a manifestation of the

free-mode mixed Rossby-gravity wave, the (3,0) normal-mode of the atmosphere.

The zonal wavenumber can be estimated using two sites situated at similar latitudes but

separated in longitude. A zona.l wavenumber of three means that a wave will have three cycles

circling the globe. Due to the vagaries of atmospheric motion it is desirable to have the two

sites as close as possible in iongitude, as the shorter the path difference the less chance the wave

disturbance has of changing its characteristics. As the wave structure may be d.ifferent for each

cycle as they circle the globe, it is also desirable for the two sites to simuitaneously sample the

same cycle, i.e.to be within I20oofiongitude of each other. Opposed to these considerations is

the need for a large longitudinal separation in o¡der to obtain an accurate estimate of the phase

difference of the wave. The closer the sites the smaller the phase difference hence the larger the

relative error in its estimate. For an e¡ror of I% of a cycle in each phase estimate, the difference

will have an error of 2% of a cycle. For a zonal wavenumber 3 wave this is -2.5o of longitude.

In order for this to contribute less than a 10% error in an estimate of the zona,l wavelength, the

sites should be separated by at least 25o in longitude. There may also be latitudinal variations

in the phase which makes the determination of the zonal wavenumber difrcult to perform un-less

the latitudes of the two sites are very similar.

Poole 179901 obtained estimates of the zonal wavenumber, k, by comparing wave phase and

lltermed the k-value for the remainder of this section
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period data from the summer of 1987 for the three southern hemisphere sites of Grahamstown,

Adelaide and Mawson. The latter two being derived from graphs published in Phillips [1989].

Poole estimated k to be 2.7!.0J for Adelaide-Grahamstown, with similar results for the other

two combinations. This is less than expected. Using several years of data it should be possible

to obtain more def.nitive results

4.6.2 The Data and AnalYsis

Comparisons are made between data from Grahamstown (33.3o S, 26.5o E) and Adelaide (34'5" S,

138.5oE). The relative geographic positions of these twosites are shownin Figure 4.2. As these

two sites are essentially at the same latitude, variations of phase with latitude will not affect

these resuLts.

The data from Grahamstown consists of meteor wind data for the summers of 1987 to 1992

an¿ forms part of a collaboration with Dr L.M.G. (Graham) Poolel2. The data is nominally

from a 20 km height region centred at an aJtitude of 95 km. Mean zonal and meridionai winds

over 45 min intervals have been used. Details of the radar installation at Grahamstown are given

ir Poole [1988].

The radar site at Buckland Park, near Adelaide has already been described in Section 4.2.2

and the data in Section 4.3.I. For these comparisons the wind data was further averaged into

4bmin intervals. Initiaily a 20km average from 86 to 106km was performed in order to obtain

the same form of resolution as the Grahamstown data. Later, to test whether possible local

height variations of the 2-day wave structure wete affecting the k-values, 8km averages starting

at 78,86 and 94km were performed and the analysis repeated.

The zonal wavenumbet can be estimated if the phases of the 2-day wave are known for the

two sites simultaneously. The phase difference along with the known iongitudinal separation

of the observation sites gives an estimate of the zonal wavelength, hence wavenumber. A more

statistical approach is to use the phase of the cross-spectrum of the two wind time series. This

is a measure of the average phase difference of the time series.

In order to compare the time series from spacialiy separated sites, first the data was converted

to a common time frame, Universal Time or UT. A 14 day time interval was used for the data

from each year, starting just after 0000hr UT on the 15thof January and ending just before

235ghr UT on the28th. A FFT was used to obtain the cross-spectral phases and the k-values

12Department of Physics and Electronics, Rhodes University, Grahamstown, South Africa
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Zonal wavenumbers from Meridional Winds
Adelaide 86-106 km - Grahamstown - 85-105 km

Table 4.4: K-vaJues for the 2-day wave using meridiona^l wind data averaged from 86-106km
for Adelaide and meteor heights for Grahamstown for the interva.l from 15¿å-28tåJanuary of
each year. The peak cross-spectral amplitudes near 0.5cpd are shown along with the k-values
determined from the phases of the raw cross-spectrum and from a 5-point smoothed cross-

spectrum. The last column shows the mean k-values along with a single standard deviation
error estimate.

were computed as,

k:390: (6ç+2""\' (4'7)L0 \ zo )'
where Ad is the longitudinal difference between the observational sites in degrees and 69 is the

wave phase difference in radians as measured by the phase of the cross-spectrum at a frequency

of 0.5 cpd. The2ntr is to account for the 2z' ambiguity in the cross-spectrum phase. Equation 4.7

can be rewritten as

3600*o np '

Ad is 112" for Adelaide to Grahamstown, therefore the last term in this equation comes to a

value of 3.2L.In the calculation of the k-values that follow, if adding 3.21 to the derived k-vaiue

brought it closer to 3 then this became the new k-value estimate.

A k-value was also calculated from a smoothed cross-spectrum in order to increase the

number of degrees of freedom of the estimator. This was achieved by applying a flve point boxcar

smoothing to the separate complex amplitude spectra prior to computing the cross-spectrum.

4.6.3 K-Values

Table 4.4 summarizes the zonal wavenumber estimates for the six summers from 1987 to 1992.

The Adelaide data was averaged over a 20 km height interval to simulate the meteor height

ranges from which the Grahamstown data was derived. There is little difference between the

results from the raw and the smoothed cross-spectra.

Both give a mean value which are within the experimental error of the expected value of

three. The standard deviations are of the order of l0% of the mean. These results indicate

that the zonal wavenumber of the 2-day wave is three assuming that there are no major locai

influences.

,_ 3600 óg
K=-- 4,0 2r (4.8)

Years 1987 1988 1989 1990 1991 L992 mean
44

2.75
2.94

tt7
2.27
2.23

44
3.43
3.51

74

2.89
2.78

Ampl
Raw
Smooth

438
2.83
2.82

lt

3.02
2.96

2.9+0.3
2.9+0.4
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Zonal wavenumbers from Meridional Winds
Adelaide 94-102 km - Grahamstown - ðb-IUb Km

Adelaide 86-94km - Grahamstown - 85-105 km

Adelaide 78-86 km - Grahamstown (- 85-105 km

Table 4.5: K-values for the 2-day wave using meridional wind data averaged over 8km for 94,

86 and 78 km for Ad.elaide and meteor heights for Grahamstown for the interval from 15¿å -
28¿ñ January of each year. The format is the same as for Table 4'4.

The computed k-values can be affected by possible differences in the vertical wavelength of

the 2-day wave at the two sites. From the previous results of this chapter it is known that the

vertical wavelength at Adelaide during the summers of 1987-92 are most often >90km. This

long vertical wavelength would suggest that it is valid to perform these comparisons using height

averaged data.

To remove any doubt about local height variations, at least from the Adelaide data, com-

parisons using 8km averages were made. The results are tabulated in Table 4.5.

It can be seen that the estimated k-values increase with altitude, but on average are still

within error of the expected value of three. Combining all the diferent a,ltitude and summer

data, which appears to be a legitimate thing to do as all the errors in the means overlap, an

overall mean k-vaJue of 2.81+ 0.09 is obtained from the raw estimates (a total of 36 degrees of

freedom) and 2.83 + 0.04 from the 5-pt smoothed estimates (a total of 5 x 36 = 180 degrees of

freedom). The standard error has been quoted in both cases as interest is now in the possible

deviations that a separate mean may have.

1989 1990 1991 1992 meanYears 1987 1988

475
2.93
2.94

29

2.72
3.09

110

2.35
2.30

44
3.55
3.53

48

3.09
2.93

61

3.09
2.93

2.9+.0.4
3.0+0.4

AmpI
Raw
Smooth

1989 1990 1991 1992 meanYears 1987 1988

90

2.86

2.77

84
2.98

2.93

2.8+0.4
2.9t0.4

458
2.80
2.79

47
2.72

2.93

130

2.20
2.27

53

3.45
3.49

Ampl
Raw
Smooth

t992 mean1987 1988 1989 1990 1991Years
56

3.r4
3.37

67

2.73
2.56

80

2.73
2.68

2.6+0.3
2.7L0.4

235
2.55
2.59

38

2.69
2.70

100

2.03
2.TI

Ampl
Raw
Smooth
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4.6.4 Conclusion

The mean zonal wavenumber for the 2-day wave was found to be 2.81t0.09 using a 14 day

interval and 8 km averaged wind data from Adelaide for three altitudes, compared to the meteor

winds from Grahamstown by a cross-spectral technique. The theoretically expected value of

three is two standard errors away from this mean. Using the student-t distributionl3, the g0%

confrdence interval for this k-value estimate is between 2.66-2.96. That is, there is a g0%

probability that the "true" mean value lies within this range. This interval is significantiy

reduced for the smoothed estimate (2.76-2.90 at g0To, and 2.73-2.93 at 99/suggest that the

zonal wavelength of the 2-day wave is slightly smaller than the theortical value of 3.00. This

does not invalidate the normal-mode interpretation for the 2-day wave. It is possible that some

interference by a wave with a period near 48 hr has occurred, rendering a composite k-value

estimate. Such a candidate is a 44hr peak seen during July, 1991, in the Christmas Island

moving power spectra of Figure 4.43. It is unknown whether this spectral peak is due to a wave

motion, and whether it exists at all at mid-latitudes during January/February.

As the two sites are separated by -172o in longitude, there may be a probiem that different

cycles of the 2-day wave are being sampled. This concern has been mentioned in the introduction

to this section on page 178. As the temperature contour of Rod,gers €i Prata [1981], figure

3, clearly shows, each of the three cycles of the wavenumber-3 pattern differ. If this is an

observation purely of the 2-day wave and the phase is being sampled from different cycles then

it is conceivable that the computed zona,l wavenumber will differ from 3.00.

4.7 Comparisons ryith the Solar Tides

4.7.1 fntroductron

Further to the observations in Section 4.4.6, the temporal relationship between the solar tides

and the 2-day wave and its harmonics can be qualitatively examined by looking at the respective

wave amplitudes as a function of time. These could be obtained by forming bandpassed winds

as in Figure 4.10, although it would be better to use a narrower pass-band in order to reduce

the energy contributions due to noise. This would have the deleterious effect of increasing the

coherence time of the filtered winds, reducing the effective time resolution. The amplitudes

of a complex demodulation as shown in Figure 4.36 could be used. The effective bandpasses

employed are sufficiently narrow to remove most of the energy not directly related to the wave

l3which gives an estimate of the difference that can be expected between a sample and a population mean,
given that the population variance is estimated by a sample variance
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of concern (the 2-day wave for example), yet still allow - 10 day variations to be discerned. This

is sufrcient for the comparisons in this section. For convenience an a^lternative method, using

the the moving power spectra shown in Figures 4.7,,4.8 and 4.42 (also see Chapter 2.8), was

employed for the following comparisons. This has the advantage that a broad visual image of the

power distribution has already been presented in these figures. Averaging of the power spectral

estimates also maintains the energy content of the wave so that the resultant wind amplitudes

will reflect the mean power.

4.7.2 Analysis and Results

A power spectrum measures the variance associated with each frequency interval, the width of

which is determined by the length of the time series. Provided the frequency resolution is fine

enough, the variance associated with a wave of a given frequency can be directly determined.

Therefore a moving pov/er spectra, as shown in Figure 4.8 for example, provides a convenient

way to obtain the relative strengths of the 2-day wave, its harmonics and the solar tides, as a

function of time.

A short temporal window of 14 days was used as before. This provides a reasonable temporal

resolution. The resulting pooï frequency resolution is not detrimental to the analysis as it is

desired to gather all the energy which can be associated with each wave component hence the

power will be summed from a range of frequency bins centred around the main wave frequency'

Looking at a higher resolution view of the running power spectra of Figures 4.7 r 4.8 and 4.42

it was found that the 2-day wave and tidal energies were completely contained within t 3

frequency bins from the central frequency when using the 14 day window. Summing the power

contained within the seven frequency bins and knowing the frequency intervai the total variance

associated with each wave was found. The square-root of this is a measure of the rmsla wind

speed. This operation was performed for the meridional wind component for each time step in

the moving power spectra, producing a time evolution of the rms wind speeds for each bandpass

component. The results are shown in Figures 4.74 and 4-751or the merid.ional winds at 86km

at Adelaide and Christmas Island respectively. The bandpasses used were 58.5-38.4, 26.4-21.3,

17.0-14.8, L2.6-II.3,10.0-9.1, arrd 8.2-7.7hr for the central periods of 48, 24,16,12, 9.6, and

8 hr respectively.

The first thing to notice in Figure 4.74 is the lack of any obvious quasi-biennia,l variation of

the amplitude of the 2-day wave component. A suggestion of a five year cycle can be seen, but

lathe square-root of the mean of the squares of a quantity, or ¡oot-¡qean-square
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since there is only seven summers of data this is only speculative. The 2-day wave amplitudes

compare well with those for 86km in Figure 4.36, as do those of Figure 4.75 with F'igure 4.46.

No obvious correspondence can be seen at Adelaide (Figure 4.74) between the peaks in the

2-day wave amplitudes and peaks or troughs in the diurnal or semi-diurnal tides. It is hard to

discern any peaks in the 16 hr wind component making any visual comparison impossible. The

terdiurnal tide and the 9.6hr wind component both show little seasonal or interannual activity.

In contrast, the equatorial data from Christmas Island (Figure 4.75) shows a definite ten-

dency for the amplitude of the diurnal tide to be diminished and for peaks to occur in the

16 hr wind component when the 2-day wave amplitude maximises during Januray/February as

already noted in Section 4.4.6. Peaks in the semi-diurnal tide may also appear after the Janu-

ray/February peak in the 2-day wave amplitudes. The activity shown in the terdiurna,l tide does

not correspond well with that of the 2-day wave.

An interesting feature shown in this figure is the similar behaviour of the 16 hr wind com-

ponent and the 2-day wave - not only for the December solstice maxima, but also during the

enhanced activity from June to October, 1991. Also of note is the smaller peak amplitudes of

the 2-day wave and diurnal tide at the low-latitude site compared with that of the mid-latitude

site of Adelaide.

A better picture of the average behaviour of the wind components can be obtained if a

superposed moving power spectra is formed (as was done in Section 43.2 fot Figure 4.9). The

averaged spectra should reduce the random variations in the rms wind amplitudes and give a

clearer picture of the relationship between the 2-day wave and the tidal components. This should

be especially benefrcial for the Adelaide data where many years of data have been used. The rms

winds derived in this way are shown in Figures 4.76 and 4.77. This is essentially an incoherent

average as the mean power has been calculated rather than the mean wave amplitude.

Unlike the raw rms winds, the rms average yeaù values clearly show that the amplitude

of the diurnal tide is diminished at mid-latitudes as well as at low-latitudes during the time of

large 2-day wave amplitude near the December solstice. As expected from the raw winds, the

average winds for the 2-day wave and the diurnal tide are less at low- than at mid-latitudes,

assuming that Adelaide and Christmas Island are typical for their latitudes.

In Figure 4.76 it can be seen that the diurnal tide increases in strength after the 2-day wave

has diminished, reaching a maximum amplitude during March. It then decreases to its mean

level before beginning to decrease in strength in December as the 2-day wave again begins to

increase. At low latitudes a similar relationship is found. The diurnal tide there does not decrease
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in amplitude in April as at mid-latitudes though. Rather the amplitude remains relatively large

until October when they begin to decrease again with the onset of the 2-day wave in the southern-

hemisphere.

The semi-diurnal tide has maximum amplitude near June at Christmas Island but is a

minimum at Adelaide. A seasonal variation can be seen at both sites. No obvious relationship

is seen between this and the 2-day wave.

As noted in the raw rms winds, the 16hr wind component appears to map the amplitude

variations of the 2-day wave near the equator, but not at mid-latitudes. This is also consistent

with the findings of Sections 4.3 and 4.4.

Littte variation is seen in the 9.6hr wind component and the terdiurnal tide at Adelaide.

The 9.6hr component a,lso showslittle variation at Christmas Island. The terdiurna'l tide on the

otherhand shows a clear seasonal variation, having minimum amplitudeò during the equinoctial

months.

4.8 Discussion

In this Chapter some average as well as specific features of the planetary wave, known as the 2-

day wave, have been presented - both for the southern-hemisphere mid-latitude site of Adelaide

(34.5"S, 138.5oE) and for equatoria,l site of Christmas Island (2oN, 157"W).

The results from Christmas Island, discussed in Section 4.4, show that the 2-day wave is

a prominent feature of the dynamics of the equatorial middle atmosphere, especially in the

meridional wind component. These observations support the findings of. Kalchenko €i Bulgalcou

[1973], Kascheeu [1987] and Kalchenko 1L987], who discussed mesospheric wind observations

made with a meteor radar located at Mogadishu (2o N, 45o E) from 1968 to 1970. Most of the

Mogadishu measurements were made at a single height near g4 km. The current measutements,

however, provide important new information on both the temporal variability and the vertical

structure of the wave. Further discussion of these observations can be found in Harris €i Vincent

[1ee3].

The wave is found to be present most of the time in the equatorial mesosphere, although

its amplitude varies with season. Largest amplitudes are attained about one month after the

solstices, and the smallest amplitudes observed in Aprii. The period of the wave is also found to

change. For much of the year the period is near 50hr, but at the time of the largest amplitudes,

in January/February, the period is close to 48 hr. It is a propagating mode in the equatorial

mesosphere during the solstices, with a vertical wavelength of the order of 70 km. This compares
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with values of -50km found at Townsville (19"S, 147o8) fCrai,g et a1.,, 1980] and 20km at

Trivandrum (8.5o N, 76.9" E) [Reddi €! Lelcshmi,1938]. An average vertica^l wavelength >150 km

was found at Adelaide.

The fact that the wave is present for most of the time in the meridiona.l wind component

at Christmas Isiand supports the proposal of Salby [1981a] that it is a manifestation of the

(3,0) Rossby-gravity normal mode, randomly forced in the lower atmosphere. The (3,0) mode

is an asymmetric mode, and would therefore produce oscillations only in the meridional wind

component at the equator. The nearly year-round presence of the wave may not preclude the

baroclinic instability hypothesis, which could occur only for limited times of the year when

the summer stratospheric jet has its greatest curvature. Recently Randel [1993], using potential

vorticity arguments, concluded that the baroclinic instability mechanism could indeed be a main

forcing mechanism for the 2-day wave, the energy being channelled into the (3,0) normal mode

due to the close frequency and wavenumber characteristics. It is the suggestion here that the

possible half-yearly impulsive forcing caused by this mechanismtt -uy be sufrcient to maintain

the 2-day wave throughout the year, given that it is a resonant mode of the atmosphere.

The current measurements of the 2-day wave are in accord with previous flndings for mid- and

high-latitude observations, in that the amplitudes are greatest at the solstices with the amplitude

coinciding with the southern-hemisphere summer larger than for the northern summer. The

changes in period from 48t0.5hr during the December solstice to 50t1hr during the June

solstice are also in basic accord with previous observations lVí,ncent,Ig84a]. Another feature,

reported in Harris €i Vincent [1993], is that two frequency components seem to be present

during the June solstice, one with a period near 50hr and the other with a period near 44hr (see

Figure 4.43). The component near 50 hr period is dominant and is the one that has been focussed

on as it seems to have all the characteristics of what is usually referred to as the 2-ð.ay wave.

The 44hr component is tentatively identified as a manifestation of the (2,0) Rossby-gravity

normal mode lilarris €9 Vincent,1993]. This is an anti-symmetric westwa¡d propagating zonal

wavenumber 2 wave with a period of 1.6 days (38hr) in an atmosphere at rest lKasaharar 1976l,

but a peak near 1.8 days (a3hr) and an enhanced response in the range 1.6 to 1.9 days (38-

46hr) in an atmosphere with realistic wind and temperature lSalby,1981b; Salby,1981c]. The

larger amplitudes in the meridional component compared with the zonal (again, see Figure a.43)

are consistent with an anti-symmetric mode. This mode has been tentatively noted in surface

pressure data by Hamilton E Garcia [1986].

lsduring summer in each hemisphere
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The results from Adelaide, discussed in Section 4.3, show that the 2-day wave is a,lso a domi-

nant feature of the dynamics of the mid-latitude middle atmosphere, especially in the meridional

wind component. It shows a strong inter-annual variation in amplitude, with suggestions of a

five year cycle. The dynamical properties of the wave are observed to be a strong function of

the wave amplitude. For example, smaller vertical wavelengths (æ40km) are found for summers

when the 2-day wave has small amplitudes (t20ms-l). The wave period for a given summer is

also further from 48 hr for time intervals when the amplitude is small. A mean period over 12

summers a,nd.7 altitudes was found to be 48.7*0.5hr for the meridional winds. During times

of large wave amplitude the phase of the 2-da,y wave was found to align such that the times

of maximum northward winds were geneïally between 1000-1600hrLT during any summer. A

mean vector phase over 12 summers and 7 altitudes was found to be 14.410.8hrLT.

This phase locking at mid-latitudes implies some sttong solar interaction at a preferred

location on the globe, causing something similar to a forced oscillation. Close inspection of the

meridional component in Figure 4.43 shows that at the beginning of January 1991 the 2-day

wave at low-latitud.es has a period near 50 hr. As time progresses the peak shifts to 48 hr and

the amplitude increases, as if the 50hr wave has been "pulled" into some resonance condition

whose natural period is 48 hr. This could be mediated by a non-linear interaction between the

2-d.ay wave and the diurna,l tide. In Section 4.7 it was seen that the solar diurnal tide has a low

amplitude at the same time that the amplitude of the 2-day wave is beginning to increase during

the December solstice. This was found at both Adelaide and Christmas Island. In order for this

to be a simple triad mechanism the sum of the zonal wavenumbers for two of the triad must be

equal to that of the third. The same must aJso be true for the frequencies, with the members

appearing in the same order. The observation of a 16 hr wind component in the equatorial

data initially gave hope to a resolution of the non-linear interaction as the 48,24 and 16hr

components satisfy the frequency summation criteria for a wave-wave interaction triad. For the

zonal wavenumbers to also satisfy the summation criteria, and for the diurna,l tide to still be one

of the gravest modes (which contain most of the tidal energy) the 16 hr component would have to

be a large-scale planetary wave as is the 2-day wave. Unfortunately the only normal mode that

has a period of 16 hr is a Keivin wave lKasahara, 197Q Hamilton €! Garcia, 1986, for example]

which would produce oscillations in only the zonal wind component. Furthermore the bispectral

analysis carried out in Section 4.4.6 suggests that the 16 hr component is simply a harmonic of the

2-d.ay wave. Large meridional velocities would produce large north-south parcel displacements.

In a detailed analysis of one two-day wave event at Adelaide (where peak meridional velocities
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of greater than 50ms-1are not uncommon) Plumb et aI. [1987] estimated horizontal parcel

displacements of at least 3000 km, that is peak-to-peak latitudinal displacements of 60o . They

concluded that wave overturning in the horizontal plane was possible. In such circumsbances

the presence of high-order harmonic components would be observed in the wind freld. The

16 hr amplitude variations are observed to map those of the 2-day wave throughout the year

at Christmas Island (c./. Section 4.7) and both were found to have large vertical wavelengths.

No phase relation between the 16hr component and any of the solar tides were reveaJed by the

bispectral analysis, although the 2-day wave and the diurnal tide were found to have a phase

relationship. This of course could arise from the interaction of the 2-day wave with its harmonic

at 24hr, which would be indistinguishable from the solar diurnal tide. This harmonic could also

be responsible for the observed decrease in the amplitude of the 24hr tide during times of large

2-day wave activity by destructive interference with the actual diurnal tide.

The results of this Chapter suggest that the (3,0) normal mode is always present in the

atmosphere, but at ievels which are not detectable at mid-latitudes except in the summer middle

atmosphere where the wave encounters a critical level (c./. Section 1.5.3). Salby lI987c] showed

that the (3,0) mode becomes locally propagating, with wave growth, in regions where the

background zonal flow is westward and the wave is Doppler shifted down to frequencies closer

to zero. That is, regions where the intrinsic frequency is less than 0.5 cpd. The growth is more

pronounced the smaller the intrinsic frequency until wave breaking occnrs when the critical levei

(of zero intrinsic frequency) is reached. This is a similar mechanism to the filtering of gravity

waves discussed in Section 1.5.3.

Referring to equation 1.32 in Section 1-.5.3, for planetary scale waves the relevant average for

U is a total global one. Over this scale the average vertical and meridional velocities vanish so

that,

fr : (T(z),0,0). (4.e)

Therefore equation 1.32 reduces to

dl=u+kt, (4.10)

ort

Íint,in"i"= 
*- 

|ob".,,"d.. (4.11)

As the (3,0) normal mode has, by definition, three cycles zonally around the globe, the zonal

wavelength, Àr, at a latitude of /, is given (in metres) by

ócos2ra
.1À-=-*3 (4.r2)
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The observed frequency (lob""r,"d) is -0.5 cpd (negative as it is a u¡estwa¡d propagating wave), so

that, using the zonally averaged zonal winds from CIRA86, the expected intrinsic frequency for

this mode can be calculated. These are shown in Figure 4.78 for both soistices. Critical levels can

be seen around 55 km in the summer hemisphere at mid-latitudes (the zero level contours). These

are surrounded by regions of small intrinsic frequency (- -0.2 cpd). Differences are apparent

between the two solstices, when the 2-day wave maximises in diferent hemispheres. The regions

of small intrinsic frequency during January extend to lower latitudes than during July. CriticaJ

levels are also at a higher altitude during January than during July. These factors may have a

bearing on the observed d-ifferences in the 2-ð,ay wave during each solstice. It should be noted

that the CIRA86 winds do not reflect the equatorial mesosphere veÌy wd),lVincenú, 1g93] hence

the calculated intrinsic frequencies are not reliable in this region.

A westward flow prevails for much of the year in the equatorial mesosphere fVincenr, 1gg3].

This could account fo¡ the relatively large year round amplitudes observed within that region .

It also appears that the (2,0) mode is also present, but with smaller amplitudes than the (3,0)

mode. One reason could be that it has a phase speed of - 130 ms-l compared with - 75 ms-l for

the (3,0) mode at the equator, and hence will suffer less Doppler shifting. According to Satby

[1981c] the (2,0) mode too shouid encounter a critical levelin the summer middle atmosphere,

but at a higher latitude than the (3,0) wave and so will also show enhanced amplitudes in this

season. The presence of a 44 hr mode could be one reason that the calculated zonal wavenumber

for the 2-day wave was often less than th¡ee (the 0 year mean being 2.80 + 0.09).



Chapter 5

The Variability of the Solar Tides

5.1 Introduction

The strength of the solar tides can be quite variable on a number of time scales. Consider

the raw two-hourly averaged winds shown in Appendix F. Periods where diurnal and semi-

diurnal oscillations dominate are clearly evident in both the zonal and meridional winds' A

diurnal oscillation is seen more often than a semi-diurnal at this latitude. The strength of these

oscillations can be seen to vary over time scales of a few days to weeks. This variation is only

a qualitative indicator of tidal variability as it is the full wind vector that has been plotted, so

constructive and destructive interference, especially between the diurnal and semi-diurnal tides,

can calrse rapid amplitude fluctuations. This is evidenced by the non-sinusoidal shape of the

diurnal oscillation for example in the zonal wind component during August, 1985, and in the

meridional wind component during November, 1987. The apparent modulation of the diurnal

tide from 20-30th March, 1986, is evidence for other forms of interactions.

One of the goals of the ATMAP1 community lForbes,\985; Forbes, 1986a; Forbes,1986b]

has been to define a minimum time period for which data could be analysed for tides. Based

on current experimental and theoretical experience the consensus was that the determination

of tidal parameters must be made with observations of at least 10 days duration. Part of

the reasoning for this value stemmed from the work of Bernard [1981] who argued "that if

the intrinsic time ... to set up stationarity around the Earth for a particular tida,l mode is

greater than a characteristic time scale associated with its variability, then the horizontal and

vertical structure of the oscillation will not exactly correspond to a particular eigenfunction or

eigenvalue of Laplace's tidal equations. " lVial et a1.,1991] (see Section l.4.2fot the theory of

1¿\tmospheric Tides Middle Atmosphere Program

195
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tidal oscillations)

The solar diurnal tide in the middle atmosphere is mainly generated by absorption of so-

lar radiation by water vapour in the troposphere and then propagates upwards to the middle

atmosphere (see for example Chapman €i Lindzen [1970]). To a lesser extent, ozone in the

stratosphere and mesosphere also contribute to this tide. The sola¡ semi-diurnal tide is gener-

ally considered to be primarily due to insolation by ozone in the upper stratosphere and lower

mesosphere (see for example Butler €i Small [1963]). This too then propagates upwa,rds to the

middle atmosphere. Variations in the abundance and height proflle of these important thermal

absorption species will cause changes in the tidal forcing (Figure 1.6 shows an example of typical

forcing proflles). It is known that water vapour concentrations can vary by the order of.5% at

low-iatitudes and by up to 20% at mid-latitudes over the course of several days. Variations in

cloud cover can also change the water vapour insolation, thus causing variability in the tidal

forcing.

VariabiJity in the amplitude and phase of the solar tides observed in the upper mesosphere

can arise from a number of mechanisms; changes in the tida,l forcing, background propagation,

additional energy near the tidal frequencies by local or synoptic sca"le disturbances to name a

few(areviewof recentprogressindeterminingthesemechanismsisgivenin Vialeúal.[1gg1]).

Non-linear interactions between the diurnal and semi-diurnal tides, or between the tides and

planetary waves can generate secondary waves at tidal frequencies (see for example , so [1gg3]

and Section 4.4.6). Further, if mean winds are modulated at tidal periods by the presence

of the tides then their interaction with gravity waves will also induce oscillations at the tida,l

periods, which are referred to as ('pseudo tides" by Walterscheid, et a/. [1986]. Both of these

features can be quite variable from day to day. The interaction between higher-order tidal modes

(which have shorter vertical wavelengths) and the more prevalent lower order tida,l modes can

a,lso cause observed variability in tidal parameters. Such mechanisms may account for the short

term variability observed by workers such as Vincent €i BalI U977J and Phillips €J Bri,ggs [1990].

Longer term variations are a,lso observed lFraser et al.r 1g89, for example].

Considerations of this kind led VíaI €i Forbes [1989] to ask, "Are observed diurnal and semi-

diurnal harmonics of time series of radar measured winds global tidal oscillations, in the sense of

classical tidai theory, or does significant local energy exist at or near tidal frequencies ?". This

is a difficult question to answer. In order to help ciarify this, the variability of the solar tides

needs to be quantified. Phillips €! Briggs [1990] looked at the daily tidal amplitudes at Adelaide

(35" S, 138" E) and concluded that the fluctuations of the semi-diurnal tide were uncorrelated
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from one day to the next. In contrast, Kaydalou €l Portnyagin [1981] found that fluctuations

in the semi-diurnal tidal winds at high latitudes in the northern hemisphere were correlated

over several days. Transient tidal response times can be measured or defined in a number of

wayslBernard, 1981; Vial et ø/., 1991; Aso, 1993,, for example]. Using different atmospheric

models, these authors find that variations in tidal forcing can give relaxation times in the upper

mesosphere which range from 2.5 days up to 40 days for the (2,2) mode and from 6 to 20 days

for the (1,1) mode.

The way that the tides are ca,lculated and the duration of the data used are important

factors when considering relaxation or response times. It is of importance to establish some

characteristic time scale for the variability of the solar tides and how this may change with the

data length.

5.2 The Data and Analysis Technique

In this preliminary study, spectral techniques have been used to try to quantify the response

time of both the diurnal and semi-diurnal solar tides. A variable-size window, sliding Fourier

transform (see Section 2.8 of Chapter 2 for more details) has been applied to experimental wind

data from Adelaide for 1984 to 1991 averaged in three altitude ranges, 78-82,86-90, and 94-

98 km. Only the meridional component of the wind field at 86 km will be considered in depth.

Comparison of the raw winds in Appendix F shows that the tidal amplitude and variability are

similar for the zonal and meridional wind components. The radar site near Adelaide has already

been discussed in Section 4.2.2 of Chapter 4 and a spectral representation of the data is shown in

Figures 4.7 and 4.8 on pages 110 and 111. An idea of the variable nature of the solar tides can be

gained from these figures, remembering that the absolute power spectral amplitudes have been

"clipped" in order to reduce the dynamic range for plotting purposes. Figure 4.74 on page 184

(in Section 4.7 of. Chapter 4) atso gives an indication of the tidal variability, the yearly averaged

response being shown in Figure 4.76 on page 187. Figure 5.1 shows a high resolution view of the

average spectral response for a calendar year near the solar tidal frequencies of 1 and 2 cpd. This

superposed spectrum has been derived as expla,ined on page 109 for Figure 4.9. For the current

figure a 30 day data window has been stepped by 30 days, over the span of 8 years from. January,

1984 to January, 1992, then folded back into a single calendar year. The power spectral densities

have been "clipped" to be less than 80 and 40*196-2r-2Hz-1for the diurnal and semi-diurnal

tides respectively. The actual maximum values were 420x196-2r-2¡12-1 , during March, for

the diurnal tide, and 100 x 106 m2s-2Hz-L , during January, for the semi-diurnal tide. The times
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Figure 5.1: Average spectral responses for the years 1984 to 1991, for the meridional compoRents
of the diurnal and semi-diurnal solar tides at 86 km, Variations in the width of the tidal spectral
"ünes" can be seen. The power spectral densities have been "clipped" in both cases to reduce the
dynamic range for plotting purposes, A 30 day data window length has been used to provide a
high frequencv resolution while still maintaining a reasonable time resolution. 'Ihe data windows
have been stepped by 30 days, covering the span of 8 years from January, 1984 to January,,7gg2
(complete data set shown in Figure 4.74using a 14 day moving window).

of the maxima have been determined from a t4 day superposed moving power spectrum for

better time resolution, It is the variations in the width of the tidal spectral lines which are of

most concern here, therefore a 30 day window has been used in Ì-igure 5.1, allowing a better

frequency resolution, Both the diurnal and semi-diurnal tides show a elear seasonal variation

in amplitude but not so clear a variation in spectral spread. The diurnal tide shows a strong,

spread response during the equinoxes, with minima in amplitude and speetral width during the

solstices. The semi-diurnal tide shows a strong response with a large spectral width in early

summer with continued spread activity during the remainder of the year. A minimum spectral

power and width is evident during winter.

PreJiminary inspection of the spectral shape of the tidal ìines suggested that they could

be assumed to consist of three portions (see Figure 5.2). Firstly, a Ra ïow spike at the tidal

frequency due to components which add in a near coherent manner over the time ìnterval of the

data window" This can be due to a steady-state tidal response combined with variations whose
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time scales are longer than the data length. This main tidal line is modulated, sometimes up to

50%,by shorter term variations which add in an incoherent fashion leading to a spread about

the tidal frequency. The width of the spread is a measure of the characteristic time sca.le of

the variability, or response time, of the tide. The spread region or "skirt" has been assumed

to be Gaussian for the current analysis, hence the amount of spread can be quantified by the

half-width. A Gaussian skirt is a reasonable assumption for a single broadening process, but as

shali be seen later it may not be valid here. All of this is superimposed on some constant noise

Ievel.

Using this model of the spectral shape the width of each spread region was found by fitting a

X2 minimised Gaussian. Prior to this operation the noise contribution and the coherent spike had

to be removed. The determination and removal of these components are non-trivial processes

when automation of the technique is required and will be covered in the sections that follow.

The width of the Gaussian "skirt" was found for each spectrum as a data window of given length

was moved over the full data set, i.e. for each time step of the moving powet spectrum. The

data window length was then changed and the process repeated. In this way a number of width

estimates were obtained for each data window length. In order to determine the effects of the

processing the analysis was a,lso applied to simulated data, which consisted of pure sinusoids at

frequencies of precisely 1 and 2 cpd but with the same data gaps as in the experimental data

(such as shown in Figure 4.44 on page 147). The two sets of results are used to give an estimate

of the response time for the tides.

5.2.L Determining Components of the Tidal Spectral Peaks

Consider the spectral shape shown in Figure 5.2. The width of the spread region of the signal

peak is to be determined. The most obvious technique to use would be to remove the noise fl.oor

then fit a Gaussian function to the remainder, ignoring the central spike.

This procedure is easy to implement when done in a manual fashion as it is relatively easy

for an experimenter to judge the level of the noise f.oor and then to fit a Gaussian function by

perhaps some least-squares technique. A problem arises when this procedure has to be repeated

the order of 1000 times, as in the current work, and then perhaps repeat that a few more times

with differing parameters or data. Clearly an automated technique is required. Unfortunately

it is not as easy for a computer routine to simply "judge" where the noise level is, especially

when there are a large number of variations of the spectral shape and the signal-to-noise ratio.

A region of the spectrum close to the region of concern but devoid of any signal peaks could be
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Figure 5.3: Seasonal average power spectra of the meridional winds at Adelaide. The diurnal

and semi-diurnal solar tides can clearly be seen. The 2-day wave peak is also evident in summer.

Of note is the "red-noise" spectrum and asymmetry of the "skirts" about the solar tidal peaks.

A 14 day data window has been used.

chosen and the mean spectral power found. This could then be taken as the noise level for the

region containing the signal. As can be seen in Figure 5.3, the power spectrum of the mesospheric

winds exhibit an underlying "red-noise" spectrum. A log scale for the power spectral density has

been used to emphasize this. Also of note is the asymmetry of the "skirts" about the solar tida,l

peaks (note that the frequency has been plotted in a linear scale so as not to artificially create

any asymmetry in the spectral shapes). As the noise varies with frequency, the simple method

for determining the noise power spectral density mentioned above is not valid for this work.

The noise has to be estimated from regions as close to the signal peak as possible. The problem

reduces to how to determine the critical frequencies, f^¿n ar,.d f^o", in Figure 5'2, which define

the extent of the spread of the signal peak. One, perhaps overly complicated, method developed

and initia,lly used for this work is described below.

The power contained within a region of width !7 centred on the frequency of the spectral

,,spike" is the sum of the noise and. signal components. As ll/ is increased the total powel' P(W),

will increase, generally in some complicated fashion, until a critical width, Wr - Í^o, - f^in

is reached after which the contribution from the signal remains constant. At this stage it would
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be expected, at least to ûrst ordet, that the total power would become a ünear function of the

bandwidth, lZ. Therefore, for Ps the total power in the signal (both coherent and incoherent

components), and B the noise power spectral density (assumed constant over the small range

of frequencies that are being dealt with), the total power as a function of the bandwidth !I¡ is

given by

P(W) =
aPsiþW W <Wr ae [0,1]

Ps*þW W>Wr (a=1)
(5.1)

where a is a function 
"f 

(#).Taking the second derivative of P(W) with respect to W gives,

Ptt(W) = (5.2)

Determining the minimum bandwidth where P"(W) remains near zero gives a good estimate of

the effective frequency limits of the signal peak.

The approach described so far has implied a folding of the power spectra about a central

frequency by having the bandwidth centred on this value, giving a one-sided cumulative power,

P(W). In order to take into account any possible asymmetries in the signal peak (as observed

in Figure 5.3) the total power can be computed for increasing bandwidths starting at some

minimum frequency, .fo, to a rraximum frequency, fi, such that /6 K Í*¿n 1 f^o, ( /r. Once

f*¿n and f*o, ane found, a least squares fit of a straight line from 1o b f^¿n and from Í*o, to ft
gives an estimate (by the slope) of the noise level near the signal peak (see equation 5.1). This

process is shown for an idealjsed case in Figure 5.4. Having estimated the noise floor, a noise-

corrected P(W) can be found which should be constant (and zero) from 1o to l^¿n, then increase

in some manner dependent on the signal spectral shape, then stay at a constant maximum value,

which is equal to the total signal power, from f,oo, to fi (Figure 5.4d). Examples of how this

process works using real data are shown in Figures 5.5, and 5.6 for two data window lengths for

both the diurnal and semi-diurna,l tides. The jump near 0.5 cpd is due to the 2-day wave signal

peak.

The derivative of the corrected cumulative power spectrum could be used to give the signal

peak free from "noise". Otherwise the noise level so determined could then be subtracted from

the raw poq¡er spectra prior to fltting some optimal Gaussian function to the skirt.

Estimating the noise floor using a cumulative power spectrum perhaps has the advantage

that the random fluctuations in the spectral estimates have a reduced efect as their sum tends

to zero. Thus the regions between lo to l*¿n and f^o, to fi are smoother in the cumulative

than in the raw spectrum, making the change to the region containing the signal peak more

a" Ps

0

W <Wr ae [0,1]

W>Wr (a=1)
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Figure 5.4: Idealised cumulative spectra for determining the spectral noise floor in the vicinity
of a broad signal peak, and the total signal power. (a) The raw por¡¡er spectrum. (b) The

cumulative power spectrum. (c) The second derivative of (b). (d) Noise-corrected cumulative
power spectrum. The maximum value is the total signal power.

marked. This makes it easier to determine the critical frequencies, f^¿n and f^o,

Another, more intuitive method - one which is closer to the semi-manual procedure de-

scribed earlier - is to simultaneously fit a Gaussian and a constant to a narrow region of the

spectrum around the tidal frequencies. As this is a non-linear function of frequency an iterative

procedure, as opposed to a straight-forward linear least-squares one, has to be used. The iter-

ative procedure used minimised Lhe y2. In order to ensure a meaningful convergence for highly

variable data, such as tidal spectra, the initia,l parameters need to be moderately close to their

final values.

The three methods for obtaining a fit to the noise level and signal skirt described above -
the folded cumulative spectrum; the straight-forwa¡d cumulative spectrum; and the minimal X2

simultaneous Gaussian and constant fit - have each been used in the development of the ¡esults

of this chapter. Little difference was found between the noise estimates from each method,

but the reliability of the Gaussian fit varied. Overall, the last method was favoured for the

determination of the spectral widths as it proved to be the most simple yet robust and reliable.

The straight-forward cumulative spectrum was still used to estimate the critical frequencies.

This gave a good initial estimate for the width of the Gaussian skirt for the iterative fitting

procedure. The noise-corrected version of the cumulative spectrum also provided an accurate

measure of the total signal power.
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T.
To

Time Series lÍindow Length, T
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Figure 5.7: Response of spectral-width to data window length for a single incoherent process.
The left-hand panel shows the width in frequency units, levelling off at some "natural" width
once T is larger than some critica,l time, T". The right-hand panel is simply the reciprocal,
showing the width response in time units.

5.2.2 A Minimal Tidal Response Time

It was expected that the skirt of the signal peak would have a finite "natural" width determined

by atmospheric processes. As the data window length, T, increases, the resolution of the spectra

becomes flner. At some stage, T", the resolution becomes finer than the "natural" width of the

skirt. As T is increased further the width of the skirt remains constant at this value, although

more structure becomes apparent, much of which is from statistical fluctuations. This is shown

in Figure 5.7 for an idealised case, assuming that there is only one broadening mechanism.

In practice there may be many processes on different time scales, so that this is a simplistic

picture. As the data window length increases it capture more broadening processes, creating an

ever increasing set. The determined width of the skirt is then more a measuïe of the dominant

process over the time period T.

Even for a single spectral broadening mechanism, the change in spectral behaviour neal

T" would be more gradual than that shown Figure 5.7. Three regions can be distinguished

dependent on the data window length, T.

1. T < T". In this region the spectral width is dominated by the frequency resolution

imposed by the analysis.

2. T x T". This is a transitional region where the anaiysis broadening is of the order of that

due to natural variations.

3. T > T". Here the spectral width should be constant at a level set by the natural processes

- the natural width.
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Frequency

Figure 5.8: Case of two mechanisms causing tidal amplitude or phase variations, one at a shorter

time scale than the other, resulting in the tidal power spectral peak having two skirts.

For multiple broadening processes (the number possibly increasing with increasing data

length) Region-3 may not have a constant spectral width. For example, consider the case of two

mechanisms causing tidal amplitude or phase variations, one at a shorter time scale than the

other. This would cause the tidal power spectral peak to have two skirts, as shown in Figure 5.8.

Notice the similarity with the power spectrum shown in Figure 5.2a for real data'

At a coarse resolution the longer period variation, causing the narrow skirt, would not be

distinguished from the central peak, and in the current analysis would be ignored; a Gaussian

being fi.t to the broader skirt. At a finer frequency resolution (which corresponds to a longer data

window length) both skirts would be resolved so that when a single Gaussian is fltted only an

average spectral width results (c./. the fit in Figure 5.2a). Extending this to multiple broadening

mechanisms on different time sca,les it can be seen that the fitted Gaussian will have a smaller

and smaller width as more and more skirts are resolved. Thus in a realistic situation it cou-ld

be expected that the estimated spectral width would decrease exponentially in Region-l then

slowly decrease with increasing data lengths once in Region-3. This is shown schematically in

Figure 5.9. As for Figure 5.7, the change in the behaviour of the spectral width in going from

Region-l to Region-3 is better shown by plotting the reciprocal of the spectral width, which

shall be interpretted as a response time, aga.inst the data window length.

A ,,minimal" response time, T-, for the tides can be defined by fitting a straight line in

Region-3 of Figure 5.9b and flnding where this intersects the resolution defined curve. T- is

an estimate of the spectral width at the stage when the spectral resolution is just fine enough

to resolve the broadest natural skirt, hence is an estimate of the minimum tidal response time.
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Figure 5.9: Response of the mean spectral-width to data window length for multiple incoherent
processes. The three regions discussed in the text are marked. The left-hand panel shows the
width in frequency units. The right-hand panel is simply the reciprocal, showing the width
response in time units (as for Figure 5.7). A "minimal" response time, T-, is shown.

This corresponds to the critical time, T", shown in Figure 5.7, and can be interpretted as the

time after which tidal variations due to transient behaviour become averaged out. That is, the

steady state tida,l behaviour then dominates.

5.3 Results

5.3.1 The Diurnal Tide

An example of the fits to the raw data are shown in Figures 5.10 and 5.11for a short and a long

data window respectively. The "spike" in the tidal spectrum is first removed prior to frtting a

Gaussian to the "skirt"(c./. Figure 5.2). As the frequency sampling is not always optimal -
being dependent on the exact data length, which is dependent on the amount and relative times

of any missing data - often the tidal spike may influence two adjacent frequency bins. In this

case both are removed and a Gaussian is fitted to the rema.inder. In most cases the width of

the fitted Gaussian is in good agreement with the data, although the peak amplitudes are often

larger than that of the skirt and even the spectral peak. It is the widths that are of concern for

this study.

An alternative to finding the width of the skirt for each spectrum and then averaging to

give a mean width is to first average the spectra and then fit a single Gaussian. In order to

investigate seasonal variations, the spectra for each season v/ere averaged and the skirt width

found. This only has meaning for data windows smaller than g0 days. The seasonal spectra

using a 14 day window for both the zonal and meridional diurnal tide conponents are shown
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Figure 5.12: Seasonal average power spectra for the zonal and meridiona,l components of the

solar diurnal tide at 86 km. A 14 day data window was used. The Gaussian fits to the "skirt"
and the errors for the spectïal estimates are also shown. The number of points used, the data

wind.ow size (in days), and the 1/e full-width (in days), with percentage error, are shown below

the plot for each season.

in Figure 5.12. Note the similarity between the seasonal behaviour of both components. Again,

it is the width, not the height, of the Gaussian fit which is important. At this resolution the

,,spike,, expected in the tidal spectrum due to the coherent fluctuations cannot be distinguished

from the ,,skirt". At higher resolutions (e.9. Figures 5.24, 5.11 and 5.13) the distinction is

more pronounced. Ignoring any seasonal variations in the short time-scale fluctuations, a,ll the

spectra for a given data window length can be averaged and a single Gaussian fitted. The

averaged. spectra show the general form of signal peaks in a clearer fashion than the individual

spectra, as would be expected since the random vatiations have been averaged out. This in turn

should, give more reliable measures of the width of the spectral skirts. The averaged spectra

and the fitted. Gaussians for some of the data window lengths are shown in Figure 5.13 for the

meridional wind component. Figure 5.13c possibly shows the multiple "skirts" discussed in the

previous section.

The estimated spectral skirt widths were converted to a response time, which is defined here

as the time it would take for an auto-correlation to fall to 0.5. By comparing the coefficients of
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a Gaussian function and its Fourier transform it is easily shown that the response time, rr, is

related to the half-width-half-maximum of the Gaussian spectral skirt,Wl¡2, by the relation,

1
Ti.

TW. tn ) (5.3)

and to the Lf e half-width, Wt/.,by the relation,

1ffi,+: owu". (5.4)

Figure 5.14 shows the various estimates of the spectral width, converted to a response time,

for the diurnal tide out to a data window length of 120 days. The widths of the fits to the

seasonal average spectra are shown as dotted lines connecting diferent symbols. This estimate

becomes meaningless for data lengths > 100 days as more than one season of data is averaged

into each spectrum. The dotted üne with the larger triangles at each data point is from the

widths determined from the simulated data mentioned earlier. This shows the broadening due to

the finite window size, the data gaps and any other artificial processes due to the analysis. The

mean of the individual width estimates are shown as unconnected crosses, with an associated

error. The width of the fit to the overall average spectra are shown as solid lines connecting

square symbols - the error bars are also shown but are generally smaller than the symbols

themselves. The two measures of the mean spectral widths give simil¿¡ results for data lengths

up to 100 days. The response time estimates differ by - 7 days once the data.length is greater

than 60 days, which is far more than their combined error estimates, although maybe not much

more than any realistic total error estimate for this form of analysis. The diference is greater

as the data length incteases, with the mean spectra giving shorter response times.

The response times for autumn, winter and spring are little different from those for the

overall mean. The response times for winter are consistently less than those for autumn, which

are less than for spring. During summer the response times appear to follow a different pattern.
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DIURNAL TIDE

100

20 40 60 80 100 r20
Data Length (Days)

Figure 5.14: The seasonal response times for the diurnal solar tide at 86 km. The dotted line with
triangles at each data point is from the widths determined from the simulated data. This shows

the broadening due to the finite window size, the data gaps and any other artificial processes due

to the analysis. The solid line with squares at each data point is from the width of the average

spectrum for each data window length T. The large X with the y erlor bar show the weighted
means. The seasonal means are shown as dotted lines connecting various symbols shown on the
plot.

For the shortest data lengths, reflecting shorter term variations, the response time is apparently

of the order of 20 days. This vaJue does not increase with the increased data lengths. In fact, it

is already larger than for the simulated data, meaning the fltted spectral skirt is on the average

narrower than the spectral resolution! The reliability of this form of interpolation is probably

dubious, so that those values which give response times greater than the simulated data should

be truncated back to that of the simulated data. Ignoring the two high response times for

the summer means leaves values which are not too diferent from the overall mean. Unlike

the other seasons though, the summer values are not consistently in the same relative position,

sometimes having longer response times than for spring and other times having values shorter

than for autumn. The conclusion from this diagram is that on the average there is little seasonal

difference in the tesponse times of the broadening process for the diurnal tide. If anything, the

diurnal tide appears to have shorter response times during the winter and longer times during
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Figure 5.15: The distribution of response times for the diurnal solar tide at 78 km. The simulated
data, values from the average spectrum and the weighted means of the individual spectral width
estimates are shown as for Figure 5.14. The shading shows the distribution of the individuai
width estimates for each data length, T. of which the large X with the ¡r error bar show the
weighted means. The contours are the relative numbers, with the distribution for each T being
normalised to 100. Note that there is no data for T greater than 270 days.

spring. This roughly follows the spread seen in Figure 5.1.

Displaying the response times as a histogram for each data window length out to 360 days,

individuallv normalised and with amoderate degree of smoothing, (Figures 5.15,5.16. and 5.17)

it can be seen that the unusual distribution of the spectral-width estimates causes the average

of the spectral-widths to be unreliable. The values which follow the simulated data curve are

where the artificial broadening has been the dominant process for that particular run: where the

model spectral shape is invalid; or the coherent and incoherent contributions were not separated

successfully. These values bias the average. The width of the mean spectra on the otherhand

should not be biased b¡r these values as they represent highly peaked spectral lines whose skirt

would be swamped in the averaging process by the more numerous broader spectra. Thus the

width of the mean spectra should represent a good estimate of the average skirt width.

Concentrating on the response times derived from the average spectra it can be seen that

the behaviour predicted in Section 5.2.2 and shown schematically in Figure 5.9 is validated bir

the data. The three regions described in that section can be identified in Figures 5.15.5.16,

and 5.1-7. Finding a minimal response time as described at the end of Section 5.2.2 gives the

20
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Figure 5.16: The distribution of response times for the diurnal solar tide at 86km" Otherwise

as for Figure 5.15. In this case the data extends out to 360 days.
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78 km 86km 94km
,+ (all modes)

Tb

Tb

Te

lC

r"( 1)
r"(2)

(1

(1

(1

(1
(1
(1

1) lBernard,ISSL]
3) lBernard,7987l
1) lVi,al et a/., 19911

1) lVial et o/., 19911

1) lVial et ø/., 19911

1) lVial et al.,IggLl

15+5
T2

27

b

8.5
20

15

20t3
12

27

27+5
12

27

Table 5.1: Response times (in days) fo¡ the various modes of the diurnal tide. The deflnition of
the diferent estimates is explained in the text.

values shown in Table 5.1. Since these values are derived from the intersection of two lines with

similar slopes, the errors are accordingly large. The errors quoted arise from the minimum and

maximum slopes. Aiso tabulated are some estimates for tidal relaxation times from equivalent

gravity wave considerations by Bernard [1981] and time-dependent modelling work by Vial et

a/. [1991]. The definitions for the various relaxation times can be found in Section 4.2 of Viat

et al. [7997]. Bernard [1981] estimates a setup time, r¡, for stationarity of the tides by using

the horizontal group velocities of equivalent gravity waves to calcuiate the time needed. for a
perturbation to circle the globe for a number of tidal modes. Vial et ø/. [19g1] defines three

different response times. The first, the "critical forcing time", r", relates to how fast the tidal

thermal forcing can change yet still maintain thermal equilibrium with the tidal oscillations.

The second, r", is the e-folding time of the tidal transients. Lastly, they define a settling time,

r", which measures how long it takes for a tida,l mode to reach I0% of its steady state value. r"

is dependent on the time it takes the forcing to reach its maximum value, thus two estimates for

rs are givenin Table 5.1; one for athermalforcing rise time of 50hours, the otherfor 100hours.

The response time, 11, defined in this section is approximately related to the e-folding time, r",

by

rt x ffir. æ 0.g r". (5.5)

This can easily be seen by considering 11 as equivalent to the time taken for an exponential

decay to halve in value (an exponential decay being its own auto-correlation), as opposed to r"
which is the time for it to reduce by afactor of Lle.

5.3.2 The Semi-Diurnal Tide

An example of the fits to the raw data are shown in Figures 5.18 and 5.1g for a short and a

long data window respectively. As for the diurnal tide, fits to the seasonal and total average
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Figure 5.20: Seasonal average power spectra for the zonal and meridional components of the

solar semi-diurnal tide at 86 km. Otherwise as for Figure 5.12.
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Figure 5.21: Average power spectra for the meridional component of the solar semi-diurnal tide.

Data window lengths of (a) 30, (b) 150 and (c) 300 days have been used (as in Figure 5.13).

The Gaussian fits to the ttskirt" and the error bars for the spectral estimates are also shown.

spectra have also been made.The seasonal spectra, using a 30 day window, for both the zonal

and meridional semi-diurnal tide components are shown in Figure 5.20. The averaged spectra

and the fitted Gaussians as for Figure 5.13 are shown in Figure 5.21 for the meridional wind

component.

Figure 5.22 shows the various estimates of the spectral width, converted to a response time'

for the semi-diurnal tide at 86km. The symbols are the same as used in Figure 5.14. The two

measures of the mean spectral widths give similar results for data lengths up to 60 days, then

differ by - 10 days.
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Figure 5.22: The seasonal response times for the semi-diurna.l solar tide. Otherwise as for
Figure 5.14.

Un[ke for the diurnal tide, the response times for autumn, winter and spring are significantly

different from those for the overall mean. The response times for autumn are consistently less

than those for winter, which are less than for spring. Also, like the diurnal tide, during summer

the response times follow a different pattern, being approximately the same as the overaJl mean.

The response times during spring closely follow those of the simulated data. This indicates

that the semi-diurnal tidal peak is very narrow during that season. Taking a simple view,

the conclusion from this diagram is that on the average there are seasonal differences in the

response time of the semi-diurna^l tide. Specifically, the tide appears to have a longer response

time during the equinoxes than during the other seasons. As other contributing factors may be

involved during spring (see later), this interpretation must be viewed with some skepticism. The

semi-diurnal tide also appears to have shorter response times during autumn and longer times

during winter. This roughly foliows the spread seen in Figure 5.1.

Displaying the response times as a histogram as before (Figures 5.23,5.24, and 5.25), it can

be seen that fo¡longer datalengths (> 180days) the often bimodal distribution of the spectral

width estimates have caused the average of the spectral-widths to be more unreliable than for
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Figure 5.23: The distribution of response times for the semidiurnal solar tide at 78km. Other-

wise as for Figure 5.15.

the diurnal tide. For shorter data lengths the average spectral width and the width of the mean

spectra are in good agreement. At 86km (Figure 5.16) the width of the mean spectra tracks the

90% contour region well. As discussed in the previous section, the width of the mean spectra

should give the most reliable estimate of the tidal response time.

As before. a minimal response time is sought. The semi-diurnal tide exhibits two distinct

sub-regions of linear response within Region-3 of Figure 5.9b. The response time for data lengths

less than 180days gives a minimal response time estimate tabulated in Table 5.2 as ¡r(1). At

longer data lengths (l 180 da¡rs) the response time remains nearlv constant with increasing data

length. These values have been tabulated as r1(2).

5.4 Discussion and Interpretation of Results

The response times. rt'r presented in Tables 5.1 and 5.2, represent the effective response lime

of the real atmospheric tides, which includes the effects of multimode interference. Therefore

comparisons with the more theoretical values of Bernard [1981] and ViaI et al.llggll must not

be viewed as definitive.

With this in mind it is surprising that the respective response time estimates agree so well.

For example, for the diurnal tide near 78km (Table 5.1) the value for the (1,1) mode from
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Figure 5.24: The distribution of response times for the semi-diurnal solar tide at 86 km. Other-
wise as for Figure 5.16.
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78 km 86 km 94km
(1)

(2)

TI

Tt,
Tb

Tb

rb

Tb

Tb

Tb

Tb

te

Tc

1"(1
r"(2

)

)

all modes)

all modes)

(

(

(

(

(

(

(

(

(

(

(

(

(

2,2)
2,3)
2,4)
2,5)
2,6)
2,7)
2,8)
2,2)
2,2)
2,2)
2,2)

lBernard, I98L]
lBernard, I98Il
lBernard,, L98ll
lBernard,,lgSll
lBernard,,lgSl)
lBernard,,1.981-l
lBernard, L98ll
lVial et ø/., 1991]

lVial et aI., L99ll
lVial et a/., L991]

lVial et a/., 19911

15+3
40+1

2.5
4.2
6.1

8.0
10.1

L2.2
L4.5
24

I4
40
40

20 11
35+2

2.5

4.2

6.1
8.0
10.1

12.2
14.5

30t2
45+1

2.5

4.2

6.1

8.0
10.1

t2.2
t4.5

Table 5.2: Response times (in days) for the various modes of the semi-diurnal tide. The definition
of the different estimates are as explained in the text.

Bernard [1981] and the settling times, r", from ViaI et ø/. [1991] are in very good agreement

with the minimal response time estimated here. So too are the 11(1) values for the semi-diurnal

tide, the (2,7) ar.d (2,8) modes from Bernard [1981] and the critical forcing time, r", of the

(2,2) mode from Viul et aI. 17991] (Table 5.2). Comparison with the estimates of Bernard [1981]

suggest that most of the variability, if solely ascribed to multi-mode rrixing, comes from higher-

order modes such as the (2, 7) and (2,8). SmaJler response times may exist for the solar tides (as

suggested by the estimates of Bernard [1931] for the lower order modes of the semi-diurnal tide).

Values of the order of 10 days or less cannot be resolved using the current analysis technique as

the frequency resolution becomes poorer with decreasing data window lengths.

The response time of the diurnal and semi-diurnal tide appears to increase with altitude.

Comparison with the estimates of Bernard [1981] for the diurnal tide suggest that this increase

is due to the greater influence of the (1,3) mode at the higher altitude. This mode, though,

has a short vertical wavelengthin the real atmosphere (- 15km), so it should suffer very strong

dissipation, hence is most unlikely to reach mesospheric altitudes. It is therefore unlikely to be

of importance.

The increased response time with altitude is in contrast to the expectations of Vi,al et al.

[1991] who state that both the r" and r" estimates should decrease with increasing altitude due to

increased damping by dissipative processes. r" should also decrease with increasing altitude until

it reaches the limit of the e-folding time for the dissipative proces which should happen

around the mesopause !. The current results suggest that the additional variability caused by
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greater mixing of in situ and higher-order tídal modes may counteract the increased damping

with increaed altitude.

At longer data lengths Figures 5.23,5.24, and 5.25 appear to foliow the expected behaviour

for a single broadening mechanism (c./. Figure 5.7) having a response time of - 40 days (r1(2) in

Table 5.2). Closer investigation of this suggests that the dominant broadening at the longer data

lengths is due to the rapid phase changes of this tide around the equinoxes. The semi-diurnal

tide appears to be dominated by short vertical wavelength (-50-80km) higher order modes

in winter and longer vertical wavelength (>100km) lower order modes in summer lManson et

al., 1989; Vincent et al., 1989]. The transition between these two states causes a rapid phase

variation during the equinoctial months. This is iliustrated in Figure 5.26 which shows the

amplitude and phase of the solar tides during 1985. Rapid phase transitions through 180o can

be seen in the semi-diurnal tide during the equinoxes and in late summer (indicated in Figure 5.26

by solid arrows). The phase change is most rapid near day 250 (September) when it appears to

jump by more than 113 of a cycle between the 4-houriy measurements.

The expected result of taking the Fourier transform of a sinusoidal time series which encom-

passes a 180ophase "flip" is shown in Figure 5.27. The energy in frequencies surrounding that

of the sinusoids are enhanced while that at the sinusoidal frequency is severely diminished. The

process is akin to the suppression of the amplitude of the carrier frequency in some broadcast

communications (e.g. the double-sideband suppressed carrier waveform).

The spectra in Figures 5.19 and 5.21 show the minima at the tidal frequency predicted from

such a phase flip. Under these conditions the model of the spectral response shown in Figure 5.2

is not valid. The smearing of the spectral line due to the phase va¡iation dominates all other

broadening mechanisms fo¡ the data windows ) 200 days, when each time series must encompass

one of the equinoxes, hence a rapid phase transition.

5.5 Further Results

5.5.1 Mean Solar Tidal Powers

The noise-corrected version of the cumulative spectrum (as explained on page 202) was used to

obtain an estimate of the total tidal signal variance. The analysis was performed on the average

seasonal and total spectra so that the total tidal signal variances are in a sense incoherent

averages in that the mean powers have been found. The individual spectra represent coherent

averages. Thus as the data window length increases, and the number of individual spectra
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consequently decreases, the total tidal signal variances consist of more and more a coherent

average. This could cause the estimated tidal signal variances to decrease with increasing data

length as the coherent average of random fluctuations is smaller than the incoherent average

(c./. short proof later on regarding the mean of squares versus the square of the means).

The seasonal spectra, up to a data window length of 120 days, and the tota,l spectrum are

shown in Figure 5.28 as a function of the data window length. The square-root of these values

gives an estimate of the average rms tida.l wind speeds. These are shown in Figure S.29. The

estimated wind speeds are largest in autumn by a significant amount for the diurnal tide - by an

extra third of the mean va,lue - and are smallest for summer. In contrast, the semi-diurnal tide

has its largest wind speeds in summer, with minimum speeds during winter. This is consistent

with the behaviour of the rms wind speeds shown in Figure 4.76, on page 187. Comparison of

the mean values for these two figures requires a better understanding of the differences in the

processing. The current rms values reflect the power in the mean spectra whereas the dashed

lines in Figure 4.76 rcflect the mean of the rms winds. This is the difference between the mean

of the squares and the square of the means, thus the current rms wind speeds would be expected

to be the larger of the two. This can easily be shown if the mean of the rms winds in Figure 4.76

is denoted by d, and each rms wind estimate by aj : d * øra. Then the variance of the tidal

winds becomes aJ, and the mean variances shown in Figure 5.28 are Di=r a] ln, where there are

n spectra in the average. Then,

mean varlance
1

n
(5.6)

Comparing the two means it is found that the opposite is true. This can be accounted for

when it is realised that the noise f.oor has been removed for the estimates in Figure 5.28 but

not for Figure 4.76, which also has used a wider bandpass. To estimate the contribution of the

noise floor to the rms wind estimates of Figure 4.76the lower decile values for the 9.6hr wind

component (which does not appear to have a strong wind oscillation at midlatitudes) can be

looked at. These values give an estimate of the noise of -5ms-1 . This could account for the

-7ms-ldiscrepancy in the tida,l estimates in Figures 4.76 and 5.28. Thus the mean rms wind

speeds shown in these two figures are consistent, when the differences in the techniques are taken

into account. The values in Figure 5.28 are the better estimate of the mean tida^l wind speeds.

Finally, as predicted earlier, the estimated tidal signal variances, hence rms wind speeds,

É
j=L

û *Il+
aJ

d2
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decrease with increasing data length. This is expected, as too is the convergence of the seasonal

estimates to the mean for increasing data lengths, as the distinction between seasons becomes

more and more meaningless.

5.5.2 In Search of the Lunar Tides

Because the lunar tides in the atmosphere are purely driven by the gravitational effects of the

moon, their forcing mechanism is well understood. For this reason the study of the lunar tides

a,llows easier interpretations in terms of the variability of the atmosphere. In practice, though,

it is difrcult to discern the lunar tidal lines as they are usually buried in the noise fl.oor.

The two strongest lines of the lunar tide, the M2 and 01, are located aI I2.4 and 24.8hr,

which are both near the much stronger solar tidal periods. Besides these pure lunar lines

interference between the lunar and solar tides could produce observable energy at the sum and

the difference frequencies [-Rzså et a|.,1970, for example]. Therefore the interaction between the

solar diurnal tide and the lunar semi-d-iurna,l M2 line (denoted as L;r and tlFr) should produce

spectral lines at 1.935 - 1.000 = 0.935 and 1.935 + 1.000 = 2.935 cpd, which is at - 25.7 and

-8.2hr. Further lines such as the LIr,Lrr, Lte, Lit at 1.968, 1.032,2.032, and 1.065cpd are

close to 01 and M2 lines and may be observable. The 01 and M2 lines themselves have a fine

structure lChapman €! Malin,1970] due to lunar seasonal variations. For example the M2 line

could be expected to have peaks at frequencies of L.927,1.930, 7.932,1.935 and I.937, whose

relative strengths at sea-level are 1, t, 5, I, and 1 respectively.

All the lunar tidal lines mentioned above may be buried in the "skitts" of the solar [nes. ln

order to increase the signal-to-noise ratio for the lunar lines iong time series have to be used -
remembering that the signal power will increase as the square of the length of the time series

whereas the noise spectral density will only increase in a linear fashion, so the longer the time

series the better the signal-to-noise ratio. Longer time series also allow for better frequency

resolution, allowing better separation of the solar and lunar lines.

Two main ways of analysing the lunar tides have traditionally been used. The first is by the

,,fixed-lunar-age" method whereby the data is first grouped according to lunar age for each solar

day. The solar variations are obtained by averaging over all lunar ages, and the lunar tide by

Fourier analysis of the variations with lunar age. The second method is the "fixed-solar-hour",

where the data is grouped according to solar hour and the lunar variations for each solar hour

is determined by Fourier analysis with respect to lunar age. Both methods are theoretically

equivalent; essentially forming the data into a two-dimensional array arranged by solar hour
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Figure 5.30: Portions of an average power spectrum around where (a) the 01 and (b) the
M2 lunar tidal peaks are expected (Power is in units of m2s-2[z-1 ). The spectra have been
derived from the average of 35 power spectra each from 360 day time series covering the 8 year
period described previously. The absolute power has been clipped at 108 mzs-2lFrz-7 in order to
show the lunar lines. The expected positions of the lunar lines and main interaction terms are
marked by a vertical line on the top axis. The th¡ee horizontal lines denote the g0, 95 and gg%

significance levels.

and lunar age. Schlapp Ü Hamis [1993] (c./. Appendix J) give a more detailed account of the

different analyses and discuss some results from Adeiaide using data from the 6 years of 1g85-

1990. Here only the observations of the spectral region around the lunar tidal lines will be

presented using the long data set from Adelaide used throughout this chapter.

Figure 5.30 shows portions of a spectrum, which is the average of 35 high resolution power

spectra, around where the 01 and M2 tidal peaks are expected. The three horizontal lines

approximately denote the 90, 95 and 99% significance levels2, derived as outlined in Scargle

[1982]. That is, the chances that any peaks from a spectrum of white noise could be found

above these lines are 10, 5 and 1% respectiveiy. It can be seen that a significant peak (at the

99% level) appears near where the 01 lunar tidal line is expected (0.97cpd), and is tentatively

associated with the 01 line (Figure 5.30a). Also evident are peaks near 0.93 (at 90%), 1.03

(>99%) and 1.06cpd (at 95%) which maybe tentatively associated with the Lù,Llz and L¡
lunar-solar lines respectively. The highiy significant broad peak near 1.04cpd presents aptzzle,

and its cause has not been identified yet. There are some other "significant" peaks near 1.10cpd

whose cause have also not been identified. Another significant peak (at the 95% level) appeam

at a frequency near 1.94cpd (see Figure 5.30b). This peak is tentatively associated with the M2

line. A non-signiflcant peak is observed near 2.03 cpd which is where the Lr, lunar-solar line is

expected. Similarly a non-significant peak can be seen near 1.97cpd, where the tf, lunar-solar

2The significance levels are only approximate as the individual spectra are not independent. For the average
of overlapping spectra the variance for each spectral estimate is actually ìess than for non-overlapping. A S0%
overlap is optimal. Dependent on rejected segments, the current overlaps could range from 0-88%

Lll
Y2 L13
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line is expected. These may be fortuitous as there significance level is poor

5.6 Conclusron

It has been found that there are many processes on different time scales contributing to the

broadening of the solar tidal spectral lines. As the length of a time series increased it captured

an increasing set of spectral broadening mechanisms. This necessitates a careful interpretation

of the spectral-width information.

A minimal response time, 11, was defined and interpretted as the time after which tidal

variations due to transients ïesponses had averaged out, leaving the steady state tidal character-

istics. This was then critica"lly compared to tidal response time estimates from the theoretical

modelling work of Bernard [1981] and Vial et al. lI99Il (see Tables 5.1 and 5.2 on pages 216

and 5.2 respectively). It was found that some estimates agreed well while other did not. This

is not surprising as the model ïesponses were for single tidai modes whereas the current results

refl.ect the combined effects of all tidal modes present within the observed region of the atmo-

sphere. The model results also do not necessarily agree with each other as the most appropriate

definition of a tidat response time has not yet been resolved.

Tidal response times were found to increase with altitude in conflict with the predictions of

Vial et a/. [1991]. Again, the combined effects of all the propagating and in situ tidal modes

may be the cause of this discrepancy.

Analysis of the semi-diurnal tide was hampered by the rapid phase change during the

equinoxes, which gave rise to a response time of - 40 days once data lengths were greater than

200 days. Otherwise the response times for the diurnal and semi-diurnal tides were found to

be very similar at -2}days, and had the same variation with altitude. This requires further

investigation.

A close look at Figure 5.13c reveals what appears to be two "skirt" regions, one wide the

other narrow. This suggests two dominant spectral broadening processes on different time scales.

Such a spectral shape may make the current form of analysis invalid when the data lengths are

long enough to resolve it. A dual Gaussian fit may be required-

Using the long data set from Adelaide it was possible to resolve the lunar tidal lines' The

strongest lines, the diurna,l O1 and semi-diurnal M2 lines, were tentatively observed, along with

some of the expected lunar-solar tidai interactions lines. Some peaks at greater significance

levels were observed near the diurnal tides but could not be identified with any lunar-solar

interactions.
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Chapter 6

Summary

This thesis has been concerned with large-scale dynamics of the upper mesosphere and lower

thermosphere. Specif.cally, the dynamics of a large amplitude planetary scale wave known as

the 2-day wave, and the variabiJity of the solar tides at mid-latitudes. In the process' a variety

of data analysis techniques were introduced and their use and limitations considered.

The effects of different implementations of full correlation analysis were investigated in Chap-

ter B. It was shown that the individual wind speed estimates from different algorithms could

differ by more than 20To on occasion but the mean differences v/ere more of the order of 5%.

Individual estimates from fu-Il correlation analysis were shown to be sensitive to the precise

fitting and interpolating algorithms employed. Mean values (over an hour), on the otherhand,

.were more robust. The errors or uncertainty in the estimated wind speed, associated with the

use of different implementations of FCA, were found to be of the same order as the statistical

uncertaintyt, i.". 10-15ms-1'

The first major research topic involved the investigation of the 2-day wave. This was intro-

duced in Chapter 4.

Using 12 years of data from Adelaide, average properties at mid-latitudes in the southern

hemisphere were determined. It was found that the zonal amplitudes of the 2-day wave at

Adelaide are less than 20 - 30 ms-1 for 90 % of the time during summer' and exhibit

little variation with altitude or from year to year. The meridiona,l amplitudes were larger than

the zonal, maximising between 86-90km with wind speeds greater than 40-50ms-1 for l0%

of the summer. Strong inter-annual variation was found for the meridional component, with

some years having wind speeds less than 20 ms-1 for 90 % of the summer. A phase locking was

also found when the wave amplitudes were large. The vector mean phases over all altitudes and

ldue to the sampling over a sma.ll area of a temporally and spatially varying large

233
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the 12 summers from 1980-91 were found to be 13 tShr and 14.4t 0.8hr LT for the zonal and

meridional components respectively. No phase locking was apparent for sma,ll wave amplitudes

in both components. The mean vector phase over all aJtitudes for time intervals of large wave

amplitude, combining data from the summers of 1961, 1966-75, and 1980-91, was found to be

1340hr LT, and a most probable error ellipse was found to lie mostly in the afternoon quad.rant.

The zonal wind component was found to lead the meridional by 0-15 hr. This is from 0-0.3

cycles, so that the 2-day wave components generally varied from being in-phase to in phase-

quadrature. The vertical wavelength was determined as ) 90 km, being smaller (= 40 km) when

the maximum lvave ampìitude is small (æ 20 ms-1 ). The vertica.l wavelength derived from the

12 year mean phase was ) 150 km. The mean period over the 12 summers and all altitudes was

found to be 48.0*0.4hr for the zonal and 48.7+0.5hr for the meridional component. Altitude

variations were of the order of * t hr. Yearly median periods ranged from 46 up to 51hr but

gave a one standard deviation spread of the order of only t0.5hr from their mean.

Diferences in the wave properties of the 2-day wave during its period of maximum amplitude

in each hemisphere were investigated using observations at the equatorial site of Christmas

Island. During February, 1991, when the 2-day wave maximises in the southern-hemisphere, it
was found that the period was 48*0.5hr and the vertical wavelength was 70km. The zonal

and meridional components were in anti-phase. During August, 1991, when the 2-day wave

maximises in the northern-hemisphere, it was found that the period was 50 t t hr and the vertica,l

wavelength was also 70km. The meridional component was found to lead the zonal by 3-9hr,
which is between being in-phase and phase-quadrature. The upper decile wave amplitudes for

each of these intervals were - 40 ms-l .

A 16-hr wind component, with similar time and height structure as the 2-day wave, was

observed at Christmas Island. The upper decile wave amplitudes during February, 1991, were

of the order of 25 ms-1 , with median values of. 72.5ms-1 . The vertical wavelength was found

to be >150km and the period was 16f 0.5hr.

The presence of this lvave, the 2d harmonic of the 2-day wave, suggested some non-linearity

in the 2-day wave during times of large wave amplitude. Bispectral analysis suggested that the

16-hr wave was not due to non-linear interactions between the 2-day wave and either of the

diurnal or semi-diurnal. solar tides. Rather, it arose from the breaking of the 2-day wave due

to its large ampìitude. fnteractions between the 2-day wave and the mean flow, the diurna,l

tide, and itself were also indicated. A non-linear interaction with the 24-hr wind component is

not unexpected as this is the 1"Ú harmonic of the 2-day wave. It is suggested that destructive
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interference between this harmonic and the djurnal tide may cause the observed decrease in tidal

amplitude around the times of peak 2-day wave activity.

The interaction between the 2-day wave and the zonal mean f.ow was subsequently investi-

gated. This took the form of a study of the impact of the 2-day wave on the angular momentum

budget. It was found that the horizontal flux of horizontal momentum due to the 2-day wave was

twice that due to the solar tides during locai summer at mid-latitudes. This gave peak acceler-

ations of the zonal mean flow of - -16ms-1d-1 , which, though not insignificant, is not enough

to counter-balance the strong Coriolis contribution at mid-latitudes. The balance is thought to

be maintained. by the large fl.uxes due to gravity waves propagating into the mesosphere from

lower altitudes. At near Equatorial latitudes the Coriolis contribution is small. Thus the local

zonal accelerations associated with the 2-day wavebecome more significant. Different forms of

estimation of the gradient term at 2o N indicated that the zonal fl.ow was accelerated by the

action of the 2-day horizontal momentum flux. The total acceleration of the zona,l fl-ow was

determined as being in the region from *5.9-12-1ms-ld-1 -

Estimation of the acceleration of the zonal flow were shown to be critically dependent on the

latitudinal gradient of the horizontal momentum fl.ux. Due to the lack of suitable observations,

this is a poorly determined quantity, and more observations at mid- to low-latitudes need to be

encouraged..

The zonal wavenumber of the the 2-day \ry'ave v/as estimated by cross-spectral analysis of

wind data from Adeiaide (34.5" S, 138.5o E) and Grahamstown (33.3" S, 26.5o E). The results

for several years of data and at several altitudes were close to the expected values of 3. The

overall average zonal wavenumber was estimated as being 2.80 + 0.09.

The observations of the 2-day wave at Christmas Island provide impotant new information

on both the temporal variability and vertica,l structure of the wave' while the long-term study

at Adelaide quantifles its variability at mid-latitudes (where the amplitude maximises). It is

suggested that the 2-day wave is a manifestation of the (3,0), mixed Rossby-gravity wave,

atmospheric normal mode (first proposed by Salby ll}}Ia]). Further, it is suggested that it may

gain significant energy from half-yearly impulsive forcing due to the baroclinic instability of the

summer stratospheric westward jet fPlumb, 1983; Pfister,1985]. This view is supported by the

findings of Randel [1993]"

The second research topic covered in this thesis involved a preliminary study of the variability

of the solar diurnal and semi-diurnal tides. This was introduced in Chapter 5.

A minimal response time, 4, was defined and interpretted as the time after which tidaJ



236 CHAPTER 6. SUMMARY

variations due to transients responses had averaged out, leaving the steady state tidal character-

istics. This was then criticaJly compared to tidal response time estimates f¡om the theoretical

modelling work of Bernard [1981] and Vial et al. ll99ll. It was found that some estimates

agreed well while other did not. This is not surprising as the model responses were for single

tidal modes whereas the current results reflected the combined efects of atl tidal modes present

within the observed region of the atmosphere. The model results also do not necessarily agree

with each other as the most appropriate definition of a tidal response time has not yet been

resolved. The results of this thesis contribute to this debate.

Finally, tidal response times were found to increase with altitude in conflict with the predic-

tions of Vial et ø/. [1991]. The combined efects of all the propagating and in situ tidal modes

present are suggested as the likely cause, showing their important role in the observed variablity

of the solar tides.



Appendix A

Actual, Percentage and Vector

Differences

In order to compare the diflerent aigorithms (and their differing versions) in Chapter 3, a number

of decisions had to be made. Firstly, a qualitative comparison ca,n be made using a scatter plot

for each of the parameters derived from the FCA. A number of quantitative comparisons were

considered. Each had its merit, but was usually best suited for the comparison of one single

parameter from the analysis. Therefore a number of quantitative measures have been used. The

theory behind each will now be described.

Consider the typical scatter plot in figure 2.15, where a quantity .Y is being compared to

another quantity J/. Ideally, if X and J are good meâsures of the same quantity, the points

should all lie on the dashed line of unity slope. Therefore it is desirable to measure how different

the relationship is from 1:1. If a straight line is fit to the data using a least-squares criterion,

the slope would give an indication of the trend of the difference and the intercept an estimate of

the bias of one quantity compared to the other. The error in the fi.t is a measure of the spread

of the scatter, which can be interpreted as an estimate of the error in the FCA determination

of the quantity. From the discussion in Section 2.I0 a total regression is the most appropriate

fit to use for most situations considered in these studies.

In order to obtain statistics on the deviations from a 1:1 relationship, the differences, N -y,
were found and their distribution determined. The mean difference and the standard deviation

are a measure of the bias and spread respectively. Alternatively, the distribution of lX - )l can

be used to fi.nd the 90 percentile difference, which is another measure of the spread.

Taking the differences in this manner ignores any relationship that the differences may have

with the actual value - there may be a constant percentage difference for example. The
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Figure 4.1: Relation of value-range, total value-difference and individual difference distribu-
tions. Each value range has a distribution of differences ( shown as Gaussian lines), but the
total number of counts may vary. The value range differences may be totalled to give the full
distribution of differences (shaded at the rear on the right-hand side), while the total counts per
value range may be put into the value-range distribution (shaded on the left-hand side).

difference, lX -yl, can be considered as the deviation from the averagevalue,

x +y +lx -yl
2-2

Hence a percentage difference can be defined as,

% ditre x -Yrence = ñx 100% (4.1)

The distribution of the percentage difference can be formed and the bias and measures of spread

found as for the actual differences.

If the differences are a non-uniform function of value then a further complication arises. Due

to the prevalent wind conditions and the rejection criteria imposed by the FCA, the different

values of wind speed, for example, can have a different number of points. A distribution of

counts per value range can be formed as shown in figure 4.1. The distribution obtained when

all the diferences are used (regardless of the value-range that they came from) gives greater

weighting to those value-ranges with the largest number of observations. This does not present

a probiem if the actual or percentage difference is near constant, as then each value-range is an

independent measure of the same difference. If, on the other hand, the differences are a more

complicated function of the va^lue then the fuli difference distribution must be corrected for the

{ope
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Figure A..2: Representation of a vector difference

value-range distribution in order to obtain a proper estimate of the mean and spread. This can

be accomplished by normalising the difference distributions by the tota,l number of counts for

each value range prior to summing, i'e. perform a weighted sum.

As some of the quantities derived are vectots (in particular the velocity) should the differ-

ences be considered as vectors ? This would seem a reasonable thing to do. If each term in

equation 4.1 is considered as a vector then a vector representation of the differences can be

found as shown in fi.gure A,.2a. The error ellipse formed by the differences on the Cartesian

plane (figure A.2b) can then be measured. An alternative to determining the parameters of the

error ellipse is to measure the magnitude and angular spread caused by the scattered points. It

is the latter procedure which has been adopted here. Some form of normalisation is required so

that the vector differences can be considered to have been derived from the same population.

The magnitude of the difference vectors were normalised by the instantaneous mean vector mag-

nitudes to give percentage differences, while the angular differences were taken as the deviation

of the difference vectors from that of the means. The magnitude and angular spread, %AlVl

and 40, were therefore found from each vector pair, V1 = (ur,u1) and Yz: (uzrr"), by flrst

find.ing the difference vectot,

av - |{r, - r,), (4.2)

whose direction is denoted byT9, and the mean vectot,

1 (A.3)V
2

(Vz * Vr) 
'

zÐ.*r
( v +vzlT

whose direction is denoted by d. The angular deviation of the difference vector from that of the



240 APPENDIX A. ACTUAL, PENCENTAGE AND VECTOR DIFFERENCES

mean is then given by û - 19, and

%Llvl l^vl cos(D - tl)

tvt
x 100%, (A.4)

AO
, _1tan ^ (A.5)

Vector differencing allows for the interdependence of the magnitude and the direction of the

wind estimates.

The preceding discussion leads to 13 different (but related) ways of considering the differences

in the FCA parameter estimates -

1. Scatter plots of the quantity, with least-squares regression f.ts, giving estimates of the

trend and bias between the two algorithms, and an estimate of the error that cou-ld be

expected in the determination of the quantity.

2. The distribution of actual differences in the quantities (assumed Gaussian), giving a
weighted sample mean and standard deviation.

3. The distribution of the absolute aalues of the actual d,ifferences in the quantities. This is

used to give weighted sample deciles.

4. The distribution of percentage differences in the quantities (assumed Gaussian) giving a

weighted sample mean and standa¡d deviation.

5. The distribution of the absolute ualues of the percentage differences in the quantities.

Again, giving weighted sample deciles.

6. The distribution of ualue-range norrnalised actual differences in the quantities (assumed

Gaussian). This is used to give a normalised sample mean and standard deviation.

7. The distribution of the absolute aalues of the ualue-range norrnalised, actual di,fferences in

the quantities giving normalised sample deciles.

8. The distribution of ualue-range norrno,lised percentage d,ifferences in the quantities (as-

sumed Gaussian). This is used to give a normalised sample mean and standard deviation.

9. The distribution of the absolute ualues of the ualue-range normalised percentage differences

in the quantities. Used to give normalised sample deciles.

10. The variation of the actual d,ifference with the value of the quantity. This can be used to

decide whether a constant actual difference is a realistic interpretation for the quantity.
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11. The variation of the percentage difference with the value of the quantity. Likewise, this

can be used to decide whether a constant percentage difference is a realistic interpretation

for the quantity.

12. The value-range histogram, indicating the weighting of the samples due to the analysis

rejection criteria and the data quality. This gives an idea of how important the normalised

sample estimates are.

13. The vector differences can also be found for those quantity pairs which are more naturally

represented as vectors. This gives an estimate of the spread in magnitude and direction

of the quantity.

All these forms were considered and used to some extent in Chapter 3.
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Appendix C

Moments of the Power Spectra

from Woodman and, Guillen, "Moments of the Power Spectra', J atmos. sci.,3L, 493-505, 1974

The itä moment, m;, for the power spectrum, -F(r), is given by,

*r= [ril(r)d, (c.1)"J\/

The total power, P, mean frequency shift, f,l, and spectral width, o, aîe related to the

moments by,

P

f¿

o2 (

Tflg

ITt'L

Ifùg
rn2

Tng
)'

lTI,L

ITLg

(c.2)

(c.3)

(c.4)

The auto-correlation function, c(r), is the Fourier transform of .F(c^r),

c(r) = | rçr¡"''" a- (c.5)

hence it can be easily shown that,

C(o)=ms ry-imt ry--rrù2 (C.6)
d,T d1

It can also be shown that C(r) has Hermitean symmetty (i^e.C(t) = C*(,))' Using an

amplitude-phase representation of C (r), where

c(r) = A()e¿óG) (c.7)

means that A is an even function, and þ an odd function of r. Using equation C.7,

c(0)
dc(o)

dr
d2 c(o)

dr2

= ,4(0)

= ;ff,+frl
d2 A(o) ,dó(o)¡z¡çs¡= d", -\ d',

(c.8)

(c.e)

(c.10)
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hence

APPENDIX C. MOMEN"S OF THE POWER SPECTRA

For small lags, by Taylor expansion,

ó(r) N ry,
+ ñ A(0)+r#P,,

(c.11)

(c.12)

(c.13)

(c.14)

(c.15)

(c.17)

with errors of the order of 13 and ra respectively. Equations C.14 and C.15 combined with C.12

and C.13 give,

o ó(rt) (c.16)

Thus the frequency Doppler-shift can be measured from the slope of the phase of the auto-

correlation function, and the spectral width by a simple function of the slope of the amplitude.

o2



Appendix D

The Ferr az-Mello Orthogonal

Fourier Tlansform

from Ferraz-Mello, Estimation of period,s from unequally spaced, obseruations, The Astronomical

Journal,86, 619, 1981

The idea of this method. is to ensure that we use an orthonormal basis set to expand on. The

usual sin(c) and. cos(ø) are only orthogonal if the ø are evenly spaced or continuous. The data

spacing comes in through the inner product. This method becomes a normal discrete Fourier

transform, or DFT, when the sample spacing is constant.

In his paper, Ferraz-Mello calls this method a "data compensated discrete Fourier ttansfotm",

but I shall call it by the mote general name of the "Ferraz-Mello orthogonal Fourier ttansform",

or FMOFT.

Defining the inner Product, (A,B), as

(A,B) =lnçt¡¡açt¡)

and the basis function, -l?, as

J

ão(r) =

H{t) =

Ez(t) =

1

sin(o.rú)

cos(c.rt)

(D.1)

(D.2)

(D.3)

(D.4)

the DFT, F(r),of the N point time-series, f(t¡), can then be defined as,

I'(ø) : (f ,Ht + iH2)

29t

(D.5)
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To ensure that we still use an orthonormal basis function to expand on when the data spacing

is non-uniform, the Gram-Schmidt orthogonalisation process is applied to H. Thus we set,

and insist that (äe, ä0) = (h,hI) : (hz,h2) = 1. Hence,

_to,t-

_,
o,2-

ao2 = ¡r

hs = aoHo

hr = atHt - ashs(hs, E1)

h2 = azHz - a2hs(hs, Hz) - a2h1(fu, H2)

(Ht, Hù - a2oçHo, Hr¡2

(Hz, Hz) - a?oçno, nr¡2

- o?(H u E z)' - a[a2r(n s, H ù2 (H o, E ù2

t2a?oal(Hs, Et)(Ho, Hz)(Hr, H2)

(D.6)

(D.7)

(D.8)

(D.e)

(D.10)

(D.11)

Thus, the FMOFT, F(u), of the N point time-series, f (t¡), is

-F(c.,) = ]=f¡,hL + ih2) (D.12)ao{Z'

Note that the FMOFT is equivalent to performing a maximum likelihood sinusoidal regres-

sion of the form,

r(Ð : Ðt(¡, ho)Ho + (f ,hùHL + (Í,h2)II2l (D.13)

With mean corrected data, the first term is zero, and the intensity of the power spectrum, 1(c,;),

then becomes,

r(u) = zafillr@)ll = u,hù(f ,hù + (1,h2)(f ,hz) (D.14)

For evenly spaced and equally weighted data (a normal DFT), the inner products for the

cross terms in I/ approach zero, i.e.

(Ho, Ht) = (Eo, Hz) È (ã1, E2) x 0 (D.15)

and the diagonal terms give,

(Hr, Ht) N (Hz, Hz) N *"0, = I (D.16)

hence dL = a2 - t/loofrom equation D.11 and the intensity of power spectrum from the FMOFT

in equation D.14 becomes the familiar Fourier transform relation,

I(a) = za'zsllr@)ll = za?ol7,H)(î,¡/r) * (f , Hz)(Í, Hz)l (D.17)
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The approximations in equation D.15 approach equalitites as the data length, -f[, increases.

The definition of the inner product, (A,B), can be extended to cater for different precision

in the data by adding a weighting function, W(t¡). So equation D.l becomes,

(A,B) = t w(tj)A(tj)B(tj) (D.18)

D.1 Coefficient of Spectral Correlation

Ferraz-Mello d,ef,nes a statistic, the "coeffi.cient of spectral correlation", S(r),

5(c.r) =
I(r) (D.1e)

where o2 = (f ,/) is a measule of the total variance of the time-series.

Since,

ol1(ø)5o2, (D.20)

this implies that,

0<,S(r)S1 Vc¿ (D'21)

If the time-series, /(f), is a randor-n normal variate, such as white noise, then the regression

coefrcients ,(l,hr)(f ,ä1) and (l,hùU,h2),in equation D.14 are normally distributed and of the

same variance, so

\,) 2-J' - r; (D'22)

(/f - f )S(c.r) can be considered as a test variate, so that the probabiJity of obtaining a result,

S(r) I .R, from white noise is equal to the probability that yl < (¡f - 1),8. Or more formally,

P(s(u) >- R) - pQT s (¡r - 1)A) (D.23)

In this way the significance of the peaks can be tested'
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Appendix E

COSPAR International Reference

Atmosphere ) L986

On the following pages are shown the zonal mean zonal winds from the CIRA86 reference

atmosphere, both as a function of season at mid- and low-latitudes, and as a function of latitude

for the central months of each solstice and equinox.
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CIRAB6 Zonal Mean Zonal Winds
for January
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CIRA86 Zonal Mean Zonal 'lïindg
for AprÍl
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CIRABO Zonal Mean Zonal Winds
at 35 South
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CIRAB6 Zonal Mean Zonal lTinds
at the Equator
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Appendix F

Raw 'Winds at 86 km over Adelaide,

1984 1991

On the following pages are shown the winds at 86 km derived from spaced-antenna and FCA

for Adelaide (34.5oS, 138.5oE). These are part of the unaveragedfull wind records used within

this thesis.
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Adelaide (eS"S, 138'E Meridional lTinds
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Adelaide (SS"S,13B"E Meridional ITinds
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Figure F.12: Raw meridional winds at 86km for 1989
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Figure F.15: Raw zonal winds at 86km for 1991
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Appendix G

Raw Winds at 86 krn over

Christrnas Is. ) L990 1-992

On the following pages are shown the winds at 86 km derived from spaced-antenna and FCA

for Christmas Island (2o N, 157" W). These are part of the unaveraged full wind records used

within this thesis.
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Appendix H

A Long-Term Study of the

Quasi-Two-Day'Wave in the Middle

Atrnosphere

This is a reprint of the paPer,

Harris, T. J. (1993),'A long-term study of the quasi-twoday wavein the middle atmosphere',

Journal of Atmospheric and Terrestrial Physics. (In Press)'
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Appendix I

The Quasi-Two-Day'Wave Observed

in the Equatorial Middte

Atmosphere

This is a reprint of the PaPer,

Harris, T. J. & Vincent, R. A. (1993), 'The quasi-two-day wave observed in the equatorial

mid.dle atmosphere" Journal of Geophysical Researcå 98, 10481-10490-
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Fig. 1. Moving power spectra for the zonal (left) and meridional (right) rvinds measured at an altitude of 86 km over Chistmas
Island (20N,1570W). .A. discrete Fou¡ier transform and a 14-day slir:ling window have been used. The tick marks on the time axis
(verCical) mark the s-tart of each month. The color scale indicated on the extreme right-hand-side shows the power spectral density
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Fourier transform. The rvinclorv was then shifted by some
time step and the porver spectrum recalculated. By contin-
uing this process rve build-up a description of the spectral
behavior with time. Using such a moving porver spectrum
on the long data sets from Christmas Island a number of
features of the equatorial rvind spectrum are evident. The
results for both the zonal and me¡idional wiuds at an a"l-

titucle of 86 km are shown in Figure 1, for periods from
120 hours (0.2 cpd) dorvn to 8 hours (3 cpd). Similar fea-
tures are found throughout the altitude range from 78 to
98 km, aÌthough the precise times of maximum power may
vary. The power spectral densities have also been limited or
"clipped" to be less than 2.4 x 107m2 "-" Hr-t in order to
¡educe the dynamic range for plotting purposes. The white
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bands across all frequencies during October 1990, and De-

cember 1990, indicate missing data. A window size of 14

days and step size of 7 days were used. This means that
the power is spread in time, and these plots a.re only indica-

tive of the power variation. A more detailed description of
temporal va¡iations is given in later sections.

The variability of the sola'r diurnal and semidiurnal tides

at frequencies of 1 and 2 cpd can clearly be seen and a ter-

diurnal tide at 3 cpd is also evident. A feature common to

both plots is the temporal intermittency of the tidal winds,

although some evidence of seasonal variations in tidal am-

plitudes ate also apparent. For example, the semidiurnal
amplitudes in the meridional component are largest near

the June solstice. At periods longer bhan a ferv days there is

appreciable energy in the zonal component. This is believed

to be associated with Kelvin wave activity lVincent, 1992f'

Here we focus on the spectra at frequencies around 0'5

cpd or periods near 48 hours. In the zonal component (Fig-
ure 1) the power spectral amplitudes are small, and activity
tends to blend in with the spectral features evident at longer

periods. In the meridiona.l component, however' power spec-

tral amplitudes are large at periods near 0.5 cpd, and de-

spite some intermittency, a cleat feature can be seen over

the whole 27 months of observation. It is this feature which
we interpret as being due to the 2-day wa.ve.

From previous observations lClarlc, 1989; Craig and

Elford, 79BI; Craig et al., 1983; Muller and Nelson, 7978;

Tsuda et ø/., 1988; Vincent, 1984] Iarge enhancements in
wave amplitude might be expected during the northern and

southern hemisphere summers' as well as possible frequency

shifts. To investigate these possibilities we repeated the

spectral analysis with a finer frequency resolution' as shown

in Figure 2 using the same moving porver spectrum as ln
Figure 1, but with the window width increased to 40 days,

to give an effective frequency resolution of 0.025 cpd. A step

size of 20 days was used. We have also focussed on the fre-
quency band of concern. Simulated data were used to test

the analysis procedure in order to ensure that sidelobe efrects

due to the windowing are negligible. It should be noted that
in Figure 2 the power spectral amplitudes are not truncated
and that the scales are different. Hence, these plots give

not only a, more accu¡ate measure of the relative strength
of the oscillation in each wind component, but also a better
representation of seasonal changes in wa.ve energy. It is a'p-

parent that the meridional wind power spectral amplitudes
are usuall¡r up to ten times those of the corresponding values

for the zonal component.
The zonal wind component (Figure 2) has dominant peaks

at periods near 53 hours in July and August of each year'

Interestingly, for the December solstice the dominant peri-

ods are more like 52 hours in January 1991 and 53 hours in
January 1992, which is very similar to the behavior in July,

in contrast to the marked difference in the solstices in the

meridional component. As well as the main spectral peaks

near 52 hours there are also subsidary peaks near 44 hours'
From Figure 2 we can see that in the time interval from

IVIay to August 1990 the dominant period in the meridional
wind component is approximately 50 hou¡s (0.48 cpd). In
September 1990 there are two peaks at periods near 56 and

44 hours. By the end of January 1991 the center period
has shifted to 48 hours, but the spectral peak is broad, ex-

tending from about 52 to 45 hours. There is little activity
during April and May 1991, as is the case in 1990' In July

1991 a strong peak near a period of 44 hours is evident'
By August a. peak around 50 hours is dominant. This is a
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stronger event than in 1990, but of shorter duration, and

has almost disappeared into the backgrouncl by the end of

September. In January 1992 we see the return of the near

48-hour oscillation. The spectral peak is not as intense as

in the previous year but is nearly as broad, extending from

- 50 hours down to 44 hours. In summary, there is evidence

that amplitude and frequency changes coincident with the

solstices are observed.
Coincident with the 2-day wave events in both February

1991 and 1992, there is also astrong peak in the meridional

component at a period near 16 hours (see Figure 1). There is

aìso significant activity around periods of 16 hou¡s in August
and September 1991, coincident with the August 2-day rvave

event. This feature will be discussed in more detail in section

2.5.

Amplitude and Frcquency Variability

From the foregoing, it is clear that the cha¡acter of the 2-

day wave, as observed at Christmas Island, changes through-
out the year. In order to bette¡ determine the nature of these

changes as a function of height and time the method known

as complex demodulation was used lBloomfield, 19761' This
technique allows the amplitude and phase of an oscillation

to be described as a function of time. The raw time series

is multiplied by a complex sinusoid of prescribed frequency

(the demodulation frequency) situated near the frequency

of interest. The resultant complex time series is then ìow-

pass filtered, thus demodulating the original time series; the

process is akin to beating a Doppler-radar signal down to

base-band. The amplitude of the resulta.nt waveform is a

measure of the amplitude of the components within a de-

termined bandwidth in the original time series and is fairly
robust to changes in the demodulation frequency' The ¡ate

of change of phase, on the other hand, is a direct measure

of the difference between the demodulation frequency and

the dominant frequency within the bandwidth of the orig-

inal time series, and is consequently a sensitive measure of

the dominant frequency. Using this method the frequency

of the 2-day wave can be measured as a function of time'
Demodulating the meridional time series for all heights us-

ing a 0.5 cpd (48-hour period) sinusoid gives the amplitude

of the near 48-hour wind components (Figure 3). The band-

pass used was from 44.0 to 53.0 hours, giving 150 degrees

of freedom. This allows amplitude variations on time scales

greater than 10 days. Obvious features are the enhanced am-

plitudes during January/Februa.ry at all heights, but which

are especially pronounced from 84 to 96 km. There are

a.lso enhanced amplitudes from June to September 1990 and

1991 at the same altitudes. Similar amplitudes are obtained

through both altitude and time if a 0.48 cpd (50-hour pe-

riod) demodulation is used.

Using a 48-hour demodulation, the phase varies at a near

constant negative rate during the interval from April to Au-

gust 1990. This implies that the true frequency is lower than

the demodulation frequency. During January and February

1991, when the amplitude of the 2-day wave is largest, the

phase is almost constant, changing by less than 0'5 cycles

in this 60-day interval. In Figure 4 the periods, calculated

using the slope of the phase of the demodulated series and

binned by season, are shown. We require that there be only

one dominant frequency within the bandpass for each sea-

son so that the period determined corresponds to a single

wave period. Thus, by reference to Figure 2, the two strong

peaks in meridional component during the June 1991 sol-

stice season need to be separated. For consistency with the

HannrS AND VINçENT : Two-D,ty W¡.Vp OesenvcD IN THE EQU4T onl.+r- MpsOspnpRp
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Zonal
Period lhours)

60 56 52 ¿ò 44, 40

Jan92

0ct91

Jul9l

Äpr91

Jan91

Oct90

Jul90

Apr90

June 1990 solstice season) a passband was chosen that elim-
inated the 44-hour peak rvhile retaining the S0-hour peak
and the 48-hour peaks of the December solstices. A demod-
ulation period of 50 hours rvas used, with a bandpass from
46 to 54.8 hours. The extension of the passband out to 54.8
hours allows the same ba"ndpass to be used for both the zonal
and meridional winds ( c.f. Figure 2), since the main peaks
in the zonal component appear nea¡ a period of 53 hours
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Fig. 2. Moving power spectra as in Fìgure 1 but using a 40 day sliding window giving an effective resolution of 0.012 cycles per day.
Zonal winds a¡e shown on the left and ühe meridional on the right, with the the color scale indicat,ing the power spectral density in
units of 1¡6-2 .-2 Hz-1 , Nole that the scale is different for the zonal and meridional winds.

for all solstices. Only data for times when the amplitudes
lvere greater than 5 m s-1 hat e been used in the compilation
of the period distributions in order to avoid any erroneous
broadening due to noise. On average, around 4000 hours
of data were used at each height, although ¿t lower heights
there were fewer points due to their lower mean amplitudes.
The thick lines rvith the symbols (triangles for meridional,
and squares for zonal components) show the median period
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rniddle of each month). tically by 5O
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as a function of altitude, with the upper and lower deciles

shown as narrow lines. The meridional results are shown as

solid lines while the zonal are dot-dashed lines'

For the meridional component it can be seen that during
December to February the median period is 48 hours (for
84 km and above) with deciles spreading f¡om 45 to near

51 hours. This is in agreement with the sliding sPectral re-

sults presented earìier. From June to August the median
period is just as firmly placed at 50 hours (for 86 km and

above). The deciles range from 44 to 53 hours. For the
zonal component, the median Period ranges from 49 ro 52

hours during both solstice periods. For both the zonal and

meridional winds the amplitudes of the near 48-hour pe-

riod components are small during the equinoctial months,
so that the period determination has a larger uncertaiaty.
Nevertheless, the March equinox shows a strong tendency to
have a median period near 48 hours (for both the zonal and

meridiona.l winds) whereas the September equinox shows a
tendency towards a 52-hour period.

Ve¡tical St¡uctu¡e
The vertical structure of the 2-day wave ¡É a function

of season was obta.ined using a time series which had been

passed through a b¡oad-band filter. The bandpass used wa-s

from 30 to 80 hours. Again, two'hourly averaged data were

used. A cosine function, ,4'cos(2zr ¡r'l Ö), with / = 0.5 cpd,
was fitted to the data for each day using a least squares

method, and the amplitude, A, and phase, /, determi¡ed.
This gave equivalent results to simply choosing the local
time of maximum positive amplitude of the bandpa-ssed time
series, but had computational advantages. The error in the
daily phase estimate from fitting a sinusoid with a period

of 48 hours to data with a dominant period of 52 hou¡s is
Iess than t hour. This reduces to 30 min for data rvith a

dominant period of 50 hours. In both cases this e¡ror is less

than the natural variation of the phase observed in the ¡aw

1048s

bandpassed time series.

For the two solstice conditions the meridional amplitudes

increase to a marimum in the region of 86 to 90 km then

slorvly decrea-se with fu¡ther increase of altitude. Ampli-

tudes during each solstice sea.son exceed 30 m s-1 for 10%

of the time at these altitudes. Median values are a¡ound 15

m s-1 from 86 to 90 km and just over 5 m s-r at 80 km

for both solstices. The¡e is good coherence with height'

For equinoctial conditions the amplitudes show a more con-

stant variation with altitude. The median inc¡eases f¡om 5

m s-l ¿t 80 km to 10 m s-1 at 98 km for the March equinox,

whe¡eas during the September equinox the median ampli-

tude inc¡eases from 7 m s-1 at 80 km to l5 m s-l at 84 km,

then decreases down to 10 m s-l at 98 km. The¡e is a large

amplitude burst at 86 km in the September equinox which

raises the upper decile to 25 m s-1 , otherwise öhis value

would be between 7 and 10 m s-l greater than the median

for both equinoxes.
Fig

(soìid
comp
standard deviation. The phase ha-s been calculated assuming

a wave period of 48 hours for all seasons except the June sol-

stice where a 5O-hour period has been used' Thus the values

for the phase in Figure 5 can be taken as hours LT except

for the June solstice where the phase is simply a relative
measure with altitude. It can be seen that the phase tends

to advance towards earlier times with inc¡easing altitude, in-

dicating descending phase and upward energy proPagation'

The main exception to this is during the period from March

to May at altitudes of 82 to 88 km, where the phase is re-
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F.ig. 5. The mean vector phase (hours LT) for the meridional
(solid line and triangles) and zonal (dotted line with squares)
componencs of the 2-day wave for each season as function of alti-
tude. The bars indicate one vector standa¡d deviation.

tarded with height. During this period the zonal ìeads the
meridiona"l component by approximately 15 hours at most
heights, increasing to 24 hours at the lowest and highest
heights. This is in contrast to the September equinox where
the meridional component leads the zona.l by about 18 hours
at 86 km, decreasing to only 4 hours at 94 km, where the
zonal winds show a. large phase shift. The change in the
phase with altitude suggests an average vertical wavelength
greater than 150 km during the Ma¡ch equinox (above 86
km), and of the order of 55 km for the September equinox.
The amplitude of the near 48-hour wind component (as pre-
viousìy mentioned) is small during the equinoctial months,
so that the uncertainty in the phase is greater than for the
solstices. However, the consistency with altitude and the
consistent phase diference between the zonal and me¡idional
components give us some confidence in these results. Note
that the values for 80 and 82 km have the ìeast confidence
as the wave amplitudes are smallest at these altitudes.

During the Decembe¡ solstice the average zonal and merid-
ional 2-day wave wind components are in-phase from 82
to 90 km, where the zonal winds show a large phase shift.
Above 90 km the zonal leads the meridional winds by around
12 hours, i.e., the average wind components are in phase-
quadrature. The vertical wavelength, obtained from the
change in the phase with altitude, is of the order of 70 km.
During the June solstice the average zonal phase appears
to be constant with altitude suggesting an evanescent wave
whe¡eas the meridional has a definite phase retardation with
increasing altitude, suggesting a propagating mode. The
zonal and meridional wind components a.re approximately in
phase-quadrature, especia.lly at the lower heights. The av-
erage vertical wavelength was estimated to be 80 km above
an altitude of 86 km, and 40 km below.
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Case S¿udies

Since the 2-day wave can be quite intermittent, the sea-
sonal averages may not desc¡ibe the futl behavio¡ of the
wave. To address this possibility the temporal behavior of
the 2-day wave was examined during three short time in-
tervals. Each interval, consisting of 2 weeks of data, repre-
sent each solstice and an interval in April 1990, when wave
activity was small. Figure 6 shows the bandpassed merid-
ional winds for these intervals. High temporal and spatial
coherence is evident fo¡ those intervals of large amplitude.
The cohe¡ence with altitude is apparent for all three inter-
vals with a downward phase progression at both solstices,
indicating upward energy transport. The change in phase
with altitude for both the 2-week solstice intervals appears
to indicate a similar wavelength to that estimated from the
seasonal averages.

Table 1 summarizes the median and decile amplitudes
as a function of altitude for the zonal and meridional 48-
hour period wind components for the selected time inter-
va.ls. The amplitudes were calculated in a simila¡ manner
as for the seasonal data, using 15 to 20 points in each esti-
mate. We can see that the April period is indeed a time of
low a.mplitude, with median values around 8-13 m s-1 for all
heights in both components. The deciles are also fairly con-
stant with altitude. The largest amplitudes are found in the
meridional component during the February interval which
coincides with the southern-hemisphere summer 2-da.y wave
event. Figure 6 illustrates the impulsive natu¡e of the 2-day
wave with amplitudes attaining values of over 43 m s-l for
l0% of the time during February 1991, at altitudes of 88 km
and greater than 15 rn 

"-1 
for 90% of. the time from 84 to 98

km. At this time of the year the wave amplitudes are larger
than the tidal amplitudes. The amplitude of the zonal com-
ponent during this interval is half that of the meridional at
most heights. The meridional component during the August
time interval is also larger than the zonal amplitudes, but
not to the same degree as in the February inte¡val. The zonal
median amplitudes are about two-thi¡ds of the me¡idiona.l
median value for altitudes from 86 to 94 km.

Figure 7 shows the mean vector phase as a function of
altitude fo¡ the 2-day wave for the selected solstice periods.
The phases have been calculated in a similar manner as for
the seasonal data with a cyclic period of48 hours used for the
January/February time interval and 50 hours for the interval
in August. For the February time interval, the variation
of the phase with altitude indicates a vertical wavelength
around 70 km, with the zonal and meridional winds in near
antiphase. In contrast, for the August time interval, the
zonal and meridional winds are nearly in phase-quadrature,
with the meridional leading by around 8-12 hours fo¡ most
altitudes. The indicated vertical wavelength is also of the
orde¡ of 70 km for this interval.

Other Wave Components

Using power spectra, such as those in Figure 1, a.llows us
to explore the ¡elationship between the two-day wave and
other wind variations. An interesting phenomenon which is
apparent in the meridional winds occurs just after the De-
cembe¡ solstices, when there is a strong spectral peak at
a period near 16 hours (Figure 1). Similar peaks are also
present afte¡ both June solstices, but with smaller ampli-
tudes, Since a 16-hour component is the third harmonic of
48 hours this may be evidence of non-linearity in the 2-day
wave oscillation. The structu¡e of the 16-hour component
was studied by bandpass filtering the raw wind data in a
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similar manner to that used for the 2-day wave, but with a
bandpass extending from 15.0 to 17.1 hours. This bandpass
aJìows amplitude variations with sca.les larger than 5 days to
be discerned, compared with 10 days for the 48-hour com-
ponent. The same time inte¡val in January/February 1991

as for the 2-day wave was selected. The 16-hour meridional
wind component was found to ha.ve amplitudes exceeding 25

m 
"-1 

for 10To of this time interval at altitudes near 90 km
(Figure 8). The median amplitude is near 12.5 m 

"-1 
fo.

altitudes from 86 to 98 km. The phase fronts are highly
coherent with altitude and time and have a downward pro-

gression. The estimated vertical wavelength is in excess of
150 km. If we compare the temporal and vertical structure
of the 16-hour component to that of the 2-day wave we find

TABLE 1. Amplitudes (- "-t ) of the 2-Day Wave for 2-Week
Irrtervals in February 1991, April 1990 and August 1991.

that the times and heights of peak amplitudes agree well.

The period of the near 16-hour component was determined

more precisely at each height by complex demodulation fo¡
data taken in the February time interval, when the 48-hour

component was largest. The effective bandpass used was

15.0 to 17.1 hours. In the altitude region from 84 to 92 km

during theinterval February 2-7'L99I, when the amplitude
of the 16-hour component is large, the period is indistin-
guishable from 16 hours. This ¡esult is independent of the

demodulation period and exact bandpass, indica'ting that
there is a dominant 16-hour period wave present. Closer

inspection shows that the amplitude peak in the 16-hour

component during February 1991 occurs just after the peak

in the 48-hout component. The sharp rise in the amplitude
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Fig. 6. Bandpass flltered meridional winds for the near 4&hour component during February 1991 (left),-{ugusc 1.991 (center), and

ÀËrif rgsì (ri!frr). A passband of 30 to 80 hor¡¡s was used. The time axis tick marks indicate 1200 LT. The plots are displaced

vertically by 30 m s-l .
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component during Febmary 1991. A passband of 15.0 to l7.l
hor-r¡s was used, Axes are the sarne as in Figure 6.

of the 16-hour component starts near the time of the maxi-
mum in the 48-hour component for all altitudes from 84 to
98 km.

Figure 9 places the temporal behavior of the 2-day wave
and the 16-hou¡ and 9.6-hour components in context with
the variations of the prevaiìing zonal wind and the solar tides
at an altitude of 92 km. Each plot is displaced vertically by
a distance equivalent to 30 m s-1, except for the the mean
zonal wind which extends through 150 m s-1 (eastward
shown positive), and the Z-day wave, which extends from
0 to 45 m s-l . The low levels near October and December
1990 indic¿te missing data. As a reference against which
the amplitudes of the various wave components can be com-
pared, we also show the amplitude of the spectrum around
a center period of 14 hours. The effective bandpass is 13.5
to 14.5 hours, giving 126 degrees of f¡eedom and so has an
equivalent width to the other frequency intervals. The am-
plitude in this period range rarely exceeds 10 m s-l at all
altitudes and the¡e is little coherence with altitude. This
contrasts with the coherent height and time structures a¡>
parent for the 48- and 16-hour components.

With regard to the solar tides, an interesting, and poten-
tially important, feature is that the amplitude of the diurnal
solar tide is ¡educed during the time of greatest amplitude
of ihe 2-day wave in February 1991 and 1992. This effect
is not obvious at the time of the other period of enhanced
2-day wave activity in July. In contrast, the semidiu¡nal so-
lar tidal amplitude does not appear to change significantly
during these intervals compared with its behavior during ihe
rest of the year.

Drscusslo¡¡
The ¡esults from Christmas Island (2o N, 157" W) dis-

cussed above show that the 2-day wave is a prominent fea-
ture of the dynamics of the equatorial middle atmosphere,

HenRts .lND VL\cENT: Two-D.ry WnvB Oes¡nvED rN THE EqueroRru, M¡sospHBnp

especially in the meridional wind component. As such, our
observations support the flndings of I(alchenko and Bulgalcoa

[19?3], KascÀeeu [rSAZ] and I{alchenlco [1987], who discussed
mesospheric wind observations made with a meteor radar le
cated at lVlogadishu (2o N, 45o E) from 1968 to 19?0. Most of
the Mogadishu me:rsurements were made at a single height
nea¡ 94 km. Our measurements, however, provide impor-
tant new info¡mation on both the temporal va.riability and
the verticaì structure of the wave.

The wave is found to be present most of the time in
the mesosphere, although its amplitude varies with season.
Largest amplitudes are attained about I month after the sol-
stices, and the smallest amplitudes observed in April. The
period of the wave is also found to change. For much of
the year the period is near 50 hours, but at the time of
the largest amplitudes, in January/February, the period is
close to 48 hours. It is a propagating mode in the equatorial
mesosphere during the solstices, with a vertical wavelength
of the order of 70 km. This compares with values of - 50
km found at Townsville ( 19" S, 147" E) lCraig et ol., 1980]
and 20 km at T¡ivandrum ( 8.5o N, 76.9" E) lReddi et al.,
1988]. Vertical wavelengths of - 100 km or more are typical
of midlatitudes lCraig et a|.,1980; Craig and Elford,798l).
Recently, I/arris [1993] summa¡ized mesospheric wind mea-
surements made at Adelaide between 1980 and 1991. [Ie
found a mean vertical wavelength of greater than 150 km,
and a tendency for the 2-day wave to be locked in local
time with the time of maximum northwa¡d wind occuring
between 1200 and 1600 LT every year.

Observations at Christmas Island allow the 2-day wave to
be studied during both solstices at one location. Our mea-
surements are in accord with previous flndings for mid- and
highlatitude observations, in that the amplitudes are great-
est at the solstices with the amplitude coinciding with the

9.6

so/st st/ez
Fig. 9. Amplitudes of the meridional wind component at 92 k¡n
from late January 1990, to the end April 1992. The major tick
marks along the horizontal axis are for the middle of January
April, July, a¡rd October. The scale of the mean zonal wind ( [/)
is from t50 m s-l (eastward positive). The range of the 4S-hour
component is 45 m s-l . Each subsequentplot.is separatedby a
distance equivalent to 3O m s-l .

L2

t4

t6

21

48

U

J,, ^.l.lrl,. ,-ilr,r..,.t " ¡,11.¡..,.,t1 r., -,

ru I r /liu¡1",,-ll,,,[rild,,,l .-hs¡¡.. ll

I t l. t ¡.^ ¡. t..¡ ^t, .. lh rr. tl .- .. r,.. ,,.^,

[,1, r¡,^,r,¡r ¡.,L.,J. or lll".,,*il,r¡,,

, üdM Jr¡ü¡ltl,rJ¡ù Jl

\¡l^,1.^f,l-r k.,¡I-^.,ut,ul
^



H¡,RRrs ,+No VncpNT: Two-DAY W¡.vB OespnvED IN THE EQU¡'roRI'u' MBsospsrR¡ I 0489

southern hemisphere summer larger than for the northern

summer. The period changes are also in basic accord with
previous observations lVincent, 1984]. Our observations dif-

fer, however, in that the wave seems to be present for much

of the year, albeit showing intermittent behavior. Another

feature that has not been reported before is that two fre-

quency components seem to be present, one rvith a period

near 50 hours and the other with a period near 44 hours'

The component near S0-hour period is dominant and is the

one that lve have focussed on here as it seems to have all the

characteristics of what is usually referred to as the 2-day

wave.
The mecha.nism by which the wave is generated is noi

yet resolved. Søtba llgSlc,l proposed that it is a manifes-

tation of the (3, 0) atmospheric no¡mal mode driven by

"noise" at lower levels. The (3, 0) mode has a period of

about 50 hours (depending on what equivalent depth is
used) in an atmosphere at rest' .9d¿by [1981b,c] discussed

how the mode structure changed in an atmosphere with re-

alistic background winds and temperatures. In particular,

he shorved that the wave becomes locally propagating in the

summer mesosphere where the prevailing wind is slightly
eastward relative to the wave, and where there is an equator-

ward temperature gradieni. In this region wave energy has

exponential growth wiih height. An alternative generating

mechanism was proposed by Ptumb [1983] and Pfs¿er[1985],

who suggested that the wave could be due to baroclinic in-

stability of the westward jet in the summer stratosphere and

lower mesosphere. Stability a'nalyses show peaks of unstable

wave growth at zona.l wavenumbers 2-4 with periods of 1'5-3

days.
The fact that the wave is present for most of the time

in the meridional wind component at Christmas Island sup-

ports the proposal oI Salby [19814,c] that it is a manifes-

tation of the (3, 0) Rossby-gravity normal mode, randomly

forced in the lower atmosphere. The (3'0) mode is an asym-

metric mode, and would therefore produce oscillations only

in the meridional wind component at the equator' The

nearly year-round presence of the wave precludes the baro-

cìinic instability hypothesis which could occur only for ìim-

ited times of the year when the summer stratospheric jet has

its greatest cu¡vature. To confirm this would require mea'-

surements of the horizonta.l structure which are of course

not possible at a single site. However, most previous inves-

tigations have found a wavenumber 3 lvestward propagating

wave lMuIIer and Nelson, 1978; Craig et al., 1980; Rodgers

and Prata, 1981.1.

While it seems plausible to identify the near 5O-hour com-

ponent with the (3, 0) normal mode this leaves open the

question of the nature of the 44-hour component. It seems

probable that it is a manifestation of the (2, 0) Rossby-

g met¡ic westward

p h a Period of 1'6

d' I(asahara,1976],
b an enhanced re-

sponse in the range 1.6 to 1.9 days (38-46 hours) in an atmo'

sphere with realistic wind and temperature lSalby,1981ö,c]'
The larger amplitudes in the meridional component com-

pared with the zonal (see Figure 2) are consistent with an

antisymmetric mode. This mode has been tentatively noted

in surface pressure data by Hamilton ond Garcia [1986]'
The Christmas Island observations, together with the Mo-

gadishu measu¡ements le.g., I( ascheeu, 1987),show the ubiq-

uitous nature of the 2-day wave at the equator, especially in

the meridional wind component. Our results suggest that

the (3, 0) normal mode is always present in the atmosphere,

but at levels which are not detectable at mid-latitudes except

in the summer middle atmosphere whe¡e the wave enountets

a critical level. As noted, Sa/òy [1981c] shorved that the (3,

0) mode becomes locally propagating with rvave growth, in

regions where the background zonal flow is westrvard and

the wave is Doppler shifted down in frequency. A westward

flow prevails for much of the year in the equato¡ial meso-

sphere IVlncent,1992]. This could account for the relatively

Iarge year round amplitudes in the equatorial mesosphere'

It would also appear that the (2, 0) mode is also present' but

with smaller amplitudes tha.n the (3, 0) mode. One ¡eason

could be that it has a phase speed of 130 m s-1 compared

with 75 m s-1 for the (3, 0) mode at the equator, and hence

will suffer less Doppler shifting. According to Salbv [1981c]
the (2, 0) mode too should encounte¡ a critical level in the

summer middle atmosphere, but at a higher latitude than

the (3, 0) rvave and so will also show enhanced amplitudes

in this season. Such enhancements are observed in Figure 2

near the solstices.
Another interesting ¡esult of the present study is the pres-

ence of a 16-hour component in the meridional winds when

the two-day wave is at its strongest in July/August and Jan-

uary/February. There is a suggestion that a 9.6-hour com-

ponent is also present at these times. One possibility is that

the 16-hour wave is itself a normal mode. However, the only

normal mode that has a period of 16 hours is a Kelvin wave

le.g., Iiasahara, 1976; Homilton and Garcia, 1986] which

would produce oscillations in only the zonal wind compo-

nent. Rather, the simila.rity between the instantaneous am-

plitude and height va¡iations of the 16-hour component and

the two-day wave suggests that they are dynamically linked

in some manner. The presence of a 16-hou¡ oscillation at

the time of a large two-day wave has been noted before I
e.g., Manson and Meel;,1990]. One suggested mechanism is

that the 16-hour and the 9.6-hour components are generated

by nonlinear interactions between the two-day wave and the

semidiurnal tide [e.g., Manson and Meek, 1990; Teitelbaum

and ViaI, 1997f.
An alternative hypothesis is that the 16- and 9'6-hour

components are simply harmonic components associated

with wave steepening during large amplitude two-day wa've

events. Large meridional velocities would produce large

north-south parcel displacements. In a detailed analysis

of one two-day wave event at Adelaide (where peak merid-

ional velocities of greater than 50 m s-1 ate not uncommon),

Plumb et aI. [1987] esiimated horizontal parcel displace-

ments of at least 3000 km, that is peak-to-peak latitudinal
displacements of60o. They concluded that wave overturning
in the horizontal plane was possible. In such ci¡cumstances

the presence of high-order harmonic components would be

observed in the wind field.
One way to test whether the 2-day wave interacts with

the solar tides to produce the 16-hour wave, or whether it is

a harmonic of a large amplitude 2-day wave, is to perform

higher order spectral analyses which would enable the non-

linea¡ wave interactions to be investigated [e'g', Ifim and

Powers,19?9]. We are now conducting such a study, which

will be reported elsewhere.
Higher order spectral ana,lysis may also help resolve an-

other interesting and puzzling feature of the 2-day wave,

that is, its tendency to often have a frequency indistinguish-
able f¡om 48 hours and to be locked in local time during the

January/February events. The soìar diurnal bide has a low

amplitude during the enhanced 2-day wave interval at this
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time, as can be seen in Figure 9. Close inspection of the
meridional component in Figure 2 shows tha"t a.t the begin-
ning of January 1991 the 2-day wave has a period near 50
honrs. As time progresses the peak shifts to 48 hou¡s and
the amplitude increases, as if the 50-hou¡ wave has been
"pulled" into some ¡esonance condition whose natural pe-
riod is 48 hours. It is at this time that the 16-hour peak
occurs. In January 1992, however, the spectraì peak max-
inrises near a period of 49 hours, but extends across a broad
period range to 44 hou¡s. The shift in period obse¡ved for
the previous year is not as apparent, although the 16-hour
wave is stilÌ present. As previously noted, Craig eú ni. [1980],
Craig and EIJord[1987] and Poole [1990] reported a locking
of the phase with local time in the southern hemisphere.

Finally, it is clea¡ that the Z-day wave makes a significant
contribution to the dynamics of the equatorial middle at-
mosphere. Especially at times of large amplitude, transient,
events it may make an impact on the circulation and trans-
port of the mesopause region in a manne¡ similar to that dis-
cussed by Plumb et a/. [1987]. A limitation of the present,
single sta"tion, observations is that the horizontal structure
of the wave, and especially the zonal wavenumber, cannot be
studied. It is highly desirable that furthe¡ ¡adar observations
be made at other longitudes in the equatorial region in order
to investigate the zonal structure of the wave. Comparison
of simultaneous mesospheric wind measurements made at
stations lvith longitudinal separations of, say 60o, are essen-
tial for an unambiguous determination of the wavenumber,
as welì as for distinguishing the relative contributions of the
(3, 0), (2, 0) and any other normal modes which ma.y be
important in the middle atmosphere. Longitudinally spaced
measurements would also help to determine the role played
by other planetary-scale motions, such as Kelvin waves, in
the dynarnics of the equatorial mesosphere.
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Lunar Tidal Analysis of 6 yr of

Mesospheric Wind Data at Adelaide

This is a reprint of the paper,

Schlapp, D. M. & Harris, T. J. (1993), 'Lunar tidal analysis of 6 yr of mesospheric wind data

at Adelaide', Journal of Atmospheric and Terrestrial Physi,cs 55(13), 1629-1635.
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