
D-Brane Charge Groups and Fusion Rings in

Wess-Zumino-Witten Models

David Ridout

Supervised by Prof. Peter Bouwknegt

This thesis is presented for the degree of

Doctor of Philosophy

in the Department of Physics and Mathematical Physics

at The University of Adelaide

March,2005



This work contains no material which has been accepted for the award

of any other degree or diploma in any university or other tertiary institution

and, to the best of my knowledge and belief, contains no material previ-

ously published or written by another person, except where due reference

has been made in the text.

I give consent to this copy of my thesis, when deposited in theUniver-

sity Library, being available for loan and photocopying.



Abstract

This thesis presents the computation and investigation of the charges and the corre-

sponding charge groups for untwisted symmetry-preservingD-branes in a Wess-Zumino-

Witten model over a compact, connected, simply-connected,simple Lie group. First,

some general ideas from conformal field theory are reviewed and applied to Wess-Zumino-

Witten models. Boundary conformal field theory is then introduced with the aim of de-

riving the Cardy constraint relating the consistent boundary conditions to fusion. This is

used to justify certain dynamical processes for branes, called condensation, which lead to

a conserved charge and constraints on the corresponding charge group (following Freden-

hagen and Schomerus). These constraints are then used to determine the charge groups for

untwisted symmetry-preserving branes over all compact, connected, simply-connected,

simple Lie groups. Rigorous proofs are detailed for the Lie groupsSU(r +1) andSp(2r)

for all ranksr, and the relevance of these results to K-theory is discussed. These proofs

rely on an explicit presentation of the corresponding fusion rings (overZ), which are also

rigorously derived for the first time.

This computation is followed by a careful treatment of the Wess-Zumino-Witten model

actions; the point being that the consistent quantisation paradigm developed can also be

applied to brane charges to determine the charge groups. Theusual (string-theoretic)

D-brane charges are introduced, and are proved to exactly reproduce the charges of Fre-

denhagen and Schomerus when certain quantisation effects are brought into play. This

is followed by a detailed investigation of the constraints induced on the corresponding

charge groups by insisting that the string-theoretic charges be well-defined. These con-

straints are demonstrated to imply those of Fredenhagen andSchomerus except when the

Wess-Zumino-Witten model is over a symplectic Lie group,Sp(2r). In the symplectic

case, numerical computation shows that these constraints can be strictly stronger than

those of Fredenhagen and Schomerus. A possible resolution is offered indicating why

this need not contradict the K-theoretic interpretation.
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CHAPTER 1

Introduction

1.1. Background and Motivation

Wess-Zumino-Witten models are examples of string theories, although they need not

necessarily satisfy all the consistency conditions that one expects [90, 131, 132]. The

string field is given by a mapg from the string worldsheetΣ to the target space. This

is illustrated in Figure 1.1. What distinguishes Wess-Zumino-Witten models, and makes

them particularly tractable, is that the target space is theunderlying manifold of a Lie

groupG. This tractability allows for a more detailed study of various aspects of string

theory than is usually possible on a topologically non-trivial target space. These models

also provide convenient examples for testing new ideas in string theory. The action gov-

erning Wess-Zumino-Witten models will be constructed in Chapter 6 (where the reasons

for their appellation will also become evident).

As string theories, Wess-Zumino-Witten models should be conformally invariant on

Σ. That is, these models should define a conformal field theory on the string worldsheet,

and this is also referred to as a Wess-Zumino-Witten model. These theories have a special

place in the study of (two-dimensional) conformal field theories. They provide relatively

accessible examples, with an extended symmetry algebra that is very well understood.

Moreover, it is widely believed (though no proof has been offered) that Wess-Zumino-

Witten models are the fundamental building blocks out of which all rational conformal

field theories may be constructed (using the coset construction and “orbifolding” [87,88]).

Wess-Zumino-Witten models will be introduced as conformalfield theories in Chapter 3.

Both closed and open strings propogating on the Lie groupG may be described by

Wess-Zumino-Witten models. In the case of open strings,Σ has a (non-trivial) boundary,

and it is necessary to impose boundary conditions at the endpoints in order to define the

action consistently. The allowed boundary conditions may be associated with subspaces

of G on which the open string endpoints are constrained to lie, and these subspaces are

known as Dirichlet-branes (D-branes, or just branes, for short). The consistency of the

open string action endows these branes with an interesting geometric structure, but this

becomes trivial when pulled back to the worldsheet. In the conformal field theory, branes

are only evidenced by the corresponding boundary conditions at∂Σ.

Branes, as extended objects, were first considered in the late eighties. It was quickly

realised [50] that these extended objects should be treated as dynamicalobjects in their

own right (in some more elaborate theory). With the advent ofthe (still mysterious) M-

theory, a setting was established to consider brane processes through various dualities,

1



2 1. INTRODUCTION
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Σ

g

Open String

Closed String

Target Space

FIGURE 1.1. A schematic illustration of the string fieldg from the string
worldsheetΣ to the target space (Lie group)G. An example of a closed
string worldsheet (∂Σ = /0) and an open string worldsheet (∂Σ 6= /0) is
given.

and thence conserved charges. In particular, Polchinski [129] used T-duality to identify

D-branes as the missing sources of (Ramond-Ramond-)chargein type II string theories

on aflat space. The brane charge then took the form [130]

Q =

∫

brane
eF ,

whereF is a “U(1) field strength” (closed 2-form) on the brane. This suggests that brane

charges should be classified by some cohomology group.

This conclusion was extended to curved spaces in [89, 117]. On the basis of the

cancellation of a certain quantum anomaly, it was suggestedthat the form of the brane

charges must be generalised to

Q =
∫

brane
eF− 1

2c1(N(brane)) Â (T(brane))

i∗
√

Â (T(space))
,

whereT(·) andN(·) denote the tangent and normal bundles (respectively),i is the in-

clusion of the brane into the space, and c1(·) andÂ (·) denote the first Chern class and

the A-roof genus respectively (Appendix C.2). When space isa Lie group, this may be

substantially simplified (see Section 7.1.3).

This expression for the brane charges may look rather imposing in all its generality,

but it turns out (as remarked by Kontsevich and Segal) that ithas a natural interpretation

in terms of K-theory. Namely, that the integrand is the imageunder a modified Chern

isomorphism of the classi! (E), wherei! is the (K-theoretic) Gysin map associated withi,

andE is the vector bundle defining the geometric structure of the brane. In other words,

this result suggests that brane charges are more naturally classified by some K-group

rather than a cohomology group.

Of course, the charge definition given above is written in terms of forms and therefore

involves (real) deRham cohomology. The above K-theoretic observation then holds over
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the real numbers (and K-theory is isomorphic to deRham cohomology in this case). How-

ever, quantisation is generally expected to lead to a corresponding quantisation of charges,

in particular, to integral charges. In the fully quantised theory, it is therefore reasonable

to suppose that brane charges are valued in some (integral) K-group. The question is now

to determine which one.

In [163], Witten proposed various K-groups for the various string theories, and in

particular, proposed that in the presence of a “Neveu-Schwarz B-field”, the brane charges

should take values in atwistedK-theory. Specifically, such a B-field has a globally defined

field strengthH which represents a degree-3 class in cohomology. When this class is pure

torsion, Witten describes a twisted K-theory which is then proposed to classify brane

charge. In a Wess-Zumino-Witten model on a simple Lie group,such a field strengthH

naturally arises (Section 6.2.2), but the corresponding cohomology class is not torsion.

Generalising Witten’s proposal to arbitrary field strengths, Bouwknegt and Mathai [34]

proposed that brane charges should actually be classified bythe K-theory of a certain C∗-

algebra. This K-theory was first constructed by Rosenberg, and is also known as twisted

K-theory. Their proposal reduces to that of Witten when the cohomology class ofH is

pure torsion.

Subsequently, a dynamical process for branes called condensation was investigated

by Alekseev, Recknagel and Schomerus [5]. Applying this process to certain branes in a

Wess-Zumino-Witten model, Fredenhagen and Schomerus [63] were able to derive con-

straints that any brane charge must satisfy. These constraints yielded a remarkably simple

expression for the charge, and for the models based on the LiegroupSU(r +1), were

used to predict the form of the group that the charges take values in. In other words, the

analysis of this charge and constraints led to highly non-trivial predictions for the twisted

K-groups ofSU(r +1) (only the twisted K-group forr = 1 was at that time known),

assuming the proposed classification of brane charges is correct.

A primary motivation for the work of this thesis is to extend the analysis of the

constraints of Fredenhagen and Schomerus to other Wess-Zumino-Witten models, and

therefore derive predictions for the corresponding twisted K-groups. These predictions

are not only of interest in themselves, but provide non-trivial checks of the proposal of

Bouwknegt and Mathai when the K-groups are rigorously computed. It is also worth

pointing out that the conserved brane charges constructed by Fredenhagen and Schome-

rus bear little resemblance to the string-theoretic charges discussed above. Another mo-

tivation for this thesis is then to investigate the relationship between these charges, and

thus link the charges of Fredenhagen and Schomerus with the proposed twisted K-theory

classification.
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1.2. Overview

This thesis consists of a detailed study of conserved charges for certain branes in

Wess-Zumino-Witten models. To be specific, the branes that will be studied are theun-

twisted symmetry-preservingDirichlet-branes, defined in Sections 3.2.4 and 6.3.2, and

the Wess-Zumino-Witten models will describe oriented strings propagating on a com-

pact, connected, simply-connected, simple Lie groupG. The following chapters give an

account of my original research, published in [33, 35], as well as unpublished material

which will be described below. For motivation, personal reasons, and some measure of

completeness, this thesis also contains reviews of certainareas. I hope that the approach

taken in these reviews will not detract from the thesis as a whole. Indeed, I would like

to think that I have attempted to introduce the necessary concepts and theory in a manner

which complements, rather than reiterates, the treatmentsin the literature, at least when

not inconvenient.

My publications are divided in their different approaches to the study of brane charges

in Wess-Zumino-Witten models. Accordingly, this thesis isdivided (perhaps artifically)

into an account of the approach via conformal field theory andLie algebras, and an ac-

count of the approach via the global topology of Lie groups. The former (which I have

designated thealgebraicapproach) constitutes Chapters 2, 3, and 4, with the exception of

Sections 4.1.1 and 4.3.2, and the latter (geometricapproach) constitutes Chapters 6 and

7. The interlude, Chapter 5, is dedicated to the study of fusion in Wess-Zumino-Witten

models. The reader could treat this as an appendix to the calculations of Section 4.2, but

I prefer to believe that its results are of significant interest in themselves, and therefore

warrant their inclusion as a separate chapter. Of course, bymaking the divisions outlined

above, the occasional forward reference becomes unavoidable. Hopefully, this will not

prove troublesome — this thesis is not intended to be read in astrictly sequential manner.

Chapter 2 gives a brief account of the principles of conformal field theory which will

be used in the chapter following. It serves to establish the notation (and conventions)

which will be used, and most importantly, motivates the fusion process which proves to

be of fundamental importance to this thesis. Instead of following the example-oriented,

field-theoretic approach to conformal field theory that is ubiquitous in the literature, this

chapter introduces the relevant theory in a representation-theoretic manner. In particular,

fields are introduced as an auxiliary (though highly useful)construct through the state-

field correspondence of the theory of vertex operator algebras. I believe there is some

advantage in such a description, in that by concentrating the readers attention on repre-

sentations from the start, the idea of null fields (and the correlation function constraints

they impose) becomes transparent. Of course, this is merelya matter of taste.

In any case, Chapter 3 introduces the Wess-Zumino-Witten models onG as conformal

field theories. As a detailed discussion of the defining action of these models requires

topological notions, these models are defined bypostulatingconserved (chiral) currents,
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which take values ing, the Lie algebra ofG. From these, the symmetry algebra is de-

rived and an energy-momentum field is constructed, which verifies the conformal nature

of Wess-Zumino-Witten models (these computations are standard). After establishing the

representations comprising the quantum state space, the notion of fusion for these models

is examined as in Chapter 2. In particular, the concept of a fusion multiplicity is thor-

oughly scrutinised.

The second half of this chapter deals with boundary conformal field theory. The con-

formal boundary condition is introduced and the consistentboundary conditions on the

Wess-Zumino-Witten conserved currents are derived. Theseboundary conditions corre-

spond to branes as will be explained in Chapter 6. The focus ofthis thesis is on those

boundary conditions which preserve the maximal amount of symmetry, and these are

shown to be locally constant boundary conditions associated with automorphisms ofg.

Quantum states satisfying these boundary conditions are then sought, following the sem-

inal work of Ishibashi and Cardy. However, I have chosen to explicitly search for such

states in the space dual to the quantum state space. Rather than give a solution which may

be then be verified, it is quite easy to derive the solutions asdistributions (functionals) in

all generality. The chapter concludes with an account of Cardy’s constraint, linking the

consistent functionals with the fusion multiplicities (orgeneralisations thereof).

Chapter 4 begins the study of brane charges. I start by brieflysketching some of the

work of Alekseev, Recknagel and Schomerus on brane dynamics, in particular, the process

known as condensation. This process may be related to the fusion multiplicities through

Cardy’s constraint. This is followed by a more detailed account of the charges conserved

under brane condensation, and leads to what I have called thefusion constraints on the

charge groups. These constraints are due to Fredenhagen andSchomerus, and I give their

result for the charge group of a particular class of branes onthe Lie groupSU(r +1).

Sections 4.2 and 4.3 then describe the research published in[33]. After abstracting the

above approach to charge groups, I show how an explicit knowledge of the fusion ring of

the Wess-Zumino-Witten model may be used to compute the brane charge group. Using

the fusion potential of Gepner, I detail this computation for the Wess-Zumino-Witten

models overSU(r +1), easily reproducing the result of Fredenhagen and Schomerus. I

also show how an omitted step in their derivation can be proved.

A fusion potential for the Wess-Zumino-Witten models over the symplectic groups

Sp(2r) is also well-known. I then use this to compute the corresponding charge groups in

this case. Unfortunately, no analogous fusion potential appears to be known for the other

compact, connected, simply-connected, simple Lie groups.For these cases, I therefore

present the charge groups which were suggested by extensivenumerical computation.

This is followed by an investigation of the symmetries observed in these brane charges,

and a brief discussion of the implications of these charge groups for twisted K-theory.

Chapter 5 is devoted to a detailed study of the fusion processin Wess-Zumino-Witten

models over compact, connected, simply-connected, simpleLie groups. In particular, to
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studying the fusion potentials which were used in Chapter 4 to compute the brane charge

groups. I begin with a simple discussion of the fusion multiplicities, and prove the Kac-

Walton formula and a result of Gepner in a manner I think is quite transparent. I then

discuss fusion potentials and some related, rather unfortunate, shortcomings in the litera-

ture. In particular, I point out that the frequent assertionthat Gepner’s result characterises

the fusion ring is incorrect, even when the scalar ring is thecomplex numbers1.

Section 5.3 consists of my solutions to these shortcomings.I use a little commutative

algebra to write down a quite general presentation for the fusion ring (over the integers).

For SU(r +1), I then show how the theory of symmetric polynomials lets me rewrite

this presentation in a form equivalent to that given by the fusion potential. ForSp (2r),

the same technique works using a well-known generalisationof the theory of symmetric

polynomials. It follows that in both cases, I have a rigorousderivationof the fusion

potentials (overZ) from general principles. I am not aware of any similar (complete)

rigorous derivation, or even verification, in the literature. These derivations are followed

by logically independent verifications that these fusion potentials correctly describe the

fusion process overC. Of course, this is already implied by the result overZ. However,

these (complete) verifications extend the usual procedure found in the literature and so

should be of interest in their own right.

Section 5.4 then discusses how these rigorous results mightgeneralise to the other

compact, connected, simply-connected, simple Lie groups.This grew out of my attempts

to find justifications for the numerically found brane chargegroups of Chapter 4. How-

ever, for the derivations overZ, a (seemingly undiscovered) generalisation of the theory

of symmetric polynomials appears to be needed, and overC, I show that the type of fusion

potential which worked beforecannotwork generally for any other case. Sections 5.3 and

5.4 therefore constitute original research, but this has not been published as yet.

In Chapter 6, I finally begin the geometric approach to Wess-Zumino-Witten models

(as oriented strings). Here the closed string action is constructed and the terms of this

action balanced so as to get the conserved currents postulated in Chapter 3. In keeping

with the spirit that this approach must take matters of global topology into account, I

develop a “global” variational method. Again, this is purely a matter of taste, but I find that

this method emphasises the mathematical structure and leads to more concise derivations.

For later purposes, I spend some time on the topological intricacies in defining the action,

and in particular evaluating its ambiguities and their consequences.

1I should point out, however, that Gepner’s original characterisation in [83] is completely correct when the
scalar ring isC. One typically uses this characterisation to verify a description of the fusion process (by
a fusion potential for example). However, in every case thatI am aware of (including the original), this
verification doesnot seem to have been properly completed. What is generally called a characterisation of
the fusion ring in the literature, and attributed to Gepner,is only a partial characterisation, and this is what
I am saying is incorrect. Here, Theorem 5.4 is equivalent to Gepner’s original result and does characterise
fusion overC. For application to brane charges, a characterisation of fusion over the integers is required,
and I indicate immediately afterwards how Gepner’s result is extended in this case.
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This action is then generalised to open strings which correspond to the boundary con-

formal field theory description of Chapter 3. The form of the boundary term that must

be added to the action is motivated by a careful consideration of how the original ac-

tion can be defined in this case. The boundary conditions of Chapter 3 then lead to the

geometric interpretation of (Dirichlet)-branes, and it isshown how each boundary condi-

tion specifies the boundary term of the action (and conversely). Intriguingly, I show in

Proposition 6.3 that when the boundary condition is locallyconstant and associated with

an automorphism ofg (as was required to preserve the maximal amount of symmetry),

the construction of the open string action is internally consistent. For a general bound-

ary condition, this construction seems2 to be inconsistent, and I give an example which

demonstrates this. As before, I finish by carefully examining the ambiguities inherent in

defining this action, and their consequences.

Chapter 7 consists of a discussion of brane charges and charge groups in this geometric

approach. Except where explicitly indicated (descriptions of other’s work), this entire

chapter constitutes original research, much of which has appeared in [35]. I begin by

noting that the results of the previous chapter are semiclassical, and that in the quantised

theory, one expects certainquantum shifts. One of these is standard and well-known, but

there is a second which seems to receive far less attention than it should. This is puzzling

as the two naturally go together from a Lie-theoretic point of view. I follow this with a

detailed study of flux stabilisation. The physical interpretation of this is not dwelt upon,

being adequately described in the literature, but I go to some trouble to define what this

means mathematically. In particular, it turns out that theU(1)-flux describing this can

only be defined up to an easily characterised ambiguity.

The brane charge obtained from thisU(1)-flux (a la Polchinski) is then evaluated

for SU(2). Including both quantum shifts yields the same charges and charge groups

that were obtained in Chapter 4. The same is true if only the standard quantum shift is

used, but the modified brane charge of Minasian and Moore is used instead. I extend this

coincidence of charges by computing them forSU(3) using Schubert theory, again finding

that both geometric charges (incorporating the appropriate quantum shifts) coincide with

the algebraic charge. In Theorems 7.2 and 7.4, I prove this rigorously for all compact,

connected, simply-connected, simple Lie groupsG. Demonstrating that the algebraic

charge of Fredenhagen and Schomerus coincides with these geometric charges fills what

I believe is an important gap in the literature.

This demonstration is followed by a detailed examination ofthe ambiguities inherent

in the geometric charge definitions. In particular, I show that there are ambiguities which

induce constraints on the brane charges which are equivalent to the fusion constraints

of Fredenhagen and Schomerus, but only whenG is not symplectic. In addition, the

ambiguity in theU(1)-flux yields constraints on the geometric brane charges which are

2Boundary conditions that are not associated with automorphisms do not necessarily lead to inconsistent
actions, but it appears that most boundary conditions lead to an inconsistency. Unfortunately, I have not had
the time or opportunity to pursue this intriguing result.
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strongerthan the fusion constraints whenG is symplectic. I finish by evaluating these

stronger constraints and the charge groups they suggest.

The thesis concludes with three appendices on Lie theory. Appendix A summarises

some aspects of the theory of finite-dimensional simple Lie algebras which are used

throughout the thesis. Appendix B does the same for the corresponding infinite-dimensional

affine Lie algebras, as their theory is fundamental to Chapters 3 and 4. I have taken some

trouble to make clear the structure of the group of affine outer automorphisms, its action

on the weight space of the horizontal subalgebra, and its relation to the affine Weyl group.

Unfortunately, it is not hard to find misleading and even erroneous statements in the liter-

ature concerning these points, so I thought it best to include my own understanding, as I

use these results in Section 4.3.

Appendix C gives an account of some useful aspects of the theory of compact Lie

groups. In particular, I give a detailed account of the centralisers of points in a compact,

connected, simply-connected, simple Lie groupG. The corresponding quotient spaces

are the conjugacy classes ofG (which are the worldvolumes of the untwisted symmetry-

preserving branes), and I show that there exist conjugacy classes with torsion homology

(refuting another claim commonly found in the literature).It is also convenient to include

a few standard results from topology here, and collect a few useful results which I have

used in the main body of the text.



CHAPTER 2

Conformal Field Theory

This chapter presents a brief introduction to some of the principles of conformal quan-

tum field theory. It is not meant to constitute a comprehensive review, but is meant to

refresh the readers memory and to establish notation used elsewhere in this thesis. In

particular, one goal is to introduce the fusion process which will form a basic tool in what

follows. There are several reviews of this subject available in varying degrees of sophis-

tication [68, 74,86,141]. The text [61] is an excellent source for much of the field, and

other treatments which emphasise different ideas may be found in [102,103,106,143].

2.1. Conformal Invariance

2.1.1. Conformal Symmetry. A relativistic quantum field theory is generally ex-

pected to be invariant under the isometry group of the metric[128]. When the metric

is that of Minkowski space, the group of such transformations is known as the Poincaré

group, the (semidirect) product of the spacetime translations with the group of Lorentz

transformations. There are, however, field theories admitting more general symmetries.

In particular, free massless theories are (in certain dimensions) invariant under transfor-

mations which preserve the metric up to a non-zero scaling factor (which is generally a

function of spacetime). It follows that such transformations preserve the “infinitesimal”

angle between two curves; accordingly, they are termedconformal transformations, and

constitute the group of conformal isometries of the spacetime (in general, of a riemannian

manifold), hereafter referred to as the conformal group.

As with the Poincaré group, the conformal group of a given riemannian manifold

may often be described explicitly. A first step towards such adescription is to determine

the infinitesimal conformal transformations, that is, the elements of theconformal alge-

bra. For euclidean or Minkowski space of dimensiond > 2, one finds that there are ex-

actly 1
2 (d+1)(d+2) such linearly independent infinitesimal transformations [141,143].

Amongst them, the infinitesimal generators of the Poincarégroup may be distinguished,

as well as a generator corresponding to a dilation. The othergenerators are termed “spe-

cial”. Whend = 2, the situation changes unexpectedly, and one finds an infinite number

of independent generators. In particular, when the metric has euclidean signature, the

condition for an infinitesimal transformation to be conformal may be interpreted (with

the aid of a complex structure) as the Cauchy-Riemann equations familiar from complex

9
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function theory. As is well known [4], the solutions to these equations consist of holomor-

phic and antiholomorphic functions1 (whence the infinite-dimensionality of the conformal

algebra).

It should be mentioned that the dimension of the conformal group need not coin-

cide with that of the conformal algebra. Which infinitesimaltransformations lift to well-

defined group elements is generally determined by the globaltopology of the riemannian

manifold. For example [45], on the riemannian manifoldC, invertibility restricts the con-

formal transformations to those of the formz 7−→ az+b, wherea,b∈ C anda 6= 0 (and

the analogous antiholomorphic transformations). On the Riemann sphere, the conformal

transformations are more numerous, taking the form

z 7−→ az+b
cz+d

, wherea,b,c,d ∈ C andad−bc 6= 0

(again with the analogous antiholomorphic transformations). However, the formalism of

Noether symmetries only makes use of infinitesimal symmetries, so for field-theoretic

purposes, one may safely ignore these topological restrictions (at least to a large extent),

and work with the conformal algebra directly.

As such, it is prudent to determine the Lie algebra structureof the conformal al-

gebra. ForRd with d > 2 and signature(p,q), the conformal algebra turns out to be

so(p+1,q+1). In the more interesting two-dimensional (euclidean) case, the infini-

tesimal elements are naturally expressed as vector fieldsf ∂/∂z+ f ∂/∂z, where f and

f are, respectively, holomorphic and antiholomorphic. Defining ℓn = −zn+1∂/∂z and

ℓn = −zn+1∂/∂z for n ∈ Z, one finds that the (complexified) conformal algebra is (a

topological completion of) two copies of theWitt algebra:

[ℓn, ℓm] = (n−m)ℓn+m,
[
ℓn, ℓm

]
= 0,

[
ℓn, ℓm

]
= (n−m)ℓn+m.

The real conformal algebra is spanned by the combinationsℓn+ ℓn andi
(
ℓn− ℓn

)
. How-

ever, it is convenient to work with the complexification in what follows.

In a conformally invariantquantumfield theory, symmetry generators get promoted to

operators on the quantum state space. One might therefore expect that the quantum state

spaceS admits a representation of (two copies of) the Witt algebra.However, quantum

states are only defined up to a non-zero complex multiple. That is, the quantum state space

proper is projective in nature. Technically then, it is thisprojective spacePS that admits

a representation of the Witt algebra. Of course, one usuallyworks with the quantum state

space as a vector space, rather than as a projective space, soit is convenient to lift this

“projective” representation fromPS to S. One finds however [16,143], that a projective

representation may be lifted to a representation of acentral extensionof the Witt algebra

1To be precise, the solutions consist of functions which may be formally viewed as depending only on the
complex variablezor its conjugatez (here given the status of independent variables), or linearcombinations
thereof. In the physics literature, such functions are referred to as being holomorphic or antiholomorphic
respectively. This conflicts with the usual mathematical definition wherein holomorphic equates to analytic
— physicists certainly allow their holomorphic functions to have poles (and monodromy). This thesis will
follow the convention of the physics literature.
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on the vector space of quantum states. This leads to a representation onS of (two copies

of) the unique [16, 101] (up to isomorphism) non-trivial central extension of the Witt

algebra, theVirasoro algebra(denoted byVir):

[[
Ln,Lm

]]
= (n−m)Ln+m+

1
12

(
n3−n

)
δn+m,0C,

[[
Ln,C

]]
= 0. (2.1.1)

Here,C is the central element ofVir, and the bracket
[[
·, ·
]]

is the commutator inEndS (to

be distinguished from an abstract Lie bracket). IfC were represented by the zero operator,

then this would reduce to a representation of the Witt algebra.

2.1.2. The Quantum State Space.The quantum state spaceS is therefore a (com-

plex) vector space admitting a representation of two copiesof the Virasoro algebra. One

now imposes the physical expectation that this representation is unitary, and that there is

a unique quantum state of minimal energy. Here, unitary means thatS admits an inner-

product2, (·, ·), and thatVir⊗Vir admits an antiautomorphism which is represented in

EndS by the hermitian adjoint, denoted by†. The energy operator in a conformal field

theory is given by the combinationL0 +L0 (by which is meantL0⊗ id+ id⊗L0). Implic-

itly, this combination must be a self-adjoint operator onS, whose spectrum is bounded

below by a simple (unit multiplicity) eigenvalue.

It is standard practice in conformal field theory to completely separate the holomor-

phic and antiholomorphic components of the theory. Each half is then referred to as a

chiral theory. In particular, one supposes that the above considerations apply to each

chiral half separately, so that the quantum state space decomposes (assuming complete

reducibility3) into

S ∼=
⊕

i, j

(
Vi ⊗Vj

)
,

whereVi andVj are unitaryVir-modules. It is also standard practice to now work with

quantities from a single chiral theory (for notational convenience), trusting that the ex-

tension to the full theory will be clear from the knowledge ofwhich Vi is tensored with

whichVj (this knowledge is the content of themodular invariant— see Section 3.1.3).

The adjoint in the chiral theory is given byL†
n = L−n andC† = C, so the chiral energy

operator may be taken as the (self-adjoint)L0. Requiring the spectrum to be bounded from

below by a simple eigenvalue is therefore equivalent to requiring that theVi arehighest

2Of course, the quantum state space may be completed with respect to the metric induced by this inner-
product to get a bona-fide Hilbert space. As questions of topological completion have thus far been ignored
(as in the relation of the Witt algebras and the conformal algebra), it is not clear that one must define the
quantum state space to be a Hilbert space. Indeed, it seems reasonable to suppose that there is a nuclear
topology [18,81, 82] with respect to which one should complete (to get arigged Hilbert space). Such a
topology allows for desirable continuity properties of theunbounded operators one typically deals with in
quantum theories. As such, questions regarding the continuity of quantum fields will be ignored in this
thesis.
3Relaxing this assumption somewhat leads to the consideration of so-calledlogarithmic conformal field
theories [60].
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weight Vir-modules, and that over alli, there is a highest weight vector of minimal4

energy, thevacuum. This minimal energy must be at least 0 (for unitarity), so the vacuum

is usually assumed to have zero energy. It is traditionally denoted5 by |0〉. One usually

demands that the vacuum is unique in the full theory, meaningthat|0〉⊗ |0〉 is the unique

(up to constant multiple) eigenvector of the total energy operator,L0+L0, with eigenvalue

0.

The restriction to unitary highest weight modules is of somemathematical interest.

Highest weightVir-modules6 are (partially) characterised by the eigenvalues ofC andL0

on the highest weight vector. These eigenvalues are respectively denoted byc andh; c is

thecentral chargeof the module, andh is its minimal energy. In fact, these parameters

fully characteriseunitary highest weightVir-modules in the following sense [101]: If

there exists a unitary highest weightVir-module of givenc andh, then it is unique (among

such modules) and irreducible. It is necessary for unitarity thatc andh be non-negative

real numbers, though this is not sufficient. Indeed, forc= 0, there is only oneh for which

the irreducible highest weight module is unitary,h = 0, and this module is trivial (which

is why it is the non-trivial central extension of the Witt algebra which plays the starring

rôle in conformal field theory).

In summary then, the quantum state space of a (two-dimensional) conformal field

theory is expected to have the form

S ∼=
⊕

c,h,c,h

(
Vc,h⊗Vc,h

)
, (2.1.2)

whereVc,h is the unitary (hence irreducible) highest weightVir-module of central charge

c > 0 and minimal energyh > 0. The combinationVc,0⊗Vc,0 appears exactly once in

Equation (2.1.2), and the corresponding highest weight vector is the vacuum of the theory,

|0〉⊗ |0〉.
Of course, it is likely that any given example of a conformal field theory will have

symmetries more general than the conformal symmetries studied in this section. This will

be the case for the theories introduced in Section 3.1 and studied in the remainder of this

thesis. In this case, one expects that these symmetries define an infinite-dimensional Lie

algebra “extending” the Virasoro algebra, and that the quantum state space decomposi-

tion, Equation (2.1.2), may be reorganised into unitary irreducible highest weight repre-

sentations of thissymmetry algebra. Of course, these representations must also admit an

4This matching of highest weight vectors with minimal energies is another unfortunate result of the standard
conventions employed in the literature. Lowest weight modules would be more consistent with this physical
intuition, but Lie theorists (arbitrarily) have traditionally worked with highest weights. In any case, it is not
difficult to remember, but it is annoying.
5In this thesis, a ket|·〉 will be used to denote vectors in the quantum state space. Thebra〈·| then denotes
the linear functional taking value 1 on the corresponding vector and 0 on any vector orthogonal to it (with
respect to the appropriate inner product).
6A highest weight module is defined to be a quotient module of a Verma module [99]. The direct sum of
two such modules is therefore not considered to be a highest weight module, even though it may possess a
highest weight.
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action of the Virasoro algebra, and may in turn be decomposedinto (generally infinitely

many) irreducible highest weight representations ofVir.

2.1.3. Conformal Fields. Thus far a conformal field theory has been seen to possess

two sets of linear operators, each forming a representationof the Virasoro algebraVir on

the state spaceS, which is composed of unitary highest weightVir-modules. The field

content of the theory is nota priori evident in this abstract construction. In examples

however, one generally encounters the fields first through quantisation of (for example) a

classical field theory defined by a lagrangian. Fields are therefore operator-valued func-

tions (more generally, distributions) on the classical spacetime. One usually then defines

the symmetry algebra by considering the Noether charges corresponding to conserved cur-

rent fields, and the state space is determined by asking (or choosing) which other fields

are allowed in the theory.

This last point suggests that there should be some kind of correspondence between

the states and the fields of the theory. This is unimaginatively termed thestate-field cor-

respondence(and has been elevated to the status of an axiom in the theory of vertex

algebras [100]). Without being too precise7, a chiral state|ψ〉 ∈ S of definite energyh

corresponds to a chiral fieldψ (z) of the form

ψ (z) = ∑
n

ψn z−n−h, ψn ∈ EndS

(in the full theory, one would include an antiholomorphic dependence). The fieldψ (z) is

said to haveconformal weight h. This correspondence is then extended to general states in

S by linearity. Generally, the fieldψ (z) determines the state|ψ〉 through the relation [100]

ψ (z) |0〉 = ezL−1 |ψ〉 ⇒ lim
z→0

ψ (z) |0〉 = |ψ〉 . (2.1.3)

Fields are therefore regular at the originwhen applied to the vacuum. Conversely, a state

|ψ〉 determines a unique fieldψ (z) if it is agreed that all fields corresponding to 0∈ S be

considered equivalent (to the zero field). Such fields are callednull fields, and in this way

are quotiented out of the theory. Note that the vacuum corresponds to the identity field.

To illustrate this correspondence, consider the (holomorphic) field constructed from

the Virasoro operatorsLn, T (z) = ∑n∈Z Ln z−n−h. In simple examples (which are derived

from actions), this field may be identified with the holomorphic component of a quan-

tised version of the classical energy-momentum tensor (hence the customary labelling

T (z) rather than the more logicalL(z)). To determine which quantum state this field cor-

responds to, consider limz→0T (z) |0〉 = limz→0∑n∈Z z−n−hLn |0〉. As the vacuum vector

is a highest weight vector of minimal energy 0,Ln |0〉 automatically vanishes forn > 0.

Additionally, ‖L−1 |0〉‖2 = 0, so (by unitarity),Ln |0〉 in fact vanishes forn > −1. Now,

7To be somewhat more precise, a fieldψ (z) is a formal power series inzwhose coefficients,ψn, are linear
operators onS which satisfy the following condition: For every|φ〉 ∈ S, there is anN such thatψn |φ〉 = 0
whenevern > N. This last condition is necessary in order for various products of fields to make sense. In
fact, one also allows monodromy around the origin, so the powers ofz which appear need not be integral.
Such fields should therefore be properly defined on an appropriate Riemann sheet.
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‖L−2 |0〉‖2 = 1
2c > 0, so

lim
z→0

T (z) |0〉 = lim
z→0

[
z2−h L−2 |0〉+z3−h L−3 |0〉+ . . .

]
.

It follows that the limit will only exist, and be non-zero, ifh = 2. Therefore8, the field

T (z) = ∑
n∈Z

Ln z−n−2 corresponds to L−2 |0〉 ∈ S. (2.1.4)

In this case, the field corresponds to an element of theVir-module whose highest

weight is the vacuum. Generally, this need not be the case. The decomposition of the

state space into highest weight modules distinguishes certain fields, namely those that

correspond to the highest weight vectors. Such fields are called primary fields; all others

aresecondary. Thus, the identity field is primary whereas the energy-momentum field is

secondary.

2.1.4. Radial Ordering and Operator Product Expansions.Consider a holomor-

phic conformal fieldψ (z) of conformal weighth. Its expansion as a series inzsuggests a

formal expression for the modesψn as a contour integral:

ψ (z) = ∑
n

ψn z−n−h ⇒ ψn =
∮

0
ψ (z)zn+h−1 dz

2πi
.

The label 0 on the contour integral indicates that it is takenover a circle around the origin

(on the appropriate Riemann sheet). If, in a classical lagrangian theory,ψ (z) corresponds

to a conserved current, then one expects to be able to form conserved charges by integrat-

ing the current over space. The modesψn would seem to present themselves as obvious

candidates for such (quantised) charges. Indeed, the modesmay be so interpreted in the

following framework. Here, the (compactified) space dimension is defined9 to run in the

angular direction ofz, and time runs radially with the origin corresponding to theinfinite

past. The quantisation of the original classical theory is often performed in this frame-

work, and is then known asradial quantisation.

This framework also provides a nice interpretation of the problem of ordering products

of operators in the quantised theory. The time-ordering familiar from quantum field theory

is transformed intoradial ordering10:

R

{
ψ (z)φ (w)

}
=





ψ (z)φ (w) if |z| > |w|,
φ (w)ψ (z) if |z| < |w|.

An important application of this notion is to the commutators of the modes of conformal

fields. One writes, withhψ andhφ denoting the conformal weights ofψ (z) andφ (w)

8The astute reader will note that this conclusion is actuallyequivalent to the assumption made in Sec-
tion 2.1.2 that the vacuum has zero energy.
9If, in applications, space and time are already predefined, it is usually possible to make a conformal
transformation to end up in this radial framework.
10All fields considered in this thesis will be bosonic. Fermionic fields will incur an additional sign change
if the order is switched.
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FIGURE 2.1. Contour subtraction: Subtract the inner contour from the
outer contour (and take limits as|z| → |w|) to get the contour aroundw.

(respectively),

[[
ψn,φm

]]
=

∮

0

∮

0
ψ (z)φ (w)zn+hψ−1wm+hφ−1 dz

2πi

dw
2πi

−
∮

0

∮

0
φ (w)ψ (z)zn+hψ−1wm+hφ−1 dz

2πi

dw
2πi

.

To make contact with radial ordering, suppose that thez-contour in the first integral is

taken with|z| > |w| and in the second,|z| < |w|. Then, letting the contours approach

|z| = |w| appropriately (see Figure 2.1), one finds that

[[
ψn,φm

]]
=

∮

0

∮

w
R

{
ψ (z)φ (w)

}
zn+hψ−1wm+hφ−1 dz

2πi

dw
2πi

. (2.1.5)

As z may be taken arbitrarily close tow in this integral, it is reasonable to suppose that

the radially ordered product may be expanded as a (formal) Laurent series aboutw. This

simple observation leads to the concept of theoperator product expansion:

R

{
ψ (z)φ (w)

}
=

∞

∑
j=−∞

A j (w)

(z−w) j+1 . (2.1.6)

Consider therefore the commutator for the Virasoro algebra. Expanding the corre-

sponding radial product in the right hand side of Equation (2.1.5) gives
∮

0

∮

w
R

{
T (z)T (w)

}
zn+1wm+1 dz

2πi

dw
2πi

=

∮

0

∞

∑
j=−∞

∮

w

A j (w)

(z−w) j+1zn+1 dz
2πi

wm+1 dw
2πi

=
n+1

∑
j=0

(
n+1

j

)∮

0
A j (w)wn+m+2− j dw

2πi
.

The modes on the left-hand-side may also be represented in contour-integral form, giving

(n−m)Ln+m+
n3−n

12
δn+m,0C =

∮

0

[
(n−m)T (w)wn+m+1 +

(
n+1

3

)
C
2

wn+m−1
]

dw
2πi

.
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Writing n−m= 2(n+1)− (n+m+2), (n+m+2)wn+m+1 = ∂wn+m+2, and then inte-

grating by parts, the left-hand-side becomes
∮

0

[
∂T (w)wn+m+2 +2(n+1)T (w)wn+m+1 +

(
n+1

3

)
C
2

wn+m−1
]

dw
2πi

.

Equating, one deduces the relation

∮

0

[
(A0(w)−∂T (w))wn+m+2 +(n+1)(A1(w)−2T (w))wn+m+1

+

(
n+1

2

)
A2(w)wn+m+

(
n+1

3

)(
A2(w)−C

2

)
wn+m−1

+

(
n+1

4

)
A4(w)wn+m−2 + . . .+An+1(w)wm+1

]
dw
2πi

= 0.

Now, this relation holds for allm andn in Z. In particular, it has the form
∮

0
fn(w)wm dw

2πi
= 0 for all m∈ Z,

where fn is independent ofm; fn is therefore identically zero (for eachn ∈ Z). But,

for n = −1, the vanishing offn just states thatA0(w) = ∂T (w). Successively taking

n = 0,1,2, . . . then gives

A1(w) = 2T (w) , A2(w) = 0, A3(w) =
C
2
, andA j (w) = 0 for j > 3.

It follows (finally) that the Virasoro algebra commutation relations force the operator

product expansion

R

{
T (z)T (w)

}
=

1
2C

(z−w)4 +
2T (w)

(z−w)2 +
∂T (w)

z−w
+ . . . (2.1.7)

By reversing this argument, it is easy to see that this expansion is actually equivalent to

the commutation relations. Note that the regular terms in this expansion (the “. . .”) are not

determined, as they contribute nothing to the contour integrals. It is common practice to

ignore these terms completely when writing operator product expansions. Accordingly,

equality up to regular terms will henceforth be denoted by∼.

As a somewhat different example, recall that a fieldψ (w) was called primary if the

corresponding state was a highest weight vector,|ψ〉. Operator product expansions can

also be used to characterise this concept in a purely field-theoretic manner. Apply the field

T (z) to both sides of the defining relation limw→0ψ (w) |0〉 = |ψ〉. On the left-hand-side,

T (z)ψ (w) can be replaced by its radially ordered version (becausew → 0). Expanding

this radially ordered product as an operator product expansion gives

lim
w→0

∞

∑
j=−∞

A j (w)

(z−w) j+1 |0〉 = T (z) |ψ〉

⇒
∞

∑
j=−∞

z− j−1 lim
w→0

A j (w) |0〉 =
∞

∑
n=−∞

z−n−2Ln |ψ〉 .
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Comparing powers ofz gives limw→0An+1(w) |0〉 = Ln |ψ〉. If |ψ〉 has energyh, the

singular coefficients of the operator product expansion therefore satisfy

lim
w→0

A0(w) |0〉 = L−1 |ψ〉 , lim
w→0

A1(w) |0〉 = L0 |ψ〉 = h|ψ〉 ,

and lim
w→0

A j (w) |0〉 = L j−1 |ψ〉 = 0 for all j > 2.

Therefore,A1(w) = hψ (w) andA j (w) = 0 for all j > 2. To determineA0(w), note that

Equation (2.1.3) implies that

∂ψ (w) |0〉 = ewL−1L−1 |ψ〉 ⇒ lim
w→0

∂ψ (w) |0〉 = L−1 |ψ〉 .

Thus,A0(w) = ∂ψ (w). Conversely, these singular coefficients guarantee that|ψ〉 is a

highest weight vector, provided that|ψ〉 is also an eigenvector11 of C. It follows that

ψ (w) is a primary field if and only if its operator product expansion with T (z) takes the

form

R

{
T (z)ψ (w)

}
∼ hψ (w)

(z−w)2 +
∂ψ (w)

z−w
. (2.1.8)

Note thatψ (w) then has conformal weighth.

In contrast to the previous example, where the singular terms of the operator product

expansion ofT (z) with itself were determined by the mode commutator, the operator

product expansion ofT (z) with a primary fieldψ (z) is completely determined (that is,

the regular terms are also fixed). Indeed, the coefficient of(z−w)n is just the field that

corresponds to the stateL−n−2 |ψ〉. What is not determined is an explicit form for these

fields. They will therefore be denoted by(L−n−2ψ)(z).

It is worthwhile pointing out that in the operator product expansion of two arbitrary

fields, ψ (z) (of conformal weighth), andφ (w), the coefficient of(z−w)−(n+h) is the

field corresponding to the stateψn |φ〉. This follows from

lim
w→0

(ψn φ)(w) |0〉 = ψn |φ〉 = lim
w→0

∮

0
zn+h−1ψ (z)φ (w)

dz
2πi

|0〉 ,

changing the subscript on the integral tow, replacing the power ofzby the corresponding

power ofz−w, and noting that the field product is actually radially ordered. Therefore,

(ψn φ)(w) =

∮

w
(z−w)n+h−1

R

{
ψ (z)φ (w)

} dz
2πi

, (2.1.9)

and the standard operator product expansion gives the required result.

2.1.5. Normal Ordering and Wick’s Theorem. The singular terms of an operator

product expansion indicate that radially ordered productsof quantum fields are not defined

when two of the field arguments coincide. However, products of fields are perfectly well

defined classically, so it follows that any quantisation procedure must explain what the

11Using Equation (2.2.1) andC = 2[L2,L−2]− 8L0, one can show thatC actually commutes with every
primary field. Therefore, every representation has the samecentral charge, and each|ψ〉 is an eigenvector
of C. This is in fact implicitly assumed in most treatments of conformal field theory. If representations of
differing central charge are to be allowed, then it is necessary to introduce additional vacua, one for each
allowed value.
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quantised version of these classical products is. The usualprescription is to note that

classically, the ordering of the fields is irrelevant, whereas upon quantisation, the modes

of the fields become non-commuting operators. It is therefore plausible that one might

be able to find an ordering of these modes, called anormal ordering, with which the

quantised product is well-defined. Such a normally ordered product will be denoted by

: ψ (z)φ (z) : .

Normal ordering prescriptions are not unique. From the point of view of the operator

product expansion, the most natural way to define a non-singular product of two quantum

fields is simply to ignore the singular terms. That is, to define

R

{
ψ (z)φ (w)

}
= singular terms+ : ψ (z)φ (w) : .

The normally ordered product atw is then well-defined by

: ψ (w)φ (w) : = lim
z→w

: ψ (z)φ (w) : ,

which is just the first regular term (coefficient of(z−w)0) in the operator product expan-

sion ofR
{

ψ (z)φ (w)
}

. Therefore,

: ψ (w)φ (w) : =
∮

w
R

{
ψ (z)φ (w)

}
(z−w)−1 dz

2πi
. (2.1.10)

It is not hard to check that this does imply an ordering on the modes, hence qualifies

to be called a normal ordering. First, reverse the contour manipulation of Figure 2.1 to

rewrite Equation (2.1.10) as

: ψ (w)φ (w) : =
∮

0
|z|>|w|

ψ (z)φ (w)

z−w
dz
2πi

−
∮

0
|z|<|w|

φ (w)ψ (z)
z−w

dz
2πi

. (2.1.11)

These integrals can be evaluated by expanding the fields in modes, and(z−w)−1 as

a (convergent) geometric progression. In the first integral, |z| > |w|, so (z−w)−1 =

∑∞
p=0wp/zp+1, and in the second,(z−w)−1 = −∑∞

p=0zp/wp+1. The final result is

: ψ (w)φ (w) : =


 ∑

m+hψ 60
n

ψmφn+ ∑
m+hψ>0

n

φnψm


w−m−n−hψ−hφ ,

wherehψ andhφ are the conformal weights ofψ (w) andφ (w), respectively. The mode

ordering is therefore

: ψmφn : =





ψmφn if m+hψ 6 0,

φnψm if m+hψ > 0.
(2.1.12)

Of course, once one starts introducing normally ordered products of fields, it becomes

necessary to enquire as to how one computes the operator product expansion of these
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products with other fields. This is the content of Wick’s theorem, familiar for free12 fields

from quantum field theory [128].

THEOREM 2.1 (Wick). Let ψ (z), φ (z), andχ (z) be mutually free fields. Then,

R

{
ψ (z) : φ (w)χ (w) :

}
= : ψ (z) : φ (w)χ (w) : : +

p q
ψ (z)φ (w)χ (w)+φ (w)

p q
ψ (z)χ (w),

where
p q

ψ (z)φ (w) is called thecontractionof ψ (z) and φ (w), and denotes the singular

part of the operator product expansion ofψ (z) with φ (w).

This result can be extended inductively to arbitrary numbers of normally ordered free

fields, and this extension is also known as Wick’s theorem. When the fields are not mutu-

ally free (as will be the case in Section 3.1), this result must be modified slightly [14,100]

giving a generalised Wick theorem.

THEOREM 2.2 (Generalised Wick).For arbitrary fieldsψ (z), φ (z), andχ (z),

R

{
ψ (z) : φ (w)χ (w) :

}
∼
∮

w
R

{ p q
ψ (z)φ

(
z′
)
χ (w)+φ

(
z′
) p q

ψ (z)χ (w)
}(

z′−w
)−1 dz′

2πi
.

2.2. Fusion

2.2.1. Correlation Functions. As in any quantum field theory, the goal of a con-

formal field theory is to compute thecorrelation functions. Recalling that time-ordering

becomes radial ordering in the formalism of Section 2.1.4, the correlation functions have

the form

〈0|R
{

ψ1(z1)ψ2(z2) · · ·ψm(zm)
}
|0〉 .

Not surprisingly, the symmetry algebra constrains the formof these functions. For sup-

posen = −1, 0, or 1, and thatψ1(z1) , . . . ,ψm(zm) are primary fields of (respective) con-

formal weightsh1, . . . ,hm. Then,Ln |0〉 = L†
n |0〉 = 0, so

0 = 〈0|LnR

{
ψ1(z1)ψ2(z2) · · ·ψm(zm)

}
|0〉

=
m

∑
i=1

〈0|R
{

ψ1(z1) · · ·
[[

Ln,ψi (zi)
]]
· · ·ψm(zm)

}
|0〉 .

As in Section 2.1.4, the commutator may be replaced by

[[
Ln,ψi (zi)

]]
=

∮

zi

zn+1
R

{
T (z)ψi (zi)

} dz
2πi

=

∮

zi

zn+1

[
hiψi (zi)

(z−zi)
2 +

∂ψi (zi)

z−zi

]
dz
2πi

= (n+1)hi z
n
i ψi (zi)+zn+1

i ∂ψi (zi) . (2.2.1)

12For the purposes of Wick’s theorem, a collection of fields maybe considered to bemutually freeif the
singular coefficients of all the operator product expansions of fields from this collection are just multiples
of the identity field [100]. T (z) is therefore never free (except in trivial theories).
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Let ∂i denote the partial derivative operator with respect tozi . It follows that a correlation

function of primary fields must satisfy the differential equations (forn = −1, 0, or 1):
m

∑
i=1

[
(n+1)hiz

n
i +zn+1

i ∂i
]
〈0|R

{
ψ1(z1)ψ2(z2) · · ·ψm(zm)

}
|0〉 = 0. (2.2.2)

A correlation function involving a single primary field therefore vanishes unless the

field is a multiple of the identity field, in which case the correlation function is just a

constant function. Similarly, when there are two and three primary fields, these equations

also determine the form of the correlation function as

〈0|R
{

ψ1(z1)ψ2(z2)
}
|0〉 =

C12δh1h2

(z1−z2)
h1+h2

, (2.2.3)

and

〈0|R
{

ψ1(z1)ψ2(z2)ψ3(z3)
}
|0〉

=
C123

(z1−z2)
h1+h2−h3 (z2−z3)

h2+h3−h1 (z3−z1)
h3+h1−h2

, (2.2.4)

whereC12 andC123 are constants depending on the primary fields. When there aremore

than three primary fields, the functional form of the correlation function is not fixed by

these differential equations (although it is still constrained).

It is useful to digress briefly and fix a convenient basis for future purposes. Suppose

now (and forever) that for eachh > 0, there are only a finite number of linearly inde-

pendent primary fields of conformal weighth. This finiteness condition ensures that the

constantsCi j occurring in the correlation function, Equation (2.2.3), of two such fields

may be interpreted as entries of a symmetric matrix. There are thus linear combinations

of the primary fields of conformal weighth, which diagonalise this matrix. The matrix

is non-singular (as a zero eigenvalue would correspond to a null field), hence the linear

combinations may be rescaled so that the corresponding constants areCi j = δi j .

The symmetries corresponding to the modesLn, n > 1 may also constrain the corre-

lation functions, albeit in a more subtle manner. Before discussing this, it is necessary

to consider correlation functions involving secondary fields. For simplicity, suppose that

there is only one secondary field in the correlation function, and that it has the form

(L−nψ)(w) (n > 0), whereψ (w) is primary. According to the discussion at the end of

Section 2.1.4, this secondary field is the coefficient of(z−w)n−2 in the operator product

expansion ofT (z) andψ (w). It follows that

〈0|R
{
(L−nψ)(w)ψ1(w1) · · ·ψm(wm)

}
|0〉

=
∮

w
(z−w)1−n〈0|R

{
T (z)ψ (w)ψ1(w1) · · ·ψm(wm)

}
|0〉 dz

2πi
.

The radially ordered product will only have singularities in z atw,w1, . . . ,wm, so the con-

tour integral
∮

w may be replaced by
∮
∗−∑i

∮
wi

, where the subscript∗ indicates a contour

that is sufficiently large to enclose all the singularities.
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If this ∗-contour is taken to be so large that|z| > |w|, |w1|, . . . , |wm|, thenT (z) can be

taken out of the radial ordering (to the left) and expanded inmodes. The integral over the

∗-contour then becomes
∞

∑
j=−∞

∮

∗
(z−w)1−nz− j−2 dz

2πi
〈0|L jR

{
ψ (w)ψ1(w1) · · ·ψm(wm)

}
|0〉 .

The terms in the sum withj 6 1 clearly vanish, asL j annihilates〈0|. Furthermore, if

j > 1, it is easy to see that the integral evaluates to zero13. Therefore, the∗-contour is in

fact identically zero.

This therefore establishes the relation

〈0|R
{
(L−nψ)(w)ψ1(w1) · · ·ψm(wm)

}
|0〉

= −
m

∑
i=1

∮

wi

(z−w)1−n〈0|R
{

T (z)ψ (w)ψ1(w1) · · ·ψm(wm)
}
|0〉 dz

2πi
.

Expand the radially ordered product ofT (z) andψi (wi) as usual. Asψi (wi) is a primary

field of conformal weighthi , one finds (after performing the integration) that

〈0|R
{
(L−nψ)(w)ψ1(w1) · · ·ψm(wm)

}
|0〉

=
m

∑
i=1

[
(n−1)hi

(wi −w)n −
1

(wi −w)n−1∂i

]
〈0|R

{
ψ (w)ψ1(w1) · · ·ψm(wm)

}
|0〉 . (2.2.5)

Therefore, a correlation function involving a secondary field (L−nψ)(w) may be obtained

from the corresponding correlation function involving only primary fields, by applying a

suitable differential operator. This conclusion generalises appropriately to more general

secondary fields (and to more than one secondary field in the correlation function). In

principle then, all correlation functions can be obtained from those involving primary

fields.

Returning to the question of further constraints on the correlation functions, it is obvi-

ous that if a correlation function involves a null field (Section 2.1.3), then it must vanish

identically. However, in the formalism developed above, such a null fields would be de-

scended from a primary field (or a linear combination of them), so the correlation function

would be related to the corresponding primary correlation function by a differential opera-

tor. Therefore, null fields yield further (differential) constraints on the primary correlation

functions. Clearly constraints of this type can only be derived when there are formally

independent secondary fields — thus under the state-field correspondence, quantum states

— that are in fact linearly dependent. This is precisely the condition that the given pri-

mary field corresponds to a highest weightVir-module which is not isomorphic to its

associated Verma module (Appendix B.3). Demanding unitarity as well, it follows that

null field constraints can only be derived for primary fields with h= 0 orc6 1 (for certain

h) [101]. This may seem like a strong restriction, but in fact many important conformal

13Actually, this is true when the conformal field theory is defined on the Riemann sphere.
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field theories (for example, the minimal models) are composed of such modules. In this

way, the representation theory of the symmetry algebra constrains the form of correlation

functions involving fields associated with these modules.

As a trivial example, recall thatL−1 |0〉 vanishes, so (formally) the corresponding field

is null. The corresponding constraint is (by Equation (2.2.5))

−
m

∑
i=1

∂i 〈0|R
{

1(w)ψ1(w1) · · ·ψm(wm)
}
|0〉 = 0

(where 1(w) is the identity field), which is identical to Equation (2.2.2) with n = −1. As

a less trivial example, it is easy to check that ifc = 2h(5−8h)/(1+2h), then the vector
[
L−2−

3
2(1+2h)

L2
−1

]∣∣ψc,h
〉

is null (has zero norm), where
∣∣ψc,h

〉
is the highest weight vector of central chargec and

energyh. This null vector corresponds to a null field which induces the constraint

m

∑
i=1

[
hi

(wi −w)2 −
1

wi −w
∂i −

m

∑
j=1

3∂i∂ j

2(1+2h)

]
〈0|R

{
ψc,h(w)ψ1(w1) · · ·ψm(wm)

}
|0〉 = 0.

This derivation requires an easy generalisation of Equation (2.2.5).

2.2.2. Fusion. It follows from the analysis of Section 2.2.1 that any correlation func-

tion is computable, once the primary correlation functionsare known. Unfortunately,

there is still the problem of having to somehow compute correlation functions involving

arbitrarily large numbers of primary fields. However, if theoperator product expansions

of all the primary fields are known (including regular terms), then one can reduce the

evaluation of a correlation function ofm primary fields to a (generally infinite) sum of

correlation functions involvingm−1 fields. Using Equation (2.2.5), these may be com-

puted from the correlation functions involvingm−1 primary fields, and so on.

This is a somewhat daunting task. However, knowing which fields appear in an oper-

ator product expansion may simplify the problem. For example, if a correlation function

involving primary fieldsψ1(z1) , . . . ,ψm−1(zm−1) vanishes, then it follows that all the

correlation functions involving the corresponding secondary fields must also vanish. In

determining the function ofm primary fields,

〈0|R
{

ψ1(z1) , . . . ,ψm−2(zm−2)φ1(w1)φ2(w2)
}
|0〉 ,

through the operator product expansion ofφ1(w1) andφ2(w2), it follows that any field in

the expansion which is descended fromψm−1(zm−1) contributes nothing to the correlation

function. Under these circumstances, one only needs to knowthe familiesthat the fields

in the operator product expansion belong to, in order to verify if they contribute nothing

to the correlation function.

This leads to the concept offusion, which may be defined as an operation on the set

of primary fields of the theory. Two primary fields fuse to givea formal sum of primary
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fields (or rather the corresponding families), these being the primary fields which appear,

or have descendants appearing, in the operator product expansion of the original two

primary fields. This operation may be neatly characterised using the correlation function

of three primary fields:

〈0|R
{

ψ1(z1)ψ2(z2)ψ3(z3)
}
|0〉 =

∞

∑
j=−∞

〈0|R
{

A j (z2)ψ3(z3)
}
|0〉

(z1−z2)
j+1 .

Here, theA j (z2) are the operator product coefficients in the expansion ofψ1(z1) and

ψ2(z2). From the normalisation of the correlation function of two primary fields (Sec-

tion 2.2.1), it follows that the right-hand-side can only benon-zero if at least one coef-

ficient A j (z2) has a component which is a descendant ofψ3(z3). That is, if and only if

a member of the family headed byψ3(z3) appears in the operator product expansion of

ψ1(z1) andψ2(z2). That is, this correlation function is non-zero if and only if ψ3(z3)

appears in the fusion ofψ1(z1) andψ2(z2).

Equation (2.2.5) now shows that ifψ3(z3) and its descendants do not appear in the

operator product expansion ofψ1(z1) andψ2(z2), then they do not appear in the operator

product expansion of any descendant ofψ1(z1) with any descendant ofψ2(z2). What this

means is that it makes sense (and is most natural) to talk about the fusion of families of

fields. In this setting, fusion is customarily denoted thus:

[ψ1]× [ψ2] = [ψ3]+ . . . ,

where[ψi ] denotes the family of fields headed by the primary fieldψi (zi). This equation

signifies that there is a member of the family[ψ1] and a member of the family[ψ2], whose

operator product expansion contains a member of the family[ψ3].

A generic fusion rule, with respect to the basis{ψi (z)} of primary fields, takes the

form

[ψi ]×
[
ψ j
]
= ∑

k

N
k

i j [ψk] , (2.2.6)

whereN
k

i j ∈ {0,1} is called afusion coefficient. The associativity of the operators on

the state space and the commutativity within radial ordering ensure that fusion is an as-

sociative, commutative operation. The identity field (denoted now byψ0(z)) supplies a

unit, as the correlation function involvingψ0(z), ψi (z), andψ j (z), vanishes unlessi = j.

That is,

[ψ0]× [ψi ] = [ψi ] ⇒ N
j

0i = δi j . (2.2.7)

It is also easy to see that commutativity (N
k

i j = N
k

ji ) is in fact subsumed by the complete

symmetry of the indices:

N
k

i j = N
k

ji = N
i

jk = N
i

k j = N
j

ki = N
j

ik . (2.2.8)

In particular,N 0
i j = δi j . However, it should be noted that these relations are basis-

dependent. These nice properties follow from the fact that the primary fields were chosen
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to be (roughly speaking) orthonormal with respect to the correlation function of two fields

(Section 2.2.1).

It should be clear from this discussion that a knowledge of the fusion operation as-

sociated to a conformal field theory will help determine correlation functions. However,

it should also be clear that this knowledge alone is not sufficient. For example, Equa-

tion (2.2.2) determines the form of a correlation function of three primary fields up to a

multiplicative constant. Fusion determines whether this constant vanishes, but otherwise

says nothing about its value14. To determine this value, other (dynamical) considerations

are required. For example, in the minimal models, a mechanism known as the conformal

bootstrap seems to suffice [61].

14This constant is of non-trivial interest, unlike the constants appearing in the correlation functions of two
primary fields which were normalised by choosing an appropriate basis of primary fields.



CHAPTER 3

Wess-Zumino-Witten Branes I: Algebraic Considerations

3.1. Wess-Zumino-Witten Models

The conformal field theories that will be studied in this thesis are known as Wess-

Zumino-Witten models (also Wess-Zumino-Novikov-Witten models) for reasons that will

be discussed in Chapter 6. These models are especially interesting for a variety of reasons,

one being that they describe the dynamics of strings propagating in the underlying mani-

fold of a suitable1 Lie group. As such, the basic dynamical field in these theories is a map

g from the two-dimensional string worldsheetΣ into the Lie groupG. However, the action

constructed fromg which describes these theories is rather intricate, relying heavily on

topological notions. As a conformal field theory may be defined (and studied) without

giving an action, it is convenient to avoid these intricacies for the time being, and define

the Wess-Zumino-Witten models through their conserved currents. In Chapter 6, the ap-

propriate actions will be constructed and analysed; in particular, the conserved currents

postulated here will be derived from these actions.

In this chapter, these Wess-Zumino-Witten models will be shown to be conformal

field theories with a symmetry algebra extending the Virasoro algebra, and the notion of

fusion in these models is carefully defined. The concept of abraneis then introduced as a

boundary condition (on string endpoints), and the relationbetween quantised branes and

fusion is derived using results from boundary conformal field theory.

3.1.1. Conserved Currents and Symmetry Algebras.Let z be a (local) complex

coordinate on the string worldsheet. The string fieldg is then a map (formally depending

on z andz) which takes values in the Lie groupG. In terms of this field, Wess-Zumino-

Witten models admit a holomorphic conserved current given by (see Equation (6.2.6))

J(z) = kg−1∂g, (3.1.1)

where the scaling factork is a positive integer called the level that isa priori specified (it

arises as a coupling constant in the theory, see Equation (6.2.13)). In addition, there is a

corresponding antiholomorphic conserved current,

J(z) = −k∂g ·g−1. (3.1.2)

Unlike the string fieldg, the holomorphic and antiholomorphic currents both take values

in the Lie algebra ofG, denoted byg.

1The groups that will be studied in this thesis are the compact, connected, simply-connected groups, but
most of the theory can be developed more generally.
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The (anti)holomorphicity of these currents is clearly invariant under the transforma-

tion g 7−→ f g f , provided thatf is a holomorphic map andf is an antiholomorphic map

(taking values inG). Such transformations therefore constitute classical symmetries of

the Wess-Zumino-Witten model. The corresponding infinitesimal transformations may

be obtained by settingf = exp(tε (z)), f = exp(tε (z)), and differentiating att = 0. ε
andε then take values ing. In the formalism of radial quantisation (Section 2.1.4), each

infinitesimal symmetry defines a Noether charge which may be taken to have the form

Qε =
∮

0
κ (ε (z) ,J(z))

dz
2πi

and Qε = −
∮

0
κ
(
ε (z) ,J(z)

) dz
2πi

, (3.1.3)

whereκ (·, ·) denotes the Killing form ofg (Appendix A.1). This large collection of

conserved charges will define the symmetry algebra of the theory. As expected for a

conformal field theory, there are holomorphic and antiholomorphic charges.

In the quantised theory, these conserved charges become operators whose commuta-

tion relations may be obtained from the variation of a field under an infinitesimal symme-

try [86,141]. For the holomorphic current, this gives

δεJ(w) =
[[

Qε ,J(w)
]]
, (3.1.4)

and the corresponding antiholomorphic relation is analogous. The left-hand-side of this

equation is easily found to be[J(w) ,ε (w)]+ k∂ε (w). To avoid confusion between the

operator commutator and the Lie bracket ofg (here denoted by[·, ·]), it is convenient

to decomposeg-valued fields into scalar fields, with respect to a basis{ta} of g. This

basis will be chosen to be orthonormal with respect to the Killing form (more correctly,

with respect to the negative of the Killing form). Iffabc denotes the structure constants

of g with respect to this orthonormal basis, then Equation (3.1.4) becomes (summation

convention2 implied)

fcabJ
c(w)εa(w)+k∂εb(w) =

∮

0
εa(z)

[[
Ja(z) ,Jb(w)

]] dz
2πi

,

whereJa andεa denote the components ofJ andε, respectively, with respect to{ta}.

Expanding the commutator, the contour may be chosen so that|z| > |w| for the posi-

tively signed term, and|z| < |w| for the negatively signed term. As in Section 2.1.4 (and

Figure 2.1), this now becomes

fcabJ
c(w)εa(w)+k∂εb(w) =

∮

w
εa(z)R

{
Ja(z)Jb(w)

} dz
2πi

.

Expandεa(z) in a Taylor series aboutw (supposing thatεa(z) has no pole atz= w), and

the radially ordered product in the usual Laurent series. Then,

fcabJ
c(w)εa(w)+kδab∂εa (w) =

∞

∑
n=0

Aab
n (w)

n!
∂ nεa(w) ,

2In this thesis, the usual summation convention involving repeated indices will be employed where it does
not cause confusion. However, the convention regarding thepairing of a raised index with a lowered index
will not be abided by.
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so it follows thatAab
0 (w) = fcabJc (w) = fabcJc(w), as the structure constants ofg are com-

pletely antisymmetric with respect to an orthonormal basis(Appendix A.1),Aab
1 (w) =

kδab, andAab
m (w) = 0 for everym > 2. The operator product expansions between the

conserved currentsJa(z) are therefore given by

R

{
Ja(z)Jb(w)

}
∼ kδab

(z−w)2 +
fabcJc(w)

z−w
. (3.1.5)

The corresponding expansions for the antiholomorphic currents are entirely analogous:

R

{
J

a
(z)J

b
(w)
}
∼ kδab

(z−w)2 +
fabcJ

c
(w)

z−w
. (3.1.6)

Finally, it is easy to show thatδεJ(w) = 0, from which follows

R

{
Ja(z)J

b
(w)
}
∼ 0. (3.1.7)

It follows from these expansions that the symmetry algebra of the Wess-Zumino-Witten

models is not the Virasoro algebra. It also follows that whenG (and henceg) is non-

abelian, the currents{Ja(z)} (and
{

J
a
(z)
}

) do not form a collection of mutually free

fields (Section 2.1.5).

To determine the structure of the symmetry algebra, decomposeJa(z) as3

Ja(z) =
∞

∑
n=−∞

Ja
nz−n−1 ⇒ Ja

n =
∮

0
Ja(z)zn dz

2πi
.

The operator product expansion of Equation (3.1.5) now determines the commutators of

these modes through Equation (2.1.5):
[[

Ja
n,Jb

m

]]
=
∮

0

∮

w
R

{
Ja(z)Jb(w)

}
znwm dz

2πi

dw
2πi

=

∮

0

∮

w

{
kδab

(z−w)2 +
fabcJc (w)

z−w

}
zn dz

2πi
wm dw

2πi

=
∮

0

{
kδabnwm+n−1 + fabcJ

c(w)wm+n} dw
2πi

= fabcJ
c
m+n+nδabδm+n,0 k. (3.1.8)

The commutators corresponding to the operator product expansions, Equations (3.1.6)

and (3.1.7), are given by
[[

J
a
n,J

b
m

]]
= fabcJ

c
m+n+nδabδm+n,0 k, (3.1.9)

and
[[

Ja
n,J

b
m

]]
= 0, (3.1.10)

3The energy of the states corresponding toJa (z) under the state-field correspondence is 1. This will be
obvious from the form of the energy-momentum field (Equation(3.1.11)), and the fact that the energy-
momentum field must correspond to a state of energy 2.
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respectively. It follows that these holomorphic and antiholomorphic modes together re-

alise a levelk representation of̂g⊗ ĝ on the quantum state space, whereĝ is theuntwisted

affine Lie algebraassociated withg (andG). This algebra is discussed in Appendix B (see

Equation (B.1.1)).

3.1.2. The Energy-Momentum Tensor.Wess-Zumino-Witten models are confor-

mal field theories. To justify this statement, an energy-momentum tensor needs to be

identified. Of course, the standard method of identificationis to consider the Noether

current associated with spacetime translations. However,the fundamental requirement in

conformal field theory is that the energy-momentum tensor decomposes into a holomor-

phic fieldT (z) and an antiholomorphic fieldT (z) whose modes furnish representations

of the Virasoro algebra. This section is devoted to establishing this requirement.

WhenG is the abelian groupRn, the classical energy-momentum field is found to

be the productJa(z)Ja(z) (this is the free boson [61]). In the general case then, it is

reasonable (in the quantised theory) to make the ansatz

T (z) = γ : Ja(z)Ja(z) : , (3.1.11)

and similarly for the antiholomorphic component (γ andγ are constants to be determined).

Because the currentsJa(z) are not free fields, operator product expansions involvingT (z)

must be computed using the non-commutative Wick formula, Theorem 2.2. For example,

using Equation (3.1.5),

R

{
Ja(z)T (w)

}
= γ R

{
Ja(z) : Jb(w)Jb(w) :

}

∼ γ
∮

w
R

{ p q

Ja(z)Jb(z′
)
Jb(w)+Jb(z′

) p q

Ja(z)Jb(w)
}(

z′−w
)−1 dz′

2πi

= γ
∮

w

[
kJa(w)

(z−z′)2 +
kJa(z′)

(z−w)2 +
fabc

z−z′
R

{
Jc(z′

)
Jb(w)

}

+
fabc

z−w
R

{
Jb(z′

)
Jc(w)

}](
z′−w

)−1 dz′

2πi
. (3.1.12)

The radially ordered products can now be expanded using Equation (3.1.5) again, but

now the regular terms must be included. Indeed, in the term containing the first radially

ordered product, the singular terms of the operator productexpansion and the first regular

term may contribute to the integral (because of the factor(z−z′)). The term containing

the second radially ordered product is somewhat simpler, and it is easy to see that in this

case only the first regular term may contribute. The terms involving the radially ordered
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products therefore become

γ fabc

∮

w

[
kδcb

(z−z′)(z′−w)3 +
fcbdJd (w)

(z−z′)(z′−w)2

+
: Jc(w)Jb(w) :
(z−z′)(z′−w)

+
: Jb(w)Jc(w) :
(z−w)(z′−w)

]
dz′

2πi
.

Using the antisymmetry of the structure coefficients (Appendix A.1), the first term in

this expression immediately vanishes, as do the normally ordered terms after integrating.

Therefore, only one term in fact contributes, so Equation (3.1.12) reduces (after perform-

ing the integration) to

R

{
Ja(z)T (w)

}
=

2γ kJa(w)

(z−w)2 + γ fabcfcbd
Jd (w)

(z−w)2

=
2γ (k+h∨)Ja(w)

(z−w)2 ,

whereh∨ is the dual Coxeter number ofg (Equations (A.1.2) and (A.1.3) have been used).

It follows that

R

{
T (z)Ja(w)

}
∼ 2γ (k+h∨)Ja(z)

(w−z)2 = 2γ
(
k+h∨

)
[

Ja(w)

(z−w)2 +
∂Ja(w)

z−w

]
. (3.1.13)

It is now straight-forward, if somewhat messy, to determinethe operator product ex-

pansion ofT (z) with itself. Using Equation (3.1.13) and Theorem 2.2,

R

{
T (z)T (w)

}
∼ γ

∮

w
R

{ p q
T (z)Ja(z′

)
Ja(w)+Ja(z′

) p q
T (z)Ja(w)

}(
z′−w

)−1 dz′

2πi

= 2γ2(k+h∨
)∮

w




R

{
Ja(z′)Ja(w)

}

(z−z′)2 +
R

{
∂Ja(z′)Ja(w)

}

z−z′

+
R

{
Ja(z′)Ja(w)

}

(z−w)2 +
R

{
Ja(z′)∂Ja(w)

}

z−w



(z′−w
)−1 dz′

2πi
.

In this integrand, the singular terms and the first regular term of the operator product

expansions contribute when integrating the first two radially ordered products, whereas

only the first regular term contributes when integrating thelast two. The singular terms

of the operator product expansion of∂Ja(z′) andJa(w) are computed from

R

{
Ja(z′

)
Ja(w)

}
∼ kdimg

(z′−w)2 ⇒ R

{
∂Ja(z′

)
Ja(w)

}
∼ −2kdimg

(z′−w)3 ,
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where the dimg factors come from summing overa. It follows that the contributing part

of the integrand is

kdimg

(z−z′)2(z′−w)3 −
2kdimg

(z−z′)(z′−w)4 +
: Ja(w)Ja(w) :

(z−z′)2(z′−w)

+
: Ja(w)Ja(w) :

(z−w)2(z′−w)
+

: ∂Ja(w)Ja(w) :
(z−z′)(z′−w)

+
: Ja(w)∂Ja(w) :
(z−w)(z′−w)

,

and so integration gives

R

{
T (z)T (w)

}
∼ 2γ2(k+h∨)kdimg

(z−w)4 +
4γ (k+h∨)T (w)

(z−w)2 +
2γ (k+h∨)∂T (w)

z−w
.

By comparing with Equation (2.1.7), it follows that the modes,Ln, of T (z) will form

a representation of the Virasoro algebra if and only ifγ = 1/2(k+h∨). In this case,

R

{
T (z)T (w)

}
∼ kdimg

2(k+h∨)(z−w)4 +
2T (w)

(z−w)2 +
∂T (w)

z−w
, (3.1.14)

so the central charge of the (chiral) theory is

c =
kdimg

k+h∨
. (3.1.15)

The corresponding result for the antiholomorphic component of the energy-momentum

tensor is analogous (in particular,c = c), so this establishes the conformal nature of the

Wess-Zumino-Witten models.

The commutation relations between the Virasoro and affine modes may be deduced

from Equation (3.1.13) (and Equation (2.1.5)). The result is
[[

Ln,J
a
m

]]
= −mJa

m+n, (3.1.16)

which together with Equations (3.1.8) and (2.1.1) define thechiral symmetry algebra of

the Wess-Zumino-Witten model. In fact, Equation (3.1.16) shows that the chiral symme-

try algebra is the semidirect sumVir ĝ. However, Equation (3.1.11) may be expanded

in modes to give (sum overa implied)

Ln =
1

2(k+h∨)

∞

∑
m=−∞

: Ja
mJa

n−m : , (3.1.17)

soVir may be identified with a Lie subalgebra of the universal enveloping algebra of̂g

(this is theSugawara construction). Therefore, one can instead regard this enveloping

algebra,U(ĝ), as the chiral symmetry algebra of the theory.

3.1.3. The State Space.The space of quantum statesS for the Wess-Zumino-Witten

model has not yet been discussed. From the general principles of Section 2.1.2 (and the

results of Section 3.1.1),S decomposes into unitary, irreducible highest weight represen-

tations ofU(ĝ). The central elementK of ĝ is represented byk idS (wherek ∈ Z+ is the

level of the theory), and the central chargeC of Vir is represented bycidS (wherec is

given by Equation (3.1.15)).
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The representation theory of untwisted affine Lie algebras is discussed in Appen-

dix B.3. There it is shown that an irreducible highest weightrepresentation is determined

by the levelk of the representation and the eigenvalues of the zero-gradeCartan subal-

gebra on the highest weight vector (this defines a weight of the horizontal subalgebrag).

For the representation to be unitary, it is necessary and sufficient thatk be a non-negative

integer, and that the induced weightλ of g belongs to the fundamental affine alcoveP̂k.

This is the set of dominant weights satisfying(λ ,θ) 6 k, whereθ is the highest root of

g. These unitary representations (ofĝ ) are also known as integrable highest weight repre-

sentations. It is important to note that at any given levelk, there are only a finite number

of such representations.

Whilst the requirement of unitarity severely restricts theallowed representations, it is

not an easy matter to elucidate a more detailed picture of thequantum state space. In par-

ticular, it is not clear which of the integrable highest weight representations actually occur

in the theory, and with what multiplicity. Nor is it clear howthe (chiral) representations of

ĝ should be paired, holomorphic with antiholomorphic, to define the quantum state space

of the full theory, as in Section 2.1.2. The simplistic (though traditional) quantisation

scheme used in Section 3.1.1 has the profound disadvantage that it does not construct the

quantum state space directly.

It should therefore be of comfort to know that the formalism of geometric quantisation

[108, 164] admits a direct construction of the quantum state space. For Wess-Zumino-

Witten models (on simple groups), this construction was analysed in [57, 58] with the

result thatS does indeed decompose into integrable highest weight representations, and

the particular decomposition depends upon the topology of the group4. Specifically,

S ∼=
⊕

λ ,µ
Mλ µ

(
Vλ ⊗Vµ

)
, (3.1.18)

whereVλ denotes the integrable highest weightĝ-module characterised by the weight

λ of g, andM is a matrix of multiplicities, called themodular invariant, which depends

uponG. As a familiar example, whenG is simply-connected,M is the diagonal invariant5,

Mλ µ = δλ µ .

The modular invariant is so-named because of a constraint imposed on the multiplic-

ities by the requirement that the theory be well-defined whenthe string worldsheet is a

torus (generally, a string theory must be well-defined when the worldsheet is any Rie-

mann surface). It is well known that complex structures on the torus are parametrised by

an elementτ of the upper half-plane [91], and that equivalent structures correspond to

4In this formalism, the wavefunctions are represented by analytic sections of a line bundle. The highest
weight states corresponding to the integrable representations are distinguished from the non-integrable ones
by having globally defined wavefunctions. In this way, matters of global topology affect the structure of the
conformal field theory.
5Some papers refer to thecharge-conjugateinvariant instead, where each representationVλ appears once,
paired with its conjugate representationVλ + (Appendix A.2). As conjugation is induced by a symmetry of
the Dynkin diagram ofg, this invariant is equivalent to the diagonal invariant under a change of labelling of
the weights in the antiholomorphic sector.



32 3. WESS-ZUMINO-WITTEN BRANES I: ALGEBRAIC CONSIDERATIONS

parameters that are related by the action of the modular group,

τ 7−→ aτ +b
cτ +d

, a,b,c,d ∈ Z, ad−bc= 1.

The constraint imposed on the theory is that thepartition function,

Z(τ) = trS e2πiτ(L0−c/24)e−2πiτ∗(L0−c/24), (3.1.19)

is invariant under this action [61] (τ∗ is the complex-conjugate ofτ). This may be inter-

preted as the trace of the exponential of the hamiltonian operator, hence corresponds to

the imposition of periodicity in time. As such, the theory relating to the partition function

is effectively defined on a torus, whence the relation to the modular group. Note that the

partition function may clearly be expressed in terms of the characters of the representa-

tions in S (whose behaviour under modular transformations is noted inAppendix B.3).

This leads to a constraint on the matrix of multiplicitiesM, although this constraint is

not generally sufficient to select physically well-defined theories [79]. (The direct con-

struction of the state space given in [57] does, of course, yield modular invariant partition

functions.)

3.1.4. Primary Fields and Correlation Functions. Comparing Equation (3.1.13)

with Equation (2.1.8) shows thatJa(z) is a (Virasoro) primary field of weight 1. That is,

the conserved current fields correspond to states which are highest weight vectors under

theVir-action. However, this does not guarantee that these fields are primary with respect

to the action of the full symmetry algebra. Such fields, whichcorrespond to highest weight

vectors under thêg-action, are termedaffineprimary fields. A similar development to

that leading to Equation (2.1.8) describes such a fieldψ (z) through its operator product

expansions with the currentsJa(z). Specifically, this yields

lim
w→0

Aa
n(w) |0〉 = Ja

n |ψ〉 ,

whereAa
n(w) denotes the appropriate operator product coefficients. Since|ψ〉 is a highest

weight vector,Ja
n |ψ〉 = 0 for all n > 0, so it follows that there is only one non-vanishing

singular coefficient,Aa
0(w). This coefficient is precisely the field that corresponds to

Ja
0 |ψ〉.

The subalgebra of̂g spanned by the zero-grade elementsJa
0 is just a copy of the finite-

dimensional Lie algebrag. Indeed, an explicit isomorphism is given byJa
0 7→ ta, where

{ta} is the (orthonormal) basis ofg with respect to whichJ(z) was decomposed (Sec-

tion 3.1.1). It is traditional to use this isomorphism to substitute the quantityta |ψ〉 for

Ja
0 |ψ〉 in the above considerations (hereta also denotes the endomorphism representing

ta ∈ g, and henceJa
0 ∈ ĝ, in the module of highest weight vector|ψ〉). Whilst this can be

rather confusing, it does emphasise the rôle played by the finite-dimensional Lie algebra

g in this setting. The operator product expansion ofJa(z) with an affine primary field now

takes the form

Ja(z)ψ (w) ∼ (taψ)(w)

z−w
. (3.1.20)
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More importantly, such a field is only primary if the singularcoefficient vanishes when-

everta ∈ g+. An affine primary field, associated with a highest weight ofĝ, may therefore

also be associated with a highest weight ofg — this is just the projection of the highest

weight of ĝ onto the weight space of the horizontal subalgebra. It should be clear now,

from Equation (3.1.5), thatJa(z) is not an affine primary field.

It follows from Equations (3.1.17) and (2.1.12) that if|ψ〉 is an affine highest weight

vector, then forn > 0 (sum overa),

Ln |ψ〉 =
1

2(k+h∨)

[

∑
m<0

Ja
mJa

n−m+ ∑
m>0

Ja
n−mJa

m

]
|ψ〉 =

1
2(k+h∨)

Ja
nJa

0 |ψ〉 = 0,

sinceJa
n andJa

0 commute. Furthermore, by Equation (A.1.5),

L0 |ψ〉 =
1

2(k+h∨)
Ja

0Ja
0 |ψ〉 =

1
2(k+h∨)

tata |ψ〉 =
(ψ,ψ +2ρ)

2(k+h∨)
|ψ〉 , (3.1.21)

whereψ is (also) denoting the weight ofg corresponding to the highest weight vector

|ψ〉, andρ is the Weyl vector (weight) ofg. Thus, an affine highest weight vector is also

a Virasoro highest weight vector; correspondingly, an affine primary field is a Virasoro

primary field. Indeed, if the primary field is associated withthe weightψ of g, then its

conformal weight ishψ = (ψ,ψ +2ρ)/2(k+h∨). The converse is not true — a Virasoro

primary field is not necessarily an affine primary field, asJa(z) shows.

It follows immediately that a correlation function of (affine and/or Virasoro) primary

fields must satisfy the differential equations that were derived in Section 2.2.1. In particu-

lar, Equation (2.2.2) fixes the form of correlation functions involving up to three primary

fields (up to a multiplicative constant). The constraints involving (Virasoro) null fields

also apply, although the restriction that such null fields may only exist whenh = 0 or

c 6 1 [101] limits their usefulness6.

However, one can repeat the derivations of Section 2.2.1 using affine modes and affine

primary fields rather than their Virasoro counterparts. Theanalogue of Equation (2.2.2)

is obtained by noting that the zero-grade modes (Ja
0 7→ ta) annihilate both|0〉 and〈0|. An

easy computation using Equation (3.1.20) then yields the following equation:
m

∑
i=1

t i
a〈0|R

{
ψ1(z1) · · ·ψm(zm)

}
|0〉 = 0. (3.1.22)

Here,t i
a is supposed to indicate that the elementta∈ g is acting onψi (zi) to give(taψi)(zi)

inside the correlation function. This equation holds for any element,ta, of the horizontal

algebrag. Of course, ifta ∈ g+ then each term vanishes separately (by definition of

primary), so the interesting constraints are generated by the other elements.

6Among the Wess-Zumino-Witten theories based on simple Lie algebras (with a single exception), the only
primary field with null fields as descendants is the identity field. The single exception is the theory with
g = su(2) and levelk = 1, which has two affine primary fields, both with null fields as descendants.
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In particular, whenta ∈ t, the Cartan subalgebra ofg, Equation (3.1.22) becomes
〈

m

∑
i=1

ψi , ta

〉
〈0|R

{
ψ1(z1) · · ·ψm(zm)

}
|0〉 = 0,

where〈·, ·〉 denotes the pairing of the weights int∗ with elements oft. It follows that

the correlation function must vanish unless the sum of the weightsψi is zero. Since the

weights correspond to highest weights of integrable representations, this can only happen

if each weight is zero. In other words, theonly non-vanishing correlation function of

affine primary fields is the trivial one, containing only the identity field.

Note however that the operator product expansion for the field ψ (w) given by Equa-

tion (3.1.20) is derived from the requirement thatJa
nψ = 0 for eachn > 0. This require-

ment is clearly still satisfied ifψ is a zero-grade descendant of a highest weight vector, so

this operator product expansion is still valid for the corresponding fields. It follows that

Equation (3.1.22) holds for correlation functions where theψi (zi) are all such zero-grade

fields. Clearly it is possible for the sums of the weights corresponding to such fields to

vanish.

As generic correlation functions involving affine primary fields vanish, one cannot ex-

pect that all other correlation functions are determined bythese primary correlation func-

tions, as was the case for the Virasoro algebra (Section 2.2.1). Instead, one expects that

arbitrary correlation functions will be determined by those containing (the non-vanishing)

zero-grade fields. Indeed, the analogue of Equation (2.2.5)is

〈0|R
{(

Ja
−nψ

)
(w)ψ1(w1) · · ·ψm(wm)

}
|0〉

= −
m

∑
i=1

t i
a

(wi −w)n 〈0|R
{

ψ (w)ψ1(w1) · · ·ψm(wm)
}
|0〉 , (3.1.23)

whose derivation is exactly the same, except that Equation (2.1.9) is used as a start-

ing point7. This derivation presumes that eachψi (wi) is a zero-grade field, so Equa-

tion (3.1.23) reproduces Equation (3.1.22) whenn = 0 (andψ (w) is also a zero-grade

field).

Of course, Equation (3.1.23) may be generalised to correlation functions involving

more general descendant fields. Descendant fields which are null therefore imply con-

straints on the zero-grade correlation functions. SinceVir is acting as a subalgebra of

U(ĝ), and zero-grade fields are Virasoro primary fields, Equation(3.1.17) yields an infi-

nite number of null fields. For example, if|ψ〉 denotes a zero-grade state,

L−1 |ψ〉 =
1

k+h∨
Ja
−1Ja

0 |ψ〉 ⇒ L−1ψ (z)− 1
k+h∨

Ja
−1taψ (z) is null.

7Again, this derivation assumes thatz takes values in the Riemann sphere. That is, that the string worldsheet
Σ is topologically a sphere.
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From Equation (2.2.5) and (a generalisation of) Equation (3.1.23), the corresponding con-

straints on the zero-grade correlation functions are theKnizhnik-Zamolodchikov equa-

tions:
[

∂i +
1

k+h∨ ∑
j 6=i

t i
at

j
a

wi −w j

]
〈0|R

{
ψ1(w1) · · ·ψm(wm)

}
|0〉 = 0. (3.1.24)

The indexa is still implicitly summed over.

One last class of constraints is provided by purely affine null fields. These correspond

to null vectors in the Verma modules corresponding to the integrable highest weight rep-

resentations that appear in the (chiral) theory. These nullvectors are known in all gener-

ality [99]. If the highest weight state of this Verma module is|λ 〉, then the null vectors

are generated byr +1 primitivestates. There arer = rankg such states of the form

eλi+1
−αi

|λ 〉 , (i = 1,2, . . . , r),

whereαi denotes a simple root ofg, ande−αi is the copy of the corresponding root vector

acting in ĝ at zero grade. These null vectors arise from the finite-dimensionality of the

g-module defined by the zero-grade states. They reflect the representation theory ofg.

The last null vector is somewhat more exotic, and has the form(Appendix B.3)
(

Jθ
−1

)k+1−(λ ,θ )
|λ 〉 ,

whereθ is the highest root ofg, andJθ
−1 is the copy ofeθ ∈ g acting inĝ at grade−1.

The corresponding constraint is obtained through the repeated application of Equa-

tion (3.1.23). This is theGepner-Witten equation:

0 = 〈0|R
{((

Jθ
−1

)p
λ
)

(w)ψ1(w1) · · ·ψm(wm)
}
|0〉

=
m

∑
i1=1

· · ·
m

∑
ip=1

ei1
θ · · ·eip

θ
(w−wi1) · · ·

(
w−wip

) 〈0|R
{

λ (w)ψ1(w1) · · ·ψm(wm)
}
|0〉

= ∑
ℓ1,...,ℓm>0

ℓ1+...+ℓm=p

p!
ℓ1! · · ·ℓm!

(
e1

θ
)ℓ1 · · ·

(
em

θ
)ℓm

(w−w1)
ℓ1 · · ·(w−wm)ℓm

〈0|R
{

λ (w)ψ1(w1) · · ·ψm(wm)
}
|0〉 ,

(3.1.25)

wherep> k+1−(λ ,θ), andψ1(w1) , . . . ,ψm(wm) are zero-grade fields. Note thatλ (w)

is assumed to be an affine primary field in this equation.

3.1.5. Fusion.Consider the correlation function of an affine primary fieldλ (z) and

a zero-grade fieldµ ′ (w), descended from the primary fieldµ (w). By Equations (2.2.3)

and (3.1.22), this function vanishes unless the conformal weights match (hλ = hµ ), and

µ ′ = −λ as weights ofg. In fact, Equation (3.1.22) constrains such functions evenmore

severely. Recalling the triangular decompositiong = g− ⊕ t⊕ g+ of Appendix A.1, if
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µ ′ (w) has a non-vanishing descendant (so|µ ′〉 = t |µ ′′〉 for somet ∈ g+), then

〈0|R
{

λ (z)µ ′ (w)
}
|0〉 = −〈0|R

{
(tλ )(z)µ ′′ (w)

}
|0〉 = 0.

This correlation function therefore vanishes unless|µ ′〉 is a lowest-weightstate with re-

spect tog (is annihilated byg−). This, together withµ ′ = −λ , uniquely determinesµ to

be the highest weight of the representation conjugate (see Appendix A.2) to the represen-

tation of highest weightλ .

More generally, in a correlation function involving the field (tλ )(z) (λ (z) primary,

t ∈ g−) and a zero-grade fieldµ ′ (w), it follows from Equation (3.1.22) and the above

argument that the correlation function vanishes unlesst |µ ′〉 is the lowest weight state in

the representation conjugate to that of highest weightλ . As µ ′ = −tλ , the weightµ ′ is

therefore completely determined. However, the multiplicity of µ ′ in the representation

conjugate to that of highest weightλ may be greater than one, so there may be several

linearly independent candidates for|µ ′〉 in this (finite-dimensional) weight space. Of

course,t acts linearly on this space, and sends it to the one-dimensional subspace spanned

by the lowest weight vector. Therefore, one may choose|µ ′〉 to be orthogonal to the kernel

of this transformation, and in this way,|µ ′〉 and thusµ ′ (w), are uniquely specified (up to

an unimportant normalisation).

The above conclusion obviously extends inductively to moregeneral descendant fields

of λ (z), so it follows that every zero-grade field is uniquely pairedwith another zero-

grade field (hereafter referred to as theconjugate field), such that the correlation function

involving these two fields is non-vanishing. In this way, thenormalisation of affine corre-

lation functions involving two zero-grade fields is established. This should be contrasted

with the normalisation chosen for the analogous Virasoro correlation functions in Sec-

tion 2.2.1. Here, the pairing involves a state in one representation and a corresponding

state in the conjugate representation (hence the name), instead of pairing a state with

itself.

With the normalisation of these correlation functions determined (from which all oth-

ers may be derived through the operator product expansion),one can now discuss the

process of fusion in Wess-Zumino-Witten models. As in Section 2.2.2, fusion may be

characterised through the correlation functions involving three zero-grade fields. How-

ever, the analysis is further complicated by the fact that there are, in general, many zero-

grade fields corresponding to a given primary field, and that this plethora of zero-grade

correlation functions is constrained by Equation (3.1.22).

More specifically, the zero-grade correlation function involving λ ′ (z1), µ ′ (z2), and

ν ′ (z3) will vanish unless a descendant of the field conjugate toν ′ (z3) appears in the op-

erator product expansion ofλ ′ (z1) andµ ′ (z2). Because of the aforementioned plethora

of such (related) correlation functions, the corresponding fusion process traditionally in-

volves the entire families headed by the primary fields. Thatis, if the above correlation
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function is non-vanishing, then the corresponding fusion rule is

[λ ]× [µ] =
[
ν+
]
+ . . . ,

whereν+ denotes the weight conjugate toν.

It will generally happen that there is more than one non-vanishing correlation function

involving zero-grade descendants of fixed primaries. For example, the operator product

expansion of two zero-grade fields from the (respective) families, [λ ] and[µ], might con-

tain descendants of more than one zero-grade field in the family [ν] (as the multiplicity

of the appropriate weight need not be one). The same applies to other combinations of

zero-grade fields in these families, leading to more non-vanishing correlation functions.

Of course, many of these non-vanishing correlation functions will be related by Equa-

tion (3.1.22), so it is only theindependent couplingsof the zero-grade fields in given

families which is of interest.

This number of independent couplings — that is, the number ofnon-vanishing cor-

relation functions of three zero-grade fields from given families, modulo the relations

between them implied by Equation (3.1.22) — defines thefusion multiplicity. This fusion

multiplicity (fusion coefficient) associated with the families [λ ], [µ], and[ν+] is denoted

by N
ν

λ µ . The conjugation ofν in this definition reflects the normalisation of correlation

function of two zero-grade fields. It leads to the general form for a fusion rule:

[λ ]× [µ] = ∑
ν

N
ν

λ µ [ν] . (3.1.26)

In contrast with Equation (2.2.6), where the fusion coefficients take the value 0 or 1,

the fusion coefficients in the Wess-Zumino-Witten models may take more general (non-

negative integer) values.

To better understand these fusion multiplicities, consider the set of correlation func-

tions involving the zero-grade descendants ofλ (z1), µ (z2), andν (z3). To describe a

non-vanishing correlation function, the corresponding weightsλ ′, µ ′, andν ′ of g must be

related by−ν ′ = λ ′ + µ ′. That is,−ν ′ must appear as a weight of thetensor productof

the representations ofg of highest weightλ andµ (Appendix A.3). Of course, this tensor

product decomposes into irreducible highest weight representations, and the representa-

tion of highest weightν+ (to which−ν ′ belongs) appearsN ν+

λ µ times. It follows that

theseN ν+

λ µ independent representations correspond toN ν+

λ µ independent couplings

for the set of zero-grade correlation functions being considered.

The preceding discussion appears to suggest that the fusionmultiplicities N
ν

λ µ are

in fact just the tensor product coefficientsN ν
λ µ of g. However, this discussion only takes

into account the constraints given by Equation (3.1.22). There are further constraints, in

particular the Gepner-Witten equation, Equation (3.1.25), which force additional zero-

grade correlation functions to vanish (and hence all the functions related to these by

Equation (3.1.22) to vanish also). That is, the preceding discussion only demonstrates
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that

N
ν

λ µ 6 N ν
λ µ ,

a result of not negligible importance. Indeed, a detailed study of the Gepner-Witten equa-

tion leads to the so calleddepth rule, the original method for computing fusion multiplic-

ities in Wess-Zumino-Witten models [85].

The properties of the fusion multiplicities are similar to those of the tensor product

coefficients ofg. As in Equation (2.2.7), the identity field (primary of weight 0) supplies

the unit for the fusion process, with

N
µ

0λ = δλ µ . (3.1.27)

Equation (2.2.8) generalises slightly asN
ν

λ µ corresponds to a non-vanishing correlation

function involving fields from families[λ ], [µ], and[ν+]. Thus,

N
ν

λ µ = N
ν

µλ = N
λ+

µν+ = N
λ+

ν+µ = N
µ+

ν+λ = N
µ+

λν+ . (3.1.28)

Suppose now thatω is an automorphism ofg corresponding to a Dynkin diagram

symmetry (Appendix A.2). Sinceω merely corresponds to a certain arbitrariness in the

numbering of the fundamental weights ofg (which can have no bearing on the theory), it

follows8 that the correlation functions must be invariant upon replacing every weight by

its image underω. In particular, applying this logic to correlation functions of three fields

gives an additional symmetry of the fusion coefficients, namely

N
ν

λ µ = N
ω(ν+)

+

ω(λ )ω(µ) .

Conjugation is such an automorphism, hence it follows from Equation (3.1.28) that

N
ν

λ µ = N
ν+

λ+µ+ = N
µ

λ+ν . (3.1.29)

3.2. Boundary Conformal Field Theory and Branes

Recall that in the string picture of Wess-Zumino-Witten models, the conformal field

theory is defined on the string worldsheet, a two-dimensional manifold. This theory de-

scribes closed strings, little loops, tracing out the two-dimensional worldsheet in time.

This picture can be generalised to a theory of open strings, where the loops are replaced by

finite lengths with endpoints. The string worldsheet therefore becomes a two-dimensional

manifoldwith boundary, and the theory becomes aboundaryconformal field theory. This

geometric picture of open string Wess-Zumino-Witten models will be studied in much

detail in Section 6.3. For the present purposes, however, itwill suffice to enquire as to the

boundary conditions that should be imposed upon the open string endpoints.

8It is tempting to conclude that this will also follow for the automorphisms of̂g. However, these more gen-
eral transformations need not preserve the conformal weights (hence the correlation functions of three fields
are not invariant), nor need they preserve the vanishing of the sum of the weights appearing in a non-trivial
zero-grade correlation function. It cannot be stressed toomuch that even though the symmetry algebra is
U(ĝ), Wess-Zumino-Witten models are defined on afinite-dimensionalLie groupG so the fundamental
symmetries (of the type used here) are those ofG (and henceg).
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FIGURE 3.1. Changing coordinates from the strip (w) to the half plane (z).
Note that the strip boundaries (upper and lower) are mapped to (discon-
nected pieces of) the half plane boundary,z= z. The boundary conditions
are (generically) labelled byα andβ .

3.2.1. Gluing Conditions on the Half Plane.Away from the boundary of the string

worldsheet, one can choose (local) complex coordinates as in the previous section, and so

most of the theory derived there applies. In this context, this is usually referred to as the

bulk theory. At the boundary, however, this is no longer the case, and it is convenient to

choose the local coordinate chart so thatzbelongs to the upper half plane,Imz> 0. Since

z is (while formally independent ofz) to be eventually identified withz∗, the conjugate

of z, this coordinate may be taken to belong to the lower half plane,Imz6 0. The most

suitable local chart to keep in mind is actually one which describes the (open) string

worldsheet as a “strip” with two boundaries. This chart may be conformally mapped to

the half plane (minus the origin) as illustrated in Figure 3.1.

As in Section 2.1.1, one now asks what the infinitesimal conformal transformations

of the half plane are. It should be clear that these correspond to vector fields of the form

ε (z)∂/∂z+ε (z)∂/∂zwith the added constraint that these vector fields must preserve the

boundary. Decomposingzasτ + iσ andz= z∗ asτ− iσ (soτ parametrises the boundary),

these vector fields may be rewritten in the form

1
2

(ε (z)+ ε (z))
∂

∂τ
+

i

2
(ε (z)− ε (z))

∂
∂σ

.

To preserve the boundaryz= z (σ = 0), the coefficient of∂/∂σ must vanish there, hence

the constraint amounts toε (z) = ε (z) at z = z. In other words,ε andε are no longer

independent. They are both completely determined by by their values on the boundary,

where they coincide9.

It follows that on the boundary, the Lie algebra formed by theinfinitesimal conformal

transformations is therefore (a completion of) asinglecopy of the Witt algebra. After

quantising, one gets a representation of asinglecopy of the Virasoro algebra on the quan-

tum state space. In comparison with the bulk theory, where two copies act, one writes

Ln = Ln at z= z (for eachn∈ Z). In terms of the energy-momentum field, this is called

theconformal boundary condition:

T (z) = T (z) at z= z. (3.2.1)

9Of course this does not imply thatε andε coincide as functions. One is holomorphic and the other is
antiholomorphic, and more to the point, they are defined on different domains.
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This boundary condition has a nice interpretation as requiring that no momentum flows

across the boundary, and is therefore often taken as the fundamental requirement of

boundary conformal field theory.

However, in a Wess-Zumino-Witten model the energy-momentum field is constructed

from the currentsJa(z) (andJ
a
(z)). Therefore, it is of considerable interest to determine

the possible boundary conditions on these fields. Making theansatz,Ja(z) = ΩabJ
b
(z)

at z = z, whereΩab may vary along the boundary, the conformal boundary condition

becomes (see Equation (3.1.11))

: Ja(z)Ja(z) : = ΩabΩac : J
b
(z)J

c
(z) : = : J

b
(z)J

b
(z) : at z= z,

which is satisfied if and only ifΩabΩac = δbc. If Ω : g → g is the matrix with entriesΩab

(with respect to the orthonormal basis{ta}), then this just requires thatΩ be orthogonal

with respect to the Killing form ofg. Note that orthogonal transformations preserve

angles.

The consistent boundary conditions that can be imposed on the currents therefore take

the form

J(z) = Ω
(
J(z)

)
at z= z, (3.2.2)

whereΩ is an orthogonal transformation ofg (possibly varying along the boundary)10.

Such boundary conditions are sometimes calledgluing conditions, as they “glue” the

bulk holomorphic and antiholomorphic currents at the boundary. The conformal bound-

ary condition, Equation (3.2.1), breaks exactly half of theconformal symmetry, in that

one ends up with a single copy of the Virasoro algebra rather than two. It is therefore

interesting to investigate how much of the affine symmetry isbroken by a given gluing

condition on the currents (clearly at least half the symmetries must be broken).

One way to do this is to see how this affects the operator product expansions at the

boundary. Equations (3.1.5) and (3.1.6) give (assuming they are valid)

R

{
Ja(z)Jb(w)

}
= Ωaa′ (z)Ωbb′ (w)R

{
J

a
(z)J

b
(w)
}
,

whose singular terms are

kδab

(z−w)2 +
fabcΩcc′ (w)J

c′
(w)

z−w
=

kΩaa′ (z)Ωba′ (w)

(z−w)2 +
Ωaa′ (z)Ωba′ (w) fa′b′c′J

c′
(w)

z−w

=
kΩaa′ (w)Ωba′ (w)

(z−w)2 +
Ωaa′ (w)Ωba′ (w) fa′b′c′J

c′
(w)+k∂Ωaa′ (w)Ωba′ (w)

z−w
.

Comparing coefficients of(z−w)−2 recovers the condition thatΩ must be orthogonal.

Noting that the operatorsJa
n are linearly independent of the identity operator, the(z−w)−1

10It should be pointed out that more general boundary conditions can be imposed on the currents which
are also consistent with the conformal boundary condition,Equation (3.2.1). Examples may be found
in [134,135] which seem to correspond to imposing conditions on asubalgebraof g. These more general
boundary conditions will not, however, be considered in this thesis.
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coefficients give∂Ω ·Ω−1 = 0 and fabcΩcc′ = Ωaa′Ωbb′ fa′b′c′ . This first constraint re-

quiresΩ to be locally constant, and the second constraint is precisely the condition that

Ω is an automorphism ofg. Automorphisms ofg are always orthogonal (with respect to

the Killing form), so locally constant automorphisms exhaust the possibleΩ which pre-

serve the affine operator product expansions. The regular terms of the operator product

expansion can be checked to give no further constraints onΩ.

It follows that the gluing (boundary) condition, Equation (3.2.2), preserves the max-

imal number (half) of affine symmetries if and only ifΩ is constant on each connected

component of the boundary, and takes values inAutg. Such boundary conditions will

be referred to assymmetry-preserving. The boundary conditions considered in the re-

mainder of this chapter will always be assumed to be symmetry-preserving11. In the case

illustrated in Figure 3.1, the boundary conditions imposedon the two connected com-

ponents of the boundary, corresponding to the two endpointsof the open string, will be

(generically) labelled byα andβ . These labels are meant to specify the automorphism

as well as any other degrees of freedom. The broken affine symmetries are evidenced by

Equation (3.1.7), which is not preserved by these gluing conditions. In fact, this opera-

tor product expansion can only be preserved ifΩ = 0, which contradicts the conformal

boundary condition.

WhenΩ ∈ Autg then, the gluing condition identifies the holomorphic and antiholo-

morphic currents up to a “twist” (given byΩ) which preserves half the affine symmetries.

The boundary conformal field theory therefore has only one set of conserved currents. Be-

cause the operator product expansion of these currents is preserved, the modesJa
n = ΩabJ

b
n

form a representation of̂g. It follows that the state spaceS′ of the quantised half plane

theory decomposes as

S
′ ∼=

⊕

λ
n λ

αβ Vλ ,

whereVλ denotes an integrable highest weight module ofĝ andn λ
αβ is the multiplicity

with which it occurs. The subscriptsα andβ refer to the dependence of these multiplici-

ties on the boundary conditionsα andβ imposed. The partition function of the theory on

the half plane (with these boundary conditions) is therefore

Zαβ (q) = trS′ q
L0−c/24 = ∑

λ
n λ

αβ χVir
λ (q) , (3.2.3)

where χVir
λ (q) denotes the (normalised) character ofVλ as aVir-module (see Equa-

tion (B.3.1)).

3.2.2. Gluing Conditions on the Annulus.For the purposes of conformal field the-

ory, one can define a brane as the particular boundary condition imposed on the open

string endpoints. The symmetry-preserving boundary conditions therefore determine

11In fact, it will be shown in Proposition 6.3 that the geometric definition of branes is consistent ifΩ∈Autg,
but seems to be inconsistent in most other cases.
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FIGURE 3.2. Changing coordinates from the half plane (z) to the annulus
(ζ ) via the strip (w). Periodic boundary conditions are labelled with a‖,
and symmetry-preserving gluing conditions are labelledα andβ .

symmetry-preserving branes. To define the concept of a brane properly, one must con-

sider the target spaceG where the strings live. There, branes are defined geometrically

and possess a rich structure which encodes this boundary condition (and will be inves-

tigated in detail in Section 6.3). However, this structure does not pull back to the string

worldsheet where the conformal field theory is defined. Nevertheless, branes may be prof-

itably studied using the techniques of boundary conformal field theory, in particular using

those techniques pioneered by Cardy [42–44].

First, one imposes periodic boundary conditions in time to facilitate the physical inter-

pretation of the partition function, Equation (3.2.3). With the conventions of Figure 3.2,

this sets the variableq of the half plane partition function toe−πt/ℓ. Then one makes a

transformation of variables from the half plane to the annulus, again illustrated in Fig-

ure 3.2. The currentsJa(z) transform as a 1-form under coordinate changes (see Sec-

tion 6.2.2), so

π
ℓ

z Ja(z) = Ja
strip(w) =

−2πi

t
ζ Ja

ann.(ζ ) ⇒ ζ Ja
ann.(ζ ) =

it
2ℓ

z Ja(z) .

Similarly, ζ J
a
ann.

(
ζ
)

= (−it/2ℓ)zJ
a
(z). Under this change of coordinates, the gluing

condition, Equation (3.2.2), becomes

ζ Ja
ann.(ζ ) = −ζ ΩabJ

b
ann.

(
ζ
)

at |ζ | = 1, e2πℓ/t .
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Dropping the subscripts “ann.”, the gluing condition of theannulus modes at the bound-

aries|ζ | = r (r = 1, e2πℓ/t ) is

∑
n

Ja
nζ−n = −Ωab∑

n
J

b
nζ

−n
= −∑

n
ΩabJ

b
nr−2nζ n = −∑

n
ΩabJ

b
−nr2nζ−n

⇒ Ja
n = −r2nΩabJ

b
−n.

Of course, this condition holds with respect to any basis{ta} of g, not just an or-

thonormal one. This basis-independent condition is obtained by tensoring withta to get

Ja
n ⊗ ta = −r2nJ

a
−n⊗Ω−1(ta) ⇒ Jn = −r2nΩ−1(J−n

)
,

sinceΩ is orthogonal. It is very convenient to decompose this condition with respect

to different bases ofg for the holomorphic and antiholomorphic sector. A particularly

nice choice would then be to choose the antiholomorphic basis,{ta}, to be related to the

holomorphic one,{ta}, by ta = Ω−1(ta). Decomposing the antiholomorphic sector with

respect to this choice of{ta} would effectively replaceΩab by δab.

However, the structure ofg (andĝ) suggests an even more convenient choice. Recall

that the gluing conditions relate holomorphic modes of grade n with antiholomorphic

modes of grade−n. This suggests that holomorphic raising and lowering operators of ĝ

should be related to antiholomorphic lowering and raising operators, respectively. That is,

that the annulus gluing conditions should swap the subalgebrasĝ− andĝ+ of the triangular

decomposition of̂g. By considering the zero grade modes, one finds that this willindeed

be the case if and only ifΩ swaps the corresponding subalgebrasg− andg+ of g.

Given a choice of triangular decompositiong = g−⊕t⊕g+, there is an almost unique12

automorphism ofg preservingt and swappingg− andg+. This is theChevalley automor-

phismωC (Appendix A.2). It is convenient at this point to fix the (complexified) holo-

morphic basis ofg to consist of the root vectorseα and the simple corootsα∨
i . ωC acts

on these basis elements to give

ωC(eα) = −e−α and ωC
(
α∨

i

)
= −α∨

i .

The best choice for the antiholomorphic basis elements is totaketa = (ωC◦Ω)−1(ta) =(
Ω−1◦ωC

)
(ta). One finds that13

Ja
n ⊗ ta = −r2nJ

−a
−n⊗Ω−1(t−a) = r2nJ

−a
−n⊗

(
Ω−1◦ωC

)
(ta) = r2nJ

−a
−n⊗ ta.

In what follows, this choice of basis will be made, so the annulus mode gluing conditions

take the convenient form

Ja
n = r2nJ

−a
−n at |ζ | = r. (3.2.4)

12To be precise, unique up to multiplication by a Dynkin symmetry of g. It will be seen shortly why taking
this Dynkin symmetry to be trivial is the best choice.
13The labela in Ja

n may correspond to a root vector (a = α) or a simple coroot (a = i). In the former case,
−a refers to the root−α, but in the latter case,−a should be understood to refer toi.
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With this (relative) choice of basis for the antiholomorphic sector, the gluing conditions

relate holomorphic raising and lowering operators with antiholomorphic lowering and

raising operators, as promised.

However, this cavalier “removal” of the automorphismΩ does not come without a

price. By changing the basis ofg with respect to which the antiholomorphic sector is

decomposed (as above), one changes the triangular decomposition of the antiholomorphic

copy ofg, hencêg. That is, the triangular decompositions used in the holomorphic and

antiholomorphic sectors now differ (in a relative sense) bythe automorphismωC ◦Ω, so

the action of the antiholomorphic copy ofĝ on the representation spaceS has also been

changed. (If this basis change was not induced by an automorphism, then the structure

of g would not be preserved, as the Cartan subalgebra and root spaces would not be

mapped to equivalent subspaces, and one would destroy the affine symmetry between the

holomorphic and antiholomorphic sectors.)

The set of weights of any integrable highest weight representations will be left in-

variant if the automorphism is inner (Appendix A.2) though the antiholomorphic Cartan

subalgebra will have changed if this inner automorphism is not in the Weyl group. If

the automorphism is outer, the Dynkin labels of the weights are just permuted by the

corresponding symmetry of the Dynkin diagram ofg. The set of weights of anygiven

integrable highest weight representation may not be preserved by such an automorphism,

but this set of permuted weights will form the set of weights of anotherintegrable highest

weight representation, related to the first by the Dynkin symmetry. It is shown in Ap-

pendix A.2 thatωC ◦Ω may be written as the product of a unique Dynkin symmetryω̆
and an inner automorphism. The effect of the above choice of (antiholomorphic) basis is

therefore to permute the integrable highest weight representations in the antiholomorphic

sector byω̆. The explicit form of themodular invariant(Section 3.1.3),Mλ µ , is thereby

altered toMλω̆−1(µ).

In any case, the point of this change of coordinates from the half plane (z) to the an-

nulus (ζ ) is to note that the annulus in Figure 3.2 may be embedded in the full complex

plane in a manner which may be naturally interpreted in the formalism of radial quanti-

sation. Indeed, if the half plane theory was radially quantised, it is easy to check that the

same is true of the annulus theoryexcept that time and space get interchanged. That is,

upon embedding the annulus in the complex plane, one finds that the spatial direction on

the half plane becomes the radial direction on the annulus and the temporal direction on

the half plane becomes the (negative) angular direction on the annulus. Since the distinc-

tion between space and time is largely a matter of convenience in a euclidean theory, this

suggests that the annulus theory may be recovered from an appropriate theory on the full

plane by imposing the gluing conditions at the annulus boundaries. It follows that one

now has two realisations of the boundary conformal field theory to study, both related to

an appropriate theory on the full plane.
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3.2.3. Branes as Ishibashi States.It is natural now to ask when a quantum state

from the full plane theory satisfies the gluing conditions given by Equation (3.2.4) (mean-

ing they become identities when applied to the state). It is therefore mildly14 irritating

to learn that there are in general no such (non-zero) states.However, one can identify

infinite (possibly divergent) linear combinations of states which satisfy the gluing con-

ditions. These formal solutions are identified as representing branes in the quantised

Wess-Zumino-Witten theory. Mathematically, it is clear that these formal infinite linear

combinations of states are best treated as distributions, specifically as elements of the dual

spaceS∗ of the full plane state space15. This distributional interpretation accords well with

the intuition that branes should correspond to states localised on the boundary.

A solution to the annulus mode gluing conditions, Equation (3.2.4), will be denoted by

〈b| ∈ S∗. The “b” denotes “brane” and serves to distinguish these linear functionals from

the〈ψ| ∈ S∗ used previously to denote the functional that took value 1 onthe state|ψ〉 ∈ S

and vanished on its orthogonal complement. These brane solutions are characterised by

〈b|Ja
n |ψ〉 = 〈b| r2nJ

−a
−n |ψ〉 ,

for all n ∈ Z, a, and |ψ〉 ∈ S. It is convenient to switch to a tensor product notation,

whereJa
n becomesJa

n ⊗ id acting onS =
⊕

λ µ Mλ µ
(
Vλ ⊗Vµ

)
, andJ

a
n becomes id⊗Ja

n.

The equation characterising brane solutions in this notation is

〈b|{Ja
n |ψ〉⊗ |φ〉} = r2n〈b|

{
|ψ〉⊗J−a

−n |φ〉
}

. (3.2.5)

It is also convenient to take care regarding the possible presence of non-trivial multiplic-

ities in the modular invariant of the full plane theory. In the remainder of this chapter

(unless specified otherwise), the labelsλ will implicitly include information about this

multiplicity. In particular,λ andµ may now be equal as weights, but the highest weight

states|λ 〉 and|µ〉 can still be different.

PROPOSITION3.1. Given r> 0, the solutions〈b| of Equation (3.2.5) act on the states

|ψ〉⊗ |φ〉 ∈Vλ ×Vµ by

〈b|{|ψ〉⊗ |φ〉} = ∑
λ=µ

as weights

(
Ξλ µ r−L0 |ψ〉 , r−L0 |φ〉

)
µ 〈b|

{
rL0 |λ 〉⊗ rL0 |µ〉

}
, (3.2.6)

where(·, ·)µ denotes the inner product on Vµ , and Ξλ µ : S → S is the antilinear (chi-

ral) operator which maps|λ 〉 to |µ〉, annihilates every other highest weight state, and

commutes with each lowering operator ofĝ.

14Only mildly, because one really should not expect a closed string to satisfy these boundary conditions!
15Recall the footnote in Section 2.1.2 discussing reasons notto completeS, with respect to the Hilbert space
topology, to get a bona-fide Hilbert spaceH. This is another. It seems likely that one can find a natural
nuclear topology giving rise to a rigged Hilbert space(S ⊂ H = H∗ ⊂ S∗), wherein the branes are realised
as elements ofS∗..
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PROOF. Let |ψ〉 and|φ〉 be elements ofVλ andVµ (respectively) of the form

|ψ〉 = Ja1
−n1

· · ·Jap
−np

|λ 〉 and |ψ〉 = Jb1
−m1

· · ·Jbq
−mq

|µ〉 , (3.2.7)

where all the modes are lowering operators ofĝ (such elements form spanning sets). Then,

if 〈b| is a solution of Equation (3.2.5),

〈b|{|ψ〉⊗ |φ〉} = r−2(n1+...+np) 〈b|
{
|λ 〉⊗J

−ap
np · · ·J−a1

n1
Jb1
−m1

· · ·Jbq
−mq

|µ〉
}

.

From the choice of antiholomorphic basis made (relative to the holomorphic one) in Sec-

tion 3.2.2, it follows that eachJ−ai
ni is a raising operator. These can be commuted through

the lowering operatorsJ
b j
−mj

to annihilate the highest weight vector|µ〉, leaving behind

terms involving commutators. These commutators can be expanded and any raising op-

erators commuted to the right, and so on. If, after this process terminates, there are any

lowering operators remaining, they can be used to annihilate |λ 〉. It follows that the only

contributing terms are those consisting of modes from the Cartan subalgebra (and the cen-

tral term). |µ〉 is an eigenvector for these, so it follows that the net effectof these modes

is just a multiplicative constant.

This constant may be evaluated by noting that16 (Ja
n)† = J−a

−n, so that

(|ψ〉 , |φ〉) =
(
|λ 〉 ,J−ap

np · · ·J−a1
n1

Jb1
−m1

· · ·Jbq
−mq

|µ〉
)

.

This is therefore that same multiplicative constant times the inner product of the highest

weight vectors|λ 〉 and|µ〉. Unfortunately, the latter isδλ µ , so it is necessary to introduce

an operatorΞλ µ on S which maps|λ 〉 to |µ〉, annihilates all other highest weight states,

and commutes with every lowering operator. Then, one can write
(
Ξλ µ |ψ〉 , |φ〉

)
=
(
|µ〉 ,J−ap

np · · ·J−a1
n1

Jb1
−m1

· · ·Jbq
−mq

|µ〉
)

µ
,

which is exactly the multiplicative constant required.

It follows now that

〈b|{|ψ〉⊗ |φ〉} = r−2(n1+...+np)
(
Ξλ µ |ψ〉 , |φ〉

)
〈b|{|λ 〉⊗ |µ〉}

=
(
Ξλ µ r−2L0 |ψ〉 , |φ〉

)
〈b|
{

r2L0 |λ 〉⊗ |µ〉
}

,

by noting that the energy (L0 eigenvalue) of|ψ〉 is that of|λ 〉 plus the gradesn1+ . . .+np.

This holds whenever|ψ〉 and |φ〉 are elements of the form given in Equation (3.2.7).

However, the left hand side is linear in|ψ〉 whereas the right hand side is (seemingly)

antilinear in|ψ〉. This mismatch is resolved by requiringΞλ µ to be an antilinear operator

onS (which completely determines it).

It remains to consider Equation (3.2.5) forJa
0 = ta whereta is an element of the Cartan

subalgebra. Remembering that−a should now be interpreted asa, this gives

〈λ , ta〉〈b|{|λ 〉⊗ |µ〉}= 〈b|{Ja
0 |λ 〉⊗ |µ〉}= 〈b|{|λ 〉⊗Ja

0 |µ〉}= 〈µ, ta〉〈b|{|λ 〉⊗ |µ〉} .

16The adjoint in an integrable highest weight representationis defined in Appendix B.2 through the action
of the Chevalleyantiautomorphism. This choice of adjoint explains why the choice of antiholomorphic
basis made earlier is the best.



3.2. BOUNDARY CONFORMAL FIELD THEORY AND BRANES 47

Since the implicit multiplicity labels are irrelevant inside the pairing〈·, ·〉, 〈b|{|λ 〉⊗ |µ〉}=

0 unlessλ = µ as weights. It follows thathλ = hµ , so one can write (more democrati-

cally),

〈b|{|ψ〉⊗ |φ〉} = ∑
λ=µ

as weights

(
Ξλ µ r−L0 |ψ〉 , r−L0 |φ〉

)
〈b|
{

rL0 |λ 〉⊗ rL0 |µ〉
}

.

It follows from this result (and bilinearity) that a solution to Equation (3.2.5) is com-

pletely determined by its action on the highest weight states |λ 〉 ⊗ |µ〉, and that it an-

nihilates this state unlessλ and µ coincide as weights ofg. Since the multiplicity of

the highest weight states|λ 〉⊗ |µ〉, with λ = µ as weights, is justMλλ (in the modular

invariant,λ is just a weight), the following corollary is obvious.

COROLLARY 3.2. There are preciselytrM linearly independent brane solutions of

Equation (3.2.5), where M is the modular invariant matrix.

There is therefore at least one solution to Equation (3.2.5)asM00 = 1. The obvious

basis of independent brane solutions consists of those〈b| which take the value 1 on some

given highest weight state|λ 〉⊗|µ〉, and vanish on every other highest weight state. These

solutions are known asIshibashi states[97, 127], and will be denoted by
〈
bλ µ

∣∣ (where

λ = µ as weights). As an example, when the modular invariant is diagonal (Mλ µ = δλ µ ),

there is a bijective correspondence between the integrablehighest weight representations

of ĝ and the Ishibashi states. But, if the modular invariant is the charge-conjugate invari-

ant (Mλ µ = δλ µ+), then the Ishibashi states are in bijection with the integrable highest

weights which are self-conjugate.

However, it is very important to recall the choice of bases made in Section 3.2.2,

and the consequences of these choices. The form of the modular invariant depends upon

the (relative) choice of the bases ofg used to decompose the holomorphic and antiholo-

morphic sectors, and the choice used in the above computation depended upon the au-

tomorphismωC ◦Ω. Therefore, if oneoriginally had the diagonal invariant andΩ = id,

then ωC ◦Ω = ωC decomposes into the product of the conjugation automorphism and

the longest element of the Weyl group (Appendix A.2), so after making the relative basis

choice as above, the modular invariant becomes the charge-conjugate invariant. It follows

that the Ishibashi states would then be in bijection with theintegrable highest weights

which are self-conjugate. Similarly, if the original modular invariant were diagonal butΩ
was the conjugation automorphism, the Ishibashi states would correspond to the set of all

integrable highest weights. This behaviour, relative to the modular invariant, is how the

automorphism allowed in the gluing condition, Equation (3.2.2), affects thespectrumof

branes (Ishibashi states).

It remains to verify the opening comments of this section andrelate these Ishibashi

states to infinite linear combinations of elements ofS. The value of an Ishibashi state〈
bλ µ

∣∣ is given by an inner product on thêg-moduleVµ . Let
{∣∣eµ

i

〉}
be an orthonormal

basis of (the Hilbert space completion of) this module, which are eigenvectors ofL0 of
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eigenvaluehµ +ni (say). Then,
〈
bλ µ

∣∣{|ψ〉⊗ |φ〉} = r2hµ
(
Ξλ µ |ψ〉 , r−2L0 |φ〉

)
= r2hµ ∑

i

(
Ξλ µ |ψ〉 ,

∣∣eµ
i

〉)(∣∣eµ
i

〉
, r−2L0 |φ〉

)

= r2hµ ∑
i

(
Ξ†

λ µ
∣∣eµ

i

〉
, |ψ〉

)(
r−2L0

∣∣eµ
i

〉
, |φ〉

)

= ∑
i

r−2ni

(
Ξ†

λ µ
∣∣eµ

i

〉
⊗
∣∣eµ

i

〉
, |ψ〉⊗ |φ〉

)
,

where the adjoint of an antilinear operatorA is defined by
(
A† |ψ〉 , |φ〉

)
= (A|φ〉 , |ψ〉).

SinceΞλ µ commutes with all the modesJa
n, so doesΞ†

λ µ . This adjoint is therefore

determined by its action on highest weight vectors, which iseasily shown to coincide with

the action ofΞµλ . The Ishibashi state
〈
bλ µ

∣∣ may therefore be associated with the formal

infinite linear combination of elements ofS,

∑
i

r−2ni Ξ†
λ µ
∣∣eµ

i

〉
⊗
∣∣eµ

i

〉
= ∑

i
r−2ni Ξµλ

∣∣eµ
i

〉
⊗
∣∣eµ

i

〉
= ∑

i
r−2ni

∣∣∣eλ
i

〉
⊗
∣∣eµ

i

〉
. (3.2.8)

The last equality follows asVλ
∼= Vµ (recallλ = µ as weights) soΞµλ takes an orthonor-

mal basis ofVµ to an orthonormal basis ofVλ . Interestingly, ifr > 1 then this sum con-

verges in the Hilbert space completion ofS, whereas ifr = 1, the sum is divergent17. That

is, the Ishibashi states may be interpreted as elements of the Hilbert space completion of

S if and only if r > 1.

3.2.4. The Annulus Partition Function and Cardy States.Consider the depen-

dence of these Ishibashi states on the annulus boundary radius r. Denoting these states,

temporarily, by
〈
bλ µ

∣∣
r
, one has the relation

〈
bλ µ

∣∣
r
{|ψ〉⊗ |φ〉} =

(
Ξλ µ r−L0 |ψ〉 , r−L0 |φ〉

)
rhλ +hµ

= rhλ +hµ
〈
bλ µ

∣∣
1

{
r−L0 |ψ〉⊗ r−L0 |φ〉

}

= rhλ−c/24rhµ−c/24〈bλ µ
∣∣
1

{
r−(L0−c/24) |ψ〉⊗ r−(L0−c/24) |φ〉

}
.

One recognises the action of the (chiral) Hamiltonian,L0−c/24, and the modular anom-

aly mλ = hλ − c/24 (Appendix B.3. This relation therefore warrants a most important

interpretation. The Ishibashi state acting on a closed string state, at the boundary|ζ | = r,

is equivalent (up to the modular anomaly) to the corresponding Ishibashi state, at|ζ |= 1,

acting on the closed string statetranslated backto the boundary|ζ | = 1. In other words,

the Ishibashi states at the boundary|ζ | = r may be interpreted as having evolved under

the Hamiltonian from the corresponding Ishibashi states at|ζ | = 1:
〈
bλ µ

∣∣
1

evolution−−−−−→ r−2mλ
〈
bλ µ

∣∣
r
.

The partition function for the annulus theory may now be computed as follows. The

labelsα and β will not generally correspond to periodic boundary conditions, so the

17The norm squared of this formal infinite linear combination is just∑i r
−4ni which turns out to be a constant

times the Virasoro character ofVµ evaluated atq = r−4. Virasoro characters converge when|q| < 1. This
can be elucidated fairly easily from [99], Proposition 11.10.
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partition function will not be expressed as a trace over the state space. Instead, it takes the

form

Z̃αβ

(
e2πℓ/t

)
= 〈bα |1

{
e−2πℓ(L0+L0−c/12)/t 〈bβ

∣∣
1

}
,

reflecting the evolution of the boundary state
〈
bβ
∣∣
1

from r = 1 to r = e2πℓ/t . These

boundary states are linear combinations of Ishibashi states,
〈
bβ
∣∣
r
= ∑(λ µ)Uβ (λ µ)

〈
bλ µ

∣∣
r
,

where the sum is over labels withλ = µ as weights. Evoking the evolution interpretation

for branes, this partition function may be rewritten as

Z̃αβ

(
e2πt/ℓ

)
= ∑

λ=µ
as weights

〈bα |1
{

e−4πℓmλ /tUβ (λ µ)

〈
bλ µ

∣∣
r

}
.

Now, it is not a priori evident that this expression for the partition function makes

sense, consisting of a functional acting on another functional. However, the argument

of the functional〈bα |1 is a functional atr = e2πℓ/t , which may be associated with a

genuine element of the Hilbert space completion of the statespace by Equation (3.2.8).

It is therefore possible for the above partition function tomake sense by making this

replacement18. Note that
〈
bβ
∣∣
r
= ∑(λ µ)Uβ (λ µ)

〈
bλ µ

∣∣
r
is associated with the Hilbert space

element

∑
(λ µ)

U∗
β (λ µ) ∑

i
r−2ni

∣∣∣eλ
i

〉
⊗
∣∣eµ

i

〉
,

by Equation (3.2.8). In particular, note the conjugation that follows from the derivation

of this equation.

The evaluation of this partition function is now straight-forward. One finds that

Z̃αβ

(
e2πt/ℓ

)
= ∑

λ=µ
as weights

U∗
β (λ µ)∑

i
e−4πℓ(mλ +ni)/t 〈bα |1

{∣∣∣eλ
i

〉
⊗
∣∣eµ

i

〉}

= ∑
λ=µ

as weights

∑
λ ′=µ ′

as weights

Uα(λ ′µ ′)U
∗
β (λ µ)∑

i
e−4πℓ(mλ +ni)/t 〈bλ ′µ ′

∣∣
1

{∣∣∣eλ
i

〉
⊗
∣∣eµ

i

〉}

= ∑
λ=µ

as weights

Uα(λ µ)U
∗
β (λ µ)e

−4πℓ(hλ +ni−c/24)/t

= ∑
λ=µ

as weights

Uα(λ µ)U
∗
β (λ µ) trVλ e−4πℓ(L0−c/24)/t .

Recognising the character ofVλ as aVir-module, this expression for the partition func-

tion on the annulus may be compared with the expression, Equation (3.2.3), for the corre-

sponding partition function on the half plane. Insisting that these coincide gives Cardy’s

18Indeed, Equation (3.2.8) suggests that the boundary statesat r > 1 correspond to infinite linear combina-
tions of orthonormal basis elements whose coefficients are of rapid decrease. That is, these boundary states
belong to an abstract Schwarz space. In the rigged Hilbert space formalism, the state space should be such
an abstract Schwarz space, and the branes should belong to its dual. Hence, one can have some confidence
that the partition function described here will not be arrant nonsense.
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constraint [44]:

∑
ν

n ν
αβ χVir

ν

(
e−πt/ℓ

)
= ∑

λ=µ
as weights

Uα(λ µ)U
∗
β (λ µ)χ

Vir
λ

(
e−4πℓ/t

)

= ∑
λ=µ

as weights

∑
ν

Uα(λ µ)SλνU∗
β (λ µ)χ

Vir
ν

(
e−πt/ℓ

)
.

The last equality comes from the modular properties of the Virasoro characters and notic-

ing thatq = e2πiτ = e−πt/ℓ transforms under the modular transformationS: τ 7→ −1/τ,

into q̃ = e−4πℓ/t (and vice-versa).

One would like to conclude now that

n ν
αβ = ∑

λ=µ
as weights

Uα(λ µ)SλνU∗
β (λ µ). (3.2.9)

This conclusion would be justified if the Virasoro characters χVir
ν (q) were linearly in-

dependent. However, they are not, as these characters are left invariant byν 7→ ω (ν),

whereω is a symmetry of the Dynkin diagram ofg. Nevertheless, it is usually argued,

not entirely convincingly, that this conclusion is true [17,44], so Equation (3.2.9) will be

assumed in what follows. One might anticipate that this relation may be derived prop-

erly by considering anextendedpartition function involving the full set of commuting

observables (thus the full affine characters), not just the energy.

In any case, Equation (3.2.9) may be interpreted as a non-linear constraint on the coef-

ficientsUα(λ µ). It is, however, remarkably difficult to solve because the only information

known about the coefficientsn ν
αβ is that they represent the multiplicities of theVν in the

half plane state spaceS′ (Section 3.2.1). As such, they are non-negative integers.

There is, however, a fundamentally interesting class of solutions when the modular

invariant is diagonal (meaning the Ishibashi states are in bijection with the set of integrable

highest weights). There are no non-trivial multiplicities, so the labelling(λ µ) can be

replaced by a simpleλ , and the solution is given by

Uαλ =
Sαλ√
S0λ

⇒ 〈bα | = ∑
λ

Sαλ√
S0λ

〈bλλ | , (3.2.10)

which expresses theCardy state〈bα | in terms of the Ishibashi states〈bλλ |. Note that the

boundary conditions labels,α, are associated with weights in this solution. It is easy to

verify using the symmetry of theS-matrix and the Verlinde formula (Proposition 5.1) that

n ν
αβ = ∑

λ

Sαλ Sνλ S∗βλ

S0λ
= N

β
αν = N

ν
α+β (3.2.11)

is indeed a non-negative integer. It follows that for the diagonal invariant, there are consis-

tent boundary states, called Cardy states, in bijection with the integrable highest weights

of ĝ. The Cardy states correspond to the so-calleduntwistedsymmetry-preserving branes,

because the “twisting” automorphismωC◦Ω is trivial (relative to the modular invariant).
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Note however, that this analysis does not rule out the existence of other consistent solu-

tions that correspond to this automorphism and modular invariant.

It does, however, suggest a method to get consistent solutions for more general mod-

ular invariants. Given an invariantM, letEM denote the (multi)set of weights (with multi-

plicity) which are paired with themselves in the modular invariant. Thus,λ ≡ (λ µ) ∈ EM

and|EM| = trM.

PROPOSITION 3.3. Define matrices nν by (nν)αβ = n ν
αβ , whereα and β label

boundary states andν ∈ EM. Then, if the nν constitute a (normal) non-negative inte-

ger matrix representation (NIMrep) of the fusion ring (see Section 5.1), there exist corre-

sponding solutions to Equation (3.2.9).

PROOF. Define a matrixV byVαλ =
√

S0λUαλ . Then, Equation (3.2.9) takes the form

n ν
αβ = ∑

λ∈EM

Vαλ
Sνλ
S0λ

V†
λβ .

As thenν constitute a normal representation of the fusion ring (meaning the representing

matrices are normal), their eigenvalues have the formSνλ /S0λ (Section 5.1.1). Thenν

must all commute, soV may therefore be taken as the unitary matrix which simultane-

ously diagonalises eachnν .

Note that asV is chosen to be unitary in this proof, the boundary states endup being

in bijection withEM. It follows that if one can find a NIMrep of the fusion ring consist-

ing of m by m normal matrices (m= trM), then one automatically knows ofm linearly

independent consistent boundary states solving Equation (3.2.9). WhenM is the diagonal

invariant,m is the number of integrable highest weights, andV may be taken to be the

modularS-matrix. The NIMrep is then the regular representation furnished by the fusion

matrices (Section 5.1.1), and the boundary states are the Cardy states as described above.

Of course, nothing precludes the possibility of there beingsolutions to Equation (3.2.9)

which do not correspond to a NIMrep of the fusion ring. However, in view of the dif-

ficulty of actually obtaining solutions, it is not surprising that NIMreps have become a

fundamental object of study (see for example [79]).

However they are obtained, the boundary states which solve Equation (3.2.9) may be

interpreted as consistent (or quantised)branes, which specify the boundary conditions on

the open string theory. As exemplified by the Cardy states, one generally finds more than

one consistent brane for each modular invariant. In Section6.3, branes will be studied

globally from a geometric point of view, and it will be shown there thatthese different

branes correspond to geometric objects at different positions in the target space (the Lie

groupG).





CHAPTER 4

Brane Charge Groups

In this chapter, a conserved charge for the quantised branesof a Wess-Zumino-Witten

model is introduced and studied. The main goal is to compute the abelian group which

these brane charges take values in, and for the untwisted symmetry-preserving branes,

this goal is achieved in Section 4.2. These computations require a detailed knowledge

of the fusion process in Wess-Zumino-Witten models, a comprehensive study of which

follows in Chapter 5.

4.1. Brane Dynamics and Conserved Charges

Recall that branes have thus far been introduced as boundary(gluing) conditions im-

posed on the currents of the conformal field theory. It has also been mentioned that branes

have a geometric interpretation in the corresponding string theory as extended objects in

the target space on which open string endpoints are constrained. In this setting, there is no

notion of brane dynamics whatsoever. Nevertheless, in the proposed extension of string

theory, M-theory, the status of the branes of the theory is expected to be raised to that of

dynamical objects, on a par with strings.

Unfortunately, M-theory is not a well-defined theory at present, so the study of brane

dynamics is not a straight-forward matter. Indeed, it is hoped that knowledge of brane dy-

namics will help to determine the form of M-theory. One popular approach is to consider

an effective field-theoretic description, valid at low energies, of the open string theory

associated with a given brane. Such a quantum field theory serves as an approximation

of this string theory. More importantly, it should also serve as a low-energy approxima-

tion to the corresponding M-theory describing the brane. That is, to the expected brane

dynamics.

If some well-defined dynamical processes for branes can be identified from this ap-

proximation, then one can attempt to determine corresponding conserved charges. Even

though such processes and charges would be derived in a low-energy approximation, it is

reasonable to hope that they might still be valid (at least inpart) in the full theory. It is

in this way that such approximations are supposed to provideguidelines for constructing

M-theory.

These ideas were applied to Wess-Zumino-Witten models by Alekseev, Recknagel

and Schomerus [5], for brane dynamics, and Fredenhagen and Schomerus [63], for con-

served charges. In this section, their results are presented. Whilst these results are of

fundamental importance for the rest of this chapter (and motivate much of this thesis), the

corresponding derivations will not be detailed. They rely on advanced ideas from string
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Open String
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FIGURE 4.1. A prototypical condensation process for branes: A stack of
coincident branes, all of the same typeα, decays into a superposition of
other branes (labelled byγ).

theory, condensed matter physics, and non-commutative geometry which are largely ir-

relevant to the remainder of this thesis.

4.1.1. Dynamical Studies.Recall from Section 3.2.4 that the consistent branes in a

quantised Wess-Zumino-Witten model (with the diagonal modular invariant) are in bijec-

tive correspondence with (a subset of) the set of integrablehighest weight representations

of the associated affine Kac-Moody algebraĝ. The brane configuration considered in [5]

consists of a “stack” ofm coincident branes, all of the same type, labelled by the weight

(boundary condition)α of g. The idea is that this configuration is unstable and if per-

turbed,condensesinto another (more stable) configuration or superposition of branes.

This is illustrated in Figure 4.1.

In a low-energy effective field theory approximation, the field content will consist of

fieldsA which (classically) take values in the Lie algebrag (compare with the conserved

currents of Equations (3.1.1) and (3.1.2)). Decomposing with respect to a basis ofg, the

componentsAa are then just real-valued functions. This is the situation for a single brane.

Whenm coincident branes (of the same type) are being considered, the componentsAa

must be promoted to functions taking values in the set ofm by m matrices. Components

such as these are sometimes known as Chan-Paton factors.

An action for the effective field theory was computed in [5] to first order. It turns out

to be independent of the specific type of branes involved, andyields a classical equation
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of motion which specialises to (summation convention assumed)
[
Aa,
[
Aa,Ab

]
− fabcA

c
]

= 0,

when the matrix-valued functionsAa are assumed constant (thefabc denote the struc-

ture constants ofg). There are two obvious solutions. The first is obtained by setting[
Aa,Ab

]
= 0 for all a, b. This solution is expected based on the analogous study with

flat target spaces [162], and corresponds to translations of each of them branes (without

changing their type). The second solution is obtained ifm is the dimension of some repre-

sentation ofg (assumed to be irreducible for convenience), and theAa are taken to realise

this representation. This solution coincides with the firstwheng is abelian (which corre-

sponds to a flat target space) but is otherwise quite different. The interpretation proposed

in [5] for this solution is that it corresponds to the condensation process of Figure 4.1.

More specifically, suppose thatm is the dimension of the irreducibleg-module of

highest weightλ . Then, the proposal is that the stack ofm branes labelled byα con-

denses into a superposition of branes, where the number of branes of typeγ is given by

n λ
αγ . The coefficientsn λ

αγ are precisely those which appeared in the half plane partition

function, Equation (3.2.3). (Recall that the labelsα andγ there described the different

boundary conditions imposed on the string endpoints.) As animportant example, for

the untwisted symmetry-preserving branes (Section 3.2.4), these coefficients are just the

fusion coefficients,

n λ
αγ = N

γ
αλ = N

γ
λα ,

by Equations (3.1.28) and (3.2.11).

Direct evidence for this proposal is given in [5] for these untwisted symmetry-preserving

branes, when the levelk is sent to infinity. Under these circumstances, the coefficients

n λ
αγ become the tensor product coefficientsN γ

λα , and the evidence given is largely

representation-theoretic. To justify this proposal when the level is finite, recourse is made

to a formal analogy with the much studiedKondo modelof condensed matter physics.

This analogy is (tersely) described in [63] (some more detail may be found in [111]),

and the condensation interpretation is then derived from the “absorption of boundary spin

principle” developed by Affleck and Ludwig in [2].

In the context of brane dynamics, this principle of Affleck and Ludwig is interpreted

to imply the following rule expressing the effect of perturbing the stack ofm branes:

mχVir
µ (q) −→ ∑

ν
N

ν
λ+µ χVir

ν (q) ,

whereχVir
µ (q) is the character of the irreducible representation ofg of highest weightµ,

treated as aVir-module. Multiplying both sides of this rule byn µ
αβ and summing over

µ, one finds that

mZαβ (q) −→∑
µ

n µ
αβ ∑

ν
N

ν
λ+µ χVir

ν (q) ,
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where the left hand side is recognised asm times the half plane partition function for an

open string with boundary conditions (branes) labelled byα andβ (Equation (3.2.3)).

The factorm accounts for the fact that there is a stack ofm coincident branes of typeα
rather than just one. Assuming that then µ

αβ define a (normal) NIMrep of the fusion ring

(see Proposition 3.3), the right hand side becomes (using Equation (3.1.29))

∑
ν

[

∑
µ

N
µ

λν n µ
αβ

]
χVir

ν (q) = ∑
ν

[

∑
γ

n λ
αγ n ν

γβ

]
χVir

ν (q) .

The perturbation rule can therefore be expressed as

mZαβ (q) −→ ∑
γ

n λ
αγ Zγβ (q) ,

which is precisely the proposal for brane condensation (Figure 4.1), at the level of the

Virasoro-specialised characters.

It should however be noted that this brane condensation process as described above

is not at all well-defined. The problem is that a stack ofm branes does not automatically

distinguish a representation of dimensionm. Even if one restricts to irreducible represen-

tations (which one is not obliged to), those whose highest weights are related by a Dynkin

symmetry ofg will have the same dimension. Moreover, two irreducible representations

of g may have the same dimension whilst being completely unrelated by any symmetry.

The solution is to recall that it is the Chan-Paton factorsAa which carry the information

about which representation is involved. Indeed, the perturbation used in [5,63] to initiate

the condensation process involves coupling these Chan-Paton factors on the brane to the

currentsJa(z). Nevertheless, the use of Virasoro-specialised characters means that one

cannot distinguish a quantity (character) labelled byλ from the quantity corresponding to

the image ofλ under a Dynkin symmetry. The above argument therefore contains such

ambiguities. As with the derivation of the Cardy constraint, Equation (3.2.9), one should

really be working at the level of the extended partition function (involving a complete set

of commuting observables) and thus the full affine characters.

4.1.2. Brane Charges.Having developed the dynamical process of brane condensa-

tion, one can study charges conserved by this process. Givena brane labelled by an inte-

grable highest weightλ , the conserved charge of this brane will be denoted byQalg(λ )

(the subscript “alg” stands foralgebraicand distinguishes this charge from the geometric

charges to be introduced in Chapter 7). Brane condensation processes are now translated

into equalities that must be satisfied by the brane charges. Assuming that charges are

additive (hence valued in an abelian group), these take the form

dim(λ )Qalg(α) = ∑
γ

n λ
αγ Qalg(γ) , (4.1.1)

where dim(λ ) denotes the dimension of the irreducibleg-module of highest weightλ .
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The coefficientsn λ
αγ seem to be rather difficult to study in general, so for the re-

mainder of this chapter, it will prove convenient to specialise to the untwisted symmetry-

preserving branes. These coefficients now become the fusioncoefficientsN γ
λα which are

significantly more tractable. In particular, takingα = 0 and applying Equations (3.1.27)

and (3.1.28) gives

dim(λ )Qalg(0) = ∑
γ

N
γ

λ0 Qalg(γ) = Qalg(λ ) .

Normalising the charge by settingQalg(0) = 1 (if this charge vanished, then all charges

would vanish) gives the conserved charge associated with anuntwisted symmetry-preserving

brane as the dimension of the corresponding irreducible representation:

Qalg(λ ) = dim(λ ) . (4.1.2)

Note, however, that this definition does not (naı̈vely) satisfy Equation (4.1.1) (with the fu-

sion coefficients). Whilst the form of the brane charges is determined by Equation (4.1.2),

it remains to determinewhichabelian group the charges take values in. Since the charges

of the untwisted symmetry-preserving branes are all multiples of Qalg(0), the charge

group has the formZx. The parameterx is thenconstrainedby brane condensation, giving

dim(λ )dim(µ) = ∑
ν

N
ν

λ µ dim(ν) (mod x). (4.1.3)

These constraints will be referred to asfusion constraintsin what follows. Note that they

would become trivial (be satisfied for allx) if the fusion coefficients were replaced by the

corresponding tensor product coefficients.

The fusion constraints were analysed in detail by Fredenhagen and Schomerus for the

algebrassu(r +1) [63]. By making use of some fairly complicated induction arguments

and a modified Littlewood-Richardson rule for fusion products [61], they were able to

reduce this set of constraints to those of the form

dim(kΛ1)dim(Λi) = ∑
ν

N
ν

kΛ1,Λi
dim(ν) (mod x),

for i = 1, . . . , r. Herek is the level of the Wess-Zumino-Witten model andΛi denotes the

fundamental weights ofg. The fusion coefficients may be computed from the correspond-

ing tensor product computation,

(kΛ1)⊗ (Λi) = (kΛ1+Λi)⊕ ((k−1)Λ1 +Λi+1) ,

with Λr+1 understood to vanish. By the Kac-Walton formula (Proposition 5.2), only the

weight (k−1)Λ1 + Λi+1 survives in the corresponding fusion product. The fusion con-

straints are therefore equivalent (forg = su(r +1)) to

dim(kΛ1 +Λi) =
i

k+ i

(
k+ r +1

r +1

)(
r +1

i

)
= 0 (mod x), (4.1.4)
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for i = 1, . . . , r. The first equality follows from Weyl’s dimension formula, Equation (A.3.4).

They then claim (but only sketch a proof) that the largestx satisfying these constraints is1

x =
k+ r +1

gcd{k+ r +1, lcm{1,2, . . .r}} . (4.1.5)

A proof of this claim will be given in Section 4.2.2.

This result was subsequently rederived by Maldacena, Mooreand Seiberg in [111].

Their derivation is based on a different set of constraints,given by

dim(ω̂ (λ )) = detω̂ dim(λ ) (mod x),

whereω̂ is a Dynkin symmetry of the untwisted affine Lie algebraĝ acting on the weight

space. The motivation for these constraints is geometric, and will be discussed in Sec-

tion 4.3.1. It should be noted however, that while these constraints end up predicting the

same charge group as those of Fredenhagen and Schomerus, it is nota priori clear that

these constraints are as strong. Indeed, one could not expect the corresponding constraints

to be exhaustive for more general Lie algebras as the group ofDynkin symmetries need

not be non-trivial.

4.2. Charge Group Computations

In this section, the charge groups of the untwisted symmetry-preserving branes are

computed for a Wess-Zumino-Witten model based on a general simple Lie algebra. These

results have appeared in [33].

Consider an arbitrary fusion rule, expressed (as in Chapter5) as an operation on the

integral weights in the fundamental alcove:

λ ×µ = ∑
ν

N
ν

λ µ ν.

Such a fusion rule is sent to the corresponding fusion constraint, Equation (4.1.3), by the

replacementλ 7→ dim(λ ) (mod x). The strategy adopted in this section to analyse the

fusion constraints is to instead consider the fusion rules,recovering the required results

through this replacement.

Algebraically, the fusion rules of a Wess-Zumino-Witten model at levelk define a

commutative ring with unity,FZ
k , called thefusion ring. This ring is studied in Sec-

tion 5.1.2 where it is represented as a quotient of the character ring (Theorem 5.4):

F
Z
k
∼= Z [χ1, . . . ,χr ]

IZ
k

.

Hereχi denotes the fundamental characters, those describing the irreducible representa-

tions of highest weightΛi , i = 1, . . . , r, andIZ
k is thefusion ideal. The dimension map

dim: Z [χ1, . . . ,χr ] −→ Z, χλ 7−→ dim(λ ) ,

1It can indeed happen that the largest suchx is x = 1. This first occurs forsu(4) at level 2, but is not
uncommon when the level is small. The interpretation is thenthat the corresponding brane charges always
vanish and therefore give no dynamical information whatsoever.
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extends to a ring homomorphism (in fact, it is just evaluation at the weight 0), so the

problem may be rephrased as the determination of the maximalvalue ofx such that dim

induces a homomorphism between the quotient spaces

dim′ : F
Z
k
∼= Z [χ1, . . . ,χr ]

IZ
k

−→ Z

xZ
= Zx.

A necessary and sufficient condition for this to happen is that the image of the fusion ideal

under dim must be contained inxZ. Since every ideal ofZ has the formmZ for somem,

it follows thatx will be maximised by takingxZ = dimIZ
k . If {pi} is a set of generators

of the fusion ideal, it follows that the maximum valuex may take is gcd{dimpi}.

4.2.1. The Charge Group ofsu(2). To illustrate this strategy, consider first the sim-

plest case,su(2). The character ringZ [χ1] is a principal ideal domain [12], so the fusion

ideal is generated by a single polynomial inχ1. It should be clear that to find this gener-

ator, it is sufficient to restrict to fusion rules involving the fundamental weightΛ1. The

tensor product rules involvingΛ1 are well known:

0⊗Λ1 = Λ1 ⇒ χ0 = 1,

[iΛ1]⊗Λ1 = [(i +1)Λ1]⊕ [(i −1)Λ1] ⇒ χ(i+1)Λ1
= χ1χiΛ1 −χ(i−1)Λ1

for all i > 1.

This gives a recursion relation for the charactersχiΛ1 as polynomials inχ1 which may be

solved to yield Chebyshev polynomials of the second kind [61].

It follows from the Kac-Walton formula, Proposition 5.2, that the corresponding fu-

sion rules at levelk are just

0×Λ1 = Λ1,

[iΛ1]×Λ1 = [(i +1)Λ1]+ [(i −1)Λ1] for 1 6 i 6 k−1,

[kΛ1]×Λ1 = [(k−1)Λ1] .

Comparing with the tensor product rules therefore shows that the only difference is that

[(k+1)Λ1] no longer appears. Equivalently,χ(k+1)Λ1
must be set to zero in the fusion

ring, hence the fusion ideal ofsu(2) is

I
Z
k =

〈
χ(k+1)Λ1

〉
.

Following the strategy outlined above, the charge group forthe untwisted symmetry-

preserving branes ofsu(2) at levelk is obtained by applying dim to the generator of the

fusion ideal. This is trivially seen to yield the charge group Zk+2.

4.2.2. The Charge Group ofsu(r +1). The fusion idealsIZ
k of su(r +1) have been

explicitly described [83]. A convenient set of generators for eachIZ
k is given by the

partial derivatives (with respect to the fundamental characters) of a single function, called

the fusion potential. This will be shown rigorously2 in Section 5.3 (Theorem 5.8). At

2The two arguments given in [83] to show that the fusion ring is described by this fusion potential are not
quite complete. The author indicates that completing the first requires “some rather lengthy manipulations
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levelk, this potential has the form

Vk+r+1 =
1

k+ r +1

r+1

∑
i=1

qk+r+1
i , (4.2.1)

where the variablesqi denote the formal exponentials of the weights of the irreducible

su(r +1)-module of highest weightΛ1 (thusq1q2 · · ·qr+1 = 1). It will be seen in Sec-

tion 5.2.1 (or Proposition 5.15) that the derivatives ofVk+r+1 with respect to the funda-

mental characters may indeed be expressed as polynomials inthe fundamental characters

with integer coefficients (that is, as elements of the character ring). To compute these

polynomials, it is convenient to form a generating function(Section 5.2.1):

Vsu(r+1) (t) =
∞

∑
m=1

(−1)m−1Vmtm = log
[
1+ χ1t + χ2t2+ . . .+ χr t

r + tr+1] . (4.2.2)

Given this information, it is simple to compute the (maximal) charge group parameter

x. The homomorphism dim may be extended trivially toZ [χ1, . . . ,χr ] [[t]] (which just

means formal power series int with coefficients from the character ring). Differentiate

the generating function and apply dim, noting that dim
(
Λ j
)

=
(r+1

j

)
, to get

∂Vsu(r+1) (t)

∂ χi
=

t i

1+ χ1t + . . .+ χrtr + tr+1
dim−−→ t i

(1+ t)r+1 .

According to Equation (4.2.2), the result of applying dim tothe corresponding generator

of the fusion ideal is given (up to a sign) by the coefficient oftk+r+1 in this formal power

series. Since

t i

(1+ t)r+1 =
∞

∑
n=0

(−1)n
(

n+ r
r

)
tn+i =

∞

∑
m=1

(−1)m−i
(

m− i + r
r

)
tm,

it follows that

x = gcd

{(
k+2r +1− i

r

)
: i = 1, . . . , r

}
= gcd

{(
k+ r + i

r

)
: i = 1, . . . , r

}
. (4.2.3)

Expressions like these may often be simplified by using the simple identity
(

n
i

)
=

(
n−1

i

)
+

(
n−1
i −1

)
=

(
n+1

i

)
−
(

n
i −1

)
. (4.2.4)

whose derivation is trivial. It is also convenient to have a graphical representation to visu-

alise the simplifications3. Applying this identity to the binomial
(k+r+2

r

)
gives

(k+r+1
r

)
+(k+r+1

r−1

)
. This is illustrated in Figure 4.2 by the arrows south and south-west from

(k+r+2
r

)
.

of determinants”, the details of which were omitted. The second argument falls significantly shorter, and
is in fact not even sufficient to prove that the fusion potential describes the complexification of the fusion
ring (where torsion is irrelevant). Note that the application to brane charges developed here requires a
description of the fusion ring (overZ). Unfortunately, it is this second argument which seems to have been
the focus of attention in the literature.
3Such a visualisation serves to make thestructureof the simplification obvious. Formal inductive proce-
dures will therefore be omitted. The simplifications neededin this section are easily understood, so the
graphical representation adds little perhaps. Those required in the next section are more complicated how-
ever.
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(k+r+1
r

)

(k+r+2
r

)

(k+r+3
r

)

(k+r+4
r

)

(k+r+1
r−1

)(k+r+1
r−2

)(k+r+1
r−3

)

FIGURE 4.2. This diagram depicts the manipulation of the binomialsin
the gcd of Equation (4.2.3). The points represent binomials

(m
n

)
wherem

increases upwards andn increases to the right. The grey circles represent
the original binomials in the gcd, and the black circles whatthey are re-
placed by. The arrows indicate the application of Equation (4.2.4) to the
given binomial.

Since
(k+r+1

r

)
is already present in the gcd, it follows that

(k+r+2
r

)
may be replaced (in

the gcd) by
(k+r+1

r−1

)
. Similarly, applying Equation (4.2.4) iteratively to

(k+r+3
r

)
gives (see

Figure 4.2)
(k+r+1

r−2

)
plus binomials already in the gcd. Thus,

(k+r+3
r

)
may be replaced by(k+r+1

r−2

)
. Continuing this replacement gives

x = gcd

{(
k+ r +1

i

)
: i = 1, . . . , r

}
. (4.2.5)

This can be compared with the result of Fredenhagen and Schomerus, Equation (4.1.5),

with the help of a lemma from [111], itself a special case of a result of [98].

LEMMA 4.1.

gcd

{(
k
1

)
,

(
k
2

)
, . . . ,

(
k
r

)}
=

k
gcd{k, lcm{1,2, . . .r}} .

It follows from Lemma 4.1 that thesu(r +1) fusion potential, Equation (4.2.1), easily

reproduces the (untwisted symmetry-preserving) brane charge groupZx given by Freden-

hagen and Schomerus, Equation (4.1.5). In fact, as shown in Section 5.3.1, this fusion

potential may be derived from the fact (Equation (5.3.2), see also [83]) that the fusion

ideal IZ
k is generated by the charactersχ(k+i)Λ1

, i = 1,2, . . . , r. Since dim((k+ i)Λ1) =(k+r+i
r

)
, this leads directly to Equation (4.2.3), giving a slightlyeasier derivation of Equa-

tion (4.1.5).

One can also make contact with the method used by Fredenhagenand Schomerus.

Recall from Equation (4.1.4) that they had shown that

x = gcd

{
i

k+ i

(
k+ r +1

r +1

)(
r +1

i

)
: i = 1,2, . . . , r

}
.
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Whilst these numbers are a little cumbersome to manipulate,it is easy to check that

i
k+ i

(
k+ r +1

r +1

)(
r +1

i

)
=

(
k+ i −1

i −1

)(
k+ r +1
r +1− i

)
.

Rewrite Equation (4.2.4) as
(

n
i

)
=

(
n+1

i

)
−
(

n
i −1

)
, (4.2.6)

and iterate to get
(n

i

)
= ∑i

j=0(−1) j (n+1
i− j

)
. Replacingi with i−1 andn with k+ i−1 now

gives (
k+ i −1

i −1

)
=

i−1

∑
j=0

(−1) j
(

k+1
i − j −1

)
.

Multiplying both sides by
(k+r+1

r+1−i

)
and simplifying then yields

(
k+ i −1

i −1

)(
k+ r +1
r +1− i

)
=

i−1

∑
j=0

(−1) j
(

r − j
i − j −1

)(
k+ r +1

r − j

)
.

It follows easily from this identity that

x = gcd

{(
k+ i −1

i −1

)(
k+ r +1
r +1− i

)
: i = 1,2, . . . , r

}

= gcd

{(
r

i −1

)(
k+ r +1

r

)
−
(

r −1
i −2

)(
k+ r +1

r −1

)
+ . . .

+(−1)i−2
(

r +2− i
1

)(
k+ r +1
r +2− i

)
+(−1)i−1

(
k+ r +1
r +1− i

)
: i = 1,2, . . . , r

}

= gcd

{(
k+ r +1
r +1− i

)
: i = 1,2, . . . , r

}

= gcd

{(
k+ r +1

i

)
: i = 1,2, . . . , r

}
,

which is just Equation (4.2.5).

4.2.3. The Charge Group ofsp(2r). The fusion idealsIZ
k of the symplectic algebras

sp(2r) have also been described in terms of fusion potentials. These potentials were first

proposed in [31], and then subsequently in [84]. This description of the symplectic fusion

rings will also be rigorously4 derived in Section 5.3 (Theorem 5.8). At levelk, the fusion

potential takes the form

Vk+r+1 =
1

k+ r +1

r

∑
i=1

(
qk+r+1

i +q−(k+r+1)
i

)
, (4.2.7)

where the variablesqi and q−1
i denote the formal exponentials of the weights of the

irreduciblesu(r +1)-module of highest weightΛ1 (these weights have the form±εi ,

4Alas, both [31] and [84] justify their fusion potential through the second argument of [83], which (as noted
before) does not even establish that the potential correctly describes the complexification of the fusion ring.
A set of generators of the fusion ring is proposed in [31], in analogy with the first argument of [83], but the
proof that these are indeed generators is not given (it is stated that this proof “will appear elsewhere”).
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i = 1,2, . . . , r). Again (Section 5.2.1 or Proposition 5.15), the derivatives ofVk+r+1 with

respect to the fundamental characters are elements of the character ring, and the generat-

ing function corresponding to Equation (4.2.2) is computedin Section 5.2.1 to be

Vsp(2r) (t) = log
[
1+E1t + . . .+Er−1t

r−1+Ert
r +Er−1tr+1+ . . .+E1t2r−1+ t2r] ,

(4.2.8)

whereEn = χn+χn−2 +χn−4+ . . ., and it is understood thatχ0 = 1 andχn = 0 whenever

n < 0.

As in Section 4.2.2, computing the (maximal) charge group parameterx is now straight-

forward. Differentiate the potential and apply dim to get

∂Vsp(2r) (t)

∂ χi
=

t i + t i+2+ . . .+ t2r−i−2+ t2r−i

1+E1t + . . .+Er−1tr−1+Ertr +Er−1tr+1+ . . .+E1t2r−1+ t2r

dim−−→ t i + t i+2+ . . .+ t2r−i−2+ t2r−i

(1+ t)2r ,

where use has been made of dim
(
Λ j
)

=
(2r

j

)
−
( 2r

j−2

)
, thusE j

dim−−→
(2r

j

)
. Expanding as a

formal power series int,

t j

(1+ t)2r =
∞

∑
m=1

(−1)m− j
(

m− j +2r −1
2r −1

)
tm,

gives

x = gcd

{(
k+3r − i

2r −1

)
+

(
k+3r − i −2

2r −1

)
+ . . .

+

(
k+ r + i +2

2r −1

)
+

(
k+ r + i
2r −1

)
: i = 1,2, . . . , r

}

= gcd

{(
k+3r −1

2r −1

)
+

(
k+ r +1
2r −1

)
,

(
k+3r −2

2r −1

)
+

(
k+ r +2
2r −1

)
, . . .

,

(
k+2r +1

2r −1

)
+

(
k+2r −1

2r −1

)
,

(
k+2r
2r −1

)}
. (4.2.9)

To simplify this expression, consider the element
(k+2r+1

2r−1

)
+
(k+2r−1

2r−1

)
of the gcd. Ap-

plying Equation (4.2.4) to the first binomial and Equation (4.2.6) to the second, one ob-

tains
(k+2r

2r−2

)
−
(k+2r−1

2r−2

)
plus twice

(k+2r
2r−1

)
(which is already in the gcd). Applying Equa-

tion (4.2.6) once more, one finds that the negative sign in this identity leads to a fortuitous

cancellation and that
(k+2r+1

2r−1

)
+
(k+2r−1

2r−1

)
may be replaced by

(k+2r−1
2r−3

)
. This is illustrated

in Figure 4.3.

This cancellation persists in general. This is most easily seen by considering the di-

agrams of Figure 4.3. By removing a small number of (dashed) arrows, each diagram

naturally splits into two isomorphic graphs, which meet at the points corresponding to

the binomials
(k+r+ j

2 j−1

)
. The multiplicity of this binomial in

(k+3r−i
2r−1

)
+
(k+r+i

2r−1

)
is then the

sum of the number of paths from
(k+3r−i

2r−1

)
to
(k+r+ j

2 j−1

)
(including the dashed arrows) and

from
(k+r+i

2r−1

)
to
(k+r+ j

2 j−1

)
. It is clear that the multiplicity of

(k+r+i
2i−1

)
is 1 as the only path
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)
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)
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)
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)
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)
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FIGURE 4.3. These diagrams depict the manipulation of the binomials in
the gcd of Equation (4.2.9), as in Figure 4.2. The arrows correspond to
Equation (4.2.4) (south and south-west) and Equation (4.2.6) (north and
west). Arrows pointing west therefore carry a relative sign. Observe that
by removing the dashed arrows, each diagram is split into twoisomorphic
graphs by the black circles. Observe also that there are white circles from
which no arrows leave. These mark where “cancellation” occurs.

is the straight south-west one. The two isomorphic components of the diagram are also

connected (by a dashed arrow) at points corresponding to thebinomials
(k+r+ j

2 j

)
. The

isomorphic nature of the components means that the number ofpaths to
(k+r+ j

2 j

)
from

(k+3r−i
2r−1

)
and

(k+r+i
2r−1

)
is exactly the same. However, the multiplicity of

(k+r+ j
2 j

)
is thedif-

ferencebetween these numbers of paths (because of the negative signin Equation (4.2.6)),

and so vanishes.

It follows that each
(k+3r−i

2r−1

)
+
(k+r+i

2r−1

)
is equal to

(k+r+i
2i−1

)
plus integral multiples of

binomials already in the gcd. Therefore,

x = gcd

{(
k+ r +1

1

)
,

(
k+ r +2

3

)
, . . . ,

(
k+2r
2r −1

)}
.

This is now in a form amenable to a generalisation of Lemma 4.1(which is proven in the

same manner).

LEMMA 4.2.

gcd

{(
k
1

)
,

(
k+1

3

)
, . . . ,

(
k+ r −1
2r −1

)}
=

k
gcd{k, lcm{1,2, . . . , r,1,3,5, . . . ,2r −1}} .

Therefore the (untwisted symmetry-preserving) brane charge group for thesp(2r)

Wess-Zumino-Witten model at levelk is

Zx where x =
k+ r +1

gcd{k+ r +1, lcm{1,2, . . . , r,1,3,5, . . . ,2r −1}} . (4.2.10)

As in Section 4.2.2, a small saving in effort can be made by notstarting with the fusion

potential, Equation (4.2.7), but rather with the generators that it is derived from. These

generators are given in Equation (5.3.3), and give Equation(4.2.9) directly.
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4.2.4. The Charge Group in General.It would be nice to generalise the result for

su(r +1) andsp(2r) to general simple Lie algebrasg. Unfortunately, fusion potentials

for the corresponding Wess-Zumino-Witten models are not known, at least not in a form

analogous5 to Equations (4.2.1) and (4.2.7). The reason why such analogous fusion po-

tentials have not been found will be described in detail in Section 5.4. Generating sets for

the fusion idealIZ
k are also described there (explicitly forg2), but they are not found to

be suited to the above (exact) charge group computations (meaning that they yield com-

plicated expressions which seem difficult to simplify). Instead, one is forced to resort to

numerical computation, the results of which will now be described.

The fusion rules of a Wess-Zumino-Witten model may be computed exhaustively

when the levelk and the rankr of the simple Lie algebra are fairly small (10 was generally

found to be too large). A relatively efficient algorithm for doing this is implemented in the

program KAC [142]. The output of this program was processed through a simplepython

script which computed the (maximal) charge group parameterx. The low rank and level

results thus obtained suggest (with a few low level exceptions that will be addressed in

Section 4.3.3) the general formula

x =
k+h∨

gcd{k+h∨,y} , (4.2.11)

whereh∨ is the dual Coxeter number (listed along with other useful data in Table A.1),

andy = y(g) is an integer independent of the level. The suggested value of the integery

is given in Table 4.1. This value always has the formy = lcm{yα} for someyα . The set

{yα} does not coincide with the set of exponents ofg as one might have naı̈vely hoped

(though it does contain it). However, it should be noted thatwith the exception of the

symplectic algebras, theyα run from 1 toh− 1 consecutively (whereh is the Coxeter

number ofg). This observation will be returned to in Section 4.3.1.

Further evidence for these parametersy(g), g 6= su(r +1) ,sp(2r), was detailed in

[33]. There, certain charactersχλ with (λ ,θ) = k+ 1 (whereθ is the highest root of

g) were listed which were believed to generate the fusion ideal IZ
k (they belong toIZ

k by

Proposition 5.5). They were found, numerically, to reproduce the values ofy listed in

Table 4.1, for allg with r < 10 and levelsk < 5000. It will be seen in Section 5.4.1

that this belief is unwarranted — the elements given do not (usually) generate the fusion

ring. However, a correct set of generators is given there, and these have been numerically

checked to also reproduce the listed values ofy (though for less ambitious ranges of ranks

and levels).

Some intuitive feeling for where this formula forx, Equation (4.2.11), comes from

may be obtained from Weyl’s dimension formula, Equation (A.3.4):

dim(λ ) = ∏
α∈∆+

(λ +ρ,α)

(ρ,α)
= ∏

α∈∆+

(λ +ρ,α∨)

(ρ,α∨)
.

5See Section 5.2.2 for a discussion of general, if not particularly useful, forms of the fusion potentials.
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g y(g)

su(r +1) lcm{1,2, . . . , r}
so(2r +1) lcm{1,2, . . . ,2r −1}

sp(2r) lcm{1,2, . . . , r,1,3,5, . . . ,2r −1}
so(2r) lcm{1,2, . . . ,2r −3}

e6 lcm{1,2, . . . ,11}
e7 lcm{1,2, . . . ,17}
e8 lcm{1,2, . . . ,29}
f4 lcm{1,2, . . . ,11}
g2 lcm{1,2, . . . ,5}

TABLE 4.1. The integersy appearing in Equation (4.2.11) for each simple
Lie algebrag.

Here∆+ denotes the positive roots ofg. Consider the charactersχλ with (λ ,θ) = k+

1. As remarked above, these are elements ofIZ
k . Indeed, this set of characters can be

augmented to form a generating set forIZ
k (Section 5.4.1). Under dim, these characters

map to dim(λ ) which always contains the factor(λ +ρ,θ) = k+h∨. Similarly, characters

χλ with λ on a shifted affine alcove boundary will have(λ ,α) ∈ (k+h∨)Z for some

α ∈ ∆+, so the factork+h∨ may again be identified in the corresponding dimension.

The other generators ofIZ
k may be taken to have the formχλ −detŵ χŵ·λ , whereŵ

is an element of the affine Weyl group̂Wk at levelk. Write ŵ ·λ = w ·λ +(k+h∨)q∨,

wherew∈ W (the Weyl group ofg) andq∨ ∈ Q∨ (the coroot lattice ofg). Since Weyl’s

dimension formula is anti-invariant under the shifted action ofW, it is sufficient to restrict

to pure translations. One finds that

dim
(
λ +

(
k+h∨

)
q∨
)
−dim(λ )

=
∏α∈∆+

[(λ +ρ,α)+(k+h∨)(q∨,α)]−∏α∈∆+
(λ +ρ,α)

∏α∈∆+
(ρ,α)

= ∑
R&∆+

(
k+h∨

)|∆+\R| ∏
α∈R

(λ +ρ,α)

(ρ,α) ∏
β∈∆+\R

(q∨,β )

(ρ,β )
,

so the factork+h∨ may again be identified (|∆+ \R| > 1). It is therefore not surprising

that the formula forx gives a divisor of this factor.

Consider now the denominator∏α∈∆+
(ρ,α). Wheng is simply-laced, the factors

(ρ,α) are all integers and run (with repetitions) from 1 up to(ρ,θ) = h∨−1 = h−1. In

other words, these are the integersyα appearing in the lcm of Table 4.1. Wheng is not

simply-laced,(ρ,α) need not be an integer. One finds however that defining

yα =





(ρ,α) if (ρ,α) ∈ Z,

(ρ,α∨) if (ρ,α) /∈ Z,
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and settingy = lcm{yα : α ∈ ∆+} reproduces all the results6 in Table 4.1. It should be

mentioned that generally(ρ,α) ∈ Z need not imply that(λ +ρ,α) ∈ Z, so the above

prescription need not guarantee integer factors in the numerator when applied to Weyl’s

dimension formula.

4.3. Addenda: Symmetries and K-Theory

In this last section some interesting observations are maderegarding the brane charges

computed in the previous section. The chapter then concludes with some remarks con-

cerning the relevance of the results of this chapter to certain K-theories, and a brief dis-

cussion of a seeming ambiguity in the presentation of the fusion ring.

4.3.1. Charge Symmetries.Consider the brane chargesQalg(λ )= dim(λ ) (mod x),

wherex is given by Equation (4.2.11) (and Table 4.1). For convenience, extend the do-

main of the charges to all integral weightsλ ∈ P through Weyl’s dimension formula,

Equation (A.3.4).

By Proposition 5.5, the combinationχλ − detŵ χŵ·λ always belongs to the fusion

idealIZ
k for ŵ∈ Ŵk, the affine Weyl group. The brane charges are therefore invariant (up

to a sign) under the shifted action of̂Wk = W ⋉ Q∨, so in particular, under the shifted

action ofW (this also follows from Weyl’s dimension formula) and undertranslations by

(k+h∨)Q∨:

For allq∨ ∈ Q∨, Qalg(λ ) = Qalg
(
λ +

(
k+h∨

)
q∨
)

(mod x). (4.3.1)

Weyl’s dimension formula is also invariant under the action(shifted or otherwise) of

the Dynkin symmetries (outer automorphisms) ofg, Outg. With W, this gives a charge

symmetry under the shifted action of the group of automorphisms ofg which preserve the

Cartan subalgebrat, Autt g. Eachω ∈ Autt g may be uniquely decomposed asω = wω ηω

(Appendix A.2), wherewω ∈ W and ηω ∈ Outg. Since the Dynkin symmetries ofg

preserve the set of positive roots,

dim(ω ·λ ) = detwω dim(λ ) ⇒ Qalg(ω ·λ ) = detwω Qalg(λ ) . (4.3.2)

Note that detω and detwω need not coincide in general. Together with Equation (4.3.1),

this extends the symmetry group of the brane charges toAutt g⋉Q∨.

This (rather trivial) observation explains a symmetry in the su(3) brane charges, de-

picted in Figure 4.4 by reflection about the dashed lines. Thereflection lines correspond to

the non-trivial elementω of Outsu(3) (note thatwω = id, so the charges are left invariant

despite the symmetry being a reflection). There are also rather obvious additional sym-

metries under reflection about the other two bisection axes and rotation by 2π/3. These

transformations correspond to the action of the Dynkin symmetries of̂g, Out ĝ.

6For f4, one finds that{yα : α ∈ ∆+} = {1,2, . . . ,9,11} (that is, 10 is missing). Obviously, this does not
affect the lcm.
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FIGURE 4.4. Brane charges forsu(3) at levelsk = 3 (left) andk = 4
(right). The charge is given adjacent to the weight in the fundamental
alcove that labels the brane. The dashed line represents thereflection plane
corresponding to the action of the non-trivial Dynkin symmetry.

A Dynkin symmetryω̂ ∈ Out ĝ has a shifted action on the weight space ofg given by

(compare Equation (B.2.2))

ω̂ ·λ = ω ·λ +
(
k+h∨

)
Λi = ω ·

(
λ +

(
k+h∨

)
ω−1 (Λi)

)
,

whereω ∈ Autt g and the Dynkin symmetrŷω takes node 0 toi in the Dynkin diagram of

ĝ. Decomposingω as above, it follows that

dim(ω̂ ·λ ) = detwω dim
(
λ +

(
k+h∨

)
ω−1(Λi)

)
. (4.3.3)

By calculating brane charges for more general Lie algebras,one is led to hypothesise

that a Dynkin symmetrŷω ∈ Out ĝ induces a brane charge symmetry of the form

Qalg(ω̂ ·λ ) = detwω Qalg(λ ) (mod x). (4.3.4)

For su(3), Equation (B.2.3) gives detwω = (−1)2(Λi ,ρ) = 1 for all ω̂ ∈ Out ŝu(3), in

accordance with the observed symmetries of Figure 4.4. As with Equation (4.3.1), these

Out ĝ symmetries may be considered symmetries under translations (without any loss

of generality). Indeed, it is shown in Appendix B.2 that extending Autt g ⋉ Q∨ by the

affine outer automophisms leads to the symmetry groupAutt g⋉Q∗, whereQ∗ is the dual

root lattice. With Equation (4.3.1), the hypothesisedOut ĝ symmetries may therefore be

reduced to:

For all q◦ ∈ Q∗, Qalg(λ ) = Qalg
(
λ +

(
k+h∨

)
q◦
)

(mod x). (4.3.5)

It should be noted that such symmetries are certainly not derived from the fusion

idealIZ
k . As noted before, the elements of the fusion ideal give rise to symmetries under

translation by elements of(k+h∨)Q∨, andQ∨ ⊆ Q∗ (with equality if and only ifg ∈
{e8, f4,g2}). To illustrate this, considerg = su(2), for which Q∗ = P and Q∨ = 2P.
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Takingλ = 0 in Equation (4.3.5) andq◦ = Λ1 gives

1 = Qalg(0) = Qalg((k+2)Λ1) = k+3 (mod k+2),

which is obviously true. However, ifχ(k+2)Λ1
−χ0 = χ(k+2)Λ1

−1 were in the fusion ideal

IZ
k , then 1+χkΛ1 ∈ IZ

k asχ(k+2)Λ1
+χkΛ1 ∈ IZ

k by Proposition 5.5. But this contradicts the

fact thatIZ
k is generated byχ(k+1)Λ1

(Section 4.2.2 or Section 5.3.1) as 1+ χkΛ1 ∈ IZ
k is a

degreek polynomial inχΛ1 whereasχ(k+1)Λ1
is degreek+1.

It would be quite interesting to find a mathematical proof showing that by satisfy-

ing the fusion constraints, Equation (4.1.3), one automatically satisfies the symmetries

Equation (4.3.4) (and hence its equivalent, Equation (4.3.5)). Such a proof has remained

elusive unfortunately. From a physical point of view, however, these symmetries are

quite unremarkable, and indeed are expected. This is due to the fact that these additional

symmetries are naturally parametrised by thecentreZ(G) of the (compact, connected,

simply-connected) Lie groupG corresponding tog (for precise statements, see Appen-

dices B.2 and C.1). In the geometric picture of branes (Section 6.3.2), the action ofOut ĝ

corresponds to translating the brane onG by the corresponding central element. This

translation does not affect the geometric structure of the brane except possibly to change

its orientation, and soon physical groundsone does not expect its charge to change, ex-

cept possibly by a sign. This expectation is precisely that employed by Maldacena, Moore

and Seiberg [111] (this was remarked upon in Section 4.1.2) to compute the brane charge

groups ofsu(r +1) (see also [145,148] for su(3) where these symmetries are referred to

as the “multiplet structure”).

It seems reasonable to search for any additional symmetries. Consider the brane

charges ofsp(4) at levelk = 4 depicted in Figure 4.5. There is one non-trivial element

of Out ŝp(4) which takes node 0 of the Dynkin diagram to node 2. The correspond-

ing charge symmetry is exhibited by reflection about the dashed line. Note that in this

case, the charges are negated(mod 7) under this reflection in accordance with the sign

(−1)2(Λ2,ρ) = (−1)3.

What is even more interesting is the observation that there are two further reflec-

tions in the fundamental alcove of̂sp(4) (marked by dotted lines in Figure 4.5) about

which the charges are negated. Similar symmetries are also evident when investigating

the brane charges ofg2 (for whichOut ĝ2 is trivial). That these symmetries are unrelated

to the elements ofOut ĝ is evident from the fact that the reflections donot preserve the

fundamental alcove. Nevertheless, the examples shown in Figure 4.5 indicate that these

mysterious symmetries divide the fundamental alcove into several congruent subalcoves

(fundamental domains), just as theOut ĝ symmetries do. This seems to be indicative of

an interesting structure generalising the outer automorphisms.

To investigate further, one can try to decompose the reflections corresponding to these

mysterious symmetries into reflections through the origin and translations. TheOut ĝ

symmetry bisecting the fundamental alcove ofsp(4) decomposes into a Weyl reflection
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FIGURE 4.5. Brane charges forsp(4) at levelk = 4 (left) andg2 at level
k = 7 (right). The charge is given adjacent to the weight in the fundamen-
tal alcove that labels the brane. The dashed line representsthe reflection
plane corresponding to the action of the non-trivial Dynkinsymmetry. The
dotted lines represent additional symmetries.

and a translation by(k+3)Λ2 (Λ2 ∈ Q∗) as expected. The two mysterious symmetries

can be checked to correspond to Weyl reflections (accountingfor the sign change) and

translations by(k+3)Λ1 and (k+3)(Λ2−Λ1). Similarly, the mysterious symmetries

observed in the fundamental alcove ofg2 correspond to Weyl reflections and translations

by (k+4)Λ2 and(k+4)(Λ1−Λ2). In each case, the translation is by an element of the

weight latticeP which is not in the dual root lattice.

In fact, one can check (Figure 4.6) that in both cases, the weights corresponding to

the mysterious symmetries generate the non-trivial cosetsof P/Q∗. Similarly, the weight

Λ2 of sp(4) generates the non-trivial element ofQ∗/Q∨. It follows that, assuming these

symmetries are real and not coincidental,everyelement ofP generates a charge symmetry

(those not seen in Figure 4.5 will be found in other alcoves):

For all µ ∈ P, Qalg(λ ) = Qalg
(
λ +

(
k+h∨

)
µ
)

(mod x). (4.3.6)

These hypothesised symmetries further enhance the symmetry group of the brane charges

to Autt g⋉P.

Wheng is simply laced,Q∗ = P, so the weight lattice symmetries of Equation (4.3.6)

reduce to theOut ĝ symmetries of Equation (4.3.5). Therefore, when investigating if the

weight lattice symmetries observed forsp(4) andg2 are present more generally, one must

restrict attention to the algebrasso(2r +1), sp(2r) andf4 (this explains why no additional
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FIGURE 4.6. The latticesP (white),Q∗ (grey), andQ∨ (black) forsp(4)
(left) and the latticesP (white) andQ∗ = Q∨ (black) forg2 (right). Fun-
damental domains representingP/Q∗ (dashed) andP/Q∨ (solid) are also
indicated.

symmetries were seen in Figure 4.4 forsu(3)). Numerically investigating brane charges

(wherex is given by Equation (4.2.11) and Table 4.1) at low rank and level, one observes

these weight lattice symmetries for the algebrasso(2r +1) andf4. However, symmetries

corresponding to Equation (4.3.6) arenot always observed forsp(2r). Specifically, the

expected weight lattice symmetries are absent whenr is not a power of 2 andk+ h∨ is

divisible by the smallest power of 2 greater thanr (that is, 2⌈log2 r⌉ | k+ r +1).

Equivalently, one can investigate (numerically) what charge groupZξ is implied by

including the weight lattice symmetries of Equation (4.3.6). In agreement with the above

observations, one finds thatξ 6= x only for sp(2r) wherer is not a power of 2 (and thek

given previously). In every such case where the weight lattice symmetries imply a deviant

charge group, one finds thatx is even andξ = x/2. Indeed, forsp(2r), one finds thatξ is

generally given by7 (compare with Table 4.1)

ξ =
k+h∨

gcd{k+h∨, lcm{1,2, . . . ,2r −1}} .

Note that this implies (refer to Section 4.2.4) thatξ has the aesthetically pleasing form,

common toall simple Lie algebras, given by

ξ =
k+h∨

gcd{k+h∨, lcm{1,2, . . . ,h−1}} . (4.3.7)

The observed presence of these weight lattice symmetries for non-symplectic alge-

bras, coupled with the fact that imposing these symmetries on the symplectic algebras

leads to a universal formula for the charge group, suggests that perhaps the fusion con-

straints of Fredenhagen and Schomerus do not account for allthe physical constraints.

7Indeed, the condition thatr not be a power of 2 guarantees that there is a power of 2 in{1,2, . . . ,2r −1}
which is missing from{1,2, . . . , r,1,3,5, . . . ,2r −1}. This power of 2 is 2⌈log2 r⌉ which was noted to divide
k+ r +1 when the weight lattice prediction deviates from that of the fusion constraints.
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After all, it has never been claimed that the fusion constraints are exhaustive, hence the

true charge group parameter could be a proper divisor of thex given in Section 4.2.4. Of

course, no evidence (or interpretation) has been given to indicate that the weight lattice

symmetries are physically relevant. Indeed, one could argue based on the orders of the

quotient groups8 P/Q∗ that the observation of these symmetries is coincidental, and the

reason why these symmetries are not observed in the symplectic case is that there would

have to be so many of them. This argument is not particularly satisfying however, as it

fails to address the regular structure of these symmetries.In any case, it seems reasonable

to keep in mind that there might be physically (or mathematically) relevant constraints,

independent of the fusion constraints of Fredenhagen and Schomerus, which lead to the

imposition of these weight lattice symmetries. This idea will be revisited in Section 7.3.3.

4.3.2. The K-Theory Connection. It has been shown above, quite explicitly, that the

brane charges for untwisted symmetry-preserving branes take values in an abelian group

Zx. Generally, one demands that the charge group for more general branes will also take

values in some abelian group. This abelian group should obviously depend (in some nice

way) on the string theory being investigated, in particular, on the target space that the

strings (and branes) live in. For the Wess-Zumino-Witten models that are studied in this

thesis, the target space is then (the underlying manifold of) the Lie groupG.

It is a favourite pastime among mathematicians to associateabelian groups to (suitably

nice) spaces, and many such associations have been developed. One of the oldest and best

understood is the familiar example of the cohomology groups. The geometric approach

to brane charges (outlined in more detail in Section 7.1) initially led to the suggestion that

brane charges for a target spaceX should take values in the cohomology groupsH∗ (G;Z).

This suggestion proved to be too naı̈ve however, as evidenced by the above results and

the well known fact (apparently due to Pontrjagin [133]) that the groupsSU(r +1) have

torsion-free cohomology. Instead, a more realistic class of candidates for the brane charge

group is given by the variousK-theoriesK∗ (G).

K-theory is a type of generalised cohomology theory [10] introduced by Atiyah and

Hirzebruch, and Grothendieck (amongst others). Its relation to the cohomology groups is

perhaps most easily seen in the topological theory, whereinthe elements of the K-theory

of X are formal differences of isomorphism classes of vector bundles overX. This should

be compared with the characteristic classes of such vector bundles which live in (various)

cohomology groups. In fact, one has an isomorphism over the rationals given by the

Chern character [11]:

K∗
top(X)⊗Q ∼= H∗ (X;Q) .

Topological K-theory therefore may differ from cohomologyonly through its torsion.

8These orders may be extracted from Table B.1, and are 1 for simply laced algebras, 2 forso(2r +1), 3 for
g2, 4 for f4, and 2r−1 for sp(2r).
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The K-theory that is currently accepted to classify brane charges onX is not a topo-

logical theory, but rather the K-theory of a C∗-algebra of sections of a particular infinite-

dimensional bundle overX. This brane charge classification was first proposed by Bouwknegt

and Mathai [34] (see also [32]), and the appropriate K-theory is calledtwisted K-theory.

This K-theory was first defined by Rosenberg [138], and will be denoted byHK∗ (X).

H here denotes an element ofH3(X;Z) which describes the “twisting”. For the case of

interest in this thesis, the classH ∈ H3(G;Z) ∼= Z is fundamentally involved in the (geo-

metric) definition of the Wess-Zumino-Witten model, and (inZ) is represented byk+h∨

(see Sections 6.2.5 and 7.1.1). The classH will be studied in detail in Section 6.2.

The computation of this K-theory is not, however, straight-forward. When Freden-

hagen and Schomerus first published their results on the brane charges ofsu(r +1) (de-

scribed in Section 4.1.2), only the twisted K-theory ofSU(2) was known. This K-

group agreed with their result forsu(2). The subsequent paper of Maldacena, Moore

and Seiberg contained a physical (that is, not mathematically rigorous) computation of
HK∗ (SU(3)) which also agreed with the result of Fredenhagen and Schomerus. How-

ever, it also announced a (previously unpublished) result of Hopkins concerning these

K-groups:
k+r+1K∗ (SU(r +1)) ∼= Zx⊗∧Z [w5,w7, . . . ,w2r+1] ,

where∧Z [wi ] denotes the (graded) exterior algebra overZ generated by the degreei

elementswi , andx is given by Equation (4.1.5). The result of Fredenhagen and Schomerus

for the untwisted symmetry-preserving branes ofsu(r +1) therefore agrees nicely with
k+r+1K∗ (SU(r +1)), meaning that the torsion orders match. Note that by ignoring the

ring structure (hence treatingk+r+1K∗ (G) as an abelian group), this reduces toZ⊕2r−1

x .

Hopkins’ computation therefore also suggests that forr > 1 there are other generating

branes (in a K-theoretic sense) with the same charge groupZx.

When the results of Sections 4.2.3 and 4.2.4 were first published, the twisted K-

theories corresponding to these cases had also not been computed. All that was known9

was that the torsion order had to be a divisor ofk+h∨. The results of Equation (4.2.11)

and Table 4.1 therefore made highly non-trivial predictions regarding the torsion orders

of these K-groups. These predictions were first checked by Braun [36] who showed how

an assumption regarding the existence of a fusion potential(for the fusion ring) and an

announced result of Freed, Hopkins and Teleman (Theorem 4.3below) allows one to re-

duce the general K-theory computation to the strategy adopted in Section 4.2. Combining

his result with Equation (4.2.11) then givesk+h∨K∗ (G) ∼= Z⊕2r−1

x as an abelian group (the

ring structure was not determined), whenG is compact, connected, simply-connected, and

simple. Subsequently, the twisted K-theory of the groupsSp (2r), Spin(r), andG2 were

9This follows from a generalisation of the Atiyah-Hirzebruch spectral sequence to twisted K-theory [138].
Only one differential is explicitly known from this sequence, and this guarantees the statement about tor-
sion orders. For the case ofSU (2) (and only in this case), one can be sure that the other (undetermined)
differentials are trivial for dimensional reasons.
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directly (and independently) computed by Douglas [51] with the result that

k+h∨K∗ (G) ∼= Zx⊗∧Z [w1,w2, . . . ,wr−1] ,

wherex seems to be in agreement10 with Equation (4.2.11) and Table 4.1 (here thewi

need not denote elements of degreei). This generalises Hopkins’ unpublished result for

G = SU(r +1).

It should be noted at this point that the speculation in Section 4.3.1 regarding the

charge groups of the symplectic algebras is not borne out by these K-theory computations.

Specifically, the charge groups computed forsp(2r) in Section 4.2.3 from the fusion

constraints are in perfect agreement withk+h∨K∗ (Sp(2r)), as computed by Braun and

Douglas. It follows that if the weight lattice symmetries ofEquation (4.3.6) (observed

for other algebras) are imposed upon thesp(2r) (untwisted symmetry-preserving) brane

charges, then the order of the charge group implied by these symmetries willnot match

the torsion order of the classifying K-group.

It would be quite surprising if imposing weight lattice symmetries did lead to a match

in torsion with K-theory. This is because of a remarkable result of Freed, Hopkins and

Teleman, announced11 in [64]:

THEOREM 4.3. Let G be a compact, connected, simply-connected, simple Lie group

with Lie algebrag. If FZ
k denotes the fusion ring of the Wess-Zumino-Witten model asso-

ciated withg (and the diagonal modular invariant), then

F
Z
k
∼= k+h∨K∗

G (G) ,

where the right hand side is the twistedG-equivariant(under conjugation) K-theory ofG.

A partial proof of this result, showing that the fusion ring and the twisted equivariant

K-theory coincide as abelian groups, has appeared in [65]. This theorem gives a very

precise statement of the relationship between fusion and K-theory, hence it would be very

surprising if the brane charge groups derived from the fusion constraints, Equation (4.1.3),

did not match the corresponding K-groups.

4.3.3. A Seeming Ambiguity. It remains to address the remark made in Section 4.2.4

concerning low level exceptions to the charge group result,Equation (4.2.11). An example

will make this exceptional behaviour clear. Consider the fusion ring corresponding to the

algebrag2 at levelk = 1. There are only two weights in the corresponding fundamental

alcove, 0 andΛ2, and the only non-trivial fusion rule is given by KAC (or by hand) as

Λ2×Λ2 = 0+Λ2. (4.3.8)

10Douglas gives the torsion orders of the twisted K-theories in terms of some rather complicated expressions
involving binomials. Numerically, they have been checked to match the results given above over a large
range of ranks and levels.
11The announced result is in fact much more general.
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Applying dim to this fusion rule therefore gives 49= 8 which is satisfied (mod 41). How-

ever, Equation (4.2.11) and Table 4.1 givex = 1 for g2, level 1. Furthermore, 41 is cer-

tainly not a divisor ofk+ h∨ = 5, so this result must also be in direct conflict with the

K-group5K∗ (G2).

The resolution of this discrepancy comes from considering the abstract presentation

of the fusion ring ofg2, level 1. According to the above considerations, the fusionring is

generated byΛ2 modulo the non-trivial fusion rule, Equation (4.3.8). Thatis,

F
Z
1
∼= Z [χ2]〈

χ2
2 −χ2−1

〉 .

This ideal then predictsx = 41. However, this isnot expressed as a quotient of the char-

acter ring (as was generally assumed throughout Section 4.2. To do this, one needs to

include the redundant weightΛ1 to get

F
Z
1
∼= Z [χ1,χ2]〈

χ1,χ2
2 −χ2−1

〉 .

Applying dim now givesx = gcd{14,41} = 1 as expected. Similar redundancies, and

therefore possible discrepancies, will occur whenever a fundamental weight does not be-

long to the fundamental alcove (that is, when the level is less than the maximal comark,

k < maxi {a∨i }).

It follows that there are two presentations of the fusion ring which, despite being

isomorphic as rings, yield different predictions for the charge group parameterx. Naı̈vely,

one might prefer the former description as the latter has an obvious redundancy in its

description. Indeed, one could add arbitrarily many additional redundant variables12 to

this presentation of the fusion ring in the same manner. However, the comparison with

K-theory noted above indicates that it is this latter description which is relevant (at least

mathematically).

Further insight may be gleaned from consideration of the tensor product decomposi-

tion corresponding to Equation (4.3.8). This is

Λ2⊗Λ2 = 0⊕Λ2⊕Λ1⊕ (2Λ2) .

Noting thatΛ1 and 2Λ2 are both on the boundary of the shifted fundamental alcove, it

follows from Proposition 5.5 thatχΛ1 ≡ χ1 andχ2Λ2 should both (separately) be set to

zero in the character ringZ [χ1,χ2]. However, truncating this tensor product rule to get

Equation (4.3.8) shows that it is in fact the combinationχ1 + χ2Λ2 which is set to zero.

This latter truncation corresponds to the presentation ofFZ
1 as a quotient ofZ [χ2]. In

other words, whilst these two presentations are isomorphicas rings, their treatment of

boundary weights differs, and this makes all the differenceto the corresponding charge

group predictions.

To decide which presentation of the fusion ring gives the physically relevant charge

groups, one must recall the condensation process describedin Section 4.1.1. There, a

12These variables, however, would need to be naturally acted upon by dim (evaluation at 0).
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stack ofm identical branes, described in the low energy effective field theory bym×
m Chan-Paton matricesAa, was seen to be unstable with respect to condensation when

the Aa spanned a representation ofg. Any representation was admissible, and choosing

irreducible ones led to the fusion constraints, Equation (4.1.3), which are in turn, the

images under dim of the fusion rulesλ ×µ = ∑ν N
ν

λ µ ν.

The point13 is that any irreducible representation is admissible, so the weightλ ap-

pearing in the fusion constraints (and hence the fusion rules) that determine the brane

charge groups may be taken to beanydominant integral weight (not just those in the fun-

damental alcove). In particular, whenλ is on the boundary of a shifted affine alcove, the

fusion rule

λ ×0 = /0 ⇒ χλ = 0

must be included in the constraints (here /0 is denoting the additive identity of the fusion

ring). It follows that the presentation of the fusion ring describing this physics must set

the character ofeveryboundary weight to zero. The (smallest) presentation whichdoes

this is clearly that which describes the fusion ring as a quotient of the full character ring.

To summarise, the physical description of the condensationprocess giving rise to

constraints on the brane charge groupsforces the use of the presentation of the fusion

ring as a quotient of the character ring. This in turn, leads to charge groups given by

Equation (4.2.11) and Table 4.1 (withno exceptions), and these charge groups correctly

predict the torsion orders of the corresponding classifying K-theories.

13This point was made transparent during private communication with Volker Braun.



CHAPTER 5

Fusion Rings

In this chapter, a detailed investigation of the fusion process is undertaken for the

Wess-Zumino-Witten models based on a simple Lie algebrag with the diagonal modular

invariant. The aim is to prove rigorously that the fusion process forg = su(r +1) ,sp(2r)

may be described by the fusion potentials introduced in Section 4.2. The main ideas

behind these proofs, and indeed many of the components, willbe developed for general

simple algebras whenever possible, so these investigations also shed light on why it is

that analogous fusion potentials for the other algebras have not been found. Indeed, it is

shown that strictly analogous potentials do not exist.

5.1. Fusion Rings and Algebras

5.1.1. Fusion Coefficients.As discussed in Sections 2.2.2 and 3.1.5, the process of

fusion may be viewed as an algebraic operation on the set of primary fields in the confor-

mal field theory. In the case of the Wess-Zumino-Witten modelassociated with the simple

Lie algebrag (with the diagonal modular invariant), the primary fields are in bijection with

the integrable highest weight representations ofĝ. These in turn are uniquely determined

(Appendix A.2) by the projection of their highest weight onto the corresponding weight

of the horizontal subalgebra. It follows that fusion in Wess-Zumino-Witten models may

be viewed as an algebraic operation on the set,P̂k, of integral weights (ofg) in the affine

fundamental alcove at levelk. This operation is denoted by×:

λ ×µ = ∑
ν

N
ν

λ µ ν. (5.1.1)

The summation here is formal, and should not be confused withthe usual sum of weights.

The important properties of fusion derived in Sections 2.2.2 and 3.1.5 will be briefly

reviewed. First, the weight 0 defines a unit:

N
ν

0µ = δµν (identity).

Second, the commutativity and associativity of the operator product expansion translates

into

N
ν

λ µ = N
ν

µλ (commutativity),

and ∑
σ

N
σ

λ µ N
τ

σν = ∑
σ

N
σ

µν N
τ

λσ (associativity).

77
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Finally, Equation (3.1.29) gives

N
ν

λ µ = N
µ

λ+ν (symmetry),

whereλ+ is the weight conjugate toλ .

Definingfusion matricesby [N λ ]µν = N
ν

λ µ , these conditions imply

N 0 = id, N λ+ = N
T
λ

N λ N µ = N µNλ Nλ N µ = N
ν

λ µ N ν ,

whereT denotes transposition. The fusion matrices are therefore acommuting set of

normal matrices furnishing a representation of the fusion rules, called the regular repre-

sentation [66]. As such, the fusion matrices may be simultaneously diagonalised by a

unitary matrixU , and this eigenspace decomposition corresponds to the decomposition

of the regular representation into its irreducible components (which are of course one-

dimensional overC). The diagonalisationNλU = UDλ (Dλ is diagonal) is equivalent to

∑ν N
ν

λ µ Uνσ = Uµσ dλσ wheredλσ are the eigenvalues ofNλ (and no summation over

σ is implied). Puttingµ = 0 then givesUλσ =U0σ dλσ , which determines the eigenvalues

of the fusion matrices whenU0σ is non-vanishing.

PROPOSITION 5.1 (The Verlinde Formula).The fusion matrices of a Wess-Zumino-

Witten model (associated to a simple Lie algebrag with the diagonal modular invariant)

are diagonalised by the modular S-matrix ofĝ. Since S0σ > 0 (Appendix B.3), the fusion

coefficients may be expressed in the form

N
ν

λ µ = ∑
σ

Sλσ Sµσ S∗νσ
S0σ

.

The Verlinde formula was first conjectured, rather more generally, in [154], and was

demonstrated there forg = su(2). This surprising, deep, yet utterly fundamental result

generated much excitement in the mathematical literature,and has now been proven in

various levels of generality [55,153]. However, these levels still fall short of the original

expectation that this formula should apply to all rational conformal field theories.

There is another well-known formula for the fusion coefficients which provides a use-

ful geometric algorithm for studying the fusion process. This is the Kac-Walton formula,

originally set as an exercise in [99] and independently conjectured in [157], then proved

in [70,156].

PROPOSITION 5.2 (The Kac-Walton Formula).The fusion coefficients of a Wess-

Zumino-Witten model (associated to a simple Lie algebrag and with the diagonal modular

invariant) are given by

N
ν

λ µ = ∑
ŵ∈Ŵk

detŵ N ŵ·ν
λ µ ,
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whereŴk is the affine Weyl group (at level k), and Nν
λ µ denotes the multiplicity of the

representation of highest weightν in the tensor product of the representations of highest

weightλ andµ.

PROOF. Let k be the level of the Wess-Zumino-Witten model, and let

ξσ = −2πi(σ +ρ)/
(
k+h∨

)
.

From the shifted affine action, Equation (B.2.1), and its effect on the characters, Equa-

tion (A.3.6), it follows that

χŵ·λ (ξσ ) = detŵ χλ (ξσ ) .

Therefore, ifλ is on the boundary of any shifted affine alcove, it is fixed by anaffine

reflection, soχλ (ξσ ) = 0 for everyσ ∈ P̂k.

Recall from Proposition 5.1 that the eigenvalues of the fusion matrices are given by

Sλσ
S0σ

= χλ (ξσ ) (5.1.2)

(see Equation (B.3.2)). It follows that

∑
ν ′∈P

N ν ′

λ µ χν ′ (ξσ ) = χλ (ξσ )χµ (ξσ ) = ∑
ν∈P̂k

N
ν

λ µ χν (ξσ ) .

To compare the sum overP (the weight lattice) with the sum over̂Pk (the integrable

highest weights at levelk), note that everyν ′ ∈ P is either on a shifted alcove boundary or

there is a uniquêw∈ Ŵk whose shifted action mapsν ′ into P̂k. As the boundary weights

do not contribute to the sums, it follows that

∑
ν∈P̂k

N
ν

λ µ χν (ξσ ) = ∑
ν∈P̂k

∑
ŵ∈Ŵk

N ŵ·ν
λ µ χŵ·ν (ξσ )

= ∑
ν∈P̂k


 ∑

ŵ∈Ŵk

detŵ N ŵ·ν
λ µ


χν (ξσ ) .

Using Equation (5.1.2) once more, cancellingS0σ , and noting the invertibility of theS-

matrix now gives the required result.

The Kac-Walton formula suggests an algorithm for computingthe fusion of two

weights. This consists of computing the weights (with multiplicity) in the tensor product,

discarding any weights that lie on a shifted affine boundary,and using affine Weyl group

transformations to map any weight outside the shifted fundamental alcove to its interior

(remembering to include the determinant of the transformation used). This algorithm, or

rather the idea behind it, will prove very useful throughoutthis chapter.

5.1.2. Abstract Structure. Mathematically, the set of weightŝPk with the fusion

product defines a finitely-generated, associative, commutative, unital ring. Moreover, this
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fusion ring is freely generated as aZ-module (abelian group), and possesses a distin-

guished basis in which the structure constants are all non-negative integers. It is often

convenient to generalise this structure to a fusion algebraby allowing coefficients in an

algebraically closed field,C say. The fusion ring (at levelk) will be denoted byFZ
k , and

the corresponding fusion algebra (overC) by FC
k = FZ

k ⊗Z C.

PROPOSITION5.3. The fusion ring/algebra has no (non-zero) nilpotent elements.

PROOF. Consider first the fusion algebra, and define the elementsπλ = S0λ ∑µ S∗λ µ µ.

SinceS is unitary, theπλ constitute a (vector space) basis for the fusion algebra. They

also form a set of orthogonal idempotents:

πλ ×πµ = S0λ S0µ ∑
σ ,τ,ν

S∗λσ S∗µτN
ν

στ ν = S0λ S0µ ∑
σ ,τ,ν,ζ

S∗λσ S∗µτ
Sσζ Sτζ S∗νζ

S0ζ
ν

= S0λ S0µ ∑
ν,ζ

δλζ δµζ
S∗νζ

S0ζ
ν = δλ µ πν .

Here, the Verlinde formula (Proposition 5.1) has been used,as well as the symmetry of

theS-matrix.

Suppose now thatΦ = ∑λ Φλ πλ is a nilpotent element of the fusion algebra. Then

Φn = ∑λ Φn
λ πλ = 0 for some positive integern, soΦn

λ = 0 for eachλ , henceΦλ = 0 and

soΦ = 0. It follows that there are no non-zero nilpotent elements in the fusion algebra.

Finally, a nilpotent element of the fusion ring will have a nilpotent image in the fusion

algebra (under the obvious inclusion), hence the image mustbe zero. But the fusion

ring has no torsion as aZ-module, so the inclusion is injective and the original nilpotent

element must also be zero.

Since the fusion algebra is finitely-generated, associative, and commutative, it may be

presented as a free polynomial ring (overC) in its generators, modulo an idealIC
k . The

lack of non-trivial nilpotent elements implies that this ideal is radical1, hence completely

determined by the affine variety consisting of points at which every polynomial in the

ideal vanishes [47]. This variety will be referred to as the fusion variety.

The fusion algebra is a finite-dimensional vector space overC so it follows from this

radicality that the fusion variety consists of a finite number of points, one for each basis el-

ement [47]. Since theπλ of the proof of Proposition 5.3 form a basis of idempotents, they

correspond to polynomials which take the values 0 and 1 on thefusion variety. Further-

more, their orthogonality ensures that polynomials corresponding to distinct idempotents

must take value 1 on disjoint subsets of the fusion variety. But theπλ form a basis, so the

corresponding polynomials must take value 1 somewhere on the variety, hence they take

value 1 at exactly one point of the variety. The point of the fusion variety at which the

polynomial corresponding toπλ takes value 1 will be denoted byvλ . It now follows from

1An ideal is radical if whenever some positive power of a ring element belongs to the ideal, so does the ring
element itself [12].
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λ = ∑µ
(
Sλ µ/S0µ

)
πµ that the polynomial representingλ takes the valueSλ µ/S0µ at vµ .

This polynomial will be denoted bypλ .

The Kac-Walton formula (Proposition 5.2), which relates the fusion coefficients to

the tensor product coefficients, suggests that it may be advantageous to fix the free poly-

nomial ring as the representation ring (character ring) ofg (this was also suggested by

Section 4.3.3). This ring is generated by the (characters ofthe) fundamental weights

(Appendix A.3), and polynomial multiplication corresponds to the tensor product of rep-

resentations. That is, the polynomial corresponding to theweightΛi is just its character

χΛi ≡ χi . As the variables of the character ring are these fundamental characters, it follows

that the coordinates of the points of the fusion variety are just

vλ
i = pΛi

(
vλ
)

=
SΛiλ
S0λ .

This proves the following fundamental result of Gepner [83]:

THEOREM 5.4. The fusion algebraFC
k of the Wess-Zumino-Witten model associated

with a simple Lie algebrag of rank r (and diagonal modular invariant), is isomorphic to

C [χ1, . . . ,χr ]/IC
k , whereIC

k is the (radical) ideal of polynomials vanishing on the points
{(

SΛ1λ
S0λ

, . . . ,
SΛrλ
S0λ

)
∈ Cr : λ ∈ P̂k

}
.

Note that the points of the fusion variety have coordinates which are the eigenvalues of

the fusion generators in the regular representation.

The fusion ring may likewise be represented as a quotient ofZ [χ1, . . . ,χr ]. The fusion

ideal in this case is thenIZ
k = IC

k ∩Z [χ1, . . . ,χr ]. This ideal has the property that if any

integral multiple of an integer polynomial is inIZ
k , then so is the polynomial, thus ensuring

that the quotient is a freeZ-module. Ideals with this property will be referred to as being

dividing.

5.2. Fusion Potentials

5.2.1. su(r +1) and sp(2r). The fusion rings have been explicitly described for the

Wess-Zumino-Witten models over the algebrassu(r +1) andsp(2r). In both cases, the

fusion ideal is generated by the partial derivatives of a single function referred to as a

fusion potential. Forsu(r +1), the fusion potential for the levelk theory is given by

Equation (4.2.1),

Vk+r+1 =
1

k+ r +1

r+1

∑
i=1

e(k+r+1)εi .

Here, theεi, i = 1, . . . , r +1 denote the projections of the standard orthonormal elements2

onto the weight space (thusε1 + . . .εr+1 = 0). Since theεi are permuted by the Weyl

group, W, of su(r +1), Vk+r+1 is a W-invariant function of (formal) exponentials of

2These orthonormal elements form a basis ofRr+1 wherein the weight space is the hyperplane orthogonal
to the sum of the basis elements. These basis elements are useful as they are permuted by the Weyl group
W = Sr+1 of su(r +1), and the roots are simply differences of these elements.



82 5. FUSION RINGS

weights, hence may be expressed as a polynomial in the characters of the fundamental

representations [30]. It is perhaps simpler to note thatε1 = Λ1 and so theεi coincide with

the weights of the fundamental representation ofsu(r +1). The fusion potential may

therefore be written in the forms

Vk+r+1 =
1

k+ r +1 ∑
µ∈W(Λ1)

e(k+r+1)µ =
1

k+ r +1 ∑
µ∈∆Λ1

e(k+r+1)µ , (5.2.1)

whereW (λ ) is the Weyl orbit ofλ and∆λ is the set of weights of the representation with

highest weightλ .

For sp(2r), the fusion potential for the levelk theory is [31,84]

Vk+r+1 =
1

k+ r +1

r

∑
i=1

[
e(k+r+1)εi +e−(k+r+1)εi

]
,

where theεi , i = 1, . . . , r now constitute an orthonormal basis of the weight space on which

the Weyl group ofsp(2r) acts by permutation and negation. Again,ε1 = Λ1 and so the

fusion potential may again be written in exactly the same forms given in Equation (5.2.1).

This loudly demands the consideration of a generating function for these fusion po-

tentials. For later purposes, define the “character” ofΦ, whereΦ is an arbitrary set of

weights, byχΦ = ∑µ∈Φ eµ . This corresponds to a genuine character whenΦ is the set of

weights of a representation. Let

Vm =
1
m ∑

µ∈Φ
emµ =

1
m

χmΦ,

wheremΦ means the set consisting of multiples bymof elements ofΦ, and defineV (t) =

∑∞
m=1(−1)m−1Vmtm. Then,

V (t) = ∑
µ∈Φ

∞

∑
m=1

(−1)m−1emµtm

m
= log

[

∏
µ∈Φ

(1+eµt)

]
= log

[ |Φ|
∑
n=0

χ∧nΦtn

]

,

(5.2.2)

where∧nΦ is thenth exterior power3 of Φ. In the fusion potentials forsu(r +1) and

sp(2r), Φ = ∆Λ1, so one requires knowledge of the exterior powers of the fundamental

representations (for each algebra).

These are well-known [73]. For su(r +1), thenth exterior power of the fundamental

representation is just the representation of highest weight Λn (and the trivial representation

if n = 0, r +1). Forsp(2r), the exterior powers are not always irreducible. Whenn 6 r,

the nth exterior power is the direct sum of the representations of highest weightΛn−2i ,

i = 0,1,2, . . . Whenn > r, thenth exterior power coincides with the(2r −n)th exterior

3The exterior power∧nΦ of a set of weightsΦ is defined to be the set{0} if n = 0, and otherwise, the set

{φ1 + φ2 + . . .+ φn : φ1,φ2, . . . ,φn ∈ Φ are distinct.}
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power. The generating functions forsu(r +1) andsp(2r) therefore have the forms

Vsu(r+1) (t) = log

[
r+1

∑
n=0

χntn

]

with χ0 = χr+1 = 1, and

Vsp(2r) (t) = log

[
r−1

∑
n=0

En
(
tn+ t2r−n)+Ert

r

]
,

whereEn = χn+χn−2+χn−4+. . . , χ0 = 1, andχn = 0 whenevern< 0. This demonstrates

Equations (4.2.2) and (4.2.8).

5.2.2. The General Case.An ideal which is generated by the partial derivatives of

a single function is sometimes called ajacobian ideal [54]. One should expect such

ideals to be comparatively rare, so it somewhat surprising to find that the fusion ideals for

thesu(r +1) andsp(2r) Wess-Zumino-Witten models are of this type. Nevertheless,it

seems to be accepted thateveryfusion ideal is jacobian (at least overC) — this was in

fact originally conjectured by Gepner [83].

The first claim to have established the jacobian nature of thefusion ideal for general

Wess-Zumino-Witten models appears in [49]. There, explicit formulae for the fusion

potentials are presented for each simple algebra (implicitly, with the diagonal modular

invariant). However, this claim suffers from the problem that it does not seem to make

clear how the variables used in these explicit fusion potentials relate to the variables of the

polynomial ring. To clarify, in thesu(r +1) fusion potential given in Equation (5.2.1),

the variables are the weights of the fundamental representation. The polynomial ring,

however, is the character ring, so the variables are the charactersχi . The relation between

these two sets of variables is therefore evident. It is the corresponding relation between

the sets of variables used in [49] which is missing, making the explicit fusion potentials

impossible to use (and impossible to check).

In any case, Aharony [3] later gave an explicit fusion potential for anarbitrary rational

conformal field theory. The variables used to construct thispotential form a generating

set of the fusion ring, whose choice is constrained only by the requirement that at least

one element of this set must have distinct eigenvalues in theregular representation (it

is argued in [66] that every fusion ring contains such an element). The explicit form

of the potential is rather unwieldy and will not be reproduced here. Suffice to say, it is

constructed in such a way that its partial derivatives vanish precisely at the points whose

coordinates are eigenvalues of the generating set in the regular representation. It should

be noted however, that one requires explicit knowledge of these eigenvalues in order to

write down Aharony’s potential.

Strictly speaking, this construction establishes that thepotential given reproduces the

correct fusionvariety(Section 5.1.2). To conclude that the corresponding ideal is in fact

the fusion ideal (overC), one also needs to verify that the potential generates a radical
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ideal. This point does not appear to have been addressed in [3] (or anywhere else it seems).

Assuming this property, one may then conclude that this potential correctly describes the

fusion algebra. To extend this conclusion to a description of the fusion ring, further

information is required regarding integrality propertiesof the derivatives of the potential.

Whilst the rationality of the coefficients of these potentials are discussed, this alone is not

nearly sufficient to prove that the fusion ring is correctly described by these potentials4.

In any case, these fusion potentials do have their shortcomings. First, they are in-

elegant descriptions, involving the explicit forms ofS-matrix elements (Appendix B.3),

which one would not generally wish to compute. Second, they are not unique — there are

enormous amounts of ambiguity in their construction, particularly in choosing a generat-

ing set and then choosing a distinguished element whose eigenvalues are distinct. Third,

they do not seem to have any obvious interpretation involving other areas of mathematics.

This last point is perhaps not valid for an arbitrary rational conformal field theory, but for

the specific case of Wess-Zumino-Witten models, the examples of Section 5.2.1 suggest

that one should be able to interpret a fusion potential in Lie-theoretic terms. For the pur-

poses of this thesis, in particular the computations of Section 4.2, it should be clear that

these inelegant fusion potentials are simply not suitable.

5.3. Proofs

In this section, the potentials given by Equation (5.2.1) for su(r +1) andsp(2r) are

proven, rigorously, to describe the fusionringsof the corresponding Wess-Zumino-Witten

models (with the diagonal modular invariant). This is precisely what was used in the

computations of Section 4.2. There are three results that one can try to prove:

• The given potential describes the fusionvarietyof Theorem 5.4.

• The given potential defines aradical ideal of the complexified character ring.

• The given potential defines adividing ideal of the integral character ring.

The first two establish that the potential is indeed the fusion potential for the fusion al-

gebra, and the third is what is required to extend that conclusion to the fusion ring. In

what follows, an elegant proof is first presented which directly addresses none of these

results. It uses ideas from commutative algebra to directlyconstruct a presentation of

the fusion ideal (which is determined by the above three properties it must satisfy). The

fusion potentials are thenderivedfrom this presentation through some simple symmetric

group theory. It should be mentioned that such a derivation seems not to have appeared

in the literature, where fusion potentials have been postulated without any satisfactory

underlying motivation.

Unfortunately, the symmetric group theory used in this proof does not seem to have

been extended to general simple Lie algebras. It therefore seems reasonable to study po-

tentials of a similar form to those that successfully described the fusion rings ofsu(r +1)

4Specifically, one needs to show that the ideal generated by the derivatives inZ [χ1, . . . ,χr ] is dividing (as
defined at the end of Section 5.1.2).
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andsp(2r). Before undertaking such a study, it is useful to build up enough theory to

prove directly that the fusion potentials given forsu(r +1) and sp(2r) define radical

ideals corresponding to the (respective) fusion varieties5. Section 5.3.2 is devoted to this,

and the theory developed in the course of these proofs will beused to undertake a more

general study of potentials in Section 5.4.2.

5.3.1. Proofs overZ. Let ξσ =−2πi(σ +ρ)/(k+h∨). Recall from the proof of the

Kac-Walton formula, Proposition 5.2, that ifλ is a weight on the boundary of a shifted

affine alcove (hence fixed by the shifted action of some reflection of Ŵk), thenχλ (ξσ ) =

0 for each integrable highest weightσ ∈ P̂k. Characters may always be expressed as

polynomials with integer coefficients in the fundamental characters,χλ = pλ (χ1, . . . ,χr),

so by Equation (5.1.2),

0 = χλ (ξσ ) = pλ (χ1(ξσ ) , . . . ,χr (ξσ )) = pλ

(
SΛ1σ
S0σ

, . . . ,
SΛrσ
S0σ

)
.

The polynomialpλ therefore vanishes on the fusion variety. As the fusion ideal is radical,

it follows that pλ ∈ IC
k , and aspλ has integer coefficients,pλ ∈ IZ

k . More generally6, the

same argument proves the following proposition.

PROPOSITION5.5. Given anyλ ∈P andŵ∈ Ŵk, it follows that pλ −detŵ pŵ·λ ∈ IZ
k .

This argument shows, among other things, thatpλ ∈ IZ
k whenever(λ ,θ) = k+ 1

(whereθ denotes the highest root ofg as usual). LetLµ denote the irreducible represen-

tation ofg of highest weightµ. Writing λ = ∑i λiΛi , it follows from the familiar proper-

ties of the representation ring thatλ is the (unique)highestweight in the representation

L⊗λ1
Λ1

⊗·· ·⊗L⊗λr
Λr

. Therefore,

pλ (χ1, . . . ,χr) = χλ1
1 · · ·χλr

r − . . . ,

and in some sense, the omitted terms (the “. . .”) correspond to lower weights and should

be regarded as less important. To make this lack of importance precise, one introduces

a monomial ordering on the character ring. This monomial ordering will be designed

to have the property that the leading term,LT (pλ ), of pλ is the monomialχλ1
1 · · ·χλr

r .

However, it will also prove very useful to have an ordering which respects the boundary

(λ ,θ) = k+1 of the shifted fundamental affine alcove.

LEMMA 5.6. Define a monomial ordering≺ onZ [χ1, . . . ,χr ] by

χλ1
1 · · ·χλr

r ≺ χµ1
1 · · ·χµr

r if and only if

5This proves the first two results listed above, hence that thefusion potentials correctly describe the fusion
algebra. It seems to be difficult todirectlyprove the third result, that the ideal is dividing.
6The following proposition is indeed a generalisation, for applied to a boundary weightλ fixed byŵ, one
gets 2pλ ∈ IZ

k . But, IZ

k is dividing (Section 5.1.2), sopλ ∈ IZ

k is recovered.
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(λ ,θ) < (µ,θ) , or

(λ ,θ) = (µ,θ) and (λ ,ρ) < (µ,ρ) , or

(λ ,θ) = (µ,θ) and (λ ,ρ) = (µ,ρ) and χλ1
1 · · ·χλr

r <′ χµ1
1 · · ·χµr

r ,

where<′ is some other monomial ordering (lexicographic for definiteness). Then,

LT (pλ ) = χλ1
1 · · ·χλr

r ,

and ifλ is a dominant integral weight on the boundary of the shifted fundamental alcove,

LT
(
pµ
)
≺ LT (pλ ) for all µ ∈ P̂k.

PROOF. First, this is indeed a monomial ordering, as follows from the properties of

the bilinear form(·, ·) and the fact that<′ is a monomial ordering. The statement concern-

ing boundary weights is trivially checked as it implies(λ ,θ) = k+1 whereas(µ,θ) 6 k

for all µ ∈ P̂k. It remains to verify thatLT (pλ ) = χλ1
1 · · ·χλr

r .

This may be proved inductively (on the height), for it is trivially checked whenλ is a

fundamental weight. Generally, decomposeL⊗λ1
Λ1

⊗·· ·⊗L⊗λr
Λr

into irreducible representa-

tions, so that

χλ1
1 · · ·χλr

r = χλ +∑
µ

cµ χµ ,

where theµ are all of lower height thanλ . By induction,LT (pλ ) is the greatest (under

≺) of χλ1
1 · · ·χλr

r and the monomials−cµ χµ1
1 · · ·χµr

r . Now, since eachµ is a weight of

L⊗λ1
Λ1

⊗·· ·⊗L⊗λr
Λr

, µ = λ −∑i miαi , where themi are non-negative integers andαi are the

simple roots ofg. It follows that(λ ,θ) > (µ,θ) since the Dynkin labels ofθ are never

negative. But,(λ ,ρ) > (µ,ρ) sinceρ has positive Dynkin labels (indeed, this is what

it means forλ to be higher thanµ), henceχλ1
1 · · ·χλr

r is the greatest of the monomials

(under≺), completing the proof.

Consider now the ideal
〈

LT
(
IZ

k

)〉
generated by the leading terms (with respect to≺)

of the polynomials in the fusion ideal. Since the fusion ring, FZ
k = Z [χ1, . . . ,χr ]/IZ

k , is

freely generated as an abelian group by the (cosets of the) characters of the weights in̂Pk,

the leading termsχλ1
1 · · ·χλr

r , with (λ ,θ) 6 k are the only monomials not in
〈

LT
(
IZ

k

)〉
.

That is,
〈

LT
(
IZ

k

)〉
is freely generated as an abelian group by the monomialsχλ1

1 · · ·χλr
r

with (λ ,θ) > k. It is easy now to determine a set of generators, as an ideal, for
〈

LT
(
IZ

k

)〉
.

For su(r +1) andsp(2r), the monomialsχλ1
1 · · ·χλr

r with (λ ,θ) = k+1 suffice7 (as the

comarks are all unity). That is, for these algebras,
〈

LT
(
I
Z
k

)〉
= 〈LT (pλ ) : (λ ,θ) = k+1〉 ,

by Lemma 5.6. (Note that the leading coefficient of these characters is unity.) But, Propo-

sition 5.5 states thatpλ ∈ IZ
k when(λ ,θ) = k+1, so this equation proclaims in fact that

the pλ form aGröbner basisof IZ
k [47,48].

7If this is not obvious, see Section 5.4.1.
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THEOREM 5.7. For su(r +1) and sp(2r), the charactersχλ = pλ (χ1, . . . ,χr) with

(λ ,θ) = k+1 form a Gr̈obner basis for the fusion idealIZ
k , with respect to the monomial

ordering≺.

Note the crucial, but subtle, rôle played by the monomial ordering≺. The extension of

this result to the other simple Lie algebras will be discussed in Section 5.4.

Note also that because the Gröbner basis given has elementswhose leading coefficient

is unity, this presentation shows explicitly that the fusion ideal is dividing in the sense of

Section 5.1.2. Radicality now follows explicitly from the fact that the rank of the fusion

ring is equal to the number of points in the fusion variety (generally the rank is not less

than this number, with equality if and only if the ideal is radical [48]).

Theorem 5.7 gives a very nice generating set for the fusion ideal of su(r +1) and

sp(2r), nice because of the fact that the set constitutes a Gröbnerbasis, and also be-

cause of the obvious Lie-theoretic interpretation of the set. However, this set does have

disadvantages when compared with the fusion potential description of Section 5.2, most

notably that the number of generators increases polynomially with the levelk. It has also

proven difficult to use these generating sets in the computations of Section 4.2, as the

dimensions of general (irreducible) representations can be rather cumbersome to manip-

ulate. The aim is therefore to reduce this generating set to the generators defined by the

fusion potential.

For simplicity, consider the fusion ring associated withsu(r +1), specifically the

charactersχλ = pλ (χ1, . . . ,χr) ∈ IZ
k , with (λ ,θ) = k+ 1. Recall that the characters of

su(r +1) may be expressed asSchur polynomialsin the variablesqi = eεi , i = 1, . . . , r +1

(εi the weights of the fundamental representation, soq1 · · ·qr+1 = 1). By theJacobi-

Trudy identity[73], Schur polynomials may be expressed in terms of complete symmetric

polynomialsHi :

χλ = det
(
Hλ i+ j−i

)
=

∣∣∣∣∣∣∣∣∣∣

Hλ 1 Hλ 1+1 · · · Hλ 1+r−1

Hλ 2−1 Hλ 2 · · · Hλ 2+r−2
...

...
. . .

...

Hλ r+1−r Hλ r+2−r · · · Hλ r

∣∣∣∣∣∣∣∣∣∣

,

whereλ = ∑i λ iεi andλ r+1 is chosen to vanish (fixing the otherλ i). Noting thatθ =

ε1− εr+1 [30], one finds thatk+ 1 = (λ ,θ) = λ 1− λ r+1 = λ 1, so the top row of this

determinant has entriesHk+i , i = 1, . . . , r. But,H j is clearly the character of the represen-

tation of highest weightjε1 = jΛ1 (again by the Jacobi-Trudy identity), so it follows by

expanding the determinant along the top row that eachχλ with (λ ,θ) = k+1 may be ex-

pressed as a linear combination of theχ(k+i)Λ1
, i = 1, . . . , r, with polynomial coefficients.

These polynomial coefficients are products of complete symmetric polynomials, hence

can be expressed as integer polynomials in the fundamental characters. Therefore,

I
Z
k = 〈pλ : (λ ,θ) = k+1〉 ⊆

〈
p(k+i)Λ1

: i = 1, . . . , r
〉
. (5.3.1)
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To show that the inclusion in Equation (5.3.1) is in fact an equality, one only needs to

show that eachp(k+i)Λ1
is in the fusion ideal. By Proposition 5.5, this will be the case if

(k+ i)Λ1 is fixed by some shifted affine Weyl reflection, which in turn will be the case

if ((k+ i)Λ1 +ρ,α) ∈ (k+h∨)Z for some rootα. It may easily be verified that there is

such a root8, so it follows that

I
Z
k =

〈
p(k+i)Λ1

: i = 1, . . . , r
〉
. (5.3.2)

The story for the fusion ring ofsp(2r) is similar. There is a generalisation of the

Jacobi-Trudy identity due to Weyl [160] which expresses the characters in terms of the

determinant of a matrix whose entries involve complete symmetric polynomials (in the

formal exponentials of the weights of the fundamental representation). This expression is

also reproduced in [73]. Exactly as before, this generalised Jacobi-Trudy identity may be

used to show that

I
Z
k ⊆

〈
p(k+1)Λ1

, p(k+1+i)Λ1
+ p(k+1−i)Λ1

: i = 1, . . . , r −1
〉
.

The opposite inclusion is simplicity itself.(k+1)Λ1 is obviously fixed by the (shifted)

affine reflectionŵθ about the hyperplane(λ ,θ) = k+ 1, andp(k+1+i)Λ1
+ p(k+1−i)Λ1

=

p(k+1+i)Λ1
−detŵθ pŵθ ·(k+1+i)Λ1

. Proposition 5.5 again shows that these polynomials are

elements of the fusion ideal, so

I
Z
k =

〈
p(k+1)Λ1

, p(k+1+i)Λ1
+ p(k+1−i)Λ1

: i = 1, . . . , r −1
〉
. (5.3.3)

Note that the number of generators in these presentations isr, independent of the level

k. Note also that instead of involving general characters, these generators consist of (the

relatively simple) characters corresponding to multiplesof the first fundamental weight.

This set of generators for the fusion ideal is therefore perfectly suited for the computations

of Section 4.2.

Whilst these generators are in fact all that is needed for these computations, it is not

difficult to show how to derive from these the fusion potentials of Section 5.2. This

will be detailed forsu(r +1), as the symplectic case is analogous if slightly more cum-

bersome. First, recall that the charactersχ(k+i)Λ1
are the complete symmetric functions

Hk+i (q1, . . . ,qr+1), i = 1, . . . , r. To facilitate their manipulation, the standard generating

function is introduced.Hk+i is then the coefficient oftk+i in ∏r+1
j=1

(
1−q j t

)−1
. Recall-

ing thath∨ = r + 1, this is equivalent to saying thatHk+h∨−i is the coefficient oftk+h∨

in t i ∏r+1
j=1

(
1−q jt

)−1
. Replacingt by minus−t, and absorbing any overall sign in the

generators, one finds that the generators may be taken as the coefficients oftk+h∨ in

t i
r+1

∏
j=1

(
1+q jt

)−1
= t i

(
r+1

∑
n=0

Ent
n

)−1

=
t i

1+ χ1t + . . .+ χr tr + tr+1 ,

8This verification is most conveniently performed in the orthonormal basis ofRr+1 introduced in Sec-
tion 5.2.1. Writingλ = ∑i λ iεi , one may takeΛi

1 = δ1i andρ i = r +1− i. The roots have the formεi − ε j ,
so one may chooseα = ε1− εr+2−i. This gives((k+ i)Λ1 + ρ ,α) = k+ r +1= k+h∨.
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where theEn are the elementary symmetric polynomials, and one recognises thatχn =

En(q1, . . . ,qr+1) [73] (andEr+1 = q1 · · ·qr+1 = 1). This is obviously just the partial de-

rivative with respect toχi of

Vsu(r+1) (t) = log
[
1+ χ1t + . . .+ χrt

r + tr+1] ,

which is exactly the generating function for the fusion potentials, Equation (4.2.2). With

the analogous symplectic case, this now proves the main result of this chapter.

THEOREM 5.8. The fusion ringFZ
k of the Wess-Zumino-Witten model associated with

su(r +1) or sp(2r) at level k is described by the fusion potential Vk+h∨ given by Equa-

tion (5.2.1):

F
Z
k
∼= Z [χ1, . . . ,χr ]〈

∂Vk+h∨
∂ χ1

, . . . ,
∂Vk+h∨

∂ χr

〉 .

5.3.2. Proofs overC. In Theorem 5.8, the fusion idealsIZ
k for su(r +1) andsp(2r)

were shown to be generated by the partial derivatives of the (respective) fusion poten-

tials. That is, these fusion potentials correctly describethe (respective) fusion rings. As

mentioned earlier, it will be useful to directly verify the analogous statements for the fu-

sion algebras (which is of course implied by the theorem). This verification amounts to

a logically independent proof (overC), whose demonstration is certainly of independent

interest. It consists of showing that the fusion potentialsgiven define a radical ideal that

vanishes at precisely the points of the fusion variety.

The first aim is therefore to establish that the derivatives of the fusion potentials given

by Equation (5.2.1) vanish on each pointvλ ∈ Cr of the fusion variety. Recall from

Theorem 5.4 and Equation (B.3.2) that

vλ
i =

SΛiλ
S0λ

= χi

(
−2πi

λ +ρ
k+h∨

)
.

The fusion potentials should therefore have critical points when the characters are evalu-

ated atξλ = −2πi(λ +ρ)/(k+h∨), for λ ∈ P̂k. Indeed, the functions

κi : λ 7→ χi

(
−2πi

λ +ρ
k+h∨

)
= ∑

µ∈∆Λi

e−2πi(µ,λ+ρ)/(k+h∨)

on the weight space may be easily checked to be invariant under the shifted action of the

affine Weyl groupŴk. Therefore, the aim reduces to establishing that the potentials have

critical points when the characters are evaluated atχi = κi (λ ), for anyλ ∈ P which is

not on a shifted alcove boundary.

It is obviously convenient to work with the potentials as functions on the weight

space rather than as polynomials on the fundamental characters. Evaluating the poten-

tials, Equation (5.2.1), as above gives

Vk+h∨ (κ1(λ ) , . . . ,κr (λ )) =
1

k+h∨ ∑
µ∈∆Λ1

e−2πi(µ,λ+ρ) =
1

k+h∨
χ1(−2πi(λ +ρ)) .

(5.3.4)
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Notice that the level dependence of the fusion potentials becomes quite trivial. This dras-

tic simplification encourages the investigation of the critical points of these potentials with

respect toλ . Denoting the gradient operations with respect to the fundamental characters

χi and the Dynkin labelsλ j by ∇χ and∇λ respectively, one has

∇λVm =
(
∇χVm

)
J, (5.3.5)

whereJ is the jacobian of the functionsκi with respect to theλ j . It follows that if the

fusion potential has an critical point with respect toλ , andJ is non-singular there, then

there is a corresponding critical point with respect to the fundamental characters. It is

clearly useful now to determine whenJ becomes singular.

LEMMA 5.9. The determinant of the jacobian J is an anti-invariant function under

the induced action ofW.

PROOF. Differentiating theκi with respect to the Dynkin indices gives

∂κi

∂λ j
=

−2πi

k+h∨ ∑
µ∈∆Λi

(
µ,Λ j

)
e−2πi(µ,λ+ρ)/(k+h∨). (5.3.6)

Lettingν =−2πi(λ +ρ)/(k+h∨), the entries of the jacobian, as functions on the weight

space, satisfy

Ji j (w(ν)) =
−2πi

k+h∨ ∑
µ∈∆Λi

(
µ,Λ j

)
e(µ,w(ν)) =

−2πi

k+h∨ ∑
µ∈∆Λi

(
w−1(µ) ,w−1(Λ j

))
e(w−1(µ),ν)

=
−2πi

k+h∨ ∑
µ∈∆Λi

(
µ,w−1(Λ j

))
e(µ,ν) =

−2πi

k+h∨

r

∑
k=1

(
w−1)

jk ∑
µ∈∆Λi

(µ,Λk)e(µ,ν)

=
r

∑
k=1

Jik (ν)wk j,

wherewk j is the matrix representation ofw in the basis of fundamental weights (this

matrix is orthogonal). Hence,

J(w(ν)) = J(ν)w ⇒ detJ(w(ν)) = detw detJ(ν) .

PROPOSITION5.10.

detJ =

( −2π i
k+h∨

)r 1
|P/Q∨| ∏

α∈∆+

(
eα/2−e−α/2

)
,

where∆+ denotes the set of positive roots (and the orders|P/Q∨| may be extracted from

Table B.1).

PROOF. By Lemma 5.9, detJ is anti-invariant underW, so it factors [30] into an

invariant element multiplied by the primitive anti-invariant element (see Appendix A.3),

∏α∈∆+

(
eα/2−e−α/2

)
. From Equation (5.3.6), the term of highest weight inJi j is easily

verified to be
−2πi

k+h∨
(
Λi ,Λ j

)
eΛi ,
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so the term of maximal height in detJ is
( −2π i

k+h∨

)r

det
(
Λi ,Λ j

)
eρ .

Since∏α∈∆+

(
eα/2−e−α/2

)
has highest terme∑α∈∆+

α/2 = eρ , the invariant factor must

be a constant. The result now follows from the fact that the matrix with entries
(
Λi ,Λ j

)

is inverse to the symmetrised Cartan matrix (Appendix A.1).

Evaluating detJ at−2πi(λ +ρ)/(k+h∨), it follows from Proposition 5.10 that the

jacobian is singular precisely when

∏
α∈∆+

(
e−iπ(α,λ+ρ)/(k+h∨)−eiπ(α,λ+ρ)/(k+h∨)

)
= 0

⇒ ∏
α∈∆+

sin

[
π

(α,λ +ρ)

k+h∨

]
= 0.

That is, whenλ is on the boundary of a shifted affine alcove. It follows that the only place

that a potential may have critical points with respect toλ which are not critical points with

respect to theχi is on these boundaries.

PROPOSITION5.11. For the fusion potentials given by(5.2.1), the critical points with

respect toλ occur precisely at the weight latticeP.

PROOF. First consider the potential forsp(2r). From Equation (5.3.4), it follows that

Vk+h∨

(
−2πi

λ +ρ
k+h∨

)
=

1
k+h∨ ∑

µ∈∆Λ1

e−2πi(µ,λ+ρ) =
2

k+h∨ ∑
µ∈∆Λ1

+

cos[2π (µ,λ +ρ)] ,

where∆Λ1
+ denotes the set of “positive” weights of the fundamental representation (the

full set of weights consists of these weights and their negatives). Critical points therefore

occur when

∑
µ∈∆Λ1

+

(µ,Λi)sin[2π (µ,λ +ρ)] = 0,

for eachi = 1, . . . , r. Consider the matrixA with entriesAiµ =(µ,Λi). Since|∆Λ1
+ |= r, this

matrix is square. The positive weights of the fundamental representation can be verified

to have the form (identifying the weight space with the Cartan subalgebra)

Λ1−α1− . . .−α j−1 =
1
2

(
α∨

j + . . .+α∨
r

)
( j = 1, . . . , r),

so the corresponding entry of the matrix is 1/2 if i > j and 0 otherwise. The matrixA is

thus lower-triangular, therefore invertible, so the critical points occur precisely when

sin[2π (µ,λ +ρ)] = sin
[
π
(
λ j +ρ j + . . .+λr +ρr

)]
= 0 for all j = 1, . . . , r.

It follows thatλ j + . . .+λr ∈ Z for eachj = 1, . . . , r, henceλ ∈ P.

For su(r +1), the number of weights in the fundamental representation isr +1, and

this set need not be closed under negation. Proceeding as in the symplectic case would
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therefore lead to the consideration of anr × (r +1)-dimensional matrix. This suggests

changing variables to the orthonormal basis{ε1, . . . ,εr+1} of Cr+1. The weights of the

fundamental representation are then the projection of theεi onto the hyperplane ofCr+1

orthogonal toε1+ . . .εr+1. Writing λ = ∑i λ iεi , theλ i are related to the Dynkin labels by

λi = λ i −λ i+1. Finding the critical points of a potential on the weight space becomes a

constrained optimisation problem in this setting, so the fusion potential should be altered

by a Lagrange multiplierΩ to

Ṽk+h∨

(
−2πi

λ +ρ
k+h∨

)
=

1
k+h∨ ∑

µ∈∆Λ1

e−2πi(µ,λ+ρ) +Ω(λ ,ε1+ . . .+ εr+1) .

The weights of∆Λ1 are related to theε j by µ = ε j − (ε1+ . . .+ εr+1)/(r +1). Differen-

tiating with respect to theλ i , and solving for the critical points therefore gives

e−2πi(λ i+ρ i) =
k+h∨

2πi
Ω+

1
r +1

r+1

∑
j=1

e−2πi(λ j+ρ j).

That is, exp
[
−2π i

(
λ i +ρ i

)]
is independent ofi, soλi +ρi = λ i +ρ i −λ i+1−ρ i+1 ∈ Z.

It follows thatλ ∈ P, as required.

Recall that the fusion variety corresponds to integral weights λ which donot lie on

an affine alcove boundary. Proposition 5.11 indicates that the potentials forsu(r +1) and

sp(2r) given by Equation (5.2.1), have critical points with respect to λ at these weights.

Finally, Proposition 5.10 shows that the jacobian is non-singular away from the shifted

alcove boundaries, so the fusion potentials also have critical points with respect to the

fundamental characters at these weights. It therefore remains to show that there are no

additional critical points (with respect to the fundamental characters) on the shifted alcove

boundaries, and that the jacobian ideals ofC [χ1, . . . ,χr ] described by the potentials are

radical.

Turning to the question of radicality first, it follows from standard multiplicity theory,

specifically the theory ofMilnor numbers[48,115], that a jacobian ideal described by a

potential will be radical if the hessian matrix of the potential is non-singular at each point

of the corresponding (zero-dimensional) variety9. The hessian matrices for the fusion

potentials ofsu(r +1) andsp(2r) are therefore worth investigating.

PROPOSITION 5.12. For su(r +1) and sp(2r), the hessian matrix Hλ of the fusion

potential Vk+h∨ (ξλ ), with respect toλ , is non-singular onP.

PROOF. This may be shown uniformly for all simply-laced groups, asin this case

P = Q∗, the dual of the root lattice. Takingλ +ρ ∈ Q∗ then implies that

(µ,λ +ρ) = (Λ1,λ +ρ) modZ,

9Indeed, if the hessian matrix is non-singular, then themultiplicity associated with each point of the variety
is just 1. The sum of the multiplicities is the dimension of the corresponding (finite-dimensional) factor
ring. Thus, when the multiplicities are all unity, this dimension equals the number of points in the variety.
This equality can occur (for finite varieties) if and only if the corresponding ideal is radical (this was also
noted in Section 5.3.1).
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for all weightsµ in ∆Λ1. It follows that

(Hλ )i j =
−4π2

k+h∨ ∑
µ∈∆Λ1

(µ,Λi)
(
µ,Λ j

)
e−2πi(µ,λ+ρ)

=
−4π2

k+h∨
e−2πi(Λ1,λ+ρ) ∑

µ∈∆Λ1

(µ,Λi)
(
µ,Λ j

)

=
−4π2

k+h∨
e−2πi(Λ1,λ+ρ)IΛ1

(
Λi ,Λ j

)
,

by Equation (A.1.7). Here,IΛ = (Λ,Λ+2ρ)dim(Λ)/dimg denotes the Dynkin index of

the representation of highest weightΛ. It follows that

detHλ =

(−4π2IΛ
k+h∨

)r

e−2πir(Λ1,λ+ρ)|P/Q∨|−1 whenλ +ρ ∈ Q∗.

This is clearly non-zero, so the proposition is verified forsu(r +1).

For sp(2r), a more specific calculation is required. Recall from the proof of Propo-

sition 5.11 that the weights of∆Λ1 take the formµℓ = ±1
2

(
α∨

ℓ + . . .+α∨
r

)
, for ℓ =

1,2, . . . , r. It follows that(µℓ,Λi)
(
µℓ,Λ j

)
= 1

4 if i > ℓ and j > ℓ, and 0 otherwise. Com-

puting the hessian as before gives

(Hλ )i j =
−2π2

k+h∨

min{i, j}
∑
ℓ=1

cos[π (λℓ + . . .+λr + r − ℓ+1)] .

Let hℓ = cos[π (λℓ + . . .+λr + r − ℓ+1)]. Then, elementary row operations give

detHλ =

(−2π2

k+h∨

)r

det




h1 h1 h1 · · · h1

h1 h1+h2 h1+h2 · · · h1 +h2

h1 h1+h2 h1+h2+h3 · · · h1+h2 +h3
...

...
...

. . .
...

h1 h1+h2 h1+h2+h3 · · · h1+ . . .+hr




=

(−2π2

k+h∨

)r

det




h1 h1 h1 · · · h1

0 h2 h2 · · · h2

0 0 h3 · · · h3
...

...
...

. . .
...

0 0 0 · · · hr




=

(−2π2

k+h∨

)r r

∏
ℓ=1

cos[π (λℓ + . . .+λr + r − ℓ+1)] .

Therefore, whenλ ∈ P, detHλ = ±
(
2π2
)r

/(k+h∨)r 6= 0, so the hessian is again non-

singular.

Of course, it is the hessian ofVk+h∨ with respect to the fundamental characters that is

required to be non-singular at each point of the fusion variety. Denoting this hessian by
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Hχ , one has the relationship

∂ 2Vk+h∨

∂λi∂λ j
= ∑

s,t

∂ χs

∂λi

∂ 2Vk+h∨

∂ χs∂ χt

∂ χt

∂λ j
+∑

ℓ

∂Vk+h∨

∂ χℓ

∂ 2χℓ

∂λi∂λ j

⇒ Hλ = JTHχJ when∇χVk+h∨ = 0. (5.3.7)

Whenλ ∈ P is not on the boundary of a shifted alcove, the hessianHλ is non-singular

by Proposition 5.12, and the jacobianJ is non-singular by Proposition 5.10. The remark

after Proposition 5.11 shows that∇χVk+h∨ = 0 at such points, so Equation (5.3.7) forces

the hessianHχ to be non-singular there too. The multiplicity ofthesepoints is therefore

1 as is required. It remains only to consider the possibilitythat∇χVk+h∨ might vanish at

someλ ∈ P on the boundary of a shifted alcove.

COROLLARY 5.13. The integral weights on the shifted alcove boundaries do notcor-

respond to zeroes of∇χVk+h∨.

PROOF. If an integral weight on a shifted alcove boundary did correspond to such a

zero, Equation (5.3.7) would give detHλ = (detJ)2detHχ = 0, sinceJ is singular on the

boundaries, and detHχ is a polynomial in the characters (hence finite at any given point).

But this contradicts Proposition 5.12.

It follows immediately that the potentialsVk+h∨ do indeed describe the fusion variety

correctly. Furthermore, since the multiplicity ateverypoint of the variety is now known to

be 1, the ideal generated by the derivatives of the potentials is radical. This demonstrates

that the fusion potentials correctly describe the fusion algebra as claimed.

THEOREM 5.14. The fusion algebra of the Wess-Zumino-Witten model associated

with su(r +1) or sp(2r) at level k is described by the fusion potential Vk+h∨ given by

Equation (5.2.1):

F
C
k
∼= C [χ1, . . . ,χr ]〈

∂Vk+h∨
∂ χ1

, . . . ,
∂Vk+h∨

∂ χr

〉 .

5.4. Generalisations

The theory developed in Section 5.3 is specific to the algebras su(r +1) andsp(2r),

but only in a rather limited way. For example, Propositions 5.11 and 5.12 both merely

verify that a certain fact is true for these algebras. The other results, and more impor-

tantly the logic behind them, hold for general simple Lie algebras. It seems plausible then

that convenient descriptions might similarly be found for the fusion rings of these general

algebras. This section is devoted to some attempts to investigate these fusion rings, illus-

trated by the (easily visualised) example of the simple Lie algebrag2, and highlights the

various obstacles that such investigations need to overcome.

5.4.1. Obstructions overZ. Recall from Section 5.3.1 that there exists a monomial

ordering≺ with respect to which the ideal
〈

LT
(
IZ

k

)〉
of Z [χ1, . . . ,χr ] is freely gener-

ated (as an abelian group) by the monomialsχλ1
1 · · ·χλr

r with (λ ,θ) > k. A set of ideal
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(λ ,θ) = k+1

k even k odd

FIGURE 5.1. The atomic monomials for the ideal
〈

LT
(
IZ

k

)〉
associated

with the Lie algebrag2 at even and odd level. Weights corresponding to
monomials in the ideal are grey or black, the latter corresponding to atomic
monomials. The arrows indicate the effect of multiplying byχ1 andχ2.

generators for
〈

LT
(
IZ

k

)〉
is therefore obtained by selecting theatomicmonomials from

the set of group generators given above. The atomic monomials of a set of monomials

M =
{

χλ1
1 · · ·χλr

r

}
are defined to be those whichcannotbe expressed as the product of

a fundamental character and a monomial fromM. Equivalently, atomic monomials are

those corresponding to weights from which one cannot subtract any fundamental weight

and still remain in the set of weights corresponding toM.

It should be clear that for the setM =
{

χλ1
1 · · ·χλr

r : (λ ,θ) > k
}

, every weightλ with

(λ ,θ) = k+1 corresponds to an atomic monomial. Forsu(r +1) andsp(2r), these are all

the atomic monomials, asa∨i = (Λi ,θ) = 1 (so if (µ,θ) > k+1, one can always subtract

a fundamental weight fromµ yet remain inM). For other algebras, it will generally

be necessary to include other monomials. For example,(Λ1,θ) = 2 for the algebrag2,

so it follows that when the levelk is even, the monomialχ(k+2)/2
1 is also atomic (see

Figure 5.1).

Given the atomic monomials, one now has to find polynomials inthe fusion ideal

IZ
k whose leading terms with respect to≺ are these monomials. This is straightforward

for the monomials corresponding to weights with(λ ,θ) = k+ 1 — as in Section 5.3.1,

one may take the charactersχλ . For the remaining atomic monomial ofg2 (whenk is

even), Proposition 5.5 givesχ(k+2)Λ1/2+χkΛ1/2 ∈ IZ
k , and this combination has the correct

leading term. Therefore, a Gröbner basis for the (integral) fusion ideal ofg2 is given by

{χλ : (λ ,θ) = k+1} if k is odd

and
{

χ(k+2)Λ1/2 + χkΛ1/2
}
∪{χλ : (λ ,θ) = k+1} if k is even.

This example disproves the belief expressed in [33] that the fusion ring (at levelk) was

always generated by the charactersχλ with (λ ,θ) = k+1. Clearly it is straight-forward

to compute corresponding Gröbner bases for the other simple Lie algebras10. These give

a complete description of the fusion ring, at least in principle.

10Note that every simple Lie algebra exceptsu(r +1) andsp(2r) has at least one comark greater than unity.
It follows that at certain levels, the fusion ring of these algebras will also not be generated by theχλ with
(λ ,θ ) = k+1. The fusion rings of the Lie algebrassu(r +1) andsp(2r) are therefore distinguished in this
regard.
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As in Section 5.3.1, these bases suffer from the disadvantage that the number of gener-

ators increases polynomially with the level. However, the means to bypass this disadvan-

tage, the Jacobi-Trudy identity (and its generalisation tosp(2r)), are no longer available.

It is quite disappointing to find that no further generalisations of this identity (to the other

simple Lie algebras) seem to have been discovered11. Without an appropriate generalisa-

tion, and indeed a generalisation of the theory of symmetricpolynomials, the argument

given to derive the fusion potentials breaks down. At this stage then, the obvious al-

ternative is to study the behaviour of suitably general potentials, hoping that the results

obtained from this study will suggest how to proceed in describing these general fusion

rings.

5.4.2. Obstructions overC. Consider therefore, for a general Lie algebra, the po-

tentials

VΦ
m =

1
m ∑

µ∈Φ
emµ , (5.4.1)

wherem is a positive integer andΦ is a finiteW-invariant set of integral weights. The

conditions onΦ ensure that these potentials may be written as polynomials in the funda-

mental characters with rational coefficients. However, if these potentials are to describe a

fusion ring, their derivatives with respect to the fundamental characters should be polyno-

mialswith integer coefficients. In Section 5.3, this property was built in to the construction

of the fusion potentials. Here, this integrality is perhapsnot entirely evident, and requires

checking.

PROPOSITION5.15. The derivatives with respect to the fundamental charactersof the

potentials given by Equation (5.4.1) may be expressed as polynomials in the fundamental

characters with integer coefficients.

PROOF. Consider the formal generating function

VΦ (t) =
∞

∑
m=1

(−1)m−1VΦ
m tm = log

[

∏
µ∈Φ

(1+eµt)

]
= log

[
∑
n

χ∧nΦtn
]
.

The formal generating functions for the derivatives then take the form

∂VΦ (t)
∂ χi

=
∑n(∂ χ∧nΦ/∂ χi)tn

∏µ∈Φ (1+eµ t)
.

Now observe that the inverse of the denominator is a finite product of geometric se-

ries (in t), each of whose coefficients are (up to a sign) integer powersof theeµ . As the

denominator isW-invariant, the coefficents of the powers oft in the product of the geo-

metric series must also beW-invariant. It follows that these coefficients may be expressed

as integer polynomials in the fundamental characters.

11There is a generalisation toso(n), also due to Weyl [160], but it only applies to tensor representations.
The fusion rings considered in this thesis involve spinor representations as well, so a further generalisation
is required. Nevertheless, a postulated fusion potential based on these tensor representations may be found
in [118]. It is not clear if this potential describes any physicallyrelevant fusion process.
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0

Λ1

Λ2Λ1/2

Λ2/2

ρ/3

ρ/2

FIGURE 5.2. The critical pointsλ +ρ of the potentialVW(θ )
m for su(3) as

a function of the weight space. Only the points in the fundamental alcove
are shown — the rest may be obtained throughŴ-invariance.

Finally, note thatχ∧nΦ is alsoW-invariant, hence an integer polynomial in the funda-

mental characters, so its derivatives are integer polynomials too. Multiplying the numer-

ator by the product of geometric series therefore gives a formal power series int whose

coefficients are integer polynomials in the fundamental characters.

The aim is now to determine the variety described by these general potentials, and

compare with the appropriate fusion variety. As in Section 5.3.2, it is extremely useful

to view these potentials as functions on the weight space by evaluating each fundamental

character at−2πi(λ +ρ)/(k+h∨). Identifying m with k+ h∨, the potentials given by

Equation (5.4.1) become (compare Equation (5.3.4))

VΦ
k+h∨

(
−2πi

λ +ρ
k+h∨

)
=

1
k+h∨ ∑

µ∈Φ
e−2πi(µ,λ+ρ) =

1
k+h∨

χΦ (−2πi(λ +ρ)) . (5.4.2)

Observe that this expression as a function ofλ is not only invariant under the shifted

action ofW (becauseΦ is W-invariant), but also under translations by the coroot lattice

Q∨ (becauseΦ ⊂ P). Therefore, as functions on the weight space, these potentials are

invariant under the shifted action of the affine Weyl groupsŴk, for all k. It follows from

this simple observation that the set of critical points of the potentials will be invariant

under the shifted action of these affine Weyl groups.

The behaviour of these sets of critical points is perhaps best illustrated through ex-

amples. The set of critical points forΦ = ∆Λ1 was shown to coincide withP in Proposi-

tion 5.11 for the algebrassu(r +1) andsp(2r) (note thatP is indeed invariant under the

shifted action of the affine Weyl groups). The most easily visualised examples remaining

are the potentials associated withg2. It turns out to be computationally convenient to

consider a related example first.

LEMMA 5.16. The critical points of VW(θ )
m for su(3) as a function ofλ are given by

the union of two (shifted) lattices:

λ +ρ ∈ spanZ

{
1
2

Λ1,
1
2

Λ2

}
∪spanZ

{
1
3

(2Λ1−Λ2) ,
1
3

(2Λ2−Λ1)

}
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0 0

Λ1/2Λ1/2

Λ1/3

Λ2Λ2

Λ2/2

VW(Λ1)
m VW(Λ2)

m

FIGURE 5.3. The critical pointsλ + ρ of the potentialsVW(Λ1)
m and

VW(Λ2)
m for g2 as a function of the weight space. Again, only the points

in the fundamental alcove are shown.

(see Figure 5.2).

PROOF. Evaluating this potential at−2πiλ ′/m (whereλ ′ = λ + ρ for convenience)

gives

mVW(θ )
m = 2cos

[
2πλ ′

1

]
+2cos

[
2πλ ′

2

]
+2cos

[
2π
(
λ ′

1 +λ ′
2

)]
,

so the critical points occur when

sin
[
2πλ ′

1

]
= −sin

[
2π
(
λ ′

1+λ ′
2

)]
= sin

[
2πλ ′

2

]
.

Since sin(2πA) = sin(2πB) if and only if A−B∈ Z or A+B∈ Z+ 1
2, the conditions for

critical points become
(

2λ ′
1+λ ′

2 ∈ Z or λ ′
2 ∈ Z+

1
2

)
and

(
λ ′

1+2λ ′
2 ∈ Z or λ ′

1 ∈ Z+
1
2

)
.

Carefully solving these conditions gives

(
λ ′

1,λ
′
2

)
∈
[(

1
2
Z

)
×
(

1
2

Z

)]
∪
[(

Z+
1
3

)
×
(

Z+
1
3

)]
∪
[(

Z+
2
3

)
×
(

Z+
2
3

)]
.

The weights ofW (θ) are just the roots ofsu(3). This set therefore consists of the

simple rootsα1 andα2, their sumθ , and the negatives of all three. The relevance tog2 is

that the setsW (Λ1) (the long roots ofg2) andW (Λ2) (the short roots) have precisely the

same structure. Indeed, the corresponding potentials havethe form

mVW(Λ1)
m = 2cos

[
2πλ ′

1

]
+2cos

[
2π
(
λ ′

1+λ ′
2

)]
+2cos

[
2π
(
2λ ′

1+λ ′
2

)]
,

and mVW(Λ2)
m = 2cos

[
2π

λ ′
2

3

]
+2cos

[
2π

3λ ′
1+λ ′

2

3

]
+2cos

[
2π

3λ ′
1+2λ ′

2

3

]
,

so settingλ ′′
1 = λ ′

1, λ ′′
2 = λ ′

1 + λ ′
2, andλ ′′

1 = λ ′
1 + λ ′

2/3, λ ′′
2 = λ ′

2/3, respectively, brings

these into the form of thesu(3) potential. Lemma 5.16 determines the critical points of

this potential, so it is a simple matter to substitute back toget the critical points of theg2

potentials.
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Λ1

0

Λ2

FIGURE 5.4. The critical pointsλ of the potentialVW(Λ2)
m for g2 in the

shifted fundamental alcove at levelk = 1. The white points denote those
in the interior which do not belong to the weight lattice.

PROPOSITION5.17. The critical points of the potentials VW(Λ1)
m and VW(Λ2)

m for g2 as

a function ofλ are given by the shifted lattices

λ +ρ ∈ spanZ

{
Λ1

2
,
Λ2

2

}
∪spanZ

{
Λ1

3
,Λ2

}
,

and λ +ρ ∈ P∪spanZ

{
Λ1

2
,
3Λ2

2

}
,

respectively (see Figure 5.3).

The set of critical points of theg2 potentials with respect toλ therefore includes,

but is not limited to, the weight latticeP. The additional points demonstrate that these

potentialsdo notdescribe the fusion variety ofg2. For at any given levelk > 0, some of

these additional critical points will be found in theinterior of the (shifted) affine alcoves

of this level (this is illustrated in Figure 5.4). At such points, the jacobian matrixJ is

non-singular (Proposition 5.10), so these points are critical points with respect to the

fundamental characters as well. Thus the variety generatedby these potentials strictly

contains the fusion variety. Generalising slightly, this argument shows that if the set of

critical points (with respect toλ ) of a potential is not the weight lattice, then this potential

cannot describe the fusion variety.

Of course, the potentials considered forg2 are only the two simplest. However, their

critical points (with respect toλ ) are, in a sense, characteristic of all possible potentials.

Given any finiteW-invariant setΦ ⊂ P, mVΦ
m = χΦ (−2πi(λ +ρ)) (see Equation (5.4.2))

may be expressed as an integer polynomial in the fundamentalcharacters, or equivalently,
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in the “characters” of theW
(
Λ j
)
. That is,

mVΦ
m = pΦ

(
mVW(Λ1)

m , . . . ,mVW(Λr)
m

)
,

for some integer polynomialpΦ. It follows now from the chain rule for differentiation

that if λ +ρ is a common critical point of all theVW(Λi)
m , then it is also a critical point of

VW(σ)
m . This proves the following result:

PROPOSITION5.18. Let Φ be any (finite)W-invariant set of integral weights. Then,

the critical points of the potential VΦm as a function on the weight space include any

critical points which are common to all the potentials VW(Λi)
m (or V∆Λi

m ), i = 1, . . . , r.

For g2, the common critical points are given by Proposition 5.17 asthe (shifted) lat-

tices

λ +ρ ∈ P∪spanZ

{
Λ1

2
,
3Λ2

2

}
,

which coincides geometrically with the vertices of the affine alcoves. Proposition 5.18

states thatany(allowable) potentialVΦ
m has these critical points (usually it will have many

others), and therefore, as argued above, doesnot describe the fusion variety.

This result shows that in constrast with the cases ofsu(r +1) andsp(2r), there is

no fusion potential of the formVΦ
m for g2. The situation for the other simple algebras is

similarly bleak, because of the following result.

PROPOSITION 5.19. The potentials V∆
Λi

m = 1
mχi (−2πi(λ +ρ)), i = 1, . . . , r, always

have critical points (with respect toλ ) whenλ +ρ is the vertex of an affine alcove.

PROOF. Identifyingmwith k+h∨, the condition forV∆Λi
m to have a critical point is just

thatJi j (−2πi(λ +ρ)) = 0 for eachj, whereJ is the jacobian matrix of Equation (5.3.5).

Proving the proposition therefore amounts to showing thatJ(−2πiν) = 0 wheneverν is

an alcove vertex.

Recall from the proof of Lemma 5.9 thatJ(w(ν)) = J(ν)w, where thew on the right

hand side denotes the matrix representingw on the weight space (with respect to the basis

of fundamental weights). Denoting theith row of J by ∇λ χi , it follows that

∇λ χi (−2πiw(ν)) = ∇λ χi (−2πiν)w.

∇λ χi (−2πiν) is therefore a row vector which may be associated with an element of the

dual of the weight space (the Cartan subalgebra).

Consider the fundamental alcove vertices (the general casewill follow from the Ŵ-

invariance of the characters). Ifν = 0, thenν is fixed by everyw∈ W, so∇λ χi (−2πiν)

is a row vector fixed by everyw ∈ W. Thus,∇λ χi (0) is the zero vector (for eachi),

verifying the proposition for this vertex.

The other fundamental alcove vertices have the form (Appendix B.2) ν = Λ j/a∨j ,

wherea∨j denotes the comarks of the Lie algebra. Then,ν is invariant under all the

simple Weyl reflections exceptw j , so∇λ χi (−2πiν) is invariant under all these simple

reflections, hence∇λ χi (−2πiν) is orthogonal to every simple root exceptα j . But, ν is
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fixed by the affine reflection about the hyperplane(µ,θ) = 1. This reflection has the form

ŵ(µ) = wθ (µ)+θ , wherewθ ∈W is the Weyl reflection associated with the highest root

θ . Hence, using the invariance of the characters under translations inQ∨,

∇λ χi (−2πiν) = ∇λ χi (−2πi(wθ (ν)+θ)) = ∇λ χi (−2πiwθ (ν)) = ∇λ χi (−2πiν)wθ .

It follows now that∇λ χi (−2πiν) is also orthogonal toθ . But, θ and the simple roots,

exceptingα j , together constitute a basis of the weight space (as the marka j never van-

ishes). Thus,∇λ χi (−2πiν) is again the zero vector, verifying the proposition for all the

vertices of the fundamental alcove.

It follows from Propositions 5.18 and 5.19 that every potential of the formVΦ
m will

have critical points at every affine alcove vertex. Unless the set of affine alcove vertices

coincides with the weight lattice, there is no hope that a potential of this form will cor-

rectly describe the fusion variety. But, this coincidence can only occur when the comarks

of the algebra are all unity, so it follows that these potentials cannot describe the fusion

variety unless the algebra issu(r +1) or sp(2r).

5.4.3. A Partial Result. The result of the previous section forces the search for a

“nice” presentation of the fusion ring to move beyond the consideration of the potentials

VΦ
m . It is not clear what should replace these potentials in thisconsideration (neither

is it clear that a “nice” presentation exists). Indeed, one would hope that a successful

generalisation of the Jacobi-Trudy identity to all simple Lie algebras would help to decide

exactly this. In any case, this chapter will conclude with anobservation regarding a

conjectured presentation of the fusion ring ofg2 when the level iseven.

The observation is simply this: Stare at Figure 5.3 and note that if the critical points of

VW(Λ1)
k+h∨ are dilated by a factor of two, their intersection with the critical points ofVW(Λ2)

k+h∨

will precisely be the weight lattice. Such a dilation might be achieved by noting that from

VΦ
k+h∨ =

1
k+h∨ ∑

µ∈Φ
e(k+h∨)µ ⇒ VΦ

k+h∨

(
−2πi

λ +ρ
k+h∨

)
=

1
k+h∨ ∑

µ∈Φ
e−2πi(µ,λ+ρ),

halving eachµ ∈ Φ effectively doubles each critical pointλ + ρ . One would like to

therefore consider the potentialsVW(Λ2)
k+h∨ andVW(Λ1/2)

k+h∨ . Unfortunately, the latter potential

is (of course) not expressible as a polynomial in the fundamental characters as it involves

non-integral weights.

However, the same effect can be achieved by halving notµ but k+ h∨. More pre-

cisely, by consideringVW(Λ2)
k+h∨ andVW(Λ1)

(k+h∨)/2 (both potentials are still to be evaluated at

−2πi(λ +ρ)/(k+h∨)). It follows immediately that whenk is even (h∨ = 4), the latter

potential involves integral weights only, so therefore defines a polynomial in the funda-

mental characters (it is not clear how to proceed when the level is odd). The ideal gen-

erated by the derivatives ofboth these potentials therefore vanishes on the fusion variety

of g2. Moreover, the hessians of both potentials with respect toλ may be computed (by
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brute force) and are non-singular at eachλ ∈ P. Corollary 5.13 then shows that this ideal

vanishespreciselyon the fusion variety.

Time constraints have not allowed the consideration of whether this ideal is radical

(and therefore correctly describes the fusion algebra ofg2). Because the ideal is not jaco-

bian, the computation of the multiplicities appears to be more complicated than checking

the determinant of the hessian. Similarly, an investigation of the behaviour of the cor-

responding ideal ofZ [χ1, . . . ,χr ] has not been undertaken (although the generators are

integral polynomials by Proposition 5.15). However, numerical simulations of the brane

charge groups obtained using this ideal are not in conflict with the results of Section 4.2.4.

It is therefore reasonable to conclude with a conjecture:

CONJECTURE5.1. The fusion ring ofg2 at evenlevel k may be represented by

F
Z
k
∼= Z [χ1, . . . ,χr ]〈

∂V
W(Λ1)
(k+4)/2

∂ χ1
, . . . ,

∂V
W(Λ1)
(k+4)/2

∂ χr
,

∂V
W(Λ2)
k+4
∂ χ1

, . . . ,
∂V

W(Λ2)
k+4
∂ χr

〉 .

For completeness, the generating functions of these potentials are

VW(Λ1) (t) = log

[
1+(χ1−χ2−1)t +

(
χ3

2 −3χ1χ2−2χ1−χ2 +1
)
t2

+
(
χ2

1 −χ3
2 +4χ1χ2+ χ2

2 +4χ1+2χ2−1
)
t3

+
(
χ3

2 −3χ1χ2−2χ1−χ2 +1
)
t4+(χ1−χ2−1) t5+ t6

]

and

VW(Λ2) (t) = log

[
1+(χ2−1) t +(χ1 +1) t2

+
(
χ2

2 −2χ1−1
)
t3+(χ1 +1)t4+(χ2−1) t5+ t6

]
.



CHAPTER 6

Wess-Zumino-Witten Branes II: Geometric Considerations

Classically, strings in a Wess-Zumino-Witten model are described by a mapg: Σ→G,

whereΣ is a two-dimensional manifold, thestring worldsheet, andG is a real (finite-

dimensional) Lie group, thetarget space(with Lie algebrag). It may be assumed thatG is

connected, as different connected components are physically isolated from one another. In

what follows, several additional technical simplifications will be made:Σ will be compact

and orientable (hence onlyorientedstring theories will be realised), andG will always

be compact, simply-connected, and semisimple, in fact simple (for simplicity). It turns

out [57, 58] that these conditions onG imply that the modular invariant (Section 3.1.3)

of the corresponding Wess-Zumino-Witten theory is the diagonal invariant. Thus the

Wess-Zumino-Witten models associated with the Lie algebrag and the diagonal invariant

may be more succinctly described as the Wess-Zumino-Wittenmodels on the simply-

connected target spaceG. Other modular invariants correspond to non-simply-connected

groups, and perhaps more general orbifolds [112].

6.1. Some Algebraic Preliminaries

6.1.1. g-valued Forms. Consider dg: T(Σ) → T(G). Clearlyg−1dg takes values in

Tid (G) = g, so therefore it is ag-valued 1-form onΣ,

g−1dg∈ Ω1(Σ)⊗g.

In fact, it is the pullback byg of ϑ , the canonical, left-invariant 1-form onG. This form

is the basic building block of the string actions that will beintroduced in this chapter.ϑ
may be defined by

ϑ = ϑi ⊗ ti (6.1.1)

(summation convention implied), where{ti} is a basis forg, considered as left-invariant

vector fields onG, and{ϑi} is the dual basis of 1-forms.

The spaceΩ1(Σ)⊗g inherits a natural structure as a commutative algebra via
[
ωi ⊗ ti ∧, η j ⊗ t j

]
= ωi ∧η j ⊗

[
ti, t j
]
.

This extends toΩ• (Σ)⊗g with graded commutativity,

[ω∧, η] = (−1)pq+1 [η ∧, ω] ,

103
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whereω is ag-valuedp-form andη is ag-valuedq-form. As an important example, the

derivative of the canonical 1-form may now be expressed as

dϑ = −ϑ ∧ϑ =
−1
2

[ϑ ∧, ϑ ] . (6.1.2)

The Jacobi identity also generalises toΩ• (Σ)⊗g in a graded form:

[ω ∧, [η ∧, ζ ]]+(−1)p(q+r) [η ∧, [ζ ∧, ω]]+(−1)(p+q)r [ζ ∧, [ω∧, η]] = 0, (6.1.3)

whereω ∈ Ωp(Σ)⊗g, η ∈ Ωq(Σ)⊗g, andζ ∈ Ωr (Σ)⊗g.

Both Ω• (Σ) andg have a natural Hilbert space structure, that ofg coming from the

Killing form κ (·, ·) (or rather its negative, asg is the compact real form of a complex Lie

algebra — see Appendix A.1), and that ofΩ• (Σ) defined by

(ω,η) =
∫

Σ
ω ∧∗η,

where∗ is the Hodge star operator [46,124,155]. The inner product onΩ• (Σ)⊗g is the

tensor product of these, hence takes the form
(
ωi ⊗ ti ∧, η j ⊗ t j

)
= κ

(
ti, t j
)∫

Σ
ωi ∧∗η j =

∫

Σ
κ
(
ωi ⊗ ti ∧, ∗η j ⊗ t j

)
,

whereκ (·∧, ·) denotes the obvious extension of the Killing form toΩ• (Σ)⊗g.

Note that this extended Killing form converts ag-valuedp-form and ag-valuedq-

form to a genuine(p+q)-form. It can quickly be checked that this extended Killing form

is graded-symmetric and associative:

κ (ω ∧, η) = (−1)pqκ (η ∧, ω) and κ ([ω ∧, η] ∧, ζ ) = κ (ω ∧, [η ∧, ζ ]) , (6.1.4)

whereω ∈ Ωp(Σ)⊗g, η ∈ Ωq(Σ)⊗g, andζ ∈ Ωr (Σ)⊗g.

6.1.2. Action Variation. It will be useful to collect a few facts here regarding a

global definition of the usual notion of the variation of a functional, specifically an action.

Consider then an action S[g] depending on a mapg and its derivatives. The variation is

then supposed to be given by

δS[g] = S[g+δg]−S[g] ,

expanded to first order inδg. Of course, when the mapg takes values in a non-linear

space, in particular a simple Lie group, this definition makes little sense when viewed

literally, and therefore requires an appropriate interpretation.

Thinking in terms of global data, it seems reasonable to replace this first-order expres-

sion by the infinitesimal action of some flow (locally deforming g) derived from a vector

field X on the groupG. Define then (locally) the variation ofg on this domain by

δXg = Xµ∂µg,
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the derivative ofg in the direction given byX. Multiplying on the left byg−1 suggests the

global definition1,

g−1δXg = ιX
(
g−1dg

)
, (6.1.5)

whereιX is the interior product with respect toX (recall thatg−1dg is ag-valued 1-form).

If G were a linear space, theng could be viewed as a 0-form, and the variation would

reduce toδXg = ιXdg = LXg, whereLX is the Lie derivative with respect toX.

Consider now the variation ofg−1dg. Using the standard first-order expansion,

δX
(
g−1dg

)
= g−1d(δXg)−g−1δXg ·g−1dg

= d
(
g−1δXg

)
+g−1dg ·g−1δXg−g−1δXg ·g−1dg

= dιX
(
g−1dg

)
− 1

2
ιX
[
g−1dg∧, g−1dg

]

= LX
(
g−1dg

)
, (6.1.6)

by Equation (6.1.2). IfδX was a derivation onΩ• (Σ), one might think from these two

calculations thatδX andLX were identical, as implied in [80]. This conclusion is ab-

surd however, as it would imply that the variation of any action defined over a compact

orientable manifold is identically zero:
∫

Σ
LXη =

∫

Σ
[d(ιXη)+ ιX (dη)] = 0,

(by Stokes’ theorem and the fact thatη must be a form of maximal degree).

Of course,δX is not a derivation onΩ• (Σ), and only appears to act as one on the alge-

bra generated byg−1dg. Indeed,δX acts on the mapg, not onΩ• (G), and this confusion

arises solely from the fact that the forms considered in the study of Wess-Zumino-Witten

actions are all pullbacks byg of forms onΩ• (G). However, it can be quite useful to make

the identificationδX = LX, provided that one is aware of its limitations. The advantage of

this identification is to provide a global framework for the variation of actions defined over

non-trivial manifolds, and as a side benefit, it can simplifythe computations significantly.

As an important example highlighting the difference between δX and LX, let f ∈
Ω0
(
R2
)
⊗g and compareδX ∗ f = δX ( f )∗ (1) = ∗δX f with the computation

LX ∗ f = LX
(

f dx1∧dx2)= d
(

f X1dx2− f X2dx1)

= ∂µ ( f Xµ)dx1∧dx2 = ∗
(
∂µ f Xµ + f ∂µXµ)

= ∗LX f +∗
(

f ∂µXµ) .

(Here the volume form was taken to be dx1∧dx2.) The variational operatorδX therefore

commutes with the Hodge star whereas the Lie derivativeLX does not.

A somewhat more common limitation is that alluded to before —the Lie derivative

of a formη of maximal degree is exact, as the termιXdη vanishes, whereas the variation

of such a (pulled back) form generally does not vanish. This mismatch appears to be an

1Of course, one might like to allow more general variations. However, these prove to be sufficient for the
purposes of this chapter.
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unavoidable consequence of the fact thatδX andLX act on different algebraic structures.

However, from a purely algebraic point of view, this mismatch may be circumvented by

the simple expedient of ignoring the fact that the exterior derivative of a form of maximal

degree must vanish. That is, both d and thenιX must be allowed to act before the degree

of the form is brought into question.

6.2. Closed String Wess-Zumino-Witten Models

6.2.1. A Non-Linear Sigma Model. Recall the string fieldg: Σ →G, and the canon-

ical left-invariant 1-formϑ . The most natural action that can be constructed from these

ingredients is obtained from the “length” (Section 6.1.1) of the pullback form,

S0 [g] = a
(
g−1dg∧, g−1dg

)
= a

∫

Σ
κ
(
g−1dg∧, ∗

(
g−1dg

))
, (6.2.1)

wherea is some arbitrary constant. AsΣ is homeomorphic to the unit disc inR2 with

various parts of the boundary identified [71], there is a chart coveringΣ up to a set of

measure zero. Taking coordinates
(
x1,x2

)
in such a chart gives

S0 [g] = a
∫

Σ
κ
(
g−1∂µg,g−1∂νg

)
dxµ ∧∗dxν

=
a
I

∫

Σ
tr
[
g−1∂1g ·g−1∂1g+g−1∂2g ·g−1∂2g

]
dx1∧dx2

=
a
I

∫

Σ
tr
[
g−1∂µg ·g−1∂ µg

]
.

Here the metric was chosen so that∗
(
dx1
)

= dx2 and∗
(
dx2
)

= −dx1, andI represents

the Dynkin index of the representation ofg used (implicitly) in the Killing form trace

(Appendix A.1). S0 [g] may therefore be recognised as anon-linear sigma modelaction.

With z= x1 + ix2, it can also be expressed in the form

S0 [g] = 2ia
∫

Σ
κ
(

g−1∂g,g−1∂g
)

dz∧dz.

Because of the existence of such a chart, this sigma model action may be varied in

local coordinates. However, to facilitate comparison withwhat follows, the global for-

malism of Section 6.1.2 will be used. Varying Equation (6.2.1) in this manner gives

δXS0 [g] = a
∫

Σ

{
κ
(
δX
(
g−1dg

)
∧, ∗
(
g−1dg

))
+κ

((
g−1dg

)
∧, ∗δX

(
g−1dg

))}

= 2a
∫

Σ
κ
(
δX
(
g−1dg

)
∧, ∗
(
g−1dg

))

= a
∫

Σ

{
2κ
(
d
(
g−1δXg

)
∧, ∗
(
g−1dg

))
−κ

(
ιX
[
g−1dg∧, g−1dg

]
∧, ∗
(
g−1dg

))}
,

using the symmetry of the inner product and Equation (6.1.6). The second term vanishes

identically via

ιX
[
g−1dg∧, g−1dg

]
= 2

[
g−1δXg∧, g−1dg

]
,
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and the computation (A = g−1δXg andB = g−1dg)
∫

Σ
κ ([A∧, B] ∧, ∗B) =

∫

Σ
κ (B∧, ∗ [A∧, B]) =

∫

Σ
κ (B∧, [A∧, ∗B])

=

∫

Σ
κ ([B∧, A] ∧, ∗B) = −

∫

Σ
κ ([A∧, B] ∧, ∗B)

(which uses graded symmetry and associativity, Equation (6.1.4), and the symmetry of

the inner product). The variation now becomes

δXS0 [g] = 2a
∫

Σ

{
dκ
(
g−1δXg∧, ∗

(
g−1dg

))
−κ

(
g−1δXg∧, d∗

(
g−1dg

))}
(6.2.2)

= −2a
∫

Σ
κ
(
g−1δXg∧, d∗

(
g−1dg

))
,

and so the equations of motion are just

d∗
(
g−1dg

)
= 0.

(Note that extracting the equations of motion required thatthe Killing form be non-

degenerate, hence the restriction thatG be (semi)simple.)

In local coordinates,
(
x1,x2

)
, these equations of motion take the form

∂µ
(
g−1∂µg

)
= 0,

and in complex coordinates,z= x1 + ix2, they become

∂
(

g−1∂g
)

+∂
(
g−1∂g

)
= 0, (6.2.3)

where∂ and∂ are the derivatives with respect toz andz respectively. The equations of

motion do not, therefore, define holomorphic and antiholomorphic fields, as is charac-

teristic of a two-dimensional conformal field theory. It follows that the non-linear sigma

model action requires modifying.

6.2.2. The Wess-Zumino Term.It is not obvious how to modify the non-linear

sigma model action to achieve conformal invariance. The solution lies in constructing a

so-calledWess-Zuminoterm [159], a topological quantity whose definition requires some

care [125], and adding it to the original sigma model action. This solution was found by

Witten [161], and as the name implies, this leads to the conformal field theories known

as Wess-Zumino-Witten models. These describe strings propagating in the topologically

non-trivial background of the group manifold, and asΣ is assumed to have no boundary,

the strings are closed.

The Wess-Zumino term is given by

SWZ [g] = b
∫

Γ
κ
(
g̃−1dg̃∧, d

(
g̃−1dg̃

))
= b

∫

Γ
g̃∗κ (ϑ ∧, dϑ) , (6.2.4)

whereb is another constant,Γ is a three-dimensional manifold whose boundary isΣ, and

g̃: Γ → G is an extension of the fieldg from Σ to Γ. Whilst there are intricacies in this

definition to deal with, it should first be checked that it doesachieve its aim of restoring

conformal invariance to the theory (at least formally).
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First, it is convenient to define a formH ∈ Ω3(G) by

H =
b

2πi
κ (ϑ ∧, dϑ) ,

so that the Wess-Zumino action, Equation (6.2.4), takes theform

SWZ [g] = 2πi

∫

Γ
g̃∗H.

PROPOSITION6.1. H ∈ Ω3(G) is closed, hence defines a class inH3(G;C).

PROOF. It follows immediately from the graded Jacobi identity (Equation (6.1.3)) that

[ϑ ∧, [ϑ ∧, ϑ ]] = 0.

Thus, Equation (6.1.2) and associativity give

dH =
b

2πi
κ (dϑ ∧, dϑ) =

b
8πi

κ ([ϑ ∧, ϑ ] ∧, [ϑ ∧, ϑ ]) =
b

8πi
κ (ϑ ∧, [ϑ ∧, [ϑ ∧, ϑ ]]) = 0.

To compute the variation in the action given by Equation (6.2.4), one should take a

global approach. As the integrand is a simple function of ˜g and its derivatives (there are

no Hodge stars present), and a variationδX of g may be extended to a corresponding

variation δX̃ of g̃, it follows from Section 6.1.2 that the variation is given bythe Lie

derivative. From Proposition 6.1, the only contributing term is a boundary term, so

δXSWZ [g] = b
∫

Γ
dιX̃κ

(
g̃−1dg̃∧, d

(
g̃−1dg̃

))

=
−b
2

∫

Σ
ιXκ

(
g−1dg∧,

[
g−1dg∧, g−1dg

])
.

Note that the variation is independent of the extension ˜g.

Using graded commutativity and associativity, it is easy toshow that

ιXκ
(
g−1dg∧,

[
g−1dg∧, g−1dg

])
= 3κ

(
g−1δXg∧,

[
g−1dg∧, g−1dg

])
,

and hence that the variation of the Wess-Zumino term is just

δSWZ [g] = 3b
∫

Σ
κ
(
g−1δXg∧, d

(
g−1dg

))
. (6.2.5)

Adding this to the sigma model variation implies that the equations of motion for the total

action take the form

d
[
3bg−1dg−2a∗

(
g−1dg

)]
= 0.

Setb = 2ia/3. In complex coordinates this now becomes

−4ia∂
(
g−1∂g

)
dz∧dz= 0,

so the equations of motion define a holomorphic field (scaled appropriately) by2

J(z) = 8πag−1∂g. (6.2.6)

2In fact, the equations of motion define a holomorphic 1-form which is locally represented byJ(z)dz.
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The existence of the corresponding antiholomorphic field isestablished by noting that

∂
(
g−1∂g

)
= −g−1∂g ·g−1∂g+g−1∂ ∂g

= g−1
(

∂∂g ·g−1−∂g ·g−1∂g ·g−1
)

g = g−1∂
(

∂g ·g−1
)

g, (6.2.7)

so the equations of motion also give the (scaled) antiholomorphic field

J(z) = −8πa∂g ·g−1. (6.2.8)

It is interesting to note that ifb is instead set to−2ia/3, the equations of motion

define (scaled) holomorphic and antiholomorphic fields, this time given by−8πa∂g ·
g−1 and 8πag−1∂g respectively. Changing the sign of the Wess-Zumino term therefore

leads to an entirely equivalent theory where the relationship between the holomorphic and

antiholomorphic fields, and the string fieldg, is also reversed.

The Wess-Zumino-Witten action

SWZW [g] = a
∫

Σ
κ
(
g−1dg∧, ∗

(
g−1dg

))
+

2ia
3

∫

Γ
κ
(
g̃−1dg̃∧, d

(
g̃−1dg̃

))
, (6.2.9)

therefore does give rise to holomorphic and antiholomorphic fields, and the results of

Chapter 3 then show that the theory generated by these fields is a conformal field theory.

However, there are topological intricacies present in the definition of the Wess-Zumino

term which have so far been ignored. Their consideration is not only vital to the standard

Wess-Zumino-Witten theory, but also provides a paradigm that guides the study of brane

charges in these models through topological and geometric means.

6.2.3. Ambiguities and Quantisation.Recall that in defining the Wess-Zumino term

(Equation (6.2.4)), a three-dimensional manifoldΓ with boundaryΣ was introduced, and

the fieldg was extended fromΣ to a fieldg̃ onΓ in some way. Whilst the existence of the

abstract manifoldΓ is clear, it is necessary to check that it may be mapped into the target

spaceG in a manner compatible withg, that is, that the extension ˜g makes sense. If this

is the case, then it remains to consider the effect of different extensions, for ˜g will not be

unique. Indeed,Γ is not even uniquely specified.

The existence of ˜g is easily dealt with. What is to be shown is that the imageg(Σ)

is always the boundary of some submanifold ofG, which may then be taken to be ˜g(Γ).

Translating into the language of homology, any 2-cycleg(Σ) must be the boundary of

some 3-chain ˜g(Γ). So,g may always be extended to ˜g providedH2(G;Z) = 0. Happily,

this is always the case for a compact Lie group (Appendix C.3).

Consider then, the effect of the lack of uniqueness ofΓ and thus ˜g. Recall that the

variation, Equation (6.2.5), of the Wess-Zumino term involved a total derivative, so it

did not actually depend onΓ or g̃. It follows that the equations of motion, and hence

the classical physics defined by them, are completely insensitive to this ambiguity in

the definition of the action. In the quantised theory, however, the action enters directly

through the (euclidean) Feynman amplitudes exp(−S[g]). Therefore this ambiguity must

be carefully examined if the theory is to be quantised.
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Suppose now that two choicesΓ andΓ′ are made for the three-dimensional manifold

with boundaryΣ. The difference between the Wess-Zumino actions, that is the ambiguity

in SWZ [g], obtained from these choices is just

2πi

∫

Γ−Γ′
g̃∗H,

whereΓ−Γ′ is the oriented difference. As a 3-chain,Γ−Γ′ is the difference of two 3-

chains with the same boundary, and so is a genuine 3-cycle. Itfollows that the ambiguities

in the action are therefore just the periods of 2πiH over the 3-cycles inG. The question

now arises as to the nature of the cohomology class represented byH. If it is null, meaning

H is exact, then there is no ambiguity and the action is well-defined. However, asG is

assumed simple,H3(G;R) = R (Appendix C.3), soH is not necessarily exact.

In any case, suppose the fundamental period ofH is p. Then the ambiguities in

SWZ [g], and hence the full action SWZW [g], are integral multiples of 2πip. For the quan-

tum theory to be well-defined, it is only necessary for the Feynman amplitudes to be well-

defined, and the ambiguities in these are just the multiplicative phases exp(−2πimp),

wherem∈ Z is arbitrary (being the image ofΓ−Γ′ in H3(G;Z) = Z). It now follows

that for the Wess-Zumino-Witten model to define a consistentquantum theory, the closed

form H appearing in the Wess-Zumino term must have an integral fundamental period.

That is,

H ∈ H3(G;Z) . (6.2.10)

This quantisation condition may clearly be satisfied by suitably fixinga.

6.2.4. SU(2): An Example. Consider the most tractable of the simple Lie groups,

SU(2). It is easiest to work in the fundamental (defining) representation for which the

Dynkin index isIΛ1 = 1. The traditional parametrisation in this representationuses Euler

angles, and can be used to quickly determine the values ofa satisfying Equation (6.2.10).

However, to simplify a later calculation (in Section 6.3.5), it is convenient to introduce a

different parametrisation. This parametrisation is basedon the stereographic projection

of the 3-sphereS3 onto R3, and the fact thatSU(2) is diffeomorphic toS3. It may be

expressed asβ : R3 → SU(2), where

β (r,θ ,φ) =
1

4+ r2

(
4− r2+4ir cosθ 4r sinθeiφ

−4r sinθe−iφ 4− r2−4ir cosθ

)
, (6.2.11)

where 06 r < ∞, 0 6 θ 6 π, and 06 φ < 2π denote the usual polar coordinates inR3.

This parametrisation is injective whenr > 0 and 0< θ < π, forming a coordinate chart

coveringSU(2) up to a set of measure zero. Obviously the entire group manifold itself

generatesH3(SU(2) ;Z).
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One can quickly compute that in this parametrisation,

β−1dβ =
4

4+ r2

(
icosθ sinθ eiφ

−sinθ e−iφ −icosθ

)
dr

+
4r

(4+ r2)
2

(
−i
(
4− r2

)
sinθ

((
4− r2

)
cosθ −4ir

)
eiφ

−
((

4− r2
)

cosθ +4ir
)

e−iφ i
(
4− r2

)
sinθ

)
dθ

+
4ir sinθ
(4+ r2)

2

(
−4r sinθ

(
4− r2−4ir cosθ

)
eiφ

(
4− r2+4ir cosθ

)
eiφ 4r sinθ

)
dφ ,

so

β ∗H =
−a
6π

κ
(
β−1dβ ∧,

[
β−1dβ ∧, β−1dβ

])
=

−a
3π

tr
(
β−1dβ

)∧3

=
256a

π
r2sinθ

(4+ r2)
3 dr ∧dθ ∧dφ

⇒
∫

SU(2)
H =

256a
π

∫ 2π

0

∫ π

0

∫ ∞

0

r2sinθ
(4+ r2)

3 dr dθ dφ = 8πa.

It follows that forG = SU(2), the quantum Wess-Zumino-Witten model can only be well-

defined whena = k/8π , for k∈ Z.

6.2.5. The General Case.Consider now the inclusionj : SU(2) →֒ G of theSU(2)-

subgroup corresponding to the rootα. This is a group homomorphism. The pullbackj∗H

is a closed 3-form onSU(2), so it is of interest to compare it to the formHSU(2) appearing

in theSU(2) Wess-Zumino-Witten action.

PROPOSITION6.2. Let j be the group homomorphism including theSU(2)-subgroup

corresponding to the rootα into G. Then,

j∗H =
2

‖α‖2HSU(2).

PROOF. Let
{

x1,x2,x3
}

be a basis ofsu(2). As j is injective, j∗ is a linear injection,

so the set
{

j∗x1, j∗x2, j∗x3
}

may be extended to a basis{ya} of g. Let {ϑa} be the dual

basis (of left-invariant 1-forms), andηa = j∗ϑa. Then,

ηa

(
xb
)

= ( j∗ϑa)
(

xb
)

= ϑa

(
j∗xb
)

= ϑa

(
yb
)

= δab,

wherea = 1, . . . ,dimg andb = 1,2,3. So,{η1,η2,η3} is the dual basis to
{

x1,x2,x3
}

,

andηa = 0 whena > 3.

It follows now that

j∗H =
−a
3π

j∗
[

dimg

∑
a,b=1

ϑa∧dϑb ·κ
(

ya,yb
)]

=
−a
3π

dimg

∑
a,b=1

j∗ϑa∧d j∗ϑb ·κ
(

ya,yb
)

=
−a
3π

3

∑
a,b=1

ηa∧dηb ·κ
(

j∗xa, j∗xb
)

=
−a
3π

j∗κ
(
ϑSU(2)∧, dϑSU(2)

)
.
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Now j∗κ (·, ·) is easily checked to be bilinear, symmetric, and associative onSU(2) (as-

sociativity follows from j being a group homomorphism). Hence it must be a multiple of

the Killing form onSU(2) (Appendix A.1). Thus,j∗H is this multiple ofHSU(2).

To determine this multiple, observe thatj∗ sends the corootα∨
SU(2) ∈ su(2)C to±α∨ ∈

gC, and therefore (in the complexified algebra),

j∗κ
(

α∨
SU(2),α

∨
SU(2)

)
= κ

(
α∨,α∨)=

4
‖α‖2 .

But the Killing form onSU(2) assigns this coroot a length of 2.

The relevance of Proposition 6.2 is that anSU(2)-subgroup ofG corresponding to the

root α, denoted bySU(2)α , is homologically non-trivial:
∫

SU(2)α

H =
∫

SU(2)
j∗H =

∫

SU(2)

2
‖α‖2HSU(2) =

16πa
‖α‖2 ,

by the result of Section 6.2.4. In fact, it is a result of Bott and Samelson [28] that any

subgroupSU(2)α , with α long, generatesH3(G;Z). It now follows that in a general

compact, connected, simply-connected, simple Lie group, the 3-formH has fundamental

period 8πa. To satisfy the quantisation condition, Equation (6.2.10), a must be fixed

to k/8π wherek ∈ Z+ (k is, of course, the level). Note thatk could be taken to be a

negative integer, but negatingk merely amounts to a change of orientation onG, and so

is physically irrelevant (however, it does affect the form of the fieldsJ(z) andJ(z), as

remarked at the end of Section 6.2.2). It is clear thatk = 0 gives a physically vacuous

theory.

This discussion therefore, fixes the normalisation ofH to

H =
k

24π2κ (ϑ ∧, dϑ) . (6.2.12)

The Wess-Zumino-Witten action forclosedstrings now takes its final form:

SWZW [g] =
k

8π

∫

Σ
κ
(
g−1dg∧, ∗

(
g−1dg

))
− k

12πi

∫

Γ
κ
(
g̃−1dg̃∧, d

(
g̃−1dg̃

))

=
k

8π

∫

Σ
κ (g∗ϑ ∧, ∗g∗ϑ)+2πi

∫

Γ
g̃∗H.

(6.2.13)

6.3. Open String Wess-Zumino-Witten Models

6.3.1. The Open String Action. The closed string action may be generalised so that

it can describe both closed and open strings propagating on the group manifold. To

accommodate the open strings, the string worldsheetΣ is allowed to have a boundary.

Hence,Σ will now denote a compact, orientable, two-dimensional manifold with bound-

ary ∂Σ, a compact one-dimensional manifold (that is, a finite collection of circles). For

clarity of notation, it is convenient to assume that this boundary has only one connected

component (circle) — the general case follows easily from this one (and the no-boundary

case discussed in Section 6.2).
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It appears that the first detailed study of Wess-Zumino-Witten models with open string

worldsheets was conducted in [107]. Here, the effects associated to the non-trivial bound-

ary were studied using the theory of T-duality [8, 9, 40, 41]. The geometric study of

boundary conditions for open strings leads to similar results [7,104,147], and this is the

approach which will be detailed below.

The generalisation of the Wess-Zumino-Witten action (Equation (6.2.13)) strikes an

immediate problem. AsΣ has a boundary, there is no 3-chainΓ with ∂Γ = Σ. The

Wess-Zumino term is therefore not defined. To overcome this,it proves necessary to

(temporarily) remove the effect of the boundary by writingΣ as Σ′−D whereΣ′ is a

compact, orientable, two-dimensional manifold (without boundary) andD is a compact,

orientable, two-dimensional manifold with (oriented) boundary−∂Σ. As G is simply-

connected,H1(G;Z) = 0, so the string field can be extended fromg: Σ → G to g′ : Σ′ →
G. The idea now is that this is the same situation encountered in Section 6.2.2, so the

Wess-Zumino action may be constructed as before. However, the contribution from the

manifoldD needs to be cancelled somehow. That said, let ˜g′ : Γ′ → G be an extension of

g′ where∂Γ′ = Σ′. The Wess-Zumino term is therefore

2πi

∫

Γ′

(
g̃′
)∗

H.

To motivate the manner in which the contribution fromD is cancelled, note thatD

is two-dimensional, soH is exact when restricted to any tubular neighbourhood3 TD of

g′ (D). That is,H = dω on TD for someω ∈ Ω2(TD). Suppose, for the moment, that it is

possible to find a 3-chainΛ ⊆ TD whose boundary isg′ (D). ThenH would be exact on

Λ, and the contribution ofD to the Wess-Zumino term could be cancelled by subtracting

2πi

∫

Λ
H = 2πi

∫

g′(D)
ω.

Of course, there is no suchΛ, as∂g′ (D) 6= /0, so this procedure is absurd. However,

the right-hand-side of this expression is perfectly well-defined, so it seems plausible that

subtracting this quantity will lead to a reasonable theory.The action incorporating this

“quasi-cancellation” is then

SWZW [g] =
k

8π

∫

Σ
κ (g∗ϑ ∧, ∗g∗ϑ)+2πi

[∫

Γ′

(
g̃′
)∗

H −
∫

D

(
g′
)∗ω

]
, (6.3.1)

and will serve as the definition for the open string Wess-Zumino-Witten action. In this

context, the cancellation term involvingω will be referred to as theboundary term,

S∂Σ [g].

3A tubular neighbourhood of a submanifoldN of a manifoldM is an open neighbourhood ofN in M which
is diffeomorphic to the normal bundle ofN in M. Tubular neighbourhoods always exist [92]. As the
cohomology of anyvectorbundle is the same as that of its base, exactness follows trivially.
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Consider now the variation of this action. The sigma model term gives the same

variation as in Section 6.2.1, but with an extra term over∂Σ (refer to Equation (6.2.2)),

δXS0 [g] =
k

4π

[∫

Σ
κ
(
g−1δXg∧, d∗

(
g−1dg

))
−
∫

∂Σ
κ
(
g−1δXg∧, ∗

(
g−1dg

))]
,

the Wess-Zumino term has variation

δXSWZ [g] = 2πi

∫

Σ′
ιX
(
g̃′
)∗

H = 2πi

∫

Σ
ιX
(
g̃′
)∗

H +2πi

∫

D
ιX
(
g̃′
)∗

H,

whereas the boundary term gives a contribution of (recall∂D = −∂Σ)

δXS∂Σ [g] = −2πi

∫

D

(
ιXd
(
g′
)∗ ω +dιX

(
g′
)∗ ω

)
= −2πi

∫

D
ιX
(
g̃′
)∗

H +2πi

∫

∂Σ
ιXg∗ω.

Note that the boundary term does introduce the required cancellation, at least in the action

variation.

The total variation is thus exactly that of the closed stringmodel, but with a boundary

contribution ∫

∂Σ

[
2πi ιXg∗ω +

k
4π

κ
(
g−1δXg∧, ∗

(
g−1dg

))]
. (6.3.2)

It follows that the equations of motion for the stringaway from the boundary(in the

bulk) are identical to those of the closed string of Section 6.2. In particular, the theory

is conformal, and the holomorphic and antiholomorphic fields J(z) andJ(z) are defined

(where the coordinate chart is such thatzbelongs to the upper half plane, and the real axis

corresponds to∂Σ).

Note that the boundary contribution to the variation can only determine the dynamics

of the open string on the boundary∂Σ. Hence,ω determines the equation of motion for

the string endpoints, that is, the boundary conditions. However, these boundary conditions

clearly depend upon the specific choice ofω, whereas this form has thus far been only

constrained by dω = H on TD. It follows, perhaps unsurprisingly, that the boundary

conditions must be chosen first, and these will determine theform ω appearing in the

open string action Equation (6.3.1).

6.3.2. Boundary Conditions. Recall from Section 3.2.1 that the open string bound-

ary conditions consistent with conformal invariance take the form

J(z) = Ω
(
J(z)

)
at z= z,

whereΩ : g→ g is orthogonal (so angle-preserving) with respect to the Killing form, andz

in the upper half plane parametrises a complex chart onΣ with the real axis corresponding

to (part of)∂Σ. This is the form of the conformal boundary condition atg = Tid (G). In

order to extract the geometric meaning (on the group manifold), it is necessary to left-

translate this condition toTg(G) [147], giving

∂g = −gΩ
(

∂g ·g−1
)
≡ Ωg∂g at z= z. (6.3.3)
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Note thatΩg : Tg(G) → Tg(G) is a linear operator, orthogonal with respect to the Killing

form (also translated toTg(G)).

Suppose that∂gwas an eigenvector forΩg with eigenvalue−1. Then, Equation (6.3.3)

becomes∂g=−∂g, giving∂1g= 0 (wherez= x1+ ix2) at the boundary. This corresponds

to aDirichlet boundary condition fixing the endpoint of the string. Similarly, if the eigen-

value is+1, ∂2g= 0 at the boundary (as the string endpoint isa priori constrained to stay

on the boundary, this equation is redundant). In this case, the endpoint of the string satis-

fies aNeumannboundary condition leaving it free to wander along the boundary. Finally,

a pair of complex conjugate eigenvalues corresponds to a two-dimensional subspace of

Tg(G) in which∂g and∂g need only preserve their angle. Hence this also correspondsto

a Neumann boundary condition.

The general picture therefore is that the tangent space atg decomposes orthogonally

into a Dirichlet subspace in which the string endpoint is fixed (eigenvalue−1) and a Neu-

mann subspace in which the string endpoint is free. Considernow the effect of varying

g ∈ G. Whilst the eigenvalues corresponding to the Neumann subspace stay away from

−1, this orthogonal decomposition of the tangent spaces varies smoothly [105]. It fol-

lows that this decomposition defines two transversal families of submanifolds ofG, one

corresponding to trajectories (through some pointg) along which the string endpoint may

continuously move, and one corresponding to trajectories along which the endpoint may

not continuously move. The submanifolds along which endpoints may move are (perhaps

incorrectly) called Dirichlet branes, abbreviatedD-branes.

Of course, it would be naı̈ve to think that the Neumann eigenvalues will always stay

away from−1 as the string endpoint moves along an allowed trajectory. Generally, there

will be pointsg where two Neumann eigenvalues coalesce at−1, or two−1 eigenvalues

split to become genuine complex conjugates. There the dimensions of the Dirichlet and

Neumann subspaces will change by 2 and the smoothness of the orthogonal decomposi-

tion will be lost. The corresponding objects in the group manifold will therefore not be

smooth submanifolds; however they are still referred to as D-branes.

As an important example, considerΩ = id, the identity transformation. Then,Ωg acts

on Tg(G) asΩg(xg) = −gx. The Dirichlet subspace is therefore the space of vectorsxg

(with x∈ g) satisfyingxg= gx. It follows that for everyt ∈ R,

exp(2πitx)g = gexp(2πitx) ,

and therefore that exp(2πitx) belongs to the centraliser ofg, Z(g). Hencex belongs to

the Lie algebra of this centraliser,z(g) = Tid (Z(g)), and the Dirichlet subspace is the

right-translate byg of this space. But asg is obviously in the centre of its centraliser,

the Dirichlet subspace is justTg(Z(g)). It follows that the Neumann subspace is its or-

thogonal complement, the tangent space to the conjugacy class throughg, Tg(C(g)) (Ap-

pendix C.3). The D-brane throughg∈ G corresponding to the choiceΩ = id is thus the

conjugacy classC(g). Such branes will be referred to asuntwisted symmetry-preserving
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branes (compare with Section 3.2.4), and will form the main focus of the rest of this

thesis.

This may be generalised to the caseΩ an inner automorphism Ad(h) say, h ∈ G.

The same argument shows that the Dirichlet subspace is the right translate byg of z(gh),

which isTgh(Z(gh))h−1. The Neumann subspace is therefore the right-translate byh−1

of the tangent space atgh to the conjugacy class throughgh. The corresponding D-brane

throughg∈ G is thusC(gh)h−1, a translated conjugacy class.

More general cases can be analysed, in particular, the case whenΩ is an outer auto-

morphism derived from a symmetry of the Dynkin diagram ofg. This gives rise to D-

branes described by thetwinedconjugacy classes of [56]. In the language of Section 3.2,

these aretwistedsymmetry-preserving branes (the “twisting” is the action of Ω). As with

regular conjugacy classes, these D-branes coincide with smooth submanifolds ofG, called

the worldvolumesof the branes. However, whenΩ is not an automorphism, more gen-

eral structures are encountered (see for instance [147] for a mild example). These more

general structures will be referred to as non-symmetry-preserving.

6.3.3. Fixing ω. Consider now the boundary condition given by Equation (6.3.3),

recast in
(
x1,x2

)
-coordinates. It becomes

(id−Ωg)∂1g = i(id+Ωg)∂2g at x2 = 0.

Since thex1-axis is identified with (part of) the string worldsheet boundary, its image

underg must lie on a D-brane. Projecting the boundary condition onto the Dirichlet and

Neumann subspaces of the brane gives

Dirichlet: 2(∂1g)D = 0 (6.3.4)

Neumann: (id−Ωg)(∂1g)N = i(id+Ωg)(∂2g)N

⇒ (∂2g)N = −i
id−Ωg

id+Ωg
(∂1g)N , (6.3.5)

as id+Ωg is invertible on the Neumann subspace. Obviously the first condition just fixes

the string endpoint in the Dirichlet directions, whereas the second details the boundary

condition along the brane worldvolume. In effect, this latter condition is the equation of

motion for the string endpoint along the brane worldvolume.

Recall the contribution, Equation (6.3.2), of the boundaryto the variation of the open

string Wess-Zumino-Witten model action. The aim is now to determineω such that

this action variation reproduces the equations of motion ofthe string endpoint, Equa-

tion (6.3.5). The form of this variation suggests the following ansatz:

ιXg∗ω =
k

8π2κ
(
g−1δXg∧, η

)
, for someg-valued 1-formη. (6.3.6)

As the boundary contribution to the action variation is an integral over∂Σ, which is

represented by thex1-axis in local coordinates, it follows that only the coefficient of dx1

in the integrand contributes. Furthermore, at the boundary, g must take values on the
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brane, henceg−1δXg = ιX
(
g−1dg

)
must take values in the Neumann subspace atTg(G),

left-translated byg−1 back tog. It follows that the equations of motion only determine

the coefficientη1 of dx1, and even then, only the value that this coefficient takes in the

(translated) Neumann subspace:

i(η1)N −g−1(∂2g)N = 0.

This obviously suggests thatη (and henceω) should only be defined on the brane, where

this condition fixes it uniquely. It is clear that this is consistent with the open string Wess-

Zumino-Witten action, Equation (6.3.1),providedthat the 2-chaing′ (D), over whichω
is integrated, is contained within the brane.

The boundary condition, Equation (6.3.5), in the Neumann direction, now gives (drop-

ping the Neumann subscripts)

η1 = −g−1 id−Ωg

id+Ωg
∂1g ⇒ η = −g−1 id−Ωg

id+Ωg
dg,

remembering thatη is only being defined on the brane. Recalling the definition ofΩg,

Equation (6.3.3), it follows that

η = − id+Ω◦Ad(g)

id−Ω◦Ad(g)
g−1dg. (6.3.7)

PROPOSITION6.3. Each D-brane associated with a conformal boundary condition

J(z) = Ω
(
J(z)

)
at z= z,

supports a2-formω such that the variation of the open string Wess-Zumino-Witten action,

Equation (6.3.1), reproduces this conformal boundary condition. ω is given by

g∗ω =
−k

16π2κ
(

g−1dg∧, id+Ω◦Ad(g)

id−Ω◦Ad(g)
g−1dg

)
, (6.3.8)

and, moreover, ifΩ ∈ Autg, thendω = H (where H is restricted to the brane).

PROOF. Consider first the operatorA = (id−B)−1(id+B) : g → g, whereB = Ω ◦
Ad(g). With respect to the Killing form,Ω is orthogonal as the boundary condition is

conformal, as is Ad(g). Their product,B, is thus orthogonal (hence normal) and so has

eigenvalues on the unit circle (with 1 removed). By the functional calculus [137], A is

therefore a normal operator with purely imaginary eigenvalues, hence is skew-symmetric.

It follows now that

ιXg∗ω =
−k

16π2

[
κ
(
g−1δXg∧, A

(
g−1dg

))
−κ

(
g−1dg∧, A

(
g−1δXg

))]

=
−k

16π2

[
κ
(
g−1δXg∧, A

(
g−1dg

))
+κ

(
A
(
g−1dg

)
∧, g−1δXg

)]

=
k

8π2κ
(
g−1δXg∧, −A

(
g−1dg

))
,

in agreement with the ansatz, Equation (6.3.6), and Equation (6.3.7). SinceX is an arbi-

trary vector field, this establishes Equation (6.3.8) forω.
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To show that dω = H, which establishes that the open string Wess-Zumino-Witten ac-

tion is self-consistent, some auxiliary calculation is required. As id−B is invertible on the

translated Neumann subspace ofg = Tid (G), ζ can be uniquely defined by(id−B)g∗ζ =

g∗ϑ (whereϑ is restricted to the brane). It is easy to verify that

dB = B◦ad
(
g−1dg

)
= B◦ad((id−B)g∗ζ ) . (6.3.9)

Furthermore, Equation (6.1.2) may be used to show that (the pullbacks will be dropped in

the remainder of this proof)

(id−B)dζ = (id−B) [Bζ ∧, ζ ]− 1
2

(id−B) [ζ ∧, ζ ]+
1
2

τ, (6.3.10)

whereτ = B[ζ ∧, ζ ]− [Bζ ∧, Bζ ] is clearly zero ifΩ is an automorphism4 of g.

Consider now

ω =
−k

16π2κ
(

ϑ ∧, id+B
id−B

ϑ
)

=
−k

16π2κ ((id−B)ζ ∧, (id+B)ζ ) =
k

8π2κ (Bζ ∧, ζ ) .

Its derivative may be computed directly, if inelegantly, using the orthogonality ofB, and

Equations (6.3.9) and (6.3.10). One finds that

dω =
k

16π2 [κ (Bζ ∧, [ζ ∧, ζ ])−κ (ζ ∧, [Bζ ∧, Bζ ])−κ (Bζ ∧, τ)]

=
k

16π2 [κ (Bζ ∧, [Bζ ∧, Bζ ])−κ (ζ ∧, [Bζ ∧, Bζ ])+κ (Bζ ∧, [ζ ∧, ζ ])−κ (ζ ∧, [ζ ∧, ζ ])] .

However, a similar expansion gives

H =
−k

48π2κ ((id−B)ζ ∧, [(id−B)ζ ∧, (id−B)ζ ])

=
k

48π2 [κ (Bζ ∧, [Bζ ∧, Bζ ])−3κ (ζ ∧, [Bζ ∧, Bζ ])+3κ (Bζ ∧, [ζ ∧, ζ ])−κ (ζ ∧, [ζ ∧, ζ ])] .

Sadly, it follows that

H −dω =
k

24π2 [κ (ζ ∧, [ζ ∧, ζ ])−κ (Bζ ∧, [Bζ ∧, Bζ ])] =
k

24π2κ (Bζ ∧, τ) ,

which seems to be non-zero in general, but vanishes whenΩ ∈ Aut(g).

This demonstrates that the conformal boundary conditions may be derived from the

open string Wess-Zumino-Witten action, Equation (6.3.1),by choosingω appropriately.

Furthermore, whenΩ ∈ Aut (g), this action is self-consistent in that dω = H. In the

general case, whereΩ is orthogonal ong but not an automorphism, the corresponding

self-consistency has not been shown. Indeed, the proof of Proposition 6.3 suggests that

self-consistency seems rather doubtful in this case. For instance, takingΩ = − id gives

H −dω =
k

12π2κ (ζ ∧, [ζ ∧, ζ ]) ,

4As ζ is only allowed to take values in the translated Neumann subspace ofg, τ vanishing need notrequire
Ω to be an automorphism.
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which looks suspiciously non-zero. In what follows,Ω will therefore be taken to be an

automorphism ofg. In fact, Ω will usually be chosen to be the identity map, as these

correspond to the untwisted symmetry-preserving branes, which are the main focus of

this thesis.

6.3.4. More Ambiguities and Quantisation. The mathematical data for defining the

open string Wess-Zumino-Witten action therefore consistsof the following. The string

worldsheet is a two-dimensional, compact, orientable manifold Σ with boundary, and

this worldsheet is mapped by the fieldg into a compact, connected, simply-connected,

simple Lie groupG. The boundary, assumed to be connected for simplicity, is mapped

into ana priori chosen D-braneC, which is determined by the gluing condition, Equa-

tion (3.2.2), characterised by an automorphismΩ ∈ Aut (g). G supports a 3-formH given

by Equation (6.2.12), andC supports a 2-formω, given by Equation (6.3.8), which satis-

fies dω = H (restricted toC). To construct the action, Equation (6.3.1),g is extended from

Σ to g′ : Σ′ = Σ + D → G, whereD is a two-dimensional, compact, orientable manifold

with boundary satisfyingg′ (D) ⊆ C. g′ is then extended to ˜g′ : Γ′ → G where∂Γ′ = Σ′.

As in Section 6.2.3, it is now necessary to determine the validity of all these exten-

sions, and the effect of any ambiguities in the action causedby a lack of uniqueness in

these extensions. First, this formalism requires thatg can be extended fromΣ to Σ′, hence

that g′ (D) can be consistently defined inC ⊂ G. This requires that the 1-cycleg(∂Σ)

is a boundary inC, hence this extension makes sense provided thatH1(C;Z) = 0. This

condition is not easy to check for a general brane, as their worldvolumes have not been

elucidated. However, for the symmetry-preserving branes of interest in this thesis, the

worldvolumes are conjugacy classes (Section 6.3.2), whichare simply-connected (Ap-

pendix C.3). This extension is therefore valid.

Similarly, the extension fromΣ′ to Γ′ requires thatH2(G;Z) = 0 as in Section 6.2.3,

hence this extension is also valid. Instead of considering these two extensions separately,

it is somewhat more elegant to view them as a single compositeextension fromΣ to Γ′.

Now, ∂Γ′ = Σ +D ≡ Σ (mod C), soΣ is required to be a boundarymoduloC. This fits

naturally in the formalism of relative homology (Appendix C.2), leading to the conclu-

sion that this single extension makes sense whenH2(G,C;Z) = 0. From the long exact

sequence in relative homology,

0 = H2(G;Z) −→ H2(G,C;Z) −→ H1(C;Z) −→ H1(G;Z) = 0,

it follows that H2(G,C;Z) = H1(C;Z) = 0 (in a simply-connected Lie groupG). This

shows (again) that the composite extension is valid.

It remains then to consider the ambiguities in the action dueto different choices of

extension. Consider two different extensionsΓ′
1 andΓ′

2 with respective manifoldsD1 and

D2 in C. The action ambiguity may be expressed as

2πi

[∫

Γ′
1−Γ′

2

(
g̃′
)∗

H −
∫

D1−D2

(
g′
)∗ω

]
= 2πi

[∫

Z
H −

∫

S
ω
]
,
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whereS is the 2-cycleg′ (D1)−g′ (D2) andZ is the 3-chain ˜g′ (Γ′
1)− g̃′ (Γ′

2). Note that

∂Z = S. This ambiguity may now be interpreted through the natural pairing of relative

homology with relative cohomology (see Appendix C.2) — the relative 3-cycle(Z,S) ∈
H3(G,C;Z) with the relatively closed 3-form(H,ω) ∈ H3(G,C;R).

It follows that the Feynman amplitudes will be unambiguous,so the quantum theory

will be well-defined, if the relatively closed 3-form(H,ω) has integral periods. The

quantisation condition for the open string Wess-Zumino-Witten model is therefore

(H,ω) ∈ H3(G,C;Z) . (6.3.11)

This generalises the closed string quantisation condition, Equation (6.2.10), in that when

the 2-cycleS is homologically trivial in the braneC, it follows that the periods of(H,ω)

over the relative cycle(Z,S) reduce to the periods ofH over genuine cycles.H is already

fixed by this case to be integral, andω is fixed by the choice of brane and the normalisation

of H. Therefore, the presence of homologically non-trivial 2-cycles can only fix the last

remaining degree of freedom: The specific brane whichω is defined upon.

It follows that Equation (6.3.11) selects a subset of the classical D-branes, for which

the quantised theory is consistent. Note however, that ifH2(C;Z) = 0, then the open

string quantisation condition reduces to the closed stringquantisation condition, so the

braneC is consistent in the quantised theory. In particular, all branes of dimension lower

than 2 are consistent.

6.3.5. SU(2): Another Example. It is again useful to consider the most tractable

case, that of the symmetry-preserving branes onSU(2). As shown in Section 6.3.2, the

worldvolumes of these branes are just the conjugacy classes. The “stereographic-polar”

parametrisation, Equation (6.2.11), of the fundamental representation ofSU(2) admits a

useful diagonalisation:

β (r,θ ,φ) = γ (θ ,φ)h(r)γ (θ ,φ)−1

where

γ (θ ,φ) =

(
cosθ

2 isinθ
2eiφ

isinθ
2e−iφ cosθ

2

)
and h(r) =

1
4+ r2

(
(2+ ir)2 0

0 (2− ir)2

)
.

As unitary matrices are conjugate if and only if they have thesame eigenvalues, it follows

that in this parametrisation, the conjugacy classes are the2-spheres of constantr (with the

degenerate casesr = 0 andr = ∞ corresponding to the point conjugacy classes of the two

elements ofZ(SU(2))). This simple portrayal of the conjugacy classes is the reason why

this parametrisation was chosen in the first place.

Substituting this diagonalisation intoβ−1dβ and fixingh (that is, setting dh= 0) gives

β−1dβ =
[
Ad
(
β−1)− id

]
dγ · γ−1.
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Using Equation (6.3.8) (withΩ = id), it now follows that in the stereographic-polar

parametrisation,ω takes the form (ζ = Ad
(
β−1

)
dγ · γ−1)

β ∗ω =
−k

16π2κ ([id−Ad (β )]ζ ∧, [id+Ad(β )]ζ ) =
k

8π2κ (Ad(β )ζ ∧, ζ )

=
k

8π2 tr
(
γ−1dγ h−1γ−1dγ h

)
=

−k
π2

r
(
4− r2

)

(4+ r2)
2 sinθ dθ ∧dφ .

From Section 6.2.4,

β ∗H =
32k
π2

r2

(4+ r2)
3 sinθ dr ∧dθ ∧dφ .

The quantisation condition, Equation (6.3.11), is now easily evaluated. The homolog-

ically non-trivial 2-cycleS is the entire conjugacy class (atr = r0, say, in stereographic-

polar coordinates), and the 3-chainZ may be chosen as the regionr 6 r0. Integration

gives
∫

Z
H −

∫

S
ω =

128k
π

∫ r0

0

r2dr

(4+ r2)
3 +

4k
π

r0
(
4− r2

0

)
(
4+ r2

0

)2

=
2k
π

tan−1 r0

2
− 4k

π
r0
(
4− r2

0

)
(
4+ r2

0

)2 +
4k
π

r0
(
4− r2

0

)
(
4+ r2

0

)2

=
2k
π

tan−1 r0

2
.

It follows that the only symmetry-preserving branes in theSU(2) Wess-Zumino-Witten

model which are consistent in the quantised theory are thosecorresponding to radiir0 =

2tan(mπ/2k), wherem∈ Z. There are exactlyk+1 such branes, corresponding tom=

0,1, . . . ,k, and both the zero-dimensional branes are included (as expected) as the cases

m= 0 andm= k.

This result can be interpreted in a more Lie-theoretic manner by noting that the fun-

damental representation ofsu(2)C has highest weightΛ1, so the corootα∨
1 is represented

by the diagonal matrix with entries±〈Λ1,α∨
1 〉 = ±1. Thus, exp(2πitα∨

1 ) is represented

by the diagonal matrix with entriese2πit ande−2πit . Recall thath(r0) is such a matrix,

with entries
(2± ir0)

2

4+ r2
0

=
2±2i tanmπ

2k

2∓2i tanmπ
2k

= e±imπ/k.

It follows that the allowed symmetry-preserving branes arethe conjugacy classes contain-

ing one of the elements

h(r0) = exp
(
imπα∨

1 /k
)

= exp(2πimΛ1/k) .

In this formalism, the quantisation condition on the branesstates that the conjugacy class

through exp(2πiλ/k) is an allowed brane after quantisation ifλ ∈P. That is, if〈λ ,α∨
1 〉=

m∈ Z.
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It is important to realise that there is still one ambiguity left unaccounted for. This is

the choice of the 3-chainZ. In the computation above, this was chosen to be the region

r 6 r0; however, there is no reason to prefer this choice to the regionr > r0. The associated

ambiguity in the computation of the period of(H,ω) will then be just the period ofH

over the oriented difference of these regions. This oriented difference is the entire group

manifold, andH was normalised in Section 6.2.4 so that this period is the level k ∈ Z.

This ambiguity therefore only affects the evaluation of therelative period of(H,ω) by

an integer, and therefore plays no part in determining whichsymmetry-preserving branes

satisfy the quantisation condition.

6.3.6. General untwisted symmetry-preserving Branes.Consider now an untwisted

symmetry-preserving brane in a general Wess-Zumino-Witten model. Its worldvolume is

a conjugacy classC(h) consisting of elements conjugate to someh in the maximal torus.

To analyse the quantisation condition, Equation (6.3.11),it is sufficient to consider relative

cycles(Z,S) whereS is a generator ofH2(C(h) ;Z), since homologically trivial 2-cycles

in C(h) contribute nothing to the brane quantisation. As the brane is simply-connected,

it follows from the Hurewicz isomorphism [144] that these generators are 2-spheres; in

fact, a convenient set of generators is given by [28]

Si =
{

Ad(γ)h: γ ∈ SU(2)αi

}
i = 1, . . . , rankG, (6.3.12)

whereSU(2)αi
is theSU(2)-subgroup ofG corresponding to the simple rootαi . This set

is not homologically independent in general, but it always spansH2(C(h) ;Z).

PROPOSITION6.4. The homology cycle Si is the translation of a conjugacy class of

the subgroupSU(2)αi
.

PROOF. Let h = exp(2πiy), and projecty onto the subspace spanned byα∨
i :

y = y⊥ +y‖, wherey‖ =
κ (α∨

i ,y)

κ
(
α∨

i ,α∨
i

)α∨
i =

〈αi ,y〉
2

α∨
i .

Then,y⊥ commutes with the root vectors corresponding toαi :

[y⊥,e±αi ] =

[
y− 〈αi ,y〉

2
α∨

i ,e±αi

]
=

(
〈±αi ,y〉−

〈αi,y〉
2

〈
±αi ,α∨

i

〉)
e±αi = 0.

It follows thath decomposes analogously ash⊥h‖, and this decomposition has the prop-

erty thath⊥ commutes withSU(2)αi
whereash‖ ∈ SU(2)αi

. Therefore,

Si =
{

γhγ−1 : γ ∈ SU(2)αi

}
=
{

h⊥γh‖γ−1 : γ ∈ SU(2)αi

}

= h⊥C
(
h‖;SU(2)αi

)
.

Using this result, the computation of the periods of(H,ω) over the relative cycles

(Zi ,Si) (∂Zi = Si) may be reduced to theSU(2) case of Section 6.3.5. LetS′i = h−1
⊥ Si be

the conjugacy class ofSU(2)αi
corresponding toSi, and letZ′

i be the 3-chain bounding

S′i (chosen as in Section 6.3.5).Zi is then defined to beh⊥Z′
i . As in Section 6.2.5, let
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j denote the inclusion ofSU(2) into G asSU(2)αi
. Finally, let Z andS be the inverse

imagesj−1(Z′
i ) and j−1(S′i) respectively.

As H is left-invariant, it easily follows from Proposition 6.2 that
∫

Zi

H =

∫

h−1
⊥ Z′

i

H =

∫

Z′
i

H =

∫

Z
j∗H =

2
‖αi‖2

∫

Z
HSU(2).

ω however, is not left-invariant, being only defined on the conjugacy classC(h). Instead,
∫

Si

ω =

∫

S′i
ℓ∗h⊥ω,

whereℓg : G → G denotes left-translation byg.

However, note that Equation (6.3.8) may be rewritten as

ω =
−k

16π2κ (ϑ ∧, Aϑ) ,

whereA : C(h) → Endg is given byA(g) = (id−Ad (g))−1(id+Ad (g)). It follows that

ℓ∗h⊥ω =
−k

16π2κ
(
ϑ ∧,

(
ℓ∗h⊥A

)
ϑ
)
, and

(
ℓ∗h⊥A

)
(g) =

id+Ad(h⊥)Ad(g)

id−Ad(h⊥)Ad(g)
.

Now, if g∈ S′i ⊂ SU(2)αi
, the proof of Proposition 6.4 shows thath⊥ commutes withg,

hence Ad(h⊥) acts trivially ong∗ϑ . Therefore,when g is restricted to take values in S′
i ,

g∗ℓ∗h⊥ω =
−k

16π2κ
(

g−1dg∧, id+Ad(g)

id−Ad(g)
g−1dg

)
,

which is just the expression defining the 2-formωSU(2)αi
characterising the boundary con-

dition on the conjugacy classS′i = C
(
h‖;SU(2)αi

)
in theSU(2)αi

Wess-Zumino-Witten

model.

Finally then,
∫

Si

ω =

∫

S′i
ℓ∗h⊥ω =

∫

S′i
ωSU(2)αi

=

∫

S
j∗ωSU(2)αi

=
2

‖αi‖2

∫

S
ωSU(2),

where the last equality follows from a slight modification ofProposition 6.2 (with the

normalisation from dω = H).

For the conjugacy classC(h) whereh = exp(2πiy), the result of Section 6.3.5 there-

fore gives
∫

Zi

H −
∫

Si

ω =
2

‖αi‖2

[∫

Z
HSU(2)−

∫

S
ωSU(2)

]
=

2
‖αi‖2 〈αi,ky〉 = κ

(
α∨

i ,ky
)
.

The quantisation condition, Equation (6.3.11), demands that this must be an integer for

eachi = 1, . . . , rankG, so it follows that this conjugacy class is the worldvolume of a

consistent brane in the quantised theory if and only ifky∈ P.

As in Section 6.3.5, it should be remarked that this computation involved a special

choice of 3-cyclesZi . Again, the ambiguity in computing the relative period of(H,ω)

over different cycles will be a period ofH, that is, a multiple ofk. This will also not

play any part is determining which branes are allowed in the quantised theory. However,
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this ambiguity (among others) will be important in Section 7.3 in the context of assigning

conserved charges to the consistent quantised branes.



CHAPTER 7

Brane Charge Groups Revisited

As in Chapter 6,G will always denote a compact, connected, simply-connected, sim-

ple Lie group, andg its Lie algebra. A maximal torusT of G will also be fixed from the

outset, and its Lie algebra will be denoted byt. In this chapter, the geometric definition

and computation of a conserved charge for quantised D-branes in the open string Wess-

Zumino-Witten model will be discussed. To simplify the analysis, the D-branes will be

restricted to untwisted symmetry-preserving branes, which correspond to the trivial au-

tomorphism in the gluing condition, Equation (3.2.2). It isexpected that more general

branes, particularly those corresponding to twined conjugacy classes [56], may also be

studied using similar techniques as those that are developed in this chapter.

7.1. Geometric Charge Definitions

7.1.1. Another Quantisation Effect. As shown in Sections 6.3.2 and 6.3.6, the un-

twisted symmetry-preserving brane worldvolumes may be identified with certain conju-

gacy classes ofG. Specifically, if the level of the theory is denoted byk, then the allowed

D-branes correspond to the conjugacy classes

C
(
h′λ
)

= G/Z
(
h′λ
)
, whereh′λ = exp(2πiλ/k)

andλ ∈ P, the weight lattice. In fact, sincew(h) ∈ C(h) for every Weyl transformation

w ∈ W, and kerexp= 2πiQ∨ (whereQ∨ is the coroot lattice), it follows thatλ may be

chosen in the affine fundamental alcove at levelk. These conjugacy classes are therefore

in bijection with the set of integrable highest weight modules of the corresponding affine

Lie algebrâg at levelk.

A conjugacy classC(hλ ) — and by association, the corresponding brane — will be

called regular (singular) ifhλ is a regular (singular) element ofT, respectively (Appen-

dix C.1). Regular branes then have worldvolume diffeomorphic to G/T, are maximal in

dimension among the untwisted symmetry-preserving branes, and correspond to weights

in the interior of the affine fundamental alcove. Singular branes have strictly lower di-

mension, and correspond to weights on the boundary of the affine alcove.

This picture is still, however, semiclassical. Whilst removing the ambiguity in the

Feynman amplitudes identifies a finite set of allowed untwisted symmetry-preserving

branes, this is not the whole story. In particular, this analysis misses the well-known,

but still poorly understood, non-perturbative level shift:

k 7→ k+h∨.

125
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This “shifted level” is ubiquitous in the conformal field theory description of Wess-

Zumino-Witten models (for example Equations (3.1.15) and (3.1.17)). Indeed, this shift

has even been identified in a perturbative treatment of thesemodels [25] (at least to two

loops). It seems likely that in a careful analysis using the theory of geometric quantisa-

tion [108], this shift would be identified as a consequence of the familiar (though mysteri-

ous)metaplectic shift[53,164]. Alas, such an analysis for branes does not seem to appear

in the literature, and is beyond the scope of this thesis (butsee [140]).

There is, however, an analysis [56,112] which aims to extract geometric information

about the branes from their conformal field theory description as boundary states (recall

that the Wess-Zumino-Witten model wasquantisedas a conformal field theory in Chap-

ter 3). The results of this analysis suggest that not only does the level undergo the expected

shift, but that the weights labelling the branes are also subjected to a corresponding shift:

λ 7→ λ +ρ.

More precisely, the allowed untwisted symmetry-preserving branes in fact correspond to

the conjugacy classes

C(hλ ) , wherehλ = exp

(
2πi

λ +ρ
k+h∨

)
,

andλ denotes an integral weight in the fundamental alcove at level k. Equivalently,λ is an

integral weight in theinterior of the shifted fundamental alcove at levelk (Appendix B.2).

The conclusion therefore is that the allowed branes in the fully quantised theory are in fact

all regular, with worldvolumes diffeomorphic toG/T. This weight shift has also been

observed [152] in the context of path-integral quantisation, for a point particle moving

along a “quantisable orbit” ofSU(2) (for example, a string endpoint moving along an

untwisted symmetry-preserving brane).

On a cautionary note, however, the analysis in [56] starts from an expression for

the boundary states which appears to disagree with Equation(3.2.10) (and most other

sources). The argument in [112] is in better agreement, but requires the use of many ap-

proximations. These analyses also arrive at the conclusionthat the D-branes in the fully

quantised theory are “smeared out” in directions transverse to the conjugacy class. This

fits in well with intuition about branes as dynamical quantumobjects in some extension

of string theory, but seems to be at odds with the identification in the conformal field

theory description of the brane as anon-normalisablestate (functional) in the space of

closed strings. This identification suggests that brane wavefunctions could not be smooth

functions on the group, and rather must be expressed as a distribution, for instance by a

delta function on the conjugacy class. What is actually computed in [56] is the overlap

of the brane with certain closed strings, so it seems plausible that the observed “smearing

out” may actually be due to these strings1. In any case, geometric quantisation should

1In [112], the string states are chosen to be (approximate) delta functions. The overlap is then computed
to be, approximately, a delta function on the shifted brane.Interestingly, there is a remark in [111] which
admits that brane positions cannot be resolved using strings, due to finite size effects.
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also be able to resolve this issue directly by computing the brane wavefunction (in the

Schrödinger representation) corresponding to Equation (3.2.8).

Nevertheless, the conclusion of [56], namely the quantum shifts described above and

the consequence that all untwisted symmetry-preserving branes are regular, will be used

repeatedly in what follows. It is perhaps worth reiteratingthat these shifts are expected to

be consequences of the metaplectic shift in the geometric quantisation formalism.

7.1.2. Geometric Charges I:U(1)-flux. Recall that the Wess-Zumino-Witten ac-

tion for an open string with untwisted symmetry-preservingboundary conditions, Equa-

tion (6.3.1), involves the closed 3-formH given by Equation (6.2.12), and a 2-formω
given by Equation (6.3.8) on the brane worldvolumeC(hλ ). Since the branes are in bi-

jection with the integral weightsλ of the fundamental alcove at levelk (Section 7.1.1), it

is not unreasonable to denote this 2-form byωλ .

Since a D-brane is entirely characterised by the 2-formωλ , it might seem reasonable

to define a brane charge by integrating (some suitable function of) this form over the

brane. By analogy with the coupling of the Ramond-Ramond fields in string theory [129,

130], this function should just be the simple exponentialeωλ . This is to be interpreted as

a power series inωλ (actually a polynomial as the branes have finite dimension).

ForSU(2), this charge may be computed explicitly using the results ofSection 6.3.5.

Taking into account the quantum shift of Section 7.1.1, it follows that
∫

C(hλ )
eωλ =

∫

C(hλ )
ωλ =

−4(k+2)

π
r0
(
4− r2

0

)
(
4+ r2

0

)2 = −k+2
2π

sin
2π 〈λ +ρ,α∨〉

k+2
,

sincer0 = 2tan(m+1)π
2(k+2) andm= 〈λ ,α∨〉. Normalising so that the charge corresponding to

λ = 0 is 1 gives

Qω (λ ) =
sin2π〈λ+ρ,α∨〉

k+2

sin 2π
k+2

,

which are not even rational numbers in general, let alone integers2. Hence, this defini-

tion does not seem to define a charge analogous to the algebraic charge introduced in

Equation (4.1.2).

Note thatωλ is not generally a closed form, hence the integration inQω (λ ) does

not have an obvious cohomological interpretation. That is,this charge is not obviously

conserved under small brane deformations. This can be rectified by a judicious consider-

ation of the closed 3-formH. By Theorem C.1,H is exact onC(hλ ) ∼= G/T, soH = dB,

andFλ = B−ωλ represents a degree-two cohomology class on the brane. Thisclosed

2-form Fλ is sometimes referred to as theU(1)-flux, as it may be interpreted (assuming

2Interestingly, the numbersQω (λ ) have a form very similar to (but not identical to) thequantum dimensions
[61] given (forSU(2)) by

Sλ 0

S00
=

sin
π〈λ+ρ ,α∨〉

k+2

sin π
k+2

.

It is indicated in [121] (though not demonstrated) that this similarity persists for other groups. However,
there appears to be no understanding of why this should be so.
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the integrality condition is met) as the first Chern class of aU(1)-bundle. This bundle

was originally introduced to explain the stability of the branes against collapse under ten-

sion [13], this stability generally being referred to asflux stabilisation.

Dually, one might suppose that this stability could also be understood by postulating

a (related) conserved charge that prevented the brane from collapsing dynamically. The

obvious modification of the chargeQω (λ ) then suggests the candidate

QF (λ ) =
∫

C(hλ )
eFλ . (7.1.1)

However, before getting carried away with this definition, it should be remarked that

the cohomology class defined byFλ is, as yet,completely arbitrary, becauseB is only

determined up to a closed form.

To rectify this situation, it proves useful to (briefly) adopt the philosophy of [59,146]

regarding flux stabilisation. There it was argued that thereis no need to invoke such a

U(1)-bundle; rather one should work directly with the global quantitiesH andωλ . Fur-

thermore, it was argued that there was a cohomological obstruction to defining this bundle

over the whole brane, so one must work with the global quantities and promote theU(1)-

bundle structure to that of abundle gerbe[122]. Whilst the first point is philosophically

useful, the obstruction argument is flawed due to what seems to be a misidentification of

(H,ωλ ) and(0,Fλ ) in H3(G,C(hλ ) ;R).

The periods ofFλ can be suggestively rewritten as
∫

S
Fλ =

∫

S
(B−ωλ ) =

∫

Z
H −

∫

S
ωλ ,

whereS is a 2-cycle inC(hλ ) andZ is a 3-chain inG with boundary∂Z = S, andH =

dB on Z. Global philosophy now inspires the proclaimation that when theU(1)-flux is

referred to in the literature, what is really meant is the closed 2-form with these periods.

Thus, the periods ofFλ are identical to therelativeperiods of(H,ωλ ). Comparison with

the brane quantisation of Section 6.3.6 shows that these periods are integers, henceFλ
defines a class inH2(C(hλ ) ;Z). As a consequence, it may indeed be interpreted3 as the

first Chern class of aU(1)-bundle on the brane, as required for flux stabilisation. A more

direct construction ofFλ is given in the following proposition.

PROPOSITION 7.1. There exists a complexCλ in G which containsC(hλ ), and on

which H is exact. If H= dB on this complex, the cohomology class of Fλ = B−ωλ is

uniquely determined, even though B is not.

PROOF. Let {Si}r
i=1 be a basis ofH2(C(hλ ) ;Z) (by Theorem C.1, this homology

group isZr , wherer = rankG). SinceC(hλ ) is simply-connected, this basis can be chosen

to consist of 2-spheres and asπ2(G) = 0, these spheres are contractible inG. For eachi,

3One really should distinguishFλ ∈ H2 (C(hλ ) ;R) from the class it represents inH2 (C(hλ ) ;Z). However,
for convenience of notation, this will not be done explicitly. That is, each integral cohomology class will be
labelled by its deRham representative.
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let Di be the image of a homotopy mapping from[0,1]×S2 into G which demonstrates

this contractibility.Di is then a 3-cell inG which is attached toC(hλ ) alongSi.

If Cj denotes the complex formed by attaching theDi with i 6 j to C(hλ ) (andC0 =

C(hλ )), the Mayer-Vietoris exact sequence for attachingD j , Equation (C.2.2), becomes

0→ H3
(
Cj−1;Z

)
→ H3

(
Cj ;Z

)
→ H2

(
S2;Z

) ι∗−→ H2
(
Cj−1;Z

)
→ H2

(
Cj ;Z

)
→ 0,

whereι : S2 → Cj−1 is the inclusion of the 2-sphere asSj in C(hλ ) ⊆ Cj−1. For j = 1,

the attaching converts the homology generatorS1 into a homologically trivial cycle, so

H2(C1;Z) = Zr−1. The mapι∗ is an injection by construction, so it follows from exactness

thatH3(C1;Z) = H3(C0;Z) = 0. Inductively then,H2
(
Cj ;Z

)
= Zr− j andH3

(
Cj ;Z

)
= 0

for all j. SettingCλ = Cr givesH3(Cλ ;Z) = H2(Cλ ;Z) = 0. Attaching 3-cells does not

affect the degree 1 homology, so by the Universal CoefficientTheorem [144],

H3(Cλ ;Z) = H2(Cλ ;Z) = 0.

It follows that H is exact onCλ , so H = dB for someB ∈ Ω2(Cλ ). B is still only

defined up to a closed form, but asH2(Cλ ;Z) = 0, the closed forms onCλ are all exact.

Restricting toC(hλ ), it is clear that the ambiguity inB is still just a set of exact forms.

Thus,Fλ = B−ωλ is well-defined as a cohomology class onC(hλ ).

It is perhaps tempting to conclude that theU(1)-flux Fλ is now completely specified.

However, as noted in Sections 6.3.5 and 6.3.6, the relative periods of(H,ωλ ) are only

well-definedmodulo k+ h∨, due to an ambiguity in choosing the 3-chain to integrateH

over (note the quantum shift). The same is true for the proclaimed periods ofFλ , for the

same reason. In the direct construction of Proposition 7.1,this ambiguity is manifested

as a choice of (perhaps homotopically distinct) 3-cells to attach to the braneC(hλ ) (re-

call from Appendix C.3 thatπ3(G) = Z). The consequences of this ambiguity will be

examined in Section 7.3.3.

7.1.3. Geometric Charges II: Quantum Anomalies.The chargeQF (λ ) of Equa-

tion (7.1.1) can now be trivially evaluated forSU(2). As

QF (λ ) =

∫

C(hλ )
eFλ =

∫

C(hλ )
Fλ ,

this charge is therefore just the period ofFλ over the 2-sphere constituting the (regu-

lar) conjugacy class, hence is the corresponding relative period of (H,ωλ ). From Sec-

tion 6.3.5, this is just the integer

QF (λ ) =
〈
λ +ρ,α∨〉 (7.1.2)

(note the quantum shift). As the charge corresponding toλ = 0 is 1, it is not necessary

to normalise. The charge of the brane labelled byλ is therefore given by the dimension

of the irreduciblesu(2)-module with highest weightλ , in exact agreement with the al-

gebraic chargeQalg(λ ) postulated in Section 4.1.2. Furthermore, the ambiguity inFλ
leads to the conclusion that the chargeQF (λ ) is only definedmodulo k+2. That is, the
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charges take values inZk+2, again in exact agreement with the fusion constraints result of

Section 4.2.1.

This brane charge was computed in [13,146] for SU(2). These computations did not,

however, incorporate the quantum shift — the conjugacy classesC
(
h′λ
)

were taken to

be the consistent quantum branes (h′ = exp(2πiλ/k)), rather thanC(hλ ). Consequently,

the charge computed there was〈λ ,α∨〉, 1 less than that computed above. There does

appear to be an error in their calculation in that ifλ is not shifted, takingλ = 0 should

correspond to a degenerate point-brane. Therefore, the charge for λ = 0 should be the

integral of 1 over a point,which is1, not 0. This should also be true for the other point-

brane, corresponding toλ = kΛ.

This discrepancy was removed in [6], but by using a modified charge rather than

incorporating the shiftλ 7→ λ + ρ . This modified charge was originally proposed in

[117], based on the cancellation of certain quantum anomalies (and [89]). It was also

shown there that this modified charge had the desirable property that it could be naturally

interpreted as an element of some K-group. The modified charge, after specialising to the

case of interest in this thesis, amounts to

QF ′ (λ ) =

∫

C(h′λ )
eF ′

λ Td
(
T
(
C
(
h′λ
)))

, (7.1.3)

whereF ′
λ denotes theU(1)-flux on the unshifted brane,T(M) denotes the tangent bun-

dle of the manifoldM, and Td(E) denotes the Todd class of the vector bundleE (see

Appendix C.2).

When the conjugacy class is a 2-sphere, theSU(2) computation of [6] reduces to

noting that the contributing part of the integrand in Equation (7.1.3) is

F ′
λ Td0

(
T
(
S2))+Td1

(
T
(
S2))= F ′

λ +
1
2

c1
(
T
(
S2)) ,

where Tdi (E) denotes theith Todd polynomial, c1(E) the first Chern class ofE, and

Equation (C.2.4) has been used. AsT
(
S2
)

may be viewed as a complex line bundle, its

first Chern class is its Euler class [29], so its integral is just the Euler characteristic ofS2,

which is 2. Thus,

QF ′ (λ ) =
〈
λ ,α∨〉+1 =

〈
λ +ρ,α∨〉 ,

in agreement with the unmodified, quantum-shifted, charge result, Equation (7.1.2). If

the conjugacy class is a point, corresponding toλ = 0 or kΛ, then the modified charge is

1. It is not clear if these singular branes should be considered in the theory. Certainly,

the results of [56] discussed in Section 7.1.1 seem to indicate that they should not. Nev-

ertheless, the modified charge of these singular branes agrees with the dimension of the

corresponding irreducible highest weight module,modulo k.

It follows that for SU(2), the algebraic brane chargeQalg(λ ), Equation (4.1.2), the

quantum shifted brane chargeQF (λ ), Equation (7.1.1), and the modified brane charge

QF ′ (λ ), Equation (7.1.3), all coincide. Furthermore, the first twocharge definitions pre-

dict the same charge groupZk+2, whereas the modified charge needs ana posteriorilevel
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shift, k 7→ k+h∨, to bring its predicted charge group into line. It is reasonable, therefore,

to suppose that these three approaches to defining a sensiblebrane charge are somehow

equivalent. In the next section, this coincidence of chargedefinitions will be tested explic-

itly for the non-trivial caseSU(3), and then proven rigorously for all compact, connected,

simply-connected, simple Lie groups.

7.2. Charge Computations

7.2.1. SU(3): An Extended Example. Consider now the regular, untwisted symmetry-

preserving branes inSU(3). The brane worldvolumes are six-dimensional regular con-

jugacy classes diffeomorphic toSU(3)/U(1)2, hence diffeomorphic toF3, the complete

flag manifold ofC3 [29]. Therefore, the technology of Schubert calculus [72] may be

applied to them. Complete flag manifolds may be explicitly decomposed as the disjoint

union of even-dimensional cellsX◦
w, known as the Schubert cells, and indexed by the ele-

ments of the Weyl groupW, in this case,S3. The closures of the Schubert cells are called

Schubert varieties,Xw, and these generate the integral homology of the flag manifold in

degree 2ℓ(w) (compare with Theorem C.1). As an example, the Schubert variety corre-

sponding to the simple Weyl reflectionXwi is, under the diffeomorphism with a regular

conjugacy class, just the 2-sphereSi given by Equation (6.3.12).

The computational utility of Schubert calculus becomes apparent upon taking Poincaré

duals and considering the cohomology ring. The cohomology of a flag manifold may

be determined directly [29, 72] and is torsion-free and generated by classes of degree 2

(in agreement with Theorem C.1). The Poincaré duals of the Schubert varieties there-

fore generate the integral cohomology. But, the dual of the class of Xw has degree

6−2ℓ(w) = 2ℓ(wLw) (for F3), wherewL = w1w2w1 = w2w1w2 is the longest element

(Appendix A.2) ofS3. It is therefore convenient to denote the cohomology class Poincaré

dual toXw by pwLw, so thatpw ∈ H2ℓ(w) (F3;Z).

The cohomology classpw may therefore be expressed as a polynomial in the degree

2 cohomology classespw1 and pw2. It is, however, traditional to express them in terms

of the classesx1 = pw1, x2 = pw2 − pw1, andx3 = −pw2, which naturally appear in the

computation of the cohomology ring ofF3. The polynomial is then referred to as the

Schubert polynomial. The Schubert polynomials forF3 take the form

pe = 1 pw1 = x1 pw2 = x1 +x2

pw1w2 = x1x2 pw2w1 = x2
1 pw1w2w1 = x2

1x2

(any explicitx3-dependence may be supressed usingx1 +x2 +x3 = 0). The classesxi are

permuted by the natural action ofS3 on H2(F3;Z), and the cohomology ring takes the
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form (compare Theorem C.4):

H∗ (F3;Z) =
Z [x1,x2,x3]

〈x1 +x2 +x3,x1x2 +x1x3+x2x3,x1x2x3〉

=
Z [x1,x2]〈

x2
1 +x1x2+x2

2,x
2
1x2 +x1x2

2

〉 . (7.2.1)

Note that thepw given above do actually generate this cohomology ring.

Consider now the computation of the geometric charges,QF (λ ) andQF ′ (λ ) given by

Equations (7.1.1) and (7.1.3) respectively. It is first necessary to determine the image of

theU(1)-flux in H2(F3;Z) as a linear combination of thexi . This is achieved by recalling

the periods of theU(1)-flux over the 2-spheresSi = Xwi . For the quantum-shifted flux,

λ1+1 =
∫

Xw1

Fλ =
∫

F3

Fλ ∧ pwLw1 =
∫

F3

Fλ ∧ pw1w2 =
∫

F3

Fλ ∧x1x2,

and similarly,λ2 + 1 =
∫
F3

Fλ ∧ x2
1. PuttingFλ = ax1 + bx2 gives a− b = λ1 + 1 and

b = λ2+1. That is,

Fλ = (λ1+λ2+2)x1 +(λ2+1)x2.

It follows thatF ′
λ = (λ1 +λ2)x1+λ2x2.

The quantum-shifted charge may now be computed:

QF (λ ) =
1
3!

∫

F3

(ax1+bx2)
3 =

1
2

∫

F3

(
a2b−ab2)x2

1x2

=
1
2

ab(a−b) =
1
2

(λ1+1)(λ2+1)(λ1+λ2+2) . (7.2.2)

This is the dimension of the irreduciblesu(3)-module with highest weightλ , in agree-

ment with the algebraic charge of Equation (4.1.2).

To compute the modified charge (of a regular brane), the Todd class of the tangent

bundle of the flag manifold must be evaluated. Using the explicit expressions for the first

few Todd polynomials given in Equation (C.2.4), this can be deduced from the Chern

classes of this tangent bundle. Whilst these can probably bedetermined directly for flag

manifolds, they follow4 from Theorem C.5. It is easy to check that the Chern classes are

given by

c1(T(F3)) = 4x1+2x2,

c2(T(F3)) = 6x2
1 +6x1x2,

and c3(T(F3)) = 6x2
1x2.

4It is necessary to compare the expression forF ′
λ in terms of thexi with that of Section 7.2.2. It should be

evident that in the formalism of Appendix C.2, thexi are represented by the weights of thesu(3)-module
with highest weightΛ1.
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The contributing part of the integrand ofQF ′ (λ ) is

Td3(F3)+Td2(F3)F ′
λ +

1
2

Td1(F3)
(
F ′

λ
)2

+
1
3!

Td0(F3)
(
F ′

λ
)3

=
1
24

c1(F3)c2(F3)+
1
12

[
c1(F3)

2+c2(F3)
]

F ′
λ +

1
4

c1(F3)
(
F ′

λ
)2

+
1
6

(
F ′

λ
)3

.

Substituting the Chern classes gives

1
24

c1(F3)c2(F3) = x2
1x2,

1
12

[
c1(F3)

2+c2(F3)
]

F ′
λ =

3
2

(λ1+λ2)x2
1x2,

1
4

c1(F3)
(
F ′

λ
)2

=
1
2

(
λ 2

1 +4λ1λ2+λ 2
2

)
x2

1x2,

and from Equation (7.2.2) that

1
6

(
F ′

λ
)3

=
1
2

λ1λ2(λ1 +λ2)x2
1x2.

The modified charge is therefore

QF ′ (λ ) =

∫

F3

[
1+

3
2

(λ1+λ2)+
1
2

(
λ 2

1 +4λ1λ2+λ 2
2

)
+

1
2

λ1λ2(λ1+λ2)

]

=
1
2

(λ1+1)(λ2+1)(λ1+λ2+2) , (7.2.3)

in agreement with the quantum-shifted charge and the algebraic charge.

7.2.2. The General Case.In this section, the geometric chargesQF (λ ) andQF ′ (λ )

of Section 7.1 will be shown to coincide with the algebraic charge Qalg(λ ) of Sec-

tion 4.1.2, for all regular, untwisted, symmetry-preserving branes in compact, connected,

simply-connected, simple Lie groups. The computation which demonstrates the coinci-

dence of these charge definitions can also, essentially, be found in [24], though there the

motivation is of course purely mathematical.

It will be convenient to use the formalism introduced in Appendix C.2 in which the

real cohomology of the spaceG/T is naturally represented by polynomials in the fun-

damental weights ofG. Specifically, the fundamental weights{Λi}r
i=1 will correspond

to the basis ofH2(G/T;R) dual (not Poincaré dual) to the basis{Si}r
i=1 of H2(G/T;Z)

introduced in Section 6.3.6. With this choice, the cohomology class of theU(1)-flux Fλ
is represented in the most pleasing manner. For the periods of Fλ over theSi are just the

integers〈λ +ρ,α∨
i 〉, the Dynkin labels ofλ +ρ , so it follows that in this formalism,Fλ

is identified withλ +ρ. Similarly,F ′
λ is identified withλ .

THEOREM 7.2. Let G be a compact, connected, simply-connected, simple Lie group

with maximal torusT, and letλ denote an integral weight in theinteriorof the fundamen-

tal alcove ofG at level k. Then, the quantum-shifted charge of the brane with worldvol-

umeC(exp(2πi(λ +ρ)/(k+h∨))) and the modified charge of the (regular) brane with
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worldvolumeC(exp(2πiλ/k)) coincide:
∫

G/T
eλ+ρ =

∫

G/T
eλ Td(T(G/T)) .

PROOF. From the definition of the Todd class, Equation (C.2.3), it follows that the

modified charge is

QF ′ (λ ) =
∫

G/T

eλ

∏α∈∆+
(1−e−α) ∏

α∈∆+

α

=

∫

G/T

eλ ∏α∈∆+
eα/2

∏α∈∆+

(
eα/2−e−α/2

) ∏
α∈∆+

α

=
∫

G/T
eλ+ρ ∏

α∈∆+

α
eα/2−e−α/2

, (7.2.4)

where∆+ denotes the set of positive roots ofG.

Consider the product in this last expression. Asx/(ex−e−x) is an even function,

any α ∈ ∆+ could be replaced by its negative without changing the product. But, if

α ∈ ∆+, eitherα ∈ w(∆+) or −α ∈ w(∆+), but not both (for anyw ∈ W. It follows

that the product is invariant under the action ofW. By Theorem C.4,W-invariants of

positive degree vanish in cohomology. This product defines an analytic power series (in

the positive roots), so it follows that it is cohomologically equivalent to its constant term.

By L’Hôpital’s rule, this constant term is 1, hence

QF ′ (λ ) =

∫

G/T
eλ+ρ = QF (λ ) .

Therefore, the modification of the brane charge suggested in[117] is equivalent to

taking into account the quantum shift of Section 7.1.1, at least when the (unshifted) brane

is regular (λ was restricted to be in the interior of the fundamental alcove at levelk so

that the unshifted brane worldvolume was diffeomorphic toG/T). One might expect

that an analogous calculation would extend this result to the case when the unshifted

brane is singular. This extension is expected to be relatively straight-forward when the

brane worldvolume is diffeomorphic toG/Z, whereZ is the centraliser of a torus, as

the cohomology of these spaces is well understood [22–24, 26]. However, as noted in

Proposition C.2, there exist singular (untwisted symmetry-preserving) branes whereZ is

not the centraliser of any (non-trivial) torus, and so thesecases are expected to cause

difficulty. In any case, the quantised branes are supposed tobe all regular when the

quantum shift is accounted for. In what follows, this viewpoint will be followed, so the

singular calculation can be safely ignored. The coincidentcharges will both be referred

to as thegeometricbrane charge:

Qgeo(λ ) =

∫

G/T
eλ+ρ =

∫

G/T
eλ Td(T(G/T)) . (7.2.5)

It remains to demonstrate that this geometric charge coincides with the algebraic charge.
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LEMMA 7.3. LetG be a compact, connected, simply-connected, simple Lie group with

maximal torusT, let W be the Weyl group ofG, and let∆+ denote the set of positive roots

of G. Then, in the formalism of Appendix C.3,∏α∈∆+
α is anti-invariant under the action

of W, and is represented by|W| in the top cohomology group,H2|∆+| (G/T;R) = R.

PROOF. The anti-invariance follows from the fact that the length of w ∈ W is the

number of negative roots inw(∆+). Thus,

w

(

∏
α∈∆+

α

)
= (−1)ℓ(w) ∏

α∈∆+

α = detw ∏
α∈∆+

α.

From Theorem C.5,∏α∈∆+
α is the top Chern class ofT(G/T) (as a complex vector

bundle), which is the Euler class ofT(G/T) (as a real vector bundle — see Appendix C.2).

Thus, ∫

G/T
∏

α∈∆+

α =
∫

G/T
e(T(G/T)) = χ (G/T) ,

the Euler characteristic ofG/T. But G/T has no odd cohomology, and its homology

classes are in bijection with the elements ofW (Theorem C.1). Hence,χ (G/T) = |W|.

THEOREM 7.4. Let G be a compact, connected, simply-connected, simple Lie group

with maximal torusT and Lie algebrag. If λ denotes an integral weight in the fun-

damental alcove ofG at level k, then the geometric charge of the brane with worldvol-

umeC(exp(2πi(λ +ρ)/(k+h∨))) is just the dimension of the irreducibleg-module with

highest weightλ . Therefore, the geometric and algebraic charges coincide for untwisted

symmetry-preserving D-branes.

PROOF. By Theorem 7.2 and Equation (7.2.4), the geometric charge is

Qgeo(λ ) =
∫

G/T

eλ+ρ

∏α∈∆+

(
eα/2−e−α/2

) ∏
α∈∆+

α.

By Lemma 7.3, the product∏α∈∆+
α generates the top (real) cohomology group. If the

prefactoreλ+ρ/∏α∈∆+

(
eα/2−e−α/2

)
defined an analytic power series (in the funda-

mental weights), then the geometric charge could be computed by determining the con-

stant term in this series. Alas, this prefactor clearly has apole at 0.

However, this prefactor may be recognised as the character of the Verma moduleof

g with highest weightλ (Appendix A.3). Verma modules are infinite-dimensional, so

it follows (again) that this power series is non-analytic. However, the character of the

(finite-dimensional) irreducible module of highest weightλ is analytic, even polynomial,

and is closely related to the Verma module character, which suggests how to proceed.

The only contributing part of the integrand is the componentin the top cohomology

group, and by Lemma 7.3, this component may be taken to be anti-invariant under the
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action ofW. It follows that5

Qgeo(λ ) =
1
|W| ∑

w∈W

detw
∫

G/T
w

(
eλ+ρ

∏α∈∆+

(
eα/2−e−α/2

) ∏
α∈∆+

α

)

=
1
|W|

∫

G/T
∑

w∈W

detw w
(

eλ+ρ
)

∏
α∈∆+

α
eα/2−e−α/2

=
1
|W|

∫

G/T

∑w∈W detw ew(λ+ρ)

∏α∈∆+

(
eα/2−e−α/2

) ∏
α∈∆+

α,

since∏α∈∆+
α/
(

eα/2−e−α/2
)

was noted to beW-invariant in the proof of Theorem 7.2.

The prefactor of∏α∈∆+
α may now be recognised as the character of the irreducible

module of highest weightλ . Since this prefactor is analytic and∏α∈∆+
α generates the

top cohomology group, the only contribution to the integralcomes from the constant term

of the prefactor. Thus,

Qgeo(λ ) =
1
|W|

∫

G/T
χλ (0) ∏

α∈∆+

α = dim(λ )
1
|W|

∫

G/T
∏

α∈∆+

α = dim(λ ) ,

by Lemma 7.3 again. This is exactly the algebraic definition of the charge.

7.3. Charge Group Constraints

7.3.1. Ambiguities in λ . Having established that the geometric brane charges de-

fined in Section 7.1 may be identified with the algebraic branecharge discussed in Sec-

tion 4.1.2, it remains to consider any constraints that the geometric definitions may im-

pose upon this charge. Recall that the algebraic charge was dynamically constrained by

the fusion rules, Equation (4.1.3), leading to the interpretation that these charges are only

defined modulo some integerx. The charge group for untwisted symmetry-preserving

branes was then algebraically determined asZx, and forSU(2), x was determined to be

k+ 2 in Section 4.2.1. In Section 7.1.3, an ambiguity in the definition of the SU(2)

geometric brane charge was also shown to imply that these charges were only consis-

tently defined modulok+2. That is, topological consistency also predicts that the charge

group for untwisted symmetry-preserving branes inSU(2) is Zk+2. This suggests that it

would be very interesting to compare the charge groups predicted by the dynamical fu-

sion constraints with those predicted by the purely topological constraints arising through

ambiguities in the geometric charge definition.

Consider therefore the geometric definition of brane charge:

Qgeo(λ ) =

∫

G/T
eλ+ρ = dim(λ ) (mod x).

The branes are labelled by an integral weightλ in the fundamental alcove at levelk,

so the shifted weightλ + ρ lies in the interior of the fundamental alcove at levelk+

5Alternatively, one may observe thatG/T represents a regular conjugacy, and that conjugacy classesare
preserved byW. The anti-invariance is manifested by the orientation-reversing nature of the Weyl reflec-
tions.
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h∨. Geometrically, this labelling arises from the identification of the brane worldvolume

with the conjugacy classC(hλ ), whereh = exp(2π i (λ +ρ)/(k+h∨)). Insisting thatλ
belongs to the fundamental alcove at levelk fixes it uniquely, but it is clear that this is but

a convenient choice.

Indeed, it should first be noted that describing the brane worldvolume asC(hλ ) only

determineshλ ∈ T up to the action of the Weyl groupW. For determining theg∈ G such

thatghλ g−1 ∈ T is equivalent to solvinghλ ∈ AD
(
g−1
)
T for g. The image of a maximal

torus under an inner automorphism is another maximal torus,buthλ is regular, and there-

fore belongs to a single maximal torus (Appendix A.1). It follows that AD
(
g−1
)
T = T,

sog∈ N(T). As W = N(T)/T,

C(hλ )∩T = W (hλ ) ,

proving the claim.

Descending to the Lie algebra, it follows thatλ +ρ ∈ t∗R is only determined up to the

usualW-action. Therefore,λ is determined up to the shiftedW-action. It follows that for

the geometric charge to be well-defined, the following constraint must be imposed6:

dim(w·λ ) = detw dim(λ ) (mod x) (7.3.1)

for each integral weightλ in the fundamental alcove at levelk and eachw ∈ W. The

detw factor arises asw may reverse the orientation of the brane manifold, contributing

a relative sign to the integration. However, it follows easily from Equation (A.3.6) that

these constraints on the geometric brane charge are automatically accounted for. That is,

these constraints are satisfied identically (overZ).

To derive some more interesting constraints, recall that kerexp= 2πiQ∨ (sinceG

is assumed simply-connected). It follows thathλ only determines(λ +ρ)/(k+h∨) up

to Q∨, henceλ up to translation by an element of(k+h∨)Q∨. Together with theW-

ambiguity, this shows that the brane only determinesλ up to the shifted action of the

affineWeyl group,Ŵk (at levelk). Hence for the geometric charge to be well-defined,

dim(ŵ·λ ) = detŵ dim(λ ) (mod x), (7.3.2)

for eachŵ∈ Ŵk and each integral weightλ in the fundamental alcove at levelk (hence

each integral weight in the interior of a shifted affine alcove at levelk+h∨). Note however,

that the interesting constraints are generated by the caseswhereŵ is restricted to be a pure

translation by(k+h∨)α∨
i .

6Note that if the weightλ labelling the brane is chosen outside the fundamental chamber, then the inter-
pretation of the geometric charge as the dimension of the corresponding highest weightg-module is lost.
Instead, the proof of Theorem 7.4 gives the geometric chargeas the constant term of the expressionχλ (0)
obtained by formally substitutingλ into the Weyl character formula, Equation (A.3.3). It is convenient to
disregard the fact that this is not a dimension, and instead redefine dim as a function

dim: P → Z, dim(λ ) = χλ (0) ,

whereχλ is the formal expression given in Weyl’s character formula.
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As always, it is instructive to analyse these constraints whenG = SU(2). The gener-

ating constraints take the form

a+1 = dim(aΛ1) = dim
(
aΛ1+(k+2)α∨

1

)

= dim((a+2(k+2))Λ1) = a+1+2(k+2) (mod x),

wherea+1∈ Z does not dividek+2. These equations therefore all reduce to the state-

ment 2(k+2) = 0 (mod x), hence they predict a charge groupZ2(k+2). This does not

contradict the computation of Section 7.1.3 (which predictedZk+2) as the result there was

derived using a different set of constraints, and it has not been claimed that the constraints

derived in this section are exhaustive. Indeed, this mismatch indicates that the constraints

given by Equation (7.3.2) are not exhaustive.

7.3.2. Boundary Constraints. Of course, one can ask whether the affine constraints,

Equation (7.3.2), should be augmented. The integral weightin these constraints is re-

stricted to the interior of the shifted affine alcoves because only these weights correspond

to an allowed D-brane in the fully quantised theory (Sections 6.3.6 and 7.1.1). There

are therefore no (explicit) constraints on the weights lying on the shifted affine alcove

boundaries. It is extremely tempting to declare constraints on these boundary weightsλ
to the effect that dim(λ ) = 0 (mod x). For such weights correspond to no brane, and the

absence of a brane must surely give zero brane charge.This reasoning is facetious.These

boundary weights do not correspond to the absence of a brane —they correspond to the

absence of the entire theory! There is no action discussed inChapter 6 which corresponds

to such a boundary weight, so these weights cannot be honestly assigned a brane charge.

Boundary weights should instead be viewed as present only byconvenience in the above

analysis. One may assign them a number dim(λ ), but this cannot be interpreted as a

charge in any sense.

However, this does not mean that one cannotderive constraints on the boundary

weights from Equation (7.3.2). The obvious identity (overZ),

dim(λ )dim(µ) = ∑
ν

N ν
λ µ dim(ν)

(whereN ν
λ µ represents the tensor-product coefficients), is useful forthis purpose. For

example, inSU(2), the identity

dim(aΛ1) = dim((a−1)Λ1)dim(Λ1)−dim((a−2)Λ1) ,

which follows from the familiar tensor-product rules, implies that

dim((a+k+2)Λ1)−dim(aΛ1) = [dim((a+k+1)Λ1)−dim((a−1)Λ1)]dim(Λ1)

− [dim((a+k)Λ1)−dim((a−2)Λ1)] .

If aΛ1 is a boundary weight andk > 0, it follows that (a−1)Λ1 and (a−2)Λ1 are

not boundary weights, so dim((a+k+2)Λ1) = dim(aΛ1) (mod x). Therefore, the
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constraints, Equation (7.3.2),algebraically generatethe corresponding constraint on the

boundary weights, at least forSU(2). This result seems to persist for generalG.

CONJECTURE7.1. When the level is sufficiently large, the constraints given by Equa-

tion (7.3.2) for integral weights in the interior of the shifted affine alcoves, algebraically

generate identical “constraints” for boundary weights.

“Sufficiently large”, in this conjecture, appears to be about 2. Indeed, numerical ex-

perimentation at low rank and level suggests that the interior constraints generate the

corresponding boundary constraints except when the group is Spin(r) or Er , with rank

r = 2n, n > 2, and the level is 1.

The relevance of these boundary constraints is seen by recalling the (unjustified) temp-

tation to set dim(λ ) = 0 (mod x) when λ is a boundary weight. Assuming Conjec-

ture 7.1, it follows now from the existence of an affine Weyl reflectionŵ fixing λ that

dim(λ ) = detŵ dim(ŵ·λ ) = −dim(λ ) (mod x).

Hence, 2dim(λ ) = 0 (mod x). Note however, that a weightλ on a shiftedchamber

boundary must have dim(λ ) = 0 identically. This follows from the identities overZ,

Equation (7.3.1), and the fact that such weights are fixed by the shifted action of a (finite)

Weyl reflection. It is now clear that any boundary weightλ , which is the(k+h∨)Q∨-

translate of a weight on a shifted chamber boundary, satisfies dim(λ ) = 0 (mod x).

Exactly which weights are such translates is the content of the following result.

LEMMA 7.5. If G is not symplectic, then every boundary weight is the(k+h∨)Q∨-

translate of a weight on a shifted chamber boundary. IfG is symplectic, then a boundary

weightλ must satisfy either

(α,λ +ρ) ∈ Z, for some short rootα,

or (α,λ +ρ) ∈ 2Z, for some long rootα,

to be such a translate.

PROOF. Let µ be on a shifted chamber boundary, so(α,µ +ρ) = 0 for some rootα.

λ is a(k+h∨)Q∨-translate ofµ if and only if

(α,λ +ρ) = (α,λ −µ) ∈
(
k+h∨

)〈
α,Q∨〉 .

To determine the subgroup〈α,Q∨〉 ⊆ Z, note thatα is transformed into a simple rootαi

(of the same length) by some element ofW. As Q∨ is W-invariant,〈α,Q∨〉 = 〈αi ,Q
∨〉 =

miZ, where

mi = gcd
{〈

αi ,α∨
j

〉
: j = 1, . . . , rankG

}
.

Perusing the entries of the Cartan matrices leads to the conclusion thatmi = 1 unlessG

is symplectic andαi (and henceα) is long, in which casemi = 2. Note that in this latter

case,α/2 is an element of the weight lattice.
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Note thatSU(2) = Sp (2) should be considered to be symplectic for the purposes of

these results. This lemma guarantees that if Conjecture 7.1holds, andG is not symplectic,

then any boundary weightλ necessarily satisfies dim(λ ) = 0 (mod x). This conclusion

is extremely interesting as it implies the (dynamical) fusion constraints on the algebraic

charge, Equation (4.1.3), of Fredenhagen and Schomerus.

PROPOSITION7.6. Suppose thatG is not symplectic. Then, the geometric constraints,

Equation (7.3.2), and Conjecture 7.1 together imply the algebraic constraints

dim(λ )dim(µ) = ∑
ν∈P̂k

N
ν

λ µ dim(ν) (mod x),

whereN
ν

λ µ denotes the fusion coefficients, andP̂k denotes the set of integral weights in

the fundamental alcove at level k.

PROOF. The geometric constraints and the Kac-Walton formula, Proposition 5.2, give

∑
ν∈P̂k

N
ν

λ µ dim(ν) = ∑
ν∈P̂k

∑
ŵ∈Ŵk

detŵ N ŵ·ν
λ µ dim(ν)

(whereN ν
λ µ denote the tensor product coefficients)

= ∑
ν∈P̂k

∑
ŵ∈Ŵk

N ŵ·ν
λ µ dim(ŵ·ν) (mod x)

= ∑
ν

N ν
λ µ dim(ν) (mod x),

where the sum is over all integral weights not on a shifted boundary at levelk+ h∨. As

G is not symplectic, dim(ν) = 0 (mod x) whenν is on such a boundary, hence these

boundary weights may be included in the sum without affecting its value. It follows that

∑
ν∈P̂k

N
ν

λ µ dim(ν) = ∑
ν∈P

N ν
λ µ dim(ν) = dim(λ )dim(µ) (mod x).

Therefore, the dynamical fusion constraints are consequences of the purely topologi-

cal constraints given by Equation (7.3.2), at least whenG is not symplectic. It follows that

the charge groupZx predicted by these affine constraints has the property thatx divides

that given by the fusion constraints (Equation (4.2.11)). In fact, the fusion ideal contains

all anti-invariant polynomials under̂Wk (Proposition 5.5), so the fusion constraints, in

turn, imply the affine constraints. That is, whenG is not symplectic, the affine constraints

are equivalent to the fusion constraints (assuming Conjecture 7.1). Indeed, in this case,

numerical computation at low rank and level indicates that the parameterx derived from

the affine constraints coincides with that derived from the fusion constraints.

WhenG is symplectic, the fusion constraints may be strictly stronger than the affine

constraints. This is exemplified byG = SU(2) where it has already been noted in Sec-

tion 7.3.1 that the affine constraints predictx = 2(k+2) (the fusion constraints predict
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x= k+2). In this case,λ = (k+1)Λ1 provides an example of a boundary weight satisfy-

ing 2dim(λ )= 0 (mod 2(k+2)) but dim(λ ) 6= 0 (mod 2(k+2)). Generally, numerical

computation for the symplectic groupsSp (2r) at low rankr and low level suggests that

the affine constraints predict the same charge group as the fusion constraints, except when

r is a power of 2 andk+h∨ a multiple ofr. Then, the affine prediction forx is twice the

fusion prediction.

It was, however, noted in Section 7.3.1 that the affine constraints are not expected to

be exhaustive, even among the geometric constraints. Thereare other such constraints,

and these were shown in Section 7.1.3 to predictx = k+2 for SU(2), in agreement with

the fusion constraints. It remains to elucidate and analysethese constraints in the general

case.

7.3.3. Ambiguities inFλ . Recall from Section 7.1.2 that theU(1)-flux Fλ entering

the geometric brane charge, Equation (7.1.1), was determined by constructing a complex

Cλ . This construction involved attaching 3-cells to the regular conjugacy class describing

the brane worldvolume along a basis of homology 2-spheres. It was noted that choosing

homotopically different 3-cells results in a cohomologically different U(1)-flux. These

choices led to the realisation that the periods ofFλ are only well-defined modulok+h∨.

In Section 7.2.2, it was shown that in the formalism of Appendix C.2, Fλ may be

identified withλ + ρ . The ambiguity in the periods ofFλ now implies that this identi-

fication is only valid modulo translations by(k+h∨)P. This should be compared with

the ambiguities of Section 7.3.1 where it was shown that the weightλ labelling the brane

worldvolume is only well-defined modulo translations by(k+h∨)Q∨. SinceQ∨ ⊆ P, it

follows that these weight lattice ambiguities lead to stronger constraints than the affine

constraints of Equation (7.3.2). Combining with the identities of Equation (7.3.1), these

weight lattice constraints may be expressed as

dim(w̃·λ ) = detw̃ dim(λ ) (mod x), (7.3.3)

wherew̃ is an element of the group̃Wk = W ⋉ P acting byw̃ · λ = w · λ + (k+h∨)µ
(wherew∈ W andµ ∈ P).

Of course, it was these weight lattice constraints that wereused in Section 7.1.3 (and

indeed, [6,59,117]) to predict the charge group,Zk+2, for SU(2), in full agreement with

the prediction of the fusion constraints, Equation (4.1.3). It should also be noted that these

constraints correspond exactly to theweight latticecharge symmetries observed empiri-

cally in Section 4.3.1. There it was noticed that the algebraic brane charges determined

by the fusion constraints seemed to be invariant under weight lattice translations, except

when the group was symplectic. In particular, whenG = Sp(2r) with r not a power of 2

(and various equispacedk). Indeed, the weight lattice constraints were remarked to pre-

dict a charge groupZξ with ξ half that predicted by the fusion constraints (in these cases),

so it follows that these constraints are strictly stronger than the fusion constraints. More-

over, the charge group predicted by the weight lattice constraints (for a general groupG)
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admits an aesthetically pleasing universal formula, namely Zξ with Equation (4.3.7):

ξ =
k+h∨

gcd{k+h∨,y} , wherey = lcm{1,2, . . . ,h−1},

andh is the Coxeter number ofg.

It appears then that brane charge groupsare determined by constraints which are

stronger (for the symplectic groups) than the fusion constraints. This therefore explains

the “mysterious” weight lattice charge symmetries that were noted in Section 4.3.1, which

could not be related to the centre of the group. It also has a purely aesthetic advantage in

that it brings the symplectic groups in line with a universalformula for the charge groups,

Equation (4.3.7). However, this conclusion was noted already in Section 4.3.2 to be in

conflict with the popular wisdom, which holds that brane charges are classified by twisted

K-theory (which is isomorphic to the fusion ring). The conflict arises because the torsion

order of the K-groupk+h∨K∗ (G) is known to agree with the charge group parameterx

derived from the fusion constraints (and given by Equation (4.2.11) and Table 4.1).

One conclusion that might be drawn from these results is therefore that the popular

wisdom is incorrect, and that brane charges are not classified by twisted K-theory after

all. Indeed, there are already signs in the literature that more esoteric abelian groups

may be relevant in classifying the branes of general string theories [109]. However, there

is an alternative possibility. Recall that the charge groupZξ for untwisted symmetry-

preserving branes is but a subgroup of the full brane charge group, which is supposed to

be given byk+h∨K∗ (G) ∼= Z⊕2r−1

x (see Section 4.3.2). The conflict betweenξ andx may

be resolved by the following supposition:

WhenG is symplectic andr is not a power of two, suppose that the in-

clusionZξ →֒ k+h∨K∗ (G) maps the generator ofZξ to twicea generator

of k+h∨K∗ (G).

This supposition is of course, pure speculation. One might further speculate that such

a supposition may be a consequence of the fact noted in the proof of Lemma 7.5 that

symplectic groups are uniquely distinguished in possessing roots which are twice an inte-

gral weight. In any case, one should be able to test this supposition by investigating sets

of branes whichgeneratethe full groupk+h∨K∗ (G). At this time, however, very little is

known regarding such generating branes.



Conclusions

In this thesis, charge groups were computed for the untwisted symmetry-preserving D-

branes of the Wess-Zumino-Witten models over all compact, connected, simply-connected,

simple Lie groups. This computation was carried out twice using quite different methods,

with a priori quite different charge definitions. However, both methods led to the formu-

lation of constraints on the charges, which were then evaluated to determine the form of

the charge group. The results of these evaluations for the different methods turned out to

be in almost complete agreement, with only a discrepancy by afactor of two in a small

number of cases. The thesis finished with a possible resolution of this discrepancy.

The first method employed in the computation of the brane charge groups is due to

Fredenhagen and Schomerus [63]. This is based on a proposed dynamical process for

branes called condensation. In the formalism of boundary conformal field theory, a brane

was identified with a boundary condition. A consistency condition on these boundary

conditions, Equation (3.2.9), leads to constraints on the (untwisted symmetry-preserving)

brane charges, given by Equation (4.1.3). Using an explicitpresentation of the fusion ring,

I evaluated these constraints for the Lie groupsSU(r +1) andSp(2r), and rigorously

determined the (largest) charge group they imply. For the other compact, connected,

simply-connected, simple Lie groups, I had to resort to extensive numerical computations

which suggested the form of the corresponding charge groups. The result was that the

charge groups are of the formZx, wherex is given by Equation (4.2.11) and Table 4.1.

These rigorous computations forSU(r +1) andSp(2r) relied on the well known fact

that their fusion rings may be described by a fusion potential. Unfortunately, I have found

no genuine proofs of this fact in the literature, despite many claims to the contrary. I

therefore gave two rigorous proofs of this fact. The first relies on ideas from commutative

algebra and appears to be quite different from the usual “proofs” in the literature. It shows

that that the fusion potentials correctly describe the corresponding fusion rings when the

scalar ring isZ (which is required for the application to brane charge groups). The second

proof may be viewed as a completion of the proofs in the literature, in that it is based on

the same idea, but it only holds when the scalar ring isC.

The second method for determining brane charge groups relies only on analysing the

(geometric) definition of the charges. That is, no mention ofany dynamical processes

is made. Just as ambiguities in the Wess-Zumino-Witten actions leads to quantisation

phenomena (Chapter 6), ambiguities in the brane charge definitions lead to constraints

on the charges which must be satisfied if they are to be well-defined. Such ambiguities
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had been analysed in the literature forSU(2), but the extension of this analysis to more

general Lie groups requires a way to evaluate these brane charges.

After discussing the rôle of certain quantum shifts, I showed that by taking the (appro-

priate) shifts into account, the standard geometric D-brane charge of Polchinski coincides

with the modified charge of Minasian and Moore. That is, the modification suggested by

Minasian and Moore reduces, in the special case of these Wess-Zumino-Witten models,

to a simple quantum shift. As far as I am aware, the quantum shifts used above are empir-

ically observed facts, so I think that this suggests that more work should be expended in

trying to verify and generalise them (in the formalism of geometric quantisation for ex-

ample). The modification of Minasian and Moore was motivatedby the study of a certain

quantum anomaly, so it would be of interest to investigate ifmore general anomalies can

be circumvented in a full quantisation prescription. In particular, it would be interesting

to see what further quantisation effects show up in more general models.

I then gave an explicit, and quite general, computation of the modified charge of Mi-

nasian and Moore, showing that it reduced to the dynamical charge postulated by Freden-

hagen and Schomerus. The rather satisfying conclusion is therefore that all three brane

charges considered in this thesis in fact coincide.

I then investigate the ambiguities inherent in Polchinski’s (equivalently, Minasian and

Moore’s) brane charge definition. The untwisted symmetry-preserving branes may be

labelled by weights in the fundamental alcove, and I note that the choice of alcove leads

to an ambiguity in the brane charges. This ambiguity impliesthe constraint that the brane

charge must be invariant (up to a sign) under the action of theaffine Weyl group on the

alcoves. Using the Kac-Walton formula (Proposition 5.2), which relates the affine Weyl

group and the fusion ring, I then demonstrated that these constraints areequivalentto the

dynamical constraints of Fredenhagen and Schomerus, provided that the Wess-Zumino-

Witten model was over a non-symplectic group. It follows that in these (non-symplectic)

cases, this ambiguity in the charge definition leads to constraints which predict the same

charge group as before!

When the underlying Lie group is symplectic, I found throughnumerical experimen-

tation that these ambiguities predict a charge group of the formZξ whereξ either agrees

with, or is twice as large as, that given by Equation (4.2.11). However, there is a further

ambiguity in the brane charge definitions, and it yields somewhat stronger constraints

on the charge group. After taking these constraints into account, I found that the pre-

dicted charge groupZξ now hasξ agreeing with Equation (4.2.11) in the non-symplectic

cases, and either agreeing with, or ishalf, that given by Equation (4.2.11) in the sym-

plectic case. This is the discrepancy referred to above. I also noted that these stronger

constraints precisely correspond to certain symmetries which were empirically observed

in the charges of Fredenhagen and Schomerus in Section 4.3.1(again excluding certain

symplectic cases).
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The research reported on in this thesis suggests various directions for generalisation.

In particular, thetwistedsymmetry-preserving branes (Section 6.3.2) are obvious can-

didates for consideration. In [76], the charges of these twisted branes were studied us-

ing the dynamical constraints, Equation (4.1.1), of Fredenhagen and Schomerus. This is

complicated by the fact that the NIMrep coefficients (see Proposition 3.3) appearing in

these constraints no longer coincide with the fusion coefficients. A direct consequence

of this is that these constraints no longer suggest the form of the brane charge (as in

Equation (4.1.2)). Nevertheless, it was there guessed thatthe charge is given by the di-

mension of a (certain) twisted representation, and then shown that this guess satisfies the

constraints (perhaps uniquely). It would be very interesting to try toderive this in the

geometric approach to brane charges. Presumably, such a derivation would involve some

fascinating mathematics and should shed some light on what is really going on.

Another obvious generalisation is to extend these results to Wess-Zumino-Witten

models over more general groups. In particular, to relax thesimply-connected assump-

tion. Again, some investigations have been made [37, 62, 75], but the conclusions are

not entirely convincing (and do not seem to agree). The situation appears to be even

more delicate than the twisted case mentioned before, and itseems to me that a geo-

metric understanding of the branes of the simplest caseSO(3) would help to clarify our

understanding.

There have also been attempts [62,77,78] to extend the Fredenhagen and Schomerus

constraints to the non-symmetry-preserving branes of [134,135] (which do not correspond

to an automorphism in Section 3.2.1). The idea here is to try to find enough branes

to justify the multiplicity of Zx in the appropriate twisted K-theory (see Section 4.3.2).

Unfortunately, no attention seems to have paid so far to the question of whether these

branes are actually independent (in a K-theoretic sense). For example, it has not even been

shown that the twisted branes discussed above give charges independent of the untwisted

branes. Similarly, no attention seems to have been paid to the multiplicative structure

(generalising that of the fusion ring) for these more general branes, nor has the question

of how to identify branes as (K-theoretic) generators of thecharge group been addressed.

In view of these criticisms, my general feeling is that we arestill very far from having

anything more than a rudimentary understanding of the general state of the brane charge

↔ twisted K-theory correspondence. Of course, that may change once the full result

of Freed, Hopkins, and Teleman, rigorously linking twistedequivariant K-theory to the

fusion ring, is finally proven (generalising that stated in Theorem 4.3) and understood.





APPENDIX A

Finite-Dimensional Simple Lie Algebras

This thesis will make almost constant use of (characteristic zero) Lie theory, both in

concepts and calculations. In this appendix, some standardconcepts and results are intro-

duced for the finite-dimensional simple Lie algebras. This serves, partly, as an attempt to

achieve some measure of completeness, but mostly to fix notation and convention. Useful

references for this theory include [15,30,69,73,96].

A Lie algebrag with Lie bracket[·, ·] is said to besimpleif it is non-abelian1 and has

no non-trivial ideals. This section concerns itself with the theory of simplecomplexLie

algebras. The Lie algebras of interest in this thesis are actually the real Lie algebras which

correspond to the compact simple (real) Lie groups considered in Appendix C. These real

algebras are thecompact real formsof the simple complex Lie algebras, and so all the

theory developed below for complex Lie algebras is valid forthem, after complexification.

One therefore often talks about root vectors for the real Liealgebrasu(2) (for instance),

despite the fact that said root vector is an element ofsl(2;C). The relationship between a

simple complex Lie algebra and its compact real form will be discussed further at the end

of Appendix A.1.

A.1. Basics

A homomorphism ofg into EndV, whereV is some (complex) vector space, is called

a representation. V is called a representation space ormodule. The archetypal example is

theadjoint representation ad:g→Endg, defined by ad(x)y= [x,y]. A simple Lie algebra

admits a symmetric bilinear form called theKilling form, given by

κ (x,y) =
1

Iad
tr [ad(x)ad(y)] , (A.1.1)

whereIad is a normalisation to be fixed later (Equation (A.1.3)). Thisform is alsoasso-

ciative(or invariant), κ ([x,y] ,z) = κ (x, [y,z]), and this property uniquely characterises it

(up to normalisation) among symmetric bilinear forms.

If {ta} is a (vector space) basis of the simple Lie algebrag, then the entries of the

matrix representing ad(ta) (in this basis) are thestructure constants: [ta, tb] = ∑c fabctc.

It is sometimes useful to take this basis to be orthonormal with respect to the Killing

form2. Then, fabc= κ ([ta, tb] , tc), and associativity immediately implies that the structure

constants are completely antisymmetric ina, b, andc (in this orthonormal basis). Note

1This serves to exclude the one-dimensional abelian algebrau(1).
2It will be clear that such bases exist when compact real formsare discussed at the end of this section.
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that it also follows that

∑
b,c

fabcfcbd = ∑
b,c

fabcfdcb = tr [ad(ta)ad(td)] = Iadκ (ta, td) = Iadδad. (A.1.2)

A simple complex Lie algebrag always contains elementsx 6= 0 such that ad(x) is

a diagonalisable (semisimple) endomorphism. A subalgebraconsisting of such elements

is called atoral subalgebra, and must be abelian. Choose a maximal toral subalgebra

(also known as aCartan subalgebra) t. Any chosent is also maximal abelian, and its

dimension is independent of the choice, and is known as therank of g, denoted byr. It

follows that there is a (vector space) basis ofg consisting of simultaneous eigenvectors of

the elements of ad(t). The eigenvalues are therefore functions ont, hence elements oft∗:

ad(x)eα = 〈α,x〉eα for all x∈ t.

(The pairing betweent and t∗ will be denoted by〈·, ·〉.) When the eigenvectorseα do

not belong to the maximal toral subalgebra,α ∈ t∗ is non-zero (by maximality), and is

referred to as aroot of g. The set of roots, also called theroot system, of g is denoted by

∆, and theeα with α 6= 0 are calledroot vectors. The root system gives a grading ong,

meaning that
[
eα ,eβ

]
is proportional toeα+β (assumingα +β ∈ ∆).

The root system∆ of a simple Lie algebra is an object that has been intensivelystud-

ied. It is closed under negation. Furthermore, it turns out that one can choose a basis

{αi : i = 1,2, . . . , r} of t∗ consisting ofsimple rootssuch that every root ofg has the form

α =
r

∑
i=1

miαi ,

where the coefficientsmi are not only integers, but are either all positive or all negative

(when non-zero). Such a choice of simple roots therefore partitions∆ into a set ofpositive

roots ∆+ and its negation∆−. This also induces atriangular decompositionof g as a

(vector space) direct sum,

g = g−⊕ t⊕g+,

whereg± are (nilpotent) subalgebras spanned by the root vectorseα with α ∈ ∆±. The

heightof a rootα is defined to be the sum of the correspondingmi . There is then a unique

highest rootθ , whose correspondingmi are known as themarksof g, and will be denoted

by ai . The height ofθ defines theCoxeter numberh of g by ∑i ai = h−1. The set of all

linear combinations of the simple roots with integer coefficients defines theroot lattice,

denoted byQ.

Since the root system spanst∗, the action of an arbitraryλ ∈ t∗ on t is determined.

The Killing form is also non-degenerate when restricted tot, so it induces a canonical

isomorphismι : t → t∗ by 〈ι (x) ,y〉 = κ (x,y) (for all x,y ∈ t). Lifting the Killing form

to t∗ by this isomorphism gives an inner product(·, ·) on the real subspacet∗R spanned

by the roots. Using this inner product, the length of the roots of g are found to have (at

most) two possible values. The highest rootθ is always a “long” root. It is convenient

to normalise this inner product by setting(θ ,θ) = 2. The image oft∗R underι−1 defines
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the real subalgebratR, which contains (among other things) the latticeQ∗ which is dual

to the root lattice.

One may repeat the decomposition ofg under the adjoint representation oft for other

representations. Ifπ : g → EndV is a representation,V decomposes into (simultaneous)

eigenspaces ofπ (t). The eigenvaluesλ ∈ t∗ are called theweightsof the representation.

The roots ofg together with 0∈ t∗R (of multiplicity r) therefore constitute the weights of

the adjoint representation. If the representation is irreducible (and all finite-dimensional

representations are completely reducible), then there is auniquehighest weight, meaning

that all weights can be obtained from this one by (repeatedly) subtracting simple roots.

The adjoint representation turns out to be irreducible withhighest weightθ .

It turns out that the weights of every (finite-dimensional) representation may be ex-

pressed as linear combinations ofr weights, calledfundamental weightsand denoted by

Λi , with integer coefficients. These integer coefficients are called theDynkin labelsof the

weightλ and are denoted byλi . The sum of the fundamental weights is called theWeyl

vectorρ , which also happens to be related to the positive roots through

ρ =
r

∑
i=1

Λi =
1
2 ∑

α∈∆+

α.

Since roots are weights (and they form a spanning set), the fundamental weights span

t∗R, which is accordingly called theweight space. The set of all linear combinations of

the fundamental weights with integer coefficients defines theweight lattice, denoted byP.

The lattice dual to the weight lattice is called thecoroot latticeQ∨ ⊂ tR, and is spanned

(overZ) by thesimple corootsα∨
i , i = 1,2, . . . , r. The simple coroots and simple roots are

related by

α∨
i =

2
‖αi‖2 ι−1(αi) .

Extending this relation to all rootsα defines the corresponding corootsα∨ ∈ Q∨. In

particular, one has the corootθ∨ = ι−1(θ) whose decomposition into simple coroots

defines thecomarks a∨i by θ∨ = ∑i a
∨
i α∨

i . The comarks in turn define thedual Coxeter

numberh∨ by ∑i a
∨
i = 〈ρ,θ∨〉 = h∨−1.

The simple roots and simple coroots together define the entries of theCartan matrix

A by Ai j =
〈

αi ,α∨
j

〉
. Thisr × r matrix in fact completely characterises a simple complex

Lie algebra. The diagonal entries are all 2, and the off-diagonal entries are non-positive

integers which are constrained in various ways. Analysing these constraints leads to the

celebrated Cartan-Killing classification of the finite-dimensional complex simple Lie al-

gebras. The allowed Cartan matrices may be conveniently displayed by exhibiting the cor-

responding graphs whose adjacency matrices are 2 id−A. These graphs are calledDynkin

diagramsand the complete list is given in Figure A.1. The restrictions onr given there

are assumed because of the isomorphismssu(2) ∼= so(3) ∼= sp(2), so(5) ∼= sp(4), and

su(4)∼= so(6), and the fact thatso(2)∼= u(1) andso(4)∼= su(2)⊕su(2) are not simple.

A simple Lie algebra is said to besimply lacedif its Dynkin diagram is undirected.
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Λ2
su(r +1) so(2r +1)

sp(2r) so(2r)

e6

e7

e8

f4

g2

1
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1

1 1

1

1

1

2

2

2

2

2 2
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5
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6
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7
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8

r −2r −1

r −1

r −1

r

r r

r

(r > 1)

(r > 2)

(r > 3)

(r > 4)

FIGURE A.1. The Dynkin diagrams of the simple complex Lie algebras,
labelled by their compact real forms. The numbers indicate the ordering of
the nodes (hence simple roots) used in this thesis, and the arrows always
point from a long root to a short root.

Note that the rows of the Cartan matrix therefore consist of the Dynkin labels of

the simple roots. It follows that detA = |P/Q|. Similarly, one can consider thesym-

metrised Cartan matrix A∨, whose rows are the Dynkin labels of the simple coroots.

Thus, detA∨ = |P/Q∨|. Since the dual of the coroot lattice is the weight lattice, the in-

verse of the symmetrised Cartan matrix is the matrix whose entries areFi j =
(
Λi ,Λ j

)
.

This is sometimes called thequadratic form matrix. Some other useful data is collected

in Table A.1.

One can now tidy up a few details that will be used in the thesis. The normalisation

of the Killing form (the following argument appears in [110]) given in Equation (A.1.1)

is determined by the normalisation of the root lengths:

2 = (θ ,θ) = κ
(
θ∨,θ∨)=

1
Iad

tr
[
ad
(
θ∨)ad

(
θ∨)] .
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g θ h

h∨
{ai}
{a∨i }

Exponents

su(r +1) Λ1 +Λr r +1 {1, . . . ,1} {1,2, . . . , r}
so(2r +1)

(r > 2)
Λ2

2r

2r −1

{1,2, . . . ,2}
{1,2, . . . ,2,1}

{1,3, . . . ,2r −1}

sp(2r) 2Λ1
2r

r +1

{2, . . . ,2,1}
{1, . . . ,1}

{1,3, . . . ,2r −1}

so(2r)

(r > 3)
Λ2 2r −2 {1,2, . . . ,2,1,1} {1,3, . . . ,2r −3, r −1}

e6 Λ6 12 {1,2,3,2,1,2} {1,4,5,7,8,11}
e7 Λ1 18 {2,3,4,3,2,1,2} {1,5,7,9,11,13,17}
e8 Λ1 30 {2,3,4,5,6,4,2,3} {1,7,11,13,17,19,23,29}

f4 Λ1
12

9

{2,3,4,2}
{2,3,2,1}

{1,5,7,11}

g2 Λ1
6

4

{2,3}
{2,1}

{1,5}

TABLE A.1. The highest root, Coxeter and dual Coxeter number, marks
and comarks, and exponents for the simple complex Lie algebras (labelled
by their compact real forms). For the simply laced algebras,the Coxeter
number coincides with the dual Coxeter number, as do the marks and co-
marks. They are therefore not repeated.

The eigenvalues of ad(θ∨) are 0 ont and〈α,θ∨〉 = (α,θ) on eα . It is not hard to show

that(α,θ) ∈ {0,1} for all α ∈ ∆+ \{θ}. Thus,

tr
[
ad
(
θ∨)ad

(
θ∨)]= 2 ∑

α∈∆+

(α,θ)2 = 2

[
4+ ∑

α∈∆+\{θ}
(α,θ)

]
= 2[2+(2ρ,θ)] = 4h∨.

It follows that the normalisation of the Killing form is given by

Iad = 2h∨. (A.1.3)

Equation (A.1.1) is a special case of arepresentation independentdefinition of the

Killing form. In this definition, the adjoint representation ad is replaced by an arbitrary

representationπ. This new form is again bilinear, symmetric, and associative, hence by

uniqueness must be a multiple of the Killing form:

κ (x,y) =
1
Iπ

tr [π (x)π (y)] . (A.1.4)

The normalisationIπ is called theDynkin indexof the representationπ, and may be eval-

uated with the help of thequadratic Casimir Q. This is an element of theuniversal
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enveloping algebraof g, U(g), defined most simply byQ = ∑a tata where{ta} is an or-

thonormal basis ofg with respect to the Killing form. The quadratic Casimir commutes

(in U(g)) with every element ofg, and so in an irreducible representation it acts as a mul-

tiple of the identity. Indeed, ifπ is the irreducible representation of highest weightλ ,

then

π (Q) = (λ ,λ +2ρ) id . (A.1.5)

Let dim(λ ) denote the dimension of the irreducible representation of highest weight

λ , and suppose that{ta} is an orthonormal basis ofg with respect to the Killing form.

Then one has

dim(θ) = ∑
a

κ (ta, ta) =
1
Iπ

∑
a

tr [π (ta)π (ta)] =
1
Iπ

trπ (Q) =
(λ ,λ +2ρ)dim(λ )

Iπ

⇒ Iπ = (λ ,λ +2ρ)
dim(λ )

dim(θ)
. (A.1.6)

Puttingπ = ad (soλ = θ ) recovers Equation (A.1.3).

As an example of how the Dynkin index may arise in calculations, consider the sum

of the terms(λ ,µ)(µ,ν), over all the weightsµ of the irreducible representationπ of

highest weightΛ. Using Equation (A.1.4), this evaluates to

∑
µ

(λ ,µ)(µ,ν) = ∑
µ

〈
µ, ι−1(λ )

〉〈
µ, ι−1(ν)

〉
= tr

[
π
(
ι−1(λ )

)
π
(
ι−1(ν)

)]

= Iπκ
(
ι−1(λ ) , ι−1(ν)

)
= Iπ (λ ,ν) . (A.1.7)

It remains to discuss the compact real formgcomp of the complex Lie algebrag. This

is defined to be the real Lie algebra spanned by
{
iα∨

i , i(eα +e−α) ,eα −e−α : i = 1,2, . . . , r ; α ∈ ∆+

}
.

Noting that the corootsα∨ may be used to normalise the root vectors by[eα ,e−α ] = α∨,

the structure coefficients ofgcomp may be checked to be real. It also follows from this

normalisation that

κ
(
eα ,eβ

)
=

2
‖α‖2δα+β ,0,

and so−κ (·, ·) may be checked to be a (positive definite) inner product ongcomp. With

respect to this inner product, ad(x) is skew-symmetric for allx∈ gcomp by associativity,

hence has purely imaginary eigenvalues. The subalgebraitR therefore acts as a Cartan

subalgebra forgcomp, and its action decomposesgcomp into the zero eigenspaceitR, and

a two-dimensional eigenspace for eachα ∈ ∆+ corresponding to the pair of complex

conjugate eigenvaluesiα and−iα.

A.2. Automorphisms ofg

The automorphism groupAutg of a simple complex Lie algebrag plays a vital rôle in

the theory. An important class of automorphisms is induced by the group of symmetries of

the Dynkin diagram (equivalently, of the Cartan matrix). A transformation of the “node”
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g Outg W ω+ (1,2, . . . , r)

su(r +1) (r > 2) Z2 Sr+1 (r, r −1, . . .1)

so(2r +1) (r > 2) {id} Sr ⋉Zr
2 (1,2, . . . , r)

sp(2r) (r > 1) {id} Sr ⋉Zr
2 (1,2, . . . , r)

so(8) S3 S4 ⋉Z3
2 (1,2, . . . , r)

so(2r) (r > 5, odd) Z2 Sr ⋉Zr−1
2 (1,2, . . . , r −2, r, r −1)

so(2r) (r > 6, even) Z2 Sr ⋉Zr−1
2 (1,2, . . . , r)

e6 Z2 — (5,4,3,2,1,6)

e7 {id} — (1,2,3,4,5,6,7)

e8 {id} — (1,2,3,4,5,6,7,8)

f4 {id} S3 ⋉S4 ⋉Z3
2 (1,2,3,4)

g2 {id} D6 (1,2)

TABLE A.2. The group of outer automorphismsOutg, the Weyl group
W (that ofer is too complicated to list), and the action of the conjugation
automorphismω+ ∈ Outg as a permutation of the nodes of the Dynkin
diagram.Sn denotes the symmetric group onn elements, andDn = Z2⋉Zn
the dihedral group (symmetry group of ann-sided regular polygon). Note
thatOutsu(2) = Outsp(2) is trivial.

labels which leaves the diagram invariant gives a corresponding permutation of the simple

roots, and therefore of the simple coroots, root system, androot vectors. Because the

Cartan matrix is invariant, theseDynkin symmetriesact orthogonally on the weight space.

Another (complementary) class of automorphisms consists of those of the form

Ad(x) = ead(x) : g −→ g

(recall that the exponential of an endomorphism of a finite-dimensional vector space is

always defined [105]). The subgroup ofAutg that is generated by such automorphisms

is called the group ofinner automorphisms, Intg. This is a normal subgroup, and the

corresponding quotient group turns out to be finite. It is called the group ofouter auto-

morphisms, Outg = Autg/ Intg, and turns out to be naturally isomorphic to the group of

Dynkin symmetries introduced above. This group is listed for eachg in Table A.2.

The identification of the Dynkin symmetries with the outer automorphisms leads to a

decomposition ofAutg as asemidirect product. A groupH is the semidirect product of

its subgroupsK andN, writtenH = K⋉N, if H is generated byK andN, N is normal, and

K∩N = {id}. For then, normality means that anyh∈ H may be decomposed ash = kn=

n′k, wherek∈K andn,n′ ∈N, and the trivial intersection means that these decompositions

are unique.H therefore has the structureK×N as a set, with multiplication defined by

(k1,n1)(k2,n2) =
(
k1k2,

[
k−1

2 n1k2
]
n2
)
.
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It follows from this abstract definition thatAutg = Outg⋉ Intg.

Recall that before decomposingg to define roots, one had tochoosea maximal toral

subalgebrat. This arbitrariness does not cause any concern because of the important

fact that any two maximal toral subalgebras are related by the conjugateaction of some

automorphism. In fact, as Dynkin symmetries permute the coroots, they preserve any

chosen maximal toral subalgebra, so this conjugation may beperformed by an inner auto-

morphism. Choosing a particular maximal toral subalgebra therefore breaks much of the

Autg symmetry. What remains is the finite subgroup of automorphisms which preserve

t. This subgroup, which will be denoted byAutt g, obviously consists ofOutg and the

subgroup of inner automorphisms which preservet. The latter group is the famousWeyl

groupW. W is clearly a normal subgroup ofAutt g, so one hasAutt g = Outg⋉W. The

form of W is listed in Table A.2.

The action of the Weyl group may be restricted tot. This (restricted) group is gen-

erated by ther elementswi = Ad(eαi )Ad(−e−αi )Ad(eαi ), whose (dual) action ont∗ is

given by

wi (λ ) = λ −
〈
λ ,α∨

i

〉
αi .

The action ofW thus restricts further to the weight spacet∗R. Thewi are called thesimple

Weyl reflections, and they reflect about the hyperplane orthogonal to the simple root αi .

The properties ofW are legion:

• It preserves the root system∆. More generally, it preserves the set of weights of

any finite-dimensional representation ofg.

• It contains a reflectionwα for eachα ∈ ∆+ which reflects about the hyperplane

orthogonal toα. Indeed, all reflections inW have this form.

• Removing these reflection hyperplanes fromt∗R divides it into |W| congruent

open Weyl chambers, which are permuted by the action ofW.

• It acts freely and transitively on the set of choices of simple roots.

• Its elements act orthogonally ont∗R.

• It admits a lengthℓ(w), defined as the minimal number of simple Weyl reflec-

tions thatw can be decomposed into. Equivalently,

ℓ(w) = |{α ∈ ∆+ : w(α) ∈ ∆−}|. (A.2.1)

• The determinant ofw∈ W, as a linear transformation ont∗R, is given by detw =

(−1)ℓ(w).

• There is a unique (hence involutive) elementwL of maximal length|∆+|, called

the longest elementof W.

The closure (int∗R) of the open Weyl chambers is just called aWeyl chamber. The Weyl

chamber which contains the fundamental weights is referredto as thefundamental Weyl

chamber. It consists of the elements with non-negative Dynkin labels, and is mapped

to its geometric opposite (all Dynkin labels non-positive)by the longest element ofW,
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wL . Elements of the fundamental Weyl chamber are said to bedominant, and the set of

weights in the fundamental Weyl chamber will be denoted byP+.

One important automorphism ofg that has not yet been mentioned is theChevalley

automorphismωC, given by multiplication by−1 on t andωC(eα) = −e−α on the root

vectors. Obviously,ωC ∈ Autt g. Given thatwL sends the fundamental chamber to the

chamber geometrically opposite, it is tempting to concludethat the Chevalley automor-

phism coincides with the longest element ofW. However this is not true in general, as

is shown by the fact that there are representations whose weights are not invariant un-

der negation3. Thus ωC need not be an element ofW. In fact, it decomposes under

Autt g = Outg⋉W into the productω+wL = wLω+, whereω+ ∈ Outg is called thecon-

jugation automorphism.

Upon restricting to the weight spacet∗R, it follows that conjugation acts asω+ =−wL .

The image of a weightλ underω+ is called the weightconjugateto λ , denoted byλ+.

Similarly, if the set of weights of a representation is{λ}, then the representation with

weights{λ+} is called theconjugate representation. The form ofω+ (restricted tot∗R) is

given in Table A.2.

A.3. Representations and Characters

Recall from Appendix A.1 that any finite-dimensional irreducible representation ofg

possesses weights in the integral latticeP, and that there is a unique highest weightλ . In

terms of the triangular decompositiong = g−⊕ t⊕g+, this means that the corresponding

(non-degenerate) eigenvector|λ 〉 of t is annihilated byg+. |λ 〉 is called thehighest weight

vectorof the representation. This highest weight must be dominant, and conversely, any

dominant (integral) weight is the highest weight of some irreducible representation. The

finite-dimensional irreducible representations are therefore in bijection with the set of

dominant (integral) weights.

Whenλ ∈ t∗R is not dominant integral, one can still construct an abstract represen-

tation of g with highest weightλ by invoking the existence of a corresponding highest

weight vector|λ 〉, and lettingU(g−) act upon it freely. The abstract vectors thus obtained

span a vector space upon whichg acts (the action oft andg+ is obtained inductively by

commuting the action throughU(g−) until they act on the highest weight vector). As

U(g−) is an infinite-dimensional algebra, this vector space is an infinite-dimensionalg-

module of highest weightλ , called aVerma module. In fact, one can even show that this

module is irreducible. The corresponding (infinite-dimensional) Verma module may be

constructed forλ dominant integral in exactly the same manner. However, thisVerma

module is no longer irreducible. It contains a unique maximal proper submodule which

may be quotiented out from the Verma module to get the finite-dimensional irreducible

highest weight module discussed above.

3Wheng = su(3), the irreducible representation of highest weightΛ1 provides a simple example.
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These finite-dimensional irreducible highest weight modules turn out to beunitary,

meaning that one can equip them with an inner product (remembering that these are com-

plex vector spaces) with respect to which the elements of thecompact real form ofg

are represented by skew-symmetric matrices4, and normalised by setting the norm of the

highest weight vector to 1. Referring back to Appendix A.1, it follows that the elements

of tR will be represented by symmetric matrices, as will the combinationseα +e−α and

i(eα −e−α). This gives the following definition of theadjoint in a finite-dimensional

irreducible representationπ:

π
(
α∨

i

)†
= π

(
α∨

i

)
and π (eα)† = π (e−α) . (A.3.1)

Note that on the real span of the root vectors andtR, this adjoint coincides with the action

of −ωC, the opposite of the Chevalley automorphism (Appendix A.2). As adjointing is an

antiautomorphism, it follows that this coincidence persists if −ωC is extended antilinearly

to all ofg. This defines theChevalley antiautomorphism̃ωC, and demonstrates the relation

π (x)† = π (ω̃C(x)) for all x∈ g.

It turns out that when one tries to impose these adjoints on the Verma modules cor-

responding to a dominant integral highest weight, every element of the unique maximal

proper submodule ends up having zero norm. The situation is even worse when the high-

est weight is not dominant integral, as then the (irreducible) Verma module necessarily

contains elements of negative norm. It follows that the unitary highest weight modules of

g are precisely the finite-dimensional irreducible ones.

A finite-dimensional representationπ of g is uniquely determined, up to isomorphism,

by its set of weights∆π (including multiplicities). These weights (with multiplicities) are

conveniently encoded in thecharacterof π, an element of the group ringZ
[
eP
]

which is

given by

χπ = ∑
µ∈∆π

eµ ,

where the exponential is formal. The set of weights (with multiplicity) of the irreducible

representation of highest weightλ will be denoted by∆λ , and the corresponding character

by χλ . Since weights are functionals ontR, which is canonically isomorphic tot∗R, one can

naturally define an action ofχπ on t∗R by χπ (ν) = ∑µ∈∆π e(µ,ν). Note that the dimension

of the representation is given by dimπ = χπ (0).

One particularly useful fact about characters is that they nicely describe the tensor

product operation of representations. Given two representationsπ1 : g → EndV1 and

π2 : g → EndV2, one defines the tensor productπ1⊗π2 : g → End(V1⊗V2) by

(π1⊗π2)(x)(v1⊗v2) = [π1(x)v1]⊗v2 +v1⊗ [π2(x)v2] .

4After exponentiating, the elements of the corresponding compact group would be represented by unitary
matrices. This is the case of interest in this thesis. Other (non-compact) simple Lie groups correspond to
other real forms ofg, and therefore other definitions of unitarity.
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Along with the direct sum operation, the tensor product defines a ring structure on the

set of (finite-dimensional) representations ofg, called therepresentation ringof g. The

set of weights of the tensor product is then the sum over all pairs of weights, one from

π1 and the other fromπ2. It follows from familiar properties of the exponential that the

corresponding characters behave multiplicatively:χπ1⊗π2 = χπ1χπ2. The mapπ 7→ χπ

therefore gives an injective homomorphism from the representation ring into the group

ring Z
[
eP
]
. The image of this ring, sometimes called thecharacter ring, is then isomor-

phic to the representation ring. It turns out to be a free polynomial ringZ [χ1,χ2, . . . ,χr ]

on the charactersχi ≡ χΛi of the irreducible representations of highest weightΛi .

Since the set of weights of a finite-dimensional representation is invariant under the

Weyl groupW, it follows that the characters areW-invariant functions ont∗R:

χπ (w(ν)) = ∑
µ∈∆π

e(µ,w(ν)) = ∑
µ∈∆π

e(w−1(µ),ν) = ∑
µ∈∆π

e(µ,ν) = χπ (ν) .

It is very important that there is a converse to this rather trivial computation. EveryW-

invariant element ofZ
[
eP
]

may be expressed as a linear combination of characters, hence

as a polynomial in the charactersχi . That is, theW-invariants inZ
[
eP
]

are precisely

the elements of the character ring. Furthermore, the elements anti-invariant underW

(meaning they are invariant underw∈W up to the sign detw) are precisely these invariant

elements multiplied by theprimitive anti-invariant element

∏
α∈∆+

(
eα/2−e−α/2

)
= eρ ∏

α∈∆+

(
1−e−α) .

One can easily give an explicit formula for the character of aVerma module. The

generators ofg− are the negative root vectorse−α , and these act freely on the highest

weight vector|λ 〉 to give a basis of the module. One only needs to keep a track of

the number of times each negative root vector acts to specifythese basis vectors, and

these numbers are completely unrestricted. The character of the Verma module of highest

weightλ is therefore just

χVerma
λ = eλ ∏

α∈∆+

(
1+e−α +e−2α + . . .

)
=

eλ+ρ

eρ ∏α∈∆+
(1−e−α)

, (A.3.2)

which is to be understood as a formal power series in theeα . One notes that the denomi-

nator coincides with the primitive anti-invariant element.

Whenλ is dominant integral, one would like a similar explicit expression for the char-

acter of the irreducible representation of highest weightλ . Recalling that such characters

are invariant underW, an inspired guess might be to antisymmetrise the numeratorof the

corresponding Verma module character. This guess is entirely accurate and leads to the

Weyl character formula:

χλ =
∑w∈W detw ew(λ+ρ)

∏α∈∆+

(
eα/2−e−α/2

) =
∑w∈W detw ew(λ+ρ)

∑w∈W detw ew(ρ)
. (A.3.3)
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The second equality follows by applying the first form of the character formula to the

trivial representation of highest weight 0. By evaluating this character formula attρ and

taking the limit ast → 0, one deducesWeyl’s dimension formulafor the dimension dim(λ )

of the irreducible representation of highest weightλ :

dim(λ ) = ∏
α∈∆+

(λ +ρ,α)

(ρ,α)
. (A.3.4)

Repeating this exercise for the formal derivative ofχλ (tρ) at 0 (as a function oft) yields

the so-called “strange formula”

‖ρ‖2 =
h∨dimg

12
. (A.3.5)

The expression, Equation (A.3.3), does not itself require that the weightλ be domi-

nant integral. Of course, for other weights the corresponding highest weight representa-

tions are infinite-dimensional, and Weyl’s character formula does not apply. Nevertheless,

it is sometimes useful to extend the notion of a character to all integral weightsλ ∈ P by

using this formula. When this is done, one finds that no new “characters” are discovered

because of the identity

χw(λ+ρ)−ρ = detw χλ .

If λ +ρ is on the boundary of a Weyl chamber, then it is fixed by some reflectionw∈ W,

so the corresponding character vanishes. Otherwise, thereis a w taking λ + ρ into the

(open) fundamental Weyl chamber, so the corresponding character is (up to a sign) equal

to the character of an irreducible representation. TheW-action suggested by this identity,

however, is often found whenever the character formula (or the dimension formula) is

being used. It is known as theshifted actionof W, denoted thus:

w·λ = w(λ +ρ)−ρ.

One often therefore talks aboutshiftedreflections,shiftedWeyl chambers, and so on. For

example, the above “character” identity may be interpretedas anti-invariance ofλ 7→ χλ
under the shifted Weyl action:

χw·λ = detw χλ . (A.3.6)



APPENDIX B

Untwisted Affine Lie Algebras

The affineLie algebras form a special class of theKac-Moodyalgebras (discovered

independently by Kac and Moody), which includes the finite-dimensional simple Lie al-

gebras discussed in Appendix A. In this thesis, only theuntwistedaffine Lie algebras will

be needed. Despite being infinite-dimensional, their theory is surprisingly analogous to

the finite-dimensional case. Indeed, each untwisted affine Lie algebra corresponds to a

unique finite-dimensional simple Lie algebra from which it may be constructed. The no-

tation introduced in Appendix A will therefore be used without comment in this appendix.

The classic reference for affine Lie algebras is [99], and other treatments may be found

in [15,16,61,67,69,120].

B.1. Basics

Given a finite-dimensional simple Lie algebrag, a concrete realisation of the corre-

sponding untwisted affine Lie algebrâg may be constructed as follows. One motivation

for this construction comes from quantum field theory. First, generalise the generators

of g to formal Laurent polynomials with coefficients ing. This gives theloop algebra

g⊗C
[
t, t−1

]
, whose Lie bracket is defined by

[x⊗ tn,y⊗ tm] = [x,y]⊗ tm+n.

When t is interpreted as the coordinate on a circle, this becomes the set of maps from

the circle tog (g-valuedfieldson the circle), hence the name. Note that the power oft

induces aZ-grading on the loop algebra. As noted in Section 2.1.1, whenquantising a

classical system with such a symmetry, one may extend the symmetry algebra by a central

extension. There is a unique (up to isomorphism) non-trivial central extension, given by

[x⊗ tn,y⊗ tm] = [x,y]⊗ tm+n+nδn+m,0κ (x,y)K,

whereK is the adjoined central element, andκ (·, ·) is the Killing form ofg.

This centrally extended Lie algebra suffices for many applications. It has an abelian

subalgebra of ad-diagonalisable elementst⊗t0⊕span{K} with respect to which one may

decompose into root spaces. However, it suffers from the problem that the corresponding

roots do not depend on the power oft, and are therefore infinitely degenerate. This may be

circumvented by introducing a further elementL0 which commutes with the abelian sub-

algebra, but whose eigenvalues in the adjoint representation take into account the power

of t (also called thegrade). This is most conveniently achieved by defining ad(L0) to be

159
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the derivation1 −td/dt of C
[
t, t−1

]
. One therefore (finally) gets theuntwisted affine Lie

algebra

ĝ = g⊗C
[
t, t−1]⊕span{K,L0} ,

whose Lie bracket is given by

[x⊗ tn,y⊗ tm] = [x,y]⊗tm+n+nδn+m,0κ (x,y)K and [L0,x⊗ tn] =−nx⊗tn. (B.1.1)

The original Lie algebrag is embedded in̂g as thehorizontal subalgebrag⊗ t0.

With this embedding, theCartan subalgebrais defined to be that of the horizontal

subalgebra, augmented by the central element and the derivation: t̂ = t⊕ span{K,L0}.

The adjoint action of this abelian subalgebra may now be usedto decomposêg. Since

K is central, ad(K) = 0, so theroots may be expressed as the triplêα = (λ ,0,n) of

eigenvalues of ad(t), ad(K), and−ad(L0). In fact, theroot systemhas the form

∆̂ = {(α,0,n) : α ∈ ∆,n∈ Z}∪{(0,0,n) : n∈ Z\{0}} .

Those of the form̂α = (α,0,n) correspond to the (non-degenerate)root vector eα ⊗ tn,

and those of the form̂α = (0,0,n) correspond tot⊗ tn (and so arer-fold degenerate). The

former are said to bereal roots, and the latterimaginary. Theprimitive imaginary root

(0,0,1) is denoted bŷδ . Note that affine Lie algebras have no highest root.

As affine Lie algebras are infinite-dimensional, the Killingform cannot be defined as

a trace (Equation (A.1.1)). However, one can extend the Killing form on the horizontal

subalgebra to a bilinear symmetric form̂κ (·, ·) on ĝ. Demanding associativity gives

κ̂ (x⊗ tn,y⊗ tm) = κ (x,y)δn+m,0, κ̂ (x⊗ tn,K) = 0, κ̂ (x⊗ tn,L0) = 0,

κ̂ (K,K) = 0, κ̂ (K,L0) = −1, and κ̂ (L0,L0) = 0.

Thisextended Killing formmay be checked to be non-degenerate, and it restricts to a non-

degenerate form on the Cartan subalgebra too. It therefore lifts to an (non-degenerate)

symmetric bilinear form on theweight spacêt∗R. Writing elements of this space as a triple

λ̂ = (λ ,kλ ,nλ ) of eigenvalues oft, K, and−L0 (in some representation), this bilinear

form is given by (
λ̂ , µ̂

)
= (λ ,µ)+kλ nµ +kµnλ .

Note that the imaginary affine roots have zero length with respect to this form.

The rootsα̂i = (αi ,0,0) (i = 1,2, . . . , r) do not generate the root system̂∆. Any basis

of the root system must include a root at non-zero grade. It isconvenient to include the

lowest root of grade 1,α̂0 = (−θ ,0,1), in the basis ofsimple rootsas this definition

preserves the property that no difference of simple roots isa root. Note that‖α̂0‖2 = 2.

Themarksof ĝ are now defined by the decompositionδ̂ = ∑r
i=0aiα̂i . Obviously,a0 = 1

and fori 6= 0, theai coincide with the marks ofg. The simple roots partition̂∆ intopositive

1The sign in this definition is only necessary so thatL0 may be identified with the zero-mode of the Virasoro
algebra (Section 3.1.2). Note that one could redefineL0 by adding an arbitrary multiple ofK, without
affecting its desired properties, but then it would not coincide with its Virasoro counterpart.
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FIGURE B.1. The Dynkin diagrams of the untwisted affine Lie algebras,
labelled through the compact real forms of their horizontalsubalgebras.
The numbers indicate the ordering of the nodes (hence simpleroots) used
in this thesis, and the arrows always point from a long root toa short root.
The white node is the (new) affine node, labelled 0.

andnegative roots:

∆̂+ = {(α,0,0) : α ∈ ∆+}∪{(α,0,n) : n > 0}∪{(0,0,n) : n > 0} .

Affine Lie algebras therefore admit atriangular decomposition, ĝ = ĝ−⊕ t̂⊕ ĝ+, extend-

ing that ofg.

The real roots define correspondingcorootsas in the case of finite-dimensional simple

Lie algebras. The same is not true for the imaginary roots as they have zero length. The

Cartan matrix is given again bŷAi j =
〈

α̂i , α̂∨
j

〉
, and completely characterisesĝ as an

(r +1)× (r +1) matrix. TheDynkin diagramof ĝ is defined as before, and the complete

list (for untwisted affine Lie algebras) is given in Figure B.1.

The fundamental weightsare defined to be the elements dual to the simple coroots.

Because theK-eigenvalue of the roots must always vanish, the−L0-eigenvalue (grade) of
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the fundamental weights cannot be determined2. It may be (arbitrarily) chosen to be 0.

The fundamental weights are thus

Λ̂0 = (0,1,0) and Λ̂i =
(
Λi ,a

∨
i ,0
)

for i = 1,2, . . . , r.

The sum of these fundamental weights is theaffine Weyl vector̂ρ = (ρ,h∨,0). Sinceα̂0

is a long root, the zeroth comark isa∨0 = a0 = 1. Hence
〈

Λ̂i ,K
〉

= a∨i , and thecomarks

of ĝ are the coefficients in the decompositionK = ∑i a
∨
i α̂∨

i .

The Dynkin labelsare defined as before,̂λ = ∑i λiΛ̂i . The zeroth Dynkin label of

λ̂ = (λ ,k,0) may therefore be conveniently expressed as

λ0 = k− (λ ,θ) . (B.1.2)

TheK-eigenvalue of a weight is called thelevel. Note that the fundamental weights do not

form a basis of the weight spacet̂∗R. One has to add the elementδ̂ to complete the basis.

However, as the grade of the fundamental weights is indeterminate, it is often harmless to

ignore this additional element.

B.2. Automorphisms of ĝ

Every simple root̂αi of ĝ gives rise to a reflection̂wi on the weight spacêt∗R by

ŵi

(
λ̂
)

= λ̂ −
〈

λ̂ , α̂∨
i

〉
α̂i .

Thesesimple Weyl reflectionsleave fixed the hyperplane orthogonal toα̂i , and together

generate theaffine Weyl group̂W of ĝ. Analogously to Appendix A.2, there is a similar

Weyl reflectionŵα̂ for eachreal root α̂ . In constrast, every element of̂W preserves each

imaginaryrootnδ̂ , and has no effect on the level (K-eigenvalue).

Writing λ̂ = (λ ,k,n) andα̂ = (α,0,m), the action of̂wα̂ becomes

ŵ(α,0,m) (λ ,k,n) =

(
wα
(
λ +kmι

(
α∨)) ,k,n−m

[〈
λ ,α∨〉+ 2km

‖α‖2

])
.

In particular,

ŵ0(λ ,k,n) = (wθ (λ )+kθ ,k,n−λ0) and ŵi (λ ,k,n) = (wi (λ ) ,k,n) wheni 6= 0.

One notices that the induced action on the weight space of thehorizontal algebra is

affine, being a translation by an element of the coroot latticeQ∨ followed by a (finite)

Weyl reflection. This translation may be isolated by formingthe combination̂tmα∨ =

ŵ(α,0,0)ŵ(α,0,m) which acts by

t̂mα∨ (λ ,k,n) =

(
λ +k ι

(
mα∨) ,k,n−

〈
λ ,mα∨〉− 1

2
kκ
(
mα∨,mα∨)

)
.

The translations
{

t̂q∨ : q∨ ∈ Q∨} in fact form a normal subgroup of̂W, isomorphic to

Q∨. The subgroup of̂W generated by thêwi for i = 1,2, . . . , r is clearly isomorphic to

W, and has trivial intersection with the subgroup of translations. The decomposition

2This reflects the fact thatL0 may be redefined asL0 +aK for anya without changing the Lie bracket.
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ŵ(α,0,m) = ŵ(α,0,0)t̂mα∨ then shows that the affine Weyl group has the semidirect product

structure

Ŵ = W⋉Q∨.

Note thatŴ is an infinite group.

As in Appendix A.2, the affine Weyl group acts orthogonally onthe (affine) weight

spacêt∗R. Removing the hyperplanes orthogonal to the real roots partitions t̂∗R into an

infinite number of congruentopen affine Weyl chamberswhich are permuted by the action

of Ŵ. The closures are theaffine Weyl chambers, and thefundamental affine Weyl chamber

is distinguished by consisting of thedominantelements (those with non-negative Dynkin

labels).

It is frequently the case that when working with untwisted affine Lie algebras, the

relevant representations all share the same levelk. Under these circumstances, a weight

λ̂ ∈ t̂∗R is completely determined (up to harmless factors ofδ̂ ) by its projection onto the

weight spacet∗R of the horizontal subalgebra. The levelk projection of theŴ-action is

given by the semidirect product structure:

ŵ(λ ) = w(λ )+kq∨,

for some (unique)w∈ W andq∨ ∈ Q∨. The levelk projection of the affine Weyl group is

sometimes denoted bŷWk when thek-dependence is to be emphasised. The projection of

the fundamental affine Weyl chamber is given by the inequalities

λ0 = k− (λ ,θ) > 0 and λi > 0 for i 6= 0.

That is,λ must be dominantand(λ ,θ) 6 k.

The projection of the fundamental affine Weyl chamber is therefore a compact subset

of t∗R, and is accordingly referred to as thefundamental affine(or Weyl) alcove. The

set of integral weights (ofg) contained in the levelk fundamental affine alcove will be

denoted bŷPk. The fundamental affine alcove is a simplex with vertices 0 and kΛi/a∨i for

i = 1,2, . . . , r.

More generally, the reflection hyperplane orthogonal to thereal root(α,0,m) projects

(at levelk) onto the hyperplane(λ ,α) = −mk. The set of these projected reflection hy-

perplanes therefore form a grid, of a size specified byk, which divides the Weyl chambers

of t∗R into congruentaffine alcoves(which are permuted by thêWk-action). An element

λ ∈ t∗R is thus a vertex of an affine alcove if and only if(λ ,α)∈ kZ for all α in a subset of

∆+ which spansthe weight spacet∗R. Equivalently, before projecting, the corresponding

elements of̂t∗R must be orthogonal to a subset of∆̂+ which, when augmented bŷδ , spans

the root space (the level 0 subspace of the weight space).

One also must mention theshiftedaction ofŴ. This is defined analogously to the

W case:ŵ · λ̂ = ŵ
(

λ̂ + ρ̂
)
− ρ̂ . The levelk projection of this action ont∗R may then be
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determined from

ŵ· (λ ,k,n) = ŵ
(
λ +ρ,k+h∨,n

)
−
(
ρ,h∨,0

)

=
(
w(λ +ρ) ,k+h∨,n

)
−
(
ρ,h∨,0

)

+

((
k+h∨

)
q∨,0,−

(
λ +ρ,q∨

)
− 1

2

(
k+h∨

)
κ
(
q∨,q∨

))
,

giving

ŵ·λ = w·λ +
(
k+h∨

)
q∨, (B.2.1)

for somew∈ W andq∨ ∈ Q∨. Note the level shiftk 7→ k+h∨.

As in Appendix A.2, the symmetries of the Dynkin diagram ofĝ induce automor-

phisms of the root system. The marks and comarks are invariant under theseDynkin

symmetries, hence they leave the primitive imaginary rootδ̂ and the central elementK

invariant. Such automorphisms uniquely extend to all ofĝ, and preservêt (leavingL0

invariant). They also act orthogonally on the weight space.As they permute the funda-

mental weightŝΛi , they also preserve the fundamental affine Weyl chamber (andhence

the fundamental affine alcove). The (non-trivial) Dynkin symmetries are therefore outer

automorphisms (and are never elements ofŴ, in contrast to the claims of [61,126]). The

group of Dynkin symmetries of̂g will be denoted byOut ĝ, and the form of these groups

is listed in Table B.1. Note that there is a (generally non-normal) subgroup isomorphic to

Outg, consisting of those Dynkin symmetries which preserve the zero node.

Consider the (projected levelk) action of an automorphism̂ω ∈ Out ĝ on the vertices

of the fundamental affine alcove (which is preserved by this action). Before projection,

these vertices correspond to the elementskΛ̂i/a∨i ∈ t̂∗R, i = 0,1, . . . , r, and the vertex la-

belled byi is clearly orthogonal to the simple rootŝα j , j 6= i (which with δ̂ span the root

space). Define a transformation of the levelk subspace of̂t∗R by

Ω
(

λ̂
)

= ω̂
(

λ̂
)

+k
(

Λ̂0− Λ̂ω̂(0)

)
= ω̂

(
λ̂ +k

(
Λ̂ω̂−1(0)− Λ̂0

))
.

This preserveskΛ̂0, so after projection will preserve the origin.

The aim is now to show thatΩ maps the other verticeskΛ̂i/a∨i (i 6= 0) to vertices of

some otheraffine alcove. Consider therefore the simple rootsα̂ j for j 6= i. By orthogo-

nality,
(

Ω

(
Λ̂i

a∨i

)
, ω̂
(
α̂ j
)
)

=

(
Λ̂i

a∨i
+ Λ̂ω̂−1(0) − Λ̂0, α̂ j

)
= δω̂−1(0), j −δ0 j .

When ω̂ fixes the affine node 0, this vanishes for allj 6= i. In general, one defines the

rootsβ̂ j = ω̂
(
α̂ j
)
−
(

δω̂−1(0), j −δ0 j

)
δ̂ , and notes that

(
Ω

(
Λ̂i

a∨i

)
, β̂ j

)
= 0 for all j 6= i.
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ĝ Out ĝ
Q∗/Q∨

〈Presentation〉
P/Q∗

〈Presentation〉
P/Q∨

〈Presentation〉
ŝu(r +1)

(r > 2)
Dr+1

Zr+1

〈Λ1 : iΛ1 = Λi〉
{id} Zr+1

ŝo(2r +1)

(r > 2, even)
Z2

Z2

〈Λ1 = Λ3 = · · · = Λr−1〉
Z2

〈Λr〉
Z2⊕Z2

〈Λ1,Λr〉
ŝo(2r +1)

(r > 2, odd)
Z2

Z2

〈Λ1 = Λ3 = · · · = Λr−2〉
Z2

〈Λr〉
Z4

〈Λr : 2Λr = Λ1〉
ŝp(2r)

(r > 1)
Z2

Z2

〈Λr〉
Zr−1

2

〈Λ1, . . . ,Λr−1〉
Zr

2

〈Λ1, . . . ,Λr〉

ŝo(8) S4
Z2⊕Z2

〈Λ3,Λ4 : Λ3 +Λ4 = Λ1〉
{id} Z2⊕Z2

ŝo(2r)

(r > 5, odd)
Z2 ⋉Z4

Z4

〈Λr : 2Λr = Λ1,3Λr = Λr−1〉
{id} Z4

ŝo(2r)

(r > 6, even)
Z2 ⋉Z4

Z2⊕Z2

〈Λr−1,Λr : Λr−1 +Λr = Λ1〉
{id} Z2⊕Z2

ê6 S3
Z3

〈Λ1 : 2Λ1 = Λ5〉
{id} Z3

ê7 Z2
Z2

〈Λ6〉
{id} Z2

ê8 {id} {id} {id} {id}

f̂4 {id} {id} Z2⊕Z2

〈Λ3,Λ4〉
Z2⊕Z2

ĝ2 {id} {id} Z3

〈Λ2〉
Z3

TABLE B.1. The groupsOut ĝ, Q∗/Q∨, P/Q∗, andP/Q∨ for each un-
twisted affine Lie algebrâg and its horizontal subalgebrag. Presentations
of the quotient groups in terms of fundamental weights are also given (that
of P/Q∨ is only given if it differs from both other quotient groups).Sn de-
notes the symmetric group onn elements, andDn = Z2 ⋉Zn the dihedral
group (symmetry group of ann-sided regular polygon).

The roots
{

β̂ j : j 6= i
}

are therefore orthogonal to the images of the fundamental affine

alcove vertices underΩ. Furthermore, when augmented withδ̂ , this set of roots spans the

same subspace as the set
{

ω̂
(
α̂ j
)

: j 6= i
}
∪
{

δ̂
}

, which is the whole root space. ThusΩ
maps the fundamental affine alcove vertices to other affine alcove vertices.
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Now project onto the weight space of the horizontal subalgebra. As noted above,Ω
now preserves the origin. In fact,Ω acts ont∗R by

Ω(λ ) =
r

∑
i=1

λω̂−1(i)Λi −k
(

1−δω̂(0),0

)
Λω̂(0).

If ω̂ (0) = 0, then this reduces toΩ(λ ) = ∑r
i=1 λω̂−1(i)Λi = ω̂ (λ ), andω̂ acts (linearly)

as a Dynkin symmetry ofg. Whenω̂ (0) 6= 0,

Ω(λ ) = λ0Λω̂(0) +
r

∑
i=1

i 6=ω̂(0)

λω̂−1(i)Λi −kΛω̂(0) =
r

∑
i=1

i 6=ω̂(0)

λω̂−1(i)Λi − (λ ,θ)Λω̂(0),

by Equation (B.1.2), so it can be seen that in this case,Ω also actslinearly on t∗R.

It follows from these two facts thatΩ maps the fundamental Weylchamberto another

Weyl chamber, linearly, and therefore is an element of the Weyl group of g, possibly

composed with a Dynkin symmetry ofg. That is,Ω ∈ Autt g. The levelk projected action

of ω̂ ∈ Out ĝ on t∗R is thus given by

ω̂ (λ ) = Ω(λ )+kΛω̂(0) for someΩ ∈ Autt g, (B.2.2)

where it is understood thatΛ0 = 0. SinceAutt g = Outg ⋉ W, one can decomposeΩ
uniquely asωw or w′ω, whereω ∈ Outg andw,w′ ∈ W. The Weyl group element might

depend on the ordering, but its determinant does not. This determinant may be computed

[57], and turns out to be

detw = (−1)2(Λω̂(0),ρ) . (B.2.3)

One therefore has the unique decompositionω̂ = tΛi ωw, wheretΛi is translation by

kΛi (i = ω̂ (0)). Using the normality ofW in Autt g, one can check that the subgroupV of

Out ĝ corresponding toω = id is normal. That is,

Out ĝ = Outg⋉V.

The structure of the subgroupV is not difficult to guess. The nodêω (0) determines the

translation uniquely, and this determines the Weyl chamberwhich the fundamental one

is mapped to, hence the Weyl element. The fundamental weights Λω̂(0) therefore may be

used to label the elements ofV (the weight 0 then labels the identity ofV). Note thatαω̂(0)

is always a long root, so the corresponding fundamental weights belong to the dual root

latticeQ∗. Now,Out ĝ∩Ŵ = {id}, so translations by (non-trivial) elements ofQ∨ cannot

correspond to Dynkin symmetries ofĝ. This suggests the structure

V ∼= Q∗/Q∨.

That this is indeed correct may be seen by defining a map fromV ⊆ Out ĝ which

associates to eacĥω = tΛi w∈ V, the class[Λi ] ∈ Q∗/Q∨. The class associated with the

productω̂ ′ω̂ is then[w(Λi′)+Λi ]. One can check (inductively) that asΛi′ ∈Q∗, w(Λi′) =

Λi′ (mod Q∨), and so this map is a group homomorphism. It is clearly injective, and
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surjectivity is most easily checked by comparing the orders|V| = |Out ĝ|/|Outg| and

|Q∗/Q∨|. These orders can be determined from Table A.2 and Table B.1.

Finally, consider the groupOut ĝ ⋉ Ŵ. Both components are themselves semidirect

products, so an arbitrary element of this group may be uniquely decomposed as

(tΛi ωw)
(
tq∨w′)= tq◦ω

(
ww′) ,

wheretΛi is translation byΛi ∈ Q∗ (mod Q∨), ω ∈ Outg, w,w′ ∈ W, tq∨ is translation by

q∨ ∈ Q∨, andtq◦ is translation by someq◦ ∈ Q∗. It is easily checked that this gives

Out ĝ⋉Ŵ = Autt g⋉Q∗.

In other words, the Dynkin symmetries which are induced by the symmetries of the hor-

izontal subalgebra augmentW to Autt g, whereas the purely affine symmetries augment

the coroot lattice translations to translations by elements of the dual root lattice.

B.3. Representations, Characters, and Modularity

As in Appendix A.3, the triangular decompositionĝ = ĝ−⊕ t̂⊕ ĝ+ defineshighest

weight representations to be those of the formU(ĝ−)
∣∣∣λ̂
〉

, where
∣∣∣λ̂
〉

is an eigenvector

of t̂ (of eigenvaluêλ ∈ t̂∗) which is annihilated by the action of̂g+. If U(ĝ−) acts freely

on
∣∣∣λ̂
〉

, then one has theVerma moduleof highest weightλ . As before, a Verma module

has a unique proper maximal submodule (which may be{0}), and quotienting out this

submodule gives the (unique) irreducible highest weight module of highest weight̂λ .

Recall that a sesquilinear form could be defined on a representation ofg so that the

adjoint operation was given by the action of the Chevalley antiautomorphismω̃C (Ap-

pendix A.3). This antiautomorphism swapped the nilpotent subalgebrasg− andg+ of

the triangular decomposition ofg. The Chevalley antiautomorphism of the horizontal

subalgebra may be extended to an antiautomorphismω̂C on ĝ by

ω̂C (x⊗ tn) = ω̃C(x)⊗ t−n, ω̂C(K) = K, and ω̂C(L0) = L0.

This now swapŝg− and ĝ+, and defines the adjoint of an element ofĝ (in an arbitrary

highest weight representation) to be its image underω̂C. As before, the sesquilinear form

defined by this adjoint (and normalised by setting the norm ofthe highest weight vector

to 1) is not usually positive-definite.

The weights of a highest weight representation ofĝ have the form̂λ −∑r
i=0miα̂i for

some non-negative integersmi , whereλ̂ is the highest weight. The corresponding weight

spaces are all finite-dimensional. The most important classof highest weight represen-

tations are those which satisfy an additional finiteness constraint, that the weight system

contains no infinite subset of the form{µ̂ , µ̂ − α̂i , µ̂ −2α̂i , . . .}. Such representations are

said to beintegrable.

This is quite a restrictive requirement. In fact, the integrable highest weight represen-

tations are precisely the irreducible highest weight representations with dominant integral

highest weight. Thus, if the highest weight isλ̂ = (λ ,k,0), thenλ is in the fundamental
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Weyl chamber ofg, andλ0 = k− (λ ,θ) is a non-negative integer. It follows that the level

k must be a non-negative integer, andλ must belong to the fundamental affine alcove (at

levelk), P̂k. At each levelk, there are therefore only a finite number of integrable highest

weight representations.

The importance of these representations lies in the fact that they are only irreducible

highest weight representations which areunitary, meaning the sesquilinear form con-

structed above is positive-definite. In other words, the sesquilinear form on a Verma

module is positive-semidefinite if and only if the highest weight is dominant integral, and

the maximal proper submodule then coincides with the elements of zero norm. If this

highest weight state of the Verma module is
∣∣∣λ̂
〉

, then this maximal proper submodule is

in fact generated by the action ofU(ĝ−) on the states

eλi+1
−α̂i

∣∣∣λ̂
〉

(i = 1,2, . . . , r), and eλ0+1
−α̂0

∣∣∣λ̂
〉

= ek+1−(λ ,θ )

θ−δ̂

∣∣∣λ̂
〉

.

Denoting the set of weights (with multiplicity) of the integrable highest weight rep-

resentation of highest weight̂λ = (λ ,k,0) by ∆̂λ , one can define the character of this

representation to be

cĥλ = ∑
µ̂∈∆̂λ

eµ̂ .

This is a formal power series in the (formal exponentials) ofthe fundamental weights.

This character is invariant under the affine Weyl groupŴ, and may alternatively be ex-

pressed (analogously to Equation (A.3.3)) in the forms

cĥλ =
∑ŵ∈Ŵ

detŵ e
ŵ
(

λ̂+ρ̂
)

eρ̂ ∏α̂∈∆̂+

(
1−e−α̂

)multα̂ =
∑ŵ∈Ŵ

detŵ e
ŵ
(

λ̂+ρ̂
)

∑ŵ∈Ŵ
detŵ eŵ(ρ̂)

,

where mult̂α is the multiplicity of the rootα̂ (1 for real roots,r for imaginary roots).

These formulae are known as theWeyl-Kac character formula.

Again, characters may be evaluated at elements of the weightspacêt∗R. When the

character is restricted to multiples ofΛ̂0, then it is said to bespecialised. This will be

denoted by

chVir
λ (q) = cĥλ

(
−2πiτΛ̂0

)
= ∑

µ̂∈∆̂λ

e2πi〈µ̂,L0〉 = trλ̂ qL0,

whereq= e2πiτ , and the trace is over the integrable highest weight representation3 of ĝ of

highest weight̂λ .

The semidirect product structurêW = W ⋉ Q∨ may be used to decompose thêW

sums in the character formula into (finite) sums overW and (infinite) sums overQ∨. The

infinite sums over translations byQ∨ turn out to givegeneralised theta functions, up to a

multiplicative factor. These in turn have nice transformation properties under themodular

3The superscript “Vir” (for Virasoro) signifies that this specialisation only accounts for the eigenvalues of
the Virasoro modeL0 and therefore corresponds to the character of thisĝ-module as a representation of the
Virasoro algebra.
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groupSL(2;Z). Taking out the multiplicative factors defines thenormalisedcharacters,

χ̂λ̂ = e−mλ δ̂ cĥλ , where mλ =
‖λ +ρ‖2

2(k+h∨)
− ‖ρ‖2

2h∨
=

(λ ,λ +2ρ)

2(k+h∨)
− kdimg

24(k+h∨)
,

wheremλ is themodular anomaly, and the last equality uses the strange formula, Equa-

tion (A.3.5). The specialisation of these normalised characters is then just

χ̂Vir
λ (q) = trλ̂ qL0+mλ .

Of all these affine characters, it is only these specialised,normalised characters which

will be (explicitly) used in this thesis4.

The normalised characters (specialised or otherwise) of the integrable highest weight

representations are then ratios of finite sums (overW) of generalised theta functions, and

therefore might be expected to have nice modular properties. This is indeed the case.

The modular groupSL(2;Z) is generated by elementss and t which act on the levelk

normalised characters by

χ̂λ̂

(
ξ/τ,−1/τ,h+‖ξ‖2/2τ

)
= ∑

µ̂∈P̂k

Sλ µ χ̂µ̂ (ξ ,τ,h) ,

and χ̂λ̂ (ξ ,τ +1,h) = ∑
µ̂∈P̂k

Tλ µ χ̂µ̂ (ξ ,τ,h) ,

respectively. The coefficients in each case therefore constitute matrices, unimaginatively

called the modularS-matrix andT-matrix (respectively). TheT-matrix turns out to be

diagonal, with eigenvaluese2πimλ , and theS-matrix is given by theKac-Petersonformula,

Sλ µ =
i|∆+|

√
|P/Q∨|(k+h∨)r ∑

w∈W

detw e(w(λ+ρ),ξµ) whereξµ = −2πi
µ +ρ
k+h∨

.

The groupsP/Q∨ are given in Table B.1.

Both theSandT-matrices turn out to be symmetric (under transpositionwithoutcon-

jugation) and unitary.S2 sendsχ̂µ̂ (ξ ,τ,h) to χ̂µ̂ (−ξ ,τ,h). On the weight space of

g, −1 coincides with the Chevalley automorphismωC = ω+wL (Appendix A.2), soW-

invariance of the characters givesχ̂µ̂ (−ξ ,τ,h) = χ̂µ̂+ (ξ ,τ,h). That is,S2 acts on the

integrable highest weight characters by conjugation.

4In Chapter 3, the modular anomaly will be recognised asmλ = hλ −c/24, wherehλ is theL0-eigenvalue

of the highest weight vector
∣∣∣λ̂
〉

(Equation (3.1.21)) andc is the central charge (Equation (3.1.15)). There,

the Virasoro modeL0 is identified with a multiple of the quadratic Casimir of the horizontal subalgebra,
removing the ambiguity in its definition, and thus any way of setting its highest weight eigenvalue to 0. To
compare with this appendix, theL0-eigenvalue of every weight in̂∆λ must be reduced byhλ . This cancels
that factor in the modular anomaly, and so the specialised normalised characters which will actually be used
in this thesis have the form

χ̂Vir

λ (q) = trλ̂ qL0−c/24. (B.3.1)
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Considering the Kac-Peterson formula forλ = 0, and the two forms of the Weyl

character formula, Equation (A.3.3), one may write

S0µ =
i|∆+|

√
|P/Q∨|(k+h∨)r ∑

w∈W

detw e(w(ρ),ξµ)

=
2|∆+|

√
|P/Q∨|(k+h∨)r ∏

α∈∆+

sin
π (α,µ +ρ)

k+h∨
.

Since 0< (α,ρ) 6 (α,µ +ρ) 6 (θ ,µ +ρ) < k+h∨ (asα ∈ ∆+ andµ ∈ P̂k), it follows

thatS0µ > 0. One may therefore consider the ratio

Sλ µ

S0µ
=

∑w∈W detw e(w(λ+ρ),ξµ)

∑w∈W detw e(w(ρ),ξµ)
= χλ

(
−2πi

µ +ρ
k+h∨

)
. (B.3.2)

This rather surprising relationship between the modularS-matrix of ĝ and the characters

of g is fundamental in the theory of fusion (Chapter 5).



APPENDIX C

Compact Lie Groups

In this appendix, some results from the theory of compact Liegroups will be pre-

sented. The groups of interest in this thesis are the (simply-connected) groups corre-

sponding to the compact real forms of the simple complex Lie algebras discussed in

Appendix A. Accordingly, they are said to be simple. This does not quite follow the

usual definition in group theory, where a group is simple if ithas no non-trivial nor-

mal subgroups. A Lie group is said to besimpleif it possesses no non-trivialconnected,

closed, normal subgroups. Some standard references for the theoryof compact Lie groups

are [1,39,52,73].

In this thesis, use will be made of the topology of the underlying manifold of the com-

pact Lie group. In particular, certain basic facts regarding the homology and cohomology

of these Lie groups will be required, as will a rather more extensive understanding of their

conjugacy classes. This is a classical subject which helpedguide much of the early devel-

opments in algebraic topology, and has involved some of the most respected mathematical

luminaries of the twentieth century. However, it seems thatthere are few dedicated texts

treating this subject in any detail (one could mention [116] however), perhaps because

it has been subsumed under such mantles as Schubert theory, the theory of spectral se-

quences, and algebraic geometry. Nevertheless, [21, 139] provide useful (if rather old)

introductions to this field. A rather nice recent reference is [136].

C.1. Basics

Theadjoint action of a real Lie groupG on itself is given by conjugation: AD(h)g =

hgh−1. Suppose now thatg: R → G is a (smooth) group homomorphism. Differentiat-

ing g at the identity then gives an elementy of the tangent spaceTid (G). Since AD(h)

is an (inner) automorphism, AD(h)g is a smooth group homomorphism, and its de-

rivative at id is denoted by Ad(h)y. This defines theadjoint action of G on Tid (G),

Ad: G→AutTid (G). Finally, differentiating Ad at the identity yields a map ad: Tid (G)→
EndTid (G), which defines theadjoint action ofTid (G) on itself. Putting[x,y] = ad(x)y

gives a Lie bracket onTid (G), which defines the Lie algebra ofG, henceforth to be denoted

by g.

This then relates the Lie algebra to the Lie group. Given anx∈ g = Tid (G), there is

a unique group homomorphismϕx : R → G whose derivative at id isx. Theexponential

map exp:g → G may now be defined by exp(x) = ϕx(1). It coincides with the matrix

exponential whenG is the general linear groupGL(n) (or one of its Lie subgroups). This

is a smooth map, locally invertible at id and surjective whenG is connected and compact,

171
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with thenaturalityproperty, f (exp(x)) = exp( f∗ (x)), where f∗ : g → h is the derivative

at the identity of the group homomorphismf : G → H. Applying this naturality to the

various adjoint actions gives

AD (h)exp(x) = exp(Ad(h)x) and Ad(exp(x))y = ead(x)y,

⇒ exp(x)exp(y)exp(−x) = exp{Ad(exp(x))y} = exp
(

ead(x)y
)

, (C.1.1)

whereex denotes the usual matrix exponential onEndg. This shows how conjugation on

G descends tog. A related result is theBaker-Campbell-Hausdorffidentity,

exp(x)exp(y) = exp

(
x+y+

1
2

[x,y]+
1
12

[x, [x,y]]+
1
12

[[x,y] ,y]+ . . .

)
, (C.1.2)

where “. . .” refers to higher order (nested) Lie brackets ofx andy. This identity expresses

the group multiplication in terms of the Lie bracket.

From here on, suppose thatG is compact and connected (so the exponential map is

surjective). The counterpart of a maximal toral subalgebra(Cartan subalgebra) ofg is a

maximal torusin G. That is, a maximal torusT has Lie algebrat which is a maximal toral

subalgebra ofg. Every maximal torus turns out to be conjugate to any given maximal

torus, and every element ofG is contained in some maximal torus. A consequence of this

is that the centreZ(G) must coincide with the intersection of all the maximal tori.A fixed

maximal torusT is its own centraliser (by maximality), and its normaliserN(T) has finite

index overT. The quotient group of elements preservingT (under AD), modulo those

which act trivially, is called theWeyl groupW = N(T)/T.

Using Equation (C.1), one can check that the elementnα = exp(eα)exp(−e−α)exp(eα)

satisfies

AD (nα)exp(x) = exp
(
x−〈α,x〉α∨) , (C.1.3)

for all x∈ t. The AD-action of the (coset represented by)nα ∈ W therefore corresponds

to the Weyl reflectionwα on t.

For each simple Lie algebrag, there is a unique compact, connected,simply-connected

Lie groupG whose Lie algebra isg. Indeed, a semisimple compact connected Lie group

G is determined by its Lie algebra and itsfundamental groupπ1(G). The compact, con-

nected, simply-connected simple Lie groups are:

• SU(r +1), thespecial unitary groups,

• Sp (2r), thesymplectic groups,

• Spin (n), thespin groups, and

• E6, E7, E8, F4, andG2, theexceptional (Lie) groups.

The other compact connected Lie groups with a given simple Lie algebra are obtained

by factoring out a subgroup of the centre, and this subgroup becomes the fundamen-

tal group of the quotient. For example, thespecial orthogonal groupshave the form1

1These groups explain the names given to the simple Lie algebras and their untwisted affine extensions in
Appendices A and B
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SO(r) ≡ Spin(r)/Z2. In a sense, the simply-connected group is the “largest” (compact

connected) group with this Lie algebra. It is further distinguished by the fact thatev-

ery finite-dimensional representationπ of g (Appendix A.3) can be exponentiated to a

corresponding representation ofG. By naturality, exp(x) is then represented byeπ(x).

The exponential map is locally invertible, hence its kernelis a discrete subset ofg.

Restricting tot, exp becomes a group homomorphism by Equation (C.1.2) (treating t as

an abelian group). The kernel of exp:t → T is therefore a discrete subgroup oft, called

theintegral lattice. Unless otherwise indicated,G will now refer to a compact, connected,

simply-connected, simple Lie group. In any (finite-dimensional) representationπ , an

elementx of the integral lattice must satisfyeπ(x) = id. But the eigenvalues ofπ (x) are

the weights〈λ ,x〉, so it follows that〈λ ,x〉 ∈ 2πiZ for all2 weightsλ . Thusx ∈ 2πiQ∨,

the coroot lattice. In fact, since every compact Lie group has a faithful representation, the

integral lattice coincides with (a multiple of) the coroot lattice. That is,

kerexp= 2πiQ∨.

Note that from Appendix A.1, 2πiQ∨ is contained in the compact real form. Note also that

theW-action on the group, Equation (C.1.3), is now seen to correspond to aŴ1-action

on the algebra, wherêW1 is the affine (or extended) Weyl group (at level 1) introduced

in Appendix B.2. An elementx∈ t (or its image under exp) is said to beregular if it is

contained in the interior of an affine alcove (at level 1), andsingularotherwise.

Consider now the centre of the (simply-connected) Lie groupG. From Equation (C.1)

it follows that exp(x) ∈ Z(G) if and only if exp(y) = exp
(

ead(x)y
)

for all y ∈ g. Thus,

y= ead(x)y (mod 2πiQ∨) for all y∈ g. The eigenvalues ofead(x) (on the complexification

gC) are just 1 ande〈α,x〉, for each rootα. Takingy to be the corresponding eigenvectors (of

varying length), it follows thatx∈ 2πiQ∗, the dual root lattice. Conversely, ifx∈ 2πiQ∗,

thenead(x) = id. Therefore,

exp(x) ∈ Z(G) ⇐⇒ x∈ 2πiQ∗.

The mapQ∗ → Z(G) given byx 7→ exp(2πix) is then a group homomorphism (by

Equation (C.1.2)) with kernelQ∨. Therefore,Z(G) ∼= Q∗/Q∨. Referring back to Appen-

dix B.2, it follows that the centre ofG may be identified with the subgroupV appearing

in the decomposition ofOut ĝ:

Out ĝ = Outg⋉V ∼= Outg⋉Z(G) .

Multiplication by an element ofZ(G) therefore corresponds to the action of an affine

outer automorphism on the weight space.

Similarly, one can consider the centraliserZ(exp(x)) of an arbitrary point exp(x) ∈
G. Since the maximal tori coverG, there is no loss in generality in assuming thatx ∈
t. By Equation (C.1), exp(y) ∈ Z(exp(x)) if and only if exp(y) = exp

(
ead(x)y

)
. This

2The simply-connected hypothesis is necessary to ensure that every representation ofg exponentiates to a
representation ofG
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centraliser is a closed subgroup ofG, hence is a Lie group in its own right. Replacing

y with ty and differentiating att = 0, one finds that the Lie algebra of this centraliser

z(exp(x)) consists of thosey∈ g satisfyingy = ead(x)y. It is easy to see that

z(exp(x)) = t⊕span{i(eα +e−α) ,eα −e−α : 〈α,x〉 ∈ 2πiZ} .

One simple consequence of this is that if exp(x) is singular,z(exp(x)) is strictly larger

thant, and there is a maximal torus containing both exp(x) and the exponential of any

element inz(exp(x))⊖t. It follows that singular elements correspond to those thatbelong

to more than one maximal torus, and regular elements belong to exactly one.

It is a theorem of Steinberg [149] that the centraliser of any element of a compact,

connected, simply-connected, simple Lie group is connected (and reductive).Z(exp(x))

is therefore connected and compact, hence determined by itsLie algebraz(exp(x)) and

its fundamental group. The latter can be determined as the quotient of the integral lattice

of Z(exp(x)) by the coroot lattice ofZ(exp(x)). SinceZ(exp(x)) andG share the same

maximal torus and (suitably restricted) exponential map, it follows that

π1(Z(exp(x))) =
Q∨

Q∨
Z(exp(x))

.

If the centraliser is semisimple, then it is completely determined by its Lie algebra and

how its Lie algebra sits insideg. For general reductive centralisers, some ambiguity

remains. In any case, the abstract form of the centralisersZ(exp(x)) will be invariant

under the action of an automorphism ofg on x. The exponential map extends this by

invariance under translations byQ∨, and the obvious invariance under multiplication by

an element of the centre ofG extends this further to translations byQ∗. Summarising

then, the abstract form of the centralisersZ(exp(x)) is in fact invariant under the action

of the affine automorphism groupOut ĝ⋉Ŵ (Appendix B.2) onx.

The centralisersZ(exp(x)) (with x in the fundamental affine alcoves) of the rank 2

Lie groups are shown in Figure C.1, up to some finite (reductive) ambiguities. When

x is regular, the centraliser is just the maximal torus. Note that forSp (4), this corrects

a similar (incorrect) figure in [119]. Note also that there is a centraliser forG2 whose

fundamental group is torsion.

C.2. A Little Topology

Before introducing the topological properties of Lie groups which will be required

in Chapters 6 and 7, a few results from algebraic topology will be mentioned. It is also

convenient to introduce a few of the characteristic classeswhich will be encountered. This

section therefore serves as a guide to the topology that is assumed in this thesis. More

information may be found in [29,94,144].

The standard notions of homotopy, homology, and cohomologywill be used through-

out without comment. As is often the case in physics, the homology is singular ho-

mology(with coefficients inZ), H∗ (X;Z), and the cohomology isdeRham cohomology,
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U(1)2

U(1)2

U(1)2

U(1)×SU(2)
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U(1)×SU(2) U(1)×SU(2)U(1)×SU(2)
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SU(3)

SU(3)

SU(3)
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SU(2)×SU(2)

SU(2)×SU(2)
Z2

FIGURE C.1. The structures of the centralisersZ(exp(x)) for the Lie
groupsSU(3), Sp (4), andG2. The pointx ∈ t may be restricted to the
fundamental alcove without any loss in generality. Note thesymmetry
under the affine automorphisms (action of the centre). Note also that the
direct product in the reductive centralisers is to be interpreted topologi-
cally, as there is still some unresolved ambiguity concerning the group
structure. For example,U(2) is homeomorphic toU(1)×SU(2), but they
are not isomorphic as groups (despite having isomorphic Liealgebras) as
a computation of their centres shows.

H∗ (X;R). The boundary and coboundary operators will be denoted by∂ and d respec-

tively. Elements of the integral cohomology ring will generally be identified with their

image in deRham cohomology,H∗ (X;Z) → H∗ (X;R) (when they are non-torsion). The

pairing ofM ∈ Hp(X;Z) andω ∈ Hp(X;R) will be denoted by
∫

M ω.

The correspondingrelativehomology and cohomology will be useful in Section 6.3.

The relative homology ofX with respect toY ⊆ X may be defined through the modified

boundary operator

∂̃M = [∂M] (in X/Y).

It is denoted byH∗ (X,Y;Z). If the complex of forms onX is denoted byΩ∗ (X), the

relative (deRham) cohomologyH∗ (X,Y;R) is the cohomology of the complexΩp(X)⊕
Ωp−1(Y), p > 0, with respect to the coboundary operator

d̃(ω,η) = (dω,ω −dη) .

The pairing is given by ∫

[M]
(ω,η) =

∫

M
ω −

∫

∂M
η. (C.2.1)
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One long exact sequence which will be used is theMayer-Vietoris sequence for at-

taching n-cells. An n-cell En is just a closedn-dimensional disc, and it may be attached

to a spaceX via f : ∂En → X by forming

X∪ f En =
X⊔En

x∼ f (x)
,

where⊔ denotes disjoint union, and∼ identification. The homology ofX andX ∪ f En

can be related by a Mayer-Vietoris long exact sequence whichgivesHp
(
X∪ f En;Z

)
=

Hp(X;Z) whenp 6= n−1,n, and the exact sequence

0→ Hn(X;Z) → Hn
(
X∪ f En;Z

)
→ Z

f∗−→ Hn−1(X;Z) → Hn−1
(
X∪ f En;Z

)
→ 0.

(C.2.2)

Attaching ann-cell therefore yields an injection of the degreen homology and a surjection

of the degreen−1 homology.

Consider now the characteristic classes of a (finite-rank) complex vector bundleπ : E→
M over a smooth manifoldM. These are classes inH∗ (M;A) (with some coefficient group

A) which help to characterise the bundle. The most fundamental of these are theChern

classes. These may be defined in several ways (see [24] for seven!), of which one is

through a connection onE. Any connection∇ defines a curvatureF∇ which is a closed

2-form onM taking values inEndE. Thetotal Chern classc(E) may now be defined as

c(E) = det

(
id− 1

2πi
FΛ

)
,

or rather, its image inH∗ (M;R). The total Chern class (in the cohomology ring) turns

out to be independent of the connection used. The homogeneous component of c(E) of

degree 2j is called thej th Chern class ofE, and is denoted by cj (E). These classes are

actually integral cohomology classes.

WhenE is a complex vector bundle of rankn, the top Chern class cn(E) ∈ H2n(M;Z)

coincides with theEuler classe(E) of the realification ofE (obtained by treatingE as a

real vector bundle of rank 2n). The Euler class is so named because the Euler class of the

tangent bundle ofM is given by theEuler characteristic:
∫

M
e(T(M)) = χ (M) = ∑

p
(−1)pdimHp(M;R) .

This demonstrates directly the integrality of the top Chernclass.

Given a rankn complex vector bundleπ : E → M over a smooth manifold, there

exists a manifoldS(E) and a smooth mapι : S(E) → M such thatι∗E is a direct sum

of n line bundles overS(E), andι∗ : H∗ (M;R) → H∗ (S(E) ;R) is injective. Thus, as

far as the cohomology ring is concerned,E behaves like a sum of line bundles. This

important fact is known as thesplitting principle. One consequence of this principle is

that if L1,L2, . . . ,Ln denote the line bundles thatE splits into, then

c(E) =
n

∏
i=1

c(Li) =
n

∏
i=1

(1+c1(Li)) .
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The j th Chern class ofE is therefore thej th elementary symmetric polynomial in the

c1(Li). It follows that every symmetric polynomial (and power series) in the c1(Li) may

be expressed in terms of the Chern classes ofE, cj (E).

This makes it easy to define more general characteristic classes. The two (closely

related) symmetric power series
n

∏
i=1

c1(Li)/2
sinh(c1(Li)/2)

and
n

∏
i=1

c1(Li)

1−e−c1(Li)
(C.2.3)

define power series in the cj (E) called theA-roof genuŝA (E) and theTodd classTd(E),

respectively. Note that Td(E) = ec1(E)/2Â (E). TheTodd polynomialsTdi (E) are then

defined to be homogeneous components of degreei of the Todd class. The first few

are [95]:

Td0(E) = 1

Td2(E) =
1
12

[
c1(E)2+c2(E)

]
Td1(E) =

1
2

c1(E)

Td3(E) =
1
24

c1(E)c2(E) .

(C.2.4)

C.3. The Topology of Lie Groups

Consider now the conjugacy classes (AD orbits) of a Lie groupG. The conjugacy

class containingg will be denoted byC(g). Since the element AD(h)g = hgh−1 ∈ C(g)

is invariant under the transformationh 7→ hz for anyz∈ Z(g), it follows that the map

G

Z(g)
−→ C(g) , hZ(g) 7−→ AD (h)g,

is well-defined. In fact, it is a homeomorphism betweenC(g) and G/Z(g). The Lie

algebraz(g) of the centraliser ofg is clearly the subspace ofg preserved by Ad(g). Its

orthogonal complement (with respect to the Killing form) isthe set of elements of the

form y−Ad(g)y, wherey ∈ g. Right-translating this set toTg(G), it becomes the set

{yg−gy: y∈ g} which may be recognised as the tangent space atg to the conjugacy

classC(g). In this way, one gets the orthogonal splitting

Tg(G) = Tg(Z(g))⊕Tg(C(g)) .

It is a general fact [158] that any closed subgroupZ of a Lie groupG defines afibre

bundleπ : G → G/Z with fibre Z. There is a long exact sequence in homotopy for fibre

bundles [29] which includes the sequence (assumingG is connected)

· · · −→ π1(G) −→ π1(G/Z) −→ π0(Z) −→ 0.

WhenG is simply-connected,Z(g) is connected for allg∈ G by a theorem of Steinberg

[149]. The above sequence then demonstrates that the conjugacy classes of a simply-

connected Lie group are themselves simply-connected:π1(C(g)) = 0.
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Similarly, the second homotopy groupπ2(G) always vanishes whenG is a Lie group

[39], so one gets the exact sequence

0−→ π2(G/Z) −→ π1(Z) −→ π1(G) −→ ·· · .

It follows that if G is simply-connected,π2(G/Z) = π1(Z). In particular, whenG is

simply-connected, each conjugacy classC(g) is too, so this result and the Hurewicz iso-

morphism [144] imply that H2(C(g) ;Z) = π2(C(g)) = π1(Z(g)). Figure C.1 indicates

that there is a centraliser inG2 which has the form(SU(2)×SU(2))/Z2, hence its fun-

damental group isZ2. It follows that the corresponding conjugacy class has torsion in its

homology, thus also in its cohomology (by the universal coefficient theorem [94]). That

is, there is ag∈ G2 with

H2(C(g) ;Z) = Z2 and H3(C(g) ;Z) = Zm⊕Z2

(for somem> 0).

Finally, the third homotopy groupπ3(G) is Z whenG is a (connected) simple Lie

group [38]. A compact, connected, simply-connected, simple Lie group G therefore has

H3(G;Z) = H3(G;Z) = π3(G) = Z.

For fibre bundles, the counterpart in (co)homology of the homotopy long exact se-

quence is the spectral sequence of Leray (see [29, 93]) which turns out to be extremely

powerful. For example,SU(r +1)/SU(r) ∼= S2r+1 (the 2r + 1-dimensional sphere) de-

fines a fibre bundle whose spectral sequence yields an easy inductive proof that the coho-

mology ring ofSU(r +1) is an exterior algebra:

H∗ (SU(r +1) ;Z) = ∧Z [s3,s5, . . . ,s2r+1] ,

where the generatorssi have degreei. A similar result is true for the symplectic groups

Sp (2r), but the other (compact, connected, simply-connected) simple Lie groups have tor-

sion in their cohomology rings [21]. However, the real cohomology rings of these groups

are always exterior algebras — this is Hopf’s theorem — and the number of generators

(excluding the unit) coincides with the rank of the group. These generators necessarily

have odd degree 2mi +1, and the integersmi , i = 1,2, . . . , r coincide with theexponents

of g (listed in Table A.1).

To apply a spectral sequence, one needs an appropriate quotient G/Z as well as

(co)homological information about this quotient and the groupZ. One of the first general

results giving detailed information about the cohomology of (a class of) these quotients

was obtained by Bott [26]. His proof, surprisingly, was obtained through an application

of Morse theory [113,114].

THEOREM C.1. Let G be a compact, connected, simply-connected, simple Lie group,

and letZ be the centraliser of anon-trivial torus inG. Then, the (co)homology ofG/Z

has no elements of odd degree and no torsion. WhenZ = T is a maximal torus ofG, then

there is a bijection between the set of generators of the cohomology ring and the Weyl
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groupW, such that the degree of the generators is twice the length ofthe corresponding

Weyl transformation.

There is a simple proof whenZ = T [136]. Choosex regular and define a Morse

functionM : G/T → R by

M(gT) = −κ (Ad(g)x,x) .

By considering a generating set of vector fields onG/T, one shows that the critical points

of this function are precisely thenwT ∈ N(T)/T = W, the Weyl group. The hessian

matrix of M is non-degenerate at these critical points, and a careful analysis (using the

basis of the compact real form given in Appendix A.1) shows that the eigenvalues are

precisely given by

〈α,x〉
〈
w−1(α) ,x

〉
, α ∈ ∆,

wherew is the Weyl transformation corresponding to the critical point nwT. The index of

the critical point (the number of negative eigenvalues) is then given by

2|
{

α ∈ ∆+ : w−1(α) ∈ ∆−
}
| = 2ℓ

(
w−1)= 2ℓ(w) .

Morse theory now states thatG/T is homotopic to a complex built out of cells labelled

by thew∈ W, and whose dimension is 2ℓ(w). The homology ofG/T now follows from

the Mayer-Vietoris sequence for attaching, Equation (C.2.2), and it is easily seen that the

even-dimensional nature of the cells implies that eachw ∈ W contributes a free factor

Z to the homology in degree 2ℓ(w). Indeed, the closure of these cells forms a basis of

homology cycles. The cohomology now follows from Poincaréduality (or the universal

coefficient theorem).

The 2-cells in this construction correspond to the simple Weyl reflectionswi , i =

1,2, . . . , r. For eachi, the eigenvectors corresponding to the negative eigenvalues are

i(eαi +e−αi ) andeαi −e−αi which suggests that the homology 2-cycles ofG/T should be

realised in theSU(2) subgroup ofG corresponding to the simple rootαi . In fact, Bott and

Samelson [28] show that these homology 2-cycles may be taken to be a two-dimensional

conjugacy class of theseSU(2) subgroups (translated into the regular conjugacy class

homeomorphic toG/T).

The centraliser of any giveng ∈ G obviously coincides with the centraliser of the

cyclic subgroup it generates. Indeed, since multiplication is continuous,Z(g) coincides

with the centraliser of theclosureof the cyclic subgroup it generates. Sinceg belongs to

some maximal torusT, it follows that the closure of the cyclic subgroup it generates will

be a (non-trivial) torusunlesssome power ofg is the identity (in which case the cyclic

subgroup will be finite). At the Lie algebra level, the centraliser of exp(x) is then the

centraliser of a torus unless some integer multiple ofx is in the integral (coroot) lattice

Q∨. It seems logical to call suchx rationaland all othersirrational, so irrational elements

have centralisers which are centralisers of tori.
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But, it was shown in Appendix A.1 thatZ(exp(x)) is completely determined by the set

of rootsα which satisfy〈α,x〉 ∈ 2πiZ. It follows that unlessx is a vertex of some affine

alcove, there will be an irrational element arbitrarily close tox which shares this same

set of roots, hence shares the same centraliser. ThereforeZ(exp(x)) is the centraliser

of a torus unlessx is a vertex of an affine alcove. Indeed, it is easy to see that when

x is a vertex, it is necessarily rational, and the corresponding centraliser cannot be the

centraliser of any torus inG. This proves the following:

PROPOSITIONC.2. If G is a compact, connected, simply-connected, simple Lie group

of rank r, then with exactly r+1 exceptions (corresponding to the vertices of the funda-

mental affine alcove), every centraliserZ(g) is the centraliser of some torus inG.

COROLLARY C.3 (to Theorem C.1).If G is a compact, connected, simply-connected,

simple Lie group of rank r, then with at most r exceptions, thecohomology rings of the

conjugacy classes ofG have no odd degree elements and no torsion.

The vertex 0 (as with any vertex inQ∗) corresponds to a zero-dimensional conjugacy

class which certainly has no odd cohomology or torsion. Thusthere are at mostr ex-

ceptions3. It was remarked earlier that there is a (unique) conjugacy class inG2 whose

homology and cohomology have torsion. This shows that thereare genuine counterexam-

ples to the common claim that conjugacy classes have non-torsion cohomology.

Whilst Bott’s theorem gives a detailed understanding of theintegral cohomology

groups ofG/T, it does not directly aid the understanding of the ring structure (although

Morse theory can be used to determine this). The structure ofthe cohomology ring was

investigated, quite generally, by Borel who employed detailed properties of the spectral

sequences of various fibre bundles that can be associated with a given Lie groupG. It

is convenient at this stage to introduce an extremely elegant formalism with which one

can discuss cohomology in terms of Lie-theoretic data. Thisformalism is nicest for the

quotientG/T and may be expressed through the following diagram of (natural) isomor-

phisms:

H2(G/T;Z)
τ−−−→ H1(T;Z)y

y

π2(G/T) −−−→ π1(T) −−−→ ker{exp: t → T} −−−→ Q∨.

Here, τ denotes the transgression (in the spectral sequence), which is followed by the

isomorphism resulting from the facts that the first homologygroup is the abelianisation

of the fundamental group, and the fundamental group of a Lie group is already abelian.

3It was remarked at the end of Appendix C.1 that Figure C.1 corrects a similar figure forSp(4) in [119].
The centralisers of the form(U(1)×SU(2))/Z2 given there do not, despite appearances, contradict Propo-
sition C.2 and thus Bott’s theorem, Theorem C.1. Indeed,π1((U(1)×SU(2))/Z2) = Z, and in fact,

U(1)×SU(2)

Z2

∼= U(2) ∼= U(1)×SU(2) .

Note that this centraliser isreductive, not semisimple.
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The other isomorphisms in the square are the Hurewicz isomorphism followed by the

isomorphism from the long exact sequence in homotopy.

Upon taking duals, one has the natural isomorphism

H2(G/T;Z) = Hom (H2(G/T;Z)) ∼=
(
Q∨)∗ = P.

In other words, the second integral cohomology ofG/T (which is torsion free) can be

naturally associated with the weight lattice. The generators of this cohomology then

correspond to the fundamental weightsΛi (i = 1,2, . . . , r), and general elements of the

cohomology ring (which is even and torsion free) correspondto (formal) polynomials in

the fundamental weights. In this formalism, Borel’s famousresult on the cohomology of

G/T is [19]:

THEOREM C.4. Let G be a compact, connected, simply-connected, simple Lie group

of rank r, andW be its Weyl group. Then therationalcohomology ring ofG/T is generated

by the fundamental weights (and the unit) modulo theW-invariant polynomials of positive

degree. Specifically,

H∗ (G/T;Q) =
Q [Λ1,Λ2, . . . ,Λr ]

I+ ,

(C.3.1)

whereI+ is the ideal generated by theW-invariants of positive degree.

When the cohomology ofG has no torsion, that isG = SU(r +1) or Sp(2r), then the

result also holds over the integers.

If Z is a subgroup ofG with the same maximal torus, then Borel has generalised this

result toG/Z [19,22]. The result is that the rational cohomology is isomorphic to IZ/I+,

whereIZ is the ring of invariants of the Weyl group ofZ (in Q [Λ1,Λ2, . . . ,Λr ]). Note that

T has no roots, hence its Weyl group is trivial andIT = Q [Λ1,Λ2, . . . ,Λr ].

Using Theorem C.4, the rational cohomology of a compact, connected, simply-connected,

simple Lie group can be computed in various ways [20,136], though it will not be needed

in this thesis. The integral cohomology ring is much harder to compute. In particular, the

form of this ring for the exceptional groups resisted attackfor quite some time. Results

for these groups and the corresponding quotients with the maximal tori (exceptE8) can

be found in [20,21,27,123,150,151].

There is one further result that will be required in this thesis. This is a determination

of the characteristic classes for the tangent bundle ofG/T. This tangent bundle is a

real vector bundle of rank dimG/T = 2|∆+|, and may be considered a complex vector

bundle of rank|∆+|. Given this rank and the formalism of Equation (C.3.1), one is led to

conjecture that the characteristic classes have somethingto do with the positive roots of

G. The relationship is made precise by a theorem of Borel and Hirzebruch [23]:

THEOREM C.5. With the above formalism, the first Chern classes of the line bun-

dles associated to T(G/T) under the splitting principle (Appendix C.2), are precisely the
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positive roots ofG. The total Chern class of T(G/T) is therefore given by

c(T(G/T)) = ∏
α∈∆+

(1+α) .
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