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4.1      INTRODUCTION

The behaviour of shallow foundations is influenced by a wide range of factors, which 

include soil strength, embedment ratio (D/B), length-to-width ratio (L/B), overburden 

pressure, variability of soil properties and footing roughness, to name a few.  The 

interaction between these factors results in very complex shallow footing behaviour.  

To study and, hence, to quantify the effect of these factors on footing behaviour, 

numerical modelling will be used.  Consequently, the first part of this chapter 

discusses the numerical modelling of a strip footing founded on two different 2-

layered soil cases, namely, purely cohesive and cohesive-frictional soils, under plain-

strain condition.

This chapter presents the details of how a footing is modelled using the numerical 

formulations of Chapter 3.  This includes a discussion of the finite element mesh 

arrangements and the footing interface conditions.  The results from upper and lower 

bound finite element analysis and also displacement finite element analysis will be 

compared to the results obtained by other investigators.  In the later part of this 

chapter, the robustness of the random fields generated using LAS will be examined.  

This chapter also presents the results of verification to ensure that the methodologies 

employed in this study are accurate and robust.

4.2      PLANE STRAIN LIMIT ANALYSIS MODELLING

To quantify the effects of soil variability and other factors on foundation performance, 

numerical analysis was adopted.  This numerical study was undertaken by considering 

two problem types, namely: (1) weightless soil with cohesion; and (2) cohesive-

frictional soil.

The problems considered in this study are plane strain, with soil behaving as an 

elastic-perfectly plastic material.  The Mohr-Coulomb failure surface was used in 

conjunction with an associated flow rule.  The elastic properties assigned to the soil 

within the failure surface were chosen arbitrarily to be E = 40   10 5 kN/m2 and v = 

0.3, where E is the elastic modulus and v is the Poisson’s ratio of soil.  The strength 

parameters c and that define the failure surface were varied so that the model 

performance over the range of c- values could be observed.
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Previous numerical studies using lower and upper bound numerical formulations 

based on Sloan (1988) and Sloan and Kleeman (1995) have provided several valuable 

guidelines on plane strain limit analysis modelling, particularly numerical studies 

involving plane strain footings on 2-layered soil, such as Merifield et al. (1999) and 

Shiau et al. (2003).  In the following sections, the details of implementing the finite 

element meshes, boundary conditions and footing interface details are presented.

4.2.1    Mesh Generation Guidelines

A number of numerical studies have clearly identified several important guidelines for 

mesh generation (e.g. Sloan and Kleeman 1995; Merifield et al. 1997; Merifield 2002; 

Lyamin and Sloan 2002a, 2002b; Lyamin and Sloan 2003; Shiau et al. 2003; Hjiaj et 

al 2004), which are:

1. The overall mesh dimensions are adequate to contain the computed stress field 

(lower bound) and velocity/plastic field (upper bound);

2. There is an adequate concentration of elements within critical regions.

The overall mesh dimensions for a lower bound problem can be verified by 

comparing the result obtained using a mesh with extension elements, to that obtained 

using a mesh without extension elements.  It is reasonable to conclude that if the two 

results differ significantly, the overall mesh dimensions are inadequate and therefore 

should be increased.  For an upper bound problem, a visual representation of the 

plastic regions will provide adequate information for determining the overall mesh 

size.  In this case, the mesh size need only be large enough to contain the plastic 

shearing (Sloan and Kleeman 1995; Merifield et al. 1997; Lyamin and Sloan 2002b).

As it is generally the case in all finite element analyses, choosing element sizes and 

the distribution of elements is usually problem-specific.  There are, however, a few 

important rules that should be observed when generating meshes for lower and upper 

bound limit analysis.  Firstly, high concentrations of elements should be placed in 

areas where high stress gradients or high velocity gradients are likely to occur for 

lower bound or upper bound computations, respectively.  For shallow plane-strain 

footing problem, these areas are beneath and around the footings, particularly around 

footing edges.  Secondly, special mesh arrangement should be made in areas where 
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there is a significant change in principal stress direction in lower bound limit analysis, 

which observed at the edge of footings.  The best solution to this problem is to employ 

a fan type mesh, for example, as shown by Shiau et al. (2003) (illustrated in Figure 

4.1).  Finally, elements with severely distorted geometries should be avoided, 

particularly, for the case in upper bound limit analysis, where such elements could 

have significant effect on failure mechanism and, hence collapse load.

Figure 4.1    Fan elements at footing edge.

4.2.2    Mesh Details

The details of typical full-space meshes used for numerical lower and upper bound 

analyses are shown in Figures 4.2 to 4.5.  The full-space meshes are used when the 

soil properties exhibit strong spatial variability.  In the case of homogeneous soils, the 

symmetrical nature of the strip footing problem can be utilised and only half the 

footing will be incorporated into the finite element mesh.  For purely cohesive soil 

cases, it was found that the lateral extent of the full-space mesh required to fully 

contain the plastic zones was between 8~12B, while the vertical extent required 

ranged between 5~6B (Sloan and Kleeman 1995; Merifield 2002; Lyamin and Sloan 

2002b).  For cases of a strip footing on cohesive frictional material, it is suggested that 

the lateral and vertical extents of the mesh increase with the soil friction, , ranging 

between 8~20B for lateral and 6~10B vertical extents (Sloan and Kleeman 1995; 

Merifield 2002; Lyamin and Sloan 2002b). The mesh size required to fully contain the 

plastic zones for each cases will be investigated in subsequent chapters.

For lower bound mesh, it is known that a fan mesh type arrangement near the edge of 

the footing provides the best solutions, particularly in cohesive-frictional cases 

B/2
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Figure 4.2    Typical mesh for lower bound analysis.

Figure 4.3    Typical mesh for upper bound analysis.

(Lyamin and Sloan 2003; Shiau et al. 2003).  However, such an arrangement may 

create great difficulties and challenges when random fields are implemented into the 

finite element analysis.  Therefore, it is suggested that the distribution of elements for 

both upper and lower bound meshes are maintained in a simple regular type mesh 
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arrangement, as illustrated in Figures 4.2 and 4.3.  A significant increase in the 

regions beneath and around the footing edges should provide credible results.

The applied stress boundary conditions in lower bound finite element analysis are 

shown in Figure 4.2, and the applied velocity boundary conditions in upper bound 

finite element analysis are shown in Figure 4.3.  It is known that the roughness of 

footing can have significant effects on the bearing capacity of the footing (Sloan and 

Kleeman 1995; Merifield et al. 1997; Lyamin and Sloan 2002b).  Footing-soil 

interfaces were used to model different footing roughnesses, as shown in Figure 4.4

and 4.5.  In lower bound finite element analysis, for a smooth footing that has no 

shear stress on its underside, additional constraints need to be imposed at all elements 

nodes along the footing-soil interface, as shown in Figure 4.4.  For a rough footing, 

the shear stress is typically non-zero and unrestricted, and governed solely by the 

specified yield criterion (Sloan and Kleeman 1995; Merifield et al. 1997; Lyamin and 

Sloan 2002b).

______

Figure 4.4    Lower bound finite element interface details.

In upper bound finite element analysis, a beam element is introduced to model various 

types of footings (e.g. rough, smooth, rigid, flexible) (Sloan and Kleeman 1995; 

Merifield et al. 1997; Lyamin and Sloan 2002b).  Such an additional beam element 

creates a series of velocity discontinuities between the footing base and the soil.  

These velocity discontinuities can be assigned suitable material properties to solve the 

problem at hand.  To model a perfectly rough foundation, the nodes along the beam 

element are constrained to restrict horizontal movement (u = 0), as illustrated in 

Figure 4.5, and these velocity discontinuities are assigned strength equal to the 

undrained shear strength of soil.  For the case of perfectly smooth footing, zero 

Interface: –n tan≤≤ n tan
Smooth: 
Rough: 

Q
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strength is assigned to these velocity discontinuities (Sloan and Kleeman 1995; 

Merifield et al. 1997; Lyamin and Sloan 2002b).

Figure 4.5    Upper bound finite element interface details.

4.3      PLANE STRAIN DISPLACEMENT FINITE 
ELEMENT ANALYIS (DFEA) MODELLING

A finite-element computer program similar to those in Chapter 6 of the text by Smith 

and Griffiths (1998) was used to compute the bearing capacity of a smooth or rough 

rigid strip footing (plane strain) founded on a weightless soil with shear strength 

parameters.  The DFEM employs an elastic-perfectly plastic stress-strain law with a 

classical Mohr-Coulomb failure criterion.  Plastic stress redistribution is accomplished 

using a viscoplastic algorithm.  The program uses eight-noded quadrilateral elements 

and reduced integration in both the stiffness and stress distribution parts of the 

algorithm.  The theoretical basis of this numerical model is fully described by Smith 

and Griffiths (1998).  

A typical finite element mesh used in the subsequent analyses of bearing capacity of a 

strip footing is shown in Figure 4.6.  Bearing resistance is mobilised by applying 

prescribed load steps at nodes that are located at the top and centre of the mesh.  For 

smooth footings, the nodes were displaced vertically, but allowed free movement 

horizontally.  For rough footings, restraints were added horizontally (Smith and 

Griffiths 1998).

The footing will be assigned a stiffness and strength, which is significantly larger than 

those of the soil below.  Loads are applied to the soil via the footing instead of being 

applied directly to the soil, as was the case with limit analysis set up.  Although this 

Interface: velocity discontinuity
Smooth: 
Rough: 

Q
Beam element: u = 0
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approach appears more realistic, however, it can complicate the problem numerically.  

The problem arises when the interaction between the footing and the soil causes 

unwanted effects such as tension, and the finite flexibility of the footing indicates that 

it can neither be truly flexible nor rigid.  Furthermore, the roughness of the footing 

can be varied only by employing a suitable interface element.

Figure 4.6    Typical mesh for displacement finite element analysis.

The most useful feature of DFEA is its ability to show the displaced mesh or 

displacement vectors when the footing is at the condition, which is near to bearing 

capacity failure.  Such feature allows the stages of bearing capacity failure to be 

studied, and the rupture surface to be measured and analysed, and therefore, a 

mathematical model could possibly be developed   Examples of displacement vectors 

at near the failure condition for a footing founded on a homogeneous, single- and two-

layered purely cohesive material are presented in Figures 4.7 and 4.8, respectively.  

The results show distinctive failure modes for the different cases.  Examples for 

footings founded on cohesive-frictional material are presented in Figures 4.9 and 4.10. 

4.4      MODEL VERIFICATION

The verification of the results obtained from the upper and lower bound finite element 

analyses, and from the DFEA is achieved by considering three different cases, which 

are presented in the following sub-sections.
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Figure 4.7    Displacement vectors at near failure for a footing founded on a 

homogeneous, single-layered purely cohesive material.

                               (a)                                                                    (b)

Figure 4.8    Displacement vectors at near failure for a footing founded on a 

homogeneous, two-layered clay: (a) weak layer underlain by a strong layer (c1<c2); 

(b) strong layer underlain by a weak layer (c1>c2).

Figure 4.9    Displacement vectors at near failure for a footing founded on a 

homogeneous, single-layered cohesive-frictional soil.

B
Rigid Footing

B
Rigid Footing

H1

c1

c2
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                               (a)                                                                    (b)

Figure 4.10    Displacement vectors at near failure for a footing founded on a 

homogeneous, two-layered cohesive-frictional soil: (a) weak layer underlain by strong 

layer (c1-1< c2-2); (b) strong layer underlain by weak layer (c1-1> c2-2).

4.4.1    Two-Layered Homogeneous Purely Cohesive Material

Firstly, a plane strain bearing capacity problem is considered as illustrated in Figure

4.11.  A shallow strip footing of width B rests on an upper layer of homogeneous clay 

of undrained shear strength cu1 and thickness H.  This is underlain by a homogeneous 

clay layer of undrained shear strength cu1 and infinite depth.  A rough rigid footing is 

considered in this problem.

Figure 4.11    Shallow footing on 2-layered clay deposit.

For the case of a layered soil profile, the bearing capacity solution to this problem is 

expressed in terms of N*c = qu / cu1, and as a function of the two ratios H/B and 

cu1/cu2.  Note that cu1/cu2 > 1 corresponds to the common case of a strong clay layer 

over a soft layer, while cu1/cu2 < 1 denotes a soft layer underlain by strong layer.  The 

H

B

cu1

cu2

Rough rigid footing

H1

c1- 1

c2- 2
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value of N*c will be computed using both upper and lower bound analyses for a range 

of H/B and cu1/cu2 ratios and the accuracy will be determined as  100 (N*cUB –N*cLB) 

/ (2  N*cLB) (Shiau et al., 2003).

The meshes employed in both the upper and lower bound finite element analyses are 

generated according to the guidelines presented in the previous section.  The 

computed upper and lower bound estimates of the bearing capacity factor N*c for a 

layered clay soil are given in Tables 4.1 and 4.2, which also compare the results from 

the present work with those given by Merifield et al. (1999).  Note that the results that 

are obtained from present work, which employed a finer mesh and a non-linearised 

yield surface, were slightly more accurate than those given by Merifield et al. (1999), 

which used larger elements and a linearised yield surface.  Additional results for cu1 / 

cu2 < 1.0 and 10.0 ≥ cu1 / cu2 ≥ 1.0 and 3.0 ≥ H/B ≥ 0.1 are presented in Appendix A 

(Tables A.1 – A.4).  it can be seen from these results that the present work matches 

well the analyses performed by Merifield et al. (1999).

4.4.2    Two-Layered Spatially Variable Purely Cohesive Material

The plane strain bearing capacity problem to be considered is illustrated in Figure

4.11.  A shallow strip footing (B = width) is supported on an upper layer of spatially 

variable clay with undrained shear strength cu1 and thickness H.  The underlying clay 

layer has an undrained shear strength of cu2 and infinite depth.  The H/B ratio is set to 

0.5.

The properties of soils are assumed to be lognormally distributed with a mean (c) 

value of 5.0 kN/m2 for c1 and 20.0 kN/m2 for c2.  The coefficient of variation (COV) 

for both c1 and c2 is assumed to be 100%, which is a very unusually high value in real 

world.  The spatial dependence is assumed to follow an isotropic 2-dimensional 

Markovian autocorrelation function.  The correlation lengths for both layers, , are 

assigned a value of 10.0m in both the x- and y-directions  (horizontal and vertical, 

respectively).

The meshes used for the lower and upper bound finite element analyses (FEA) were 

the same as shown in Section 4.2, and the mesh employed for the traditional 

displacement finite element analysis (DFEA) is shown in Section 4.3.  Twenty-five 
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realizations of lower and upper bound finite element analyses were performed, and the 

results obtained from these analyses are compared with the results given by the 

traditional displacement finite element analysis, and are presented in Table 4.3.  The 

CPU time required to obtain these solutions are also presented.

Table 4.1    Comparison of results (cu1 / cu2 < 1).

Lower Bound Upper Bound Accuracy (%)

H / B cu1 / cu2

N*c LB
# N*c LB

+ N*c UB
# N*c UB

+ Present 

Work

Merifield et 

al. (1999)

0.25 6.046 5.99 6.419 6.52 3.1% 4.4%
0.50 5.219 4.98 5.393 5.49 1.7% 5.1%
1.00 5.096 4.94 5.190 5.30 0.9% 3.6%
1.50 5.096 4.94 5.190 5.30 0.9% 3.6%
2.00

0.2

5.096 4.94 5.190 5.30 0.9% 3.6%
0.25 6.048 5.99 6.419 6.52 3.1% 4.4%
0.50 5.219 4.98 5.393 5.49 1.7% 5.1%
1.00 5.096 4.94 5.190 5.30 0.9% 3.6%
1.50 5.096 4.94 5.190 5.30 0.9% 3.6%
2.00

0.5

5.096 4.94 5.190 5.30 0.9% 3.6%
0.25 5.818 5.51 5.986 6.25 1.4% 6.7%
0.50 5.218 4.98 5.393 5.49 1.7% 5.1%
1.00 5.096 4.94 5.190 5.30 0.9% 3.6%
1.50 5.096 4.94 5.190 5.30 0.9% 3.6%
2.00

0.8

5.096 4.94 5.190 5.30 0.9% 3.6%
Note: # Present work; + Merifield et al. (1999).

The error, which measures the accuracy of the results given by the FEA is defined as:

100
)()(

)()( 





LB
cu

UB
cu

LB
cu

UB
cu

qq

qq
Error (4.1)

where UB
cuq )(  and LB

cuq )(  are upper and lower bound solutions respectively.  For 

considered cases this error ranges from 2.9% to 5.2%, and shows that the true collapse 

loads are contained in a narrow range, indicating reasonably good results.  In general, 

the results from the FEA and DFEA are in good agreement, and the results from 

DFEA are marginally higher or lower than those given by the lower bound finite 

element analysis.  However, in all cases, they are less than the results from the upper 

bound finite element analysis.  The average time required by DFEA to obtain a 
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Table 4.2    Comparison of results (cu1 / cu2 > 1).

Lower Bound Upper Bound Accuracy (%)

H / B cu1 / cu2

N*c LB
# N*c LB

+ N*c UB
# N*c UB

+ Present 

Work

Merifield et 

al. (1999)

0.25 4.362 4.10 4.450 4.60 1.0% 6.1%
0.50 4.635 4.42 4.726 4.94 1.0% 5.9%
1.00 5.095 4.87 5.189 5.30 0.9% 4.4%
1.50 5.095 4.87 5.190 5.27 0.9% 4.1%
2.00

1.25

5.096 4.81 5.190 5.26 0.9% 4.7%
0.25 3.144 3.01 3.214 3.34 1.1% 5.5%
0.50 3.676 3.52 3.756 3.89 1.1% 5.3%
1.00 4.621 4.44 4.714 4.82 1.0% 4.3%
1.50 5.095 4.87 5.190 5.31 0.9% 4.5%
2.00

2.00

5.095 4.81 5.190 5.27 0.9% 4.8%
0.25 1.682 1.60 1.738 1.85 1.7% 7.8%
0.50 2.261 2.16 2.323 2.44 1.4% 6.5%
1.00 3.405 3.10 3.538 3.54 2.0% 7.1%
1.50 4.475 3.89 4.651 4.56 2.0% 8.6%
2.00

5.00

5.095 4.61 5.190 5.32 0.9% 7.7%
Note: # Present work; + Merifield et al. (1999).

solution per realisation is 20–56 times higher than the time required by FEA.  The 

time required for DFEA could be further reduced if a larger load step is adopted.  

Displacement vectors at near failure from the DFEA of the first two of these 25 

realizations are plotted and shown in Figure 4.12 and the results for the rest of the 

realisations are given in Appendix A.  It can be seen that the failure mechanisms are 

more complicated than the traditional simple logarithmic spiral, as pointed out by 

Fenton and Griffiths (2003).  The effects of bearing capacity of strip footing founded 

on a spatially variable two-layered cohesive soil will be investigated in detail in 

Chapter 5.

(1) (2)

Figure 4.12    Illustrations of displacement vectors at near failure obtained from the 

DFEA of (1) first and (2) second of 25 realizations.
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Table 4.3    Comparison of results from lower and upper bound FEA and DFEA, 

showing time (in seconds) required to obtain a solution.

Ultimate Bearing Capacity (kN/m2)

Realisation Lower Bound 

FEA (Seconds)

Upper Bound 

FEA (Seconds)

Accuracy 

(%)
DFEA (Seconds)

1 12.45 (102) 13.31 (256) ±3.4% 10.25 (2653)
2 10.99 (74) 11.86 (412) ±4.0% 9.25 (1915)
3 47.68 (44) 50.62 (90) ±3.1% 46.75 (11847)
4 15.42 (42) 16.43 (120) ±3.3% 14.50 (3439)
5 8.81 (49) 9.51 (127) ±3.9% 9.25 (2384)
6 31.65 (45) 33.83 (153) ±3.4% 32.00 (5046)
7 10.61 (79) 11.34 (321) ±3.5% 9.25 (1299)
8 63.23 (73) 68.37 (141) ±4.1% 60.00 (8468)
9 21.02 (70) 22.62 (147) ±3.8% 21.75 (6478)
10 23.17 (77) 24.86 (225) ±3.6% 20.75 (4281)
11 14.68 (77) 15.53 (424) ±2.9% 14.75 (3149)
12 18.07 (70) 19.48 (175) ±3.9% 17.50 (3526)
13 57.72 (73) 61.38 (171) ±3.2% 58.00 (9168)
14 7.82 (67) 8.46 (166) ±4.1% 7.75 (1250)
15 19.35 (73) 20.60 (160) ±3.2% 15.50 (2620)
16 7.62 (67) 8.17 (175) ±3.6% 7.50 (1424)
17 17.23 (70) 18.38 (144) ±3.3% 17.50 (2457)
18 14.28 (73) 15.18 (125) ±3.2% 14.50 (1996)
19 36.26 (76) 40.07 (141) ±5.2% 36.25 (5525)
20 16.71 (70) 17.86 (163) ±3.4% 17.25 (3082)
21 32.75 (70) 35.06 (190) ±3.5% 28.25 (4818)
22 14.45 (67) 15.73 (167) ±4.4% 14.75 (2486)
23 25.17 (67) 26.89 (152) ±3.4% 25.25 (4095)
24 3.99 (70) 4.23 (228) ±3.0% 3.75 (1245)
25 12.12 (70) 13.15 (157) ±4.2% 11.25 (2470)

4.4.3    Single-Layered Spatially Variable Cohesive-Frictional Material

In this section, the ultimate load capacity of a strip footing, which is founded on a 

single-layered spatially random cohesive-frictional soil, is determined using lower and 

upper bound finite element analyses and displacement finite element analysis. The 

results from these analyses are compared and presented in Table 4.4.  The aim of this

comparison is to verify the accuracy of the outputs from both FLA and DFEA.

The results show that the accuracy indices are wider than those observed in the 

previous table; that is, ranging from the lowest value of 4.6% to the highest value of 

10.2%, with an average value of 7.1%, which is significantly higher than those of the 
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purely cohesive soil.  Higher accuracy indices imply wider gaps between the results of 

the lower and upper bound finite element analyses.  The results from DFEA are, 

generally, closer to the upper bound solutions, as opposed to those in purely cohesive 

soil case.  In some cases, the results from DFEA are significantly higher than those 

obtained from upper bound finite element analysis.  The time required to obtain 

solutions is much higher compared to purely cohesive soil.  Again, the displacement 

vectors at near failure of these 25 realizations are detailed in Appendix A (Figure 

A.2).

4.5      STOCHASTIC RANDOM FIELD VALIDATION

As discussed in Chapter 3, the local average subdivision (LAS) method is adopted in 

this research to generate random fields to replicate the natural spatially variable soil.  

To generate random fields, three parameters are required: namely the mean , 

coefficient of variation (COV) and correlation length ().  In this thesis, the main 

focus is on the cohesion of soil, c.  It is necessary to verify that the generated c

random fields meet the target statistical distribution and correlation structure.  In this 

research, the generated random fields are limited to 2-dimensions.  Noted that the 

sizes of the generated random fields and the correlation lengths used in this chapter 

are dimensionless.

In this research, the random c-fields are assumed to be distributed log-normally.  In 

LAS, a lognormally distributed random field Gln c (x) is obtained from a normally 

distributed random field, Gc (x), having zero mean, unit variance, and a correlation 

length ln c through the transformation:

 )(exp)( lnlnln xGxG cccc   (4.1)

where x is the spatial position at which c is desired.  The parameters ln c and ln c are 

obtained from the specified cohesion mean and variance using the lognormal 

distribution transformation (Ang and Tang, 1984),











2

2
2
ln 1ln

c

c
c 


 (4.2)
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2
lnln 2

1
ln ccc   (4.3)

Table 4.4    Comparison of results from lower and upper bound FEA, and DFEA.

Ultimate Load (kN)

Realisation Lower Bound 

FEA (time-s)

Upper Bound 

FEA (time-s)

Accuracy 

(%)
DFEA (time-s)

1 285.0 (140) 331.3 (172) ±8.1% 298.0 (25903)
2 78.7 (156) 87.1 (106) ±5.3% 95.0 (22746)
3 81.2 (147) 90.3 (120) ±5.6% 110.0 (29415)
4 241.5 (162) 290.6 (132) ±10.2% 251.0 (15828)
5 95.4 (194) 108.8 (113) 7.0% 120.0 (26991)
6 150.6 (189) 173.9 (134) ±7.7% 167.0 (53018)
7 220.8 (180) 265.5 (148) ±10.1% 233.0 (14779)
8 182.3 (158) 209.5 (132) ±7.5% 222.0 (45430)
9 148.3 (158) 168.5 (99) ±6.8% 165.0 (24015)
10 103.4 (174) 112.9 (127) ±4.6% 142.0 (44127)
11 88.4 (145) 103.2 (107) ±8.4% 122.0 (36241)
12 244.2 (178) 285.2 (151) ±8.4% 259.0 (26015)
13 165.4 (162) 185.5 (110) ±6.1% 184.0 (31076)
14 112.4 (157) 125.7 (109) ±5.9% 144.0 (30529)
15 195.6 (185) 226.0 (126) ±7.8% 185.0 (8287)
16 140.3 (192) 160.5 (110) ±7.2% 174.0 (45755)
17 164.3 (190) 181.5 (133) ±5.2% 183.0 (18282)
18 136.7 (168) 155.8 (138) ±7.0% 160.0 (32934)
19 130.6 (155) 142.8 (93) ±4.7% 159.0 (44869)
20 99.2 (144) 116.5 (82) ±8.7% 150.0 (66074)
21 123.4 (156) 140.8 (89) ±7.1% 149.0 (37746)
22 158.5 (176) 185.1 (99) ±8.4% 197.0 (52086)
23 138.3 (149) 158.7 (120) ±7.4% 174.0 (60541)
24 108.2 (139) 124.7 (98) ±7.6% 124.0 (21459)
25 109.7 (178) 119.8 (107) ±4.6% 146.0 (48785)

A graphical example of a log-normally distributed random field is presented in Figure 

4.13, and the histogram of this particular random field is shown in Figure 4.14.  It is 

evident that the random field exhibits strong lognormal behaviour and is non-

negative.  However, when comparing statistical distribution of one realisation to 

another, as shown in Figure 4.15, a small number of realisations revealed some 

differences in sample mean and sample standard deviation, despite the consistent 

target mean and target standard deviation having been assigned.  The simulated 

random fields have means that have a range of 3.82 to 5.33 compared to a target of 
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5.0 and the standard deviations vary from 1.04 to 1.18 compared to a target value of 

1.0.

Figure 4.13    Example of a log-normally distributed single-layered random field.

Histogram

0

500

1000

1500

2000

2500

3000

3500

4000

0 1 2 3 4 5 6 7 8 9 10 11 12

Bin

F
re

qu
en

cy

0%

20%

40%

60%

80%

100%

Frequency Cumulative %

Figure 4.14    Histogram of log-normally distributed single layer random field.

To study the fluctuation and instability of mean and standard deviation of simulated 

random fields, a parametric study has been conducted and the results are presented in 

Tables 4.5.  In this parametric study, the mean is assigned a constant value of 1.0 and 

the coefficient of variation is altered.  The correlation lengths in both the x- and y-

directions are varied from 4 to 128, and the field sizes are set at 1616, such that, the 

effect of limited field size on sample mean and standard deviation could be studied.  
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The element sizes, which affect the resolution of the generated random fields, are also 

varied.  A sample size of 2,000 realisations is used in this study.
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Table 4.5    Sensitivity study of mean and standard deviation of sample size 2,000.

COV

Correlation 
length (x-

and y-
direction)

Field 
Size

Element 
Size

Average of 
Mean

COV of 
Mean

Average of 
Standard 
Deviation

COV of 
Standard 
Deviation

10% 4 16 1.01.0 0.999 0.04% 0.085 0.24%
10% 8 16 1.01.0 0.999 0.08% 0.086 0.35%
10% 16 16 1.01.0 1.000 0.12% 0.080 0.50%
10% 32 16 1.01.0 1.000 0.15% 0.067 0.60%
10% 128 16 1.01.0 1.000 0.21% 0.039 0.77%
50% 4 16 1.01.0 0.975 0.22% 0.409 0.34%
50% 8 16 1.01.0 0.987 0.37% 0.417 0.55%
50% 16 16 1.01.0 0.993 0.56% 0.384 0.78%
50% 32 16 1.01.0 0.997 0.73% 0.322 0.96%
50% 128 16 1.01.0 0.999 1.01% 0.187 1.23%

100% 4 16 1.01.0 0.925 0.38% 0.740 0.57%
100% 8 16 1.01.0 0.959 0.66% 0.768 0.89%
100% 16 16 1.01.0 0.979 1.04% 0.703 1.28%
100% 32 16 1.01.0 0.989 1.44% 0.581 1.69%
100% 128 16 1.01.0 0.998 1.94% 0.332 2.20%

10% 4 16 0.50.5 0.999 0.04% 0.091 0.22%
10% 8 16 0.50.5 1.000 0.08% 0.090 0.33%
10% 16 16 0.50.5 1.000 0.12% 0.082 0.49%
10% 32 16 0.50.5 1.000 0.16% 0.068 0.59%
10% 128 16 0.50.5 1.000 0.20% 0.040 0.75%
50% 4 16 0.50.5 0.986 0.21% 0.445 0.34%
50% 8 16 0.50.5 0.993 0.37% 0.438 0.53%
50% 16 16 0.50.5 0.996 0.56% 0.396 0.78%
50% 32 16 0.50.5 0.998 0.77% 0.329 1.00%
50% 128 16 0.50.5 1.000 1.00% 0.190 1.26%

100% 4 16 0.50.5 0.959 0.39% 0.836 0.57%
100% 8 16 0.50.5 0.978 0.66% 0.824 0.90%
100% 16 16 0.50.5 0.989 1.05% 0.733 1.30%
100% 32 16 0.50.5 0.995 1.43% 0.598 1.67%
100% 128 16 0.50.5 0.999 1.96% 0.338 2.16%

The results, which are presented in Figure 4.16, show that the COV and correlation 

length have significant effects on the sample mean and standard deviation.  When the 

COV is the highest (100%) and correlation length is the lowest (4.0), the resulting 

sample mean in both the 1.01.0 and 0.5 0.5 element sizes cases are 0.925 and 

0.959, respectively, which are considerably different from the target mean of 1.0.  On 

the other hand, the sample standard deviations are significantly lower than the target 

standard deviations when the COV and correlation length are both high.  The results 

also reveal that the resolutions of the generated random fields have a significant effect 

on the sample mean and standard deviation, when the COV is high.
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Figure 4.16    The graphical presentation of the results of parametric studies. (a) 

variation of mean vs. correlation length; (b) variation of standard deviation vs. 

correlation length.



Chapter 4 123

The fluctuations of mean and standard deviation are measured as the COV of the 

mean and standard deviation.  The results show that when the correlation length is 

high, there are large fluctuations in the mean and standard deviation.  This is 

especially true when the ratio of correlation length and field size is large, as this infers 

that the generated random fields are more uniform and increase the likelihood that 

more generated random fields are on one narrow side of the normal distribution, 

therefore skewing the distribution.  In short, the generated random fields might not 

have consistent statistics (e.g. mean, standard deviation, maximum and minimum).

This parametric study has shown that the complex relationship between the inputs of 

the random field simulation and the resulting sample mean and standard deviation has 

a significant effect on the generated random fields and therefore affects the reliability 

study on the bearing capacity of footings supported on a two-layered random soil 

profile, which will be carried out in Chapter 5.  Such inputs as COV, correlation 

length, field size and element size must be selected carefully as they are largely 

dependent on the problem at hand.  The choices for the inputs will be further 

discussed in greater details in the next chapter.  Examples of two simulated two-

layered random fields, A and B, using different means, COVs and correlation lengths 

for top and bottom layers are shown in Figures 4.17 and 4.18 and their respective 

histograms are presented in Figures 4.19 and 4.20.

Figure 4.17    Example of a log-normally distributed two-layered random field A.

In the methodology of local average subdivision (LAS), the dlavx2 correlation 

function is used to simulate an exponentially decaying structure or Markov model in 

two-dimensional random fields.  The dlavx2 correlation function represents a two-



Chapter 4124

dimensional averaging variance, which is a part of the numerical codes developed by 

Fenton and Griffiths (2005). 

Figure 4.18    Example of a log-normally distributed two-layered random field B.
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Figure 4.19    Histogram of a log-normally distributed two-layered random field A.

where (.) is the correlation coefficient between two points separated by vector 

= {x y} and  is the correlation length.  The samples of simulated random fields 

for  = 50 and  = 25 cases are presented in Figure 4.21 and 4.22, respectively, and 

the comparison between the output experimental correlation structure and the target 

theoretical correlation function is presented in Figure 4.23 for  = 50 and Figure 4.24

for  = 25.
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Figure 4.20    Histogram of a log-normally distributed two-layered random field B.

Figure 4.21    Sample of independent realization of the LAS generated 2-D process, 

with  = 50.

By visual inspection, the simulated field using  = 50 (Figure 4.21) appears to be 

more uniform than the one using  = 25 (in Figure 4.22).  The results, as shown in 

Figures 4.23(a) and 4.24(a), suggest that the experimental covariance structures, 

which are averaged over 1,000 simulated random fields, fit well with the theoretical 

covariance structures with both  = 50 and  = 25.  The 250 individual covariance 

structures, which are shown in Figures 4.23(b) and 4.24(b) for  = 50 and  = 25, 

respectively, show some differences between the simulated and target covariance 
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structures for each realization.  In conclusion, based on these results, the dlavx2

correlation function appears to be robust, and therefore will be adopted in the two-

dimensional random fields simulated in this study. 

Figure 4.22    Sample of independent realization of the LAS generated 2-D process, 

with  = 25.

4.6      SUMMARY

This chapter has presented a detailed discussion on the guidelines of generating upper 

and lower bound finite element meshes, as well as displacement finite element 

meshes.  The boundary conditions, mesh arrangements and interface details employed 

in the analyses have also been discussed.  Verification of the results have been 

undertaken to ensure the output from the analyses is accurate and rigorous.  The 

results showed that both the upper and lower bound finite element analyses and the 

displacement finite element analyses yield estimations, which range from very good 

(in the purely cohesive material case) to satisfactory (in the cohesive-frictional 

material case).  The upper and lower bound finite element analyses consume less time 

when compared to DFEM, therefore are superior when undertaking Monte Carlo 

simulations, which require a large number of realisations.  Consequently, the Monte 

Carlo simulations undertaken in this study will be carried out by employing upper and 

lower bound finite element analyses, and DFEM will have only a minor role in this 

study.
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An evaluation of the robustness of LAS has demonstrated that the methodology 

accurately simulates the variability of soil properties and is therefore suitable for 

simulating natural soil variability.  The results showed that the sample mean and COV

can be affected by a number of factors and therefore vary from the target mean and 

COV.  Hence, the selection of the input for LAS must be made with care.  The results 

have also shown that the dlavx2 correlation function accurately simulates the 

correlation structure of a random field and will therefore be used in this study.
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Figure 4.23    (a) Comparison of theoretical and experimental covariance structure of 

the LAS generated 2-D process, averaged over 1,000 fields, (b) The covariance 

function of 250 independent realisations with  = 50.
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Figure 4.24    (a) Comparison of theoretical and experimental covariance structure of 

the LAS generated 2-D process, averaged over 1,000 fields, (b) The covariance 

function of 250 independent realisations with  = 25.
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FOOTING ON A TWO–LAYERED 

SPATIAL VARIABLE, PURELY 

COHESIVE SOIL PROFILE
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5.1      INTRODUCTION

The objective of this chapter is to investigate and to quantify the effect of spatial 

variability of soil properties on the bearing capacity of a shallow strip footing on a 

two–layered, purely cohesive weightless soil.

5.2      PROBLEM DEFINITION AND PARAMETRIC 
STUDIES

The general layout of the problem under consideration is shown in Figure 5.1.  The 

model that has been used for the present investigation is assumed to have plain strain 

conditions.  The soil medium is underlain by a rigid stratum and its load is at the 

centre of the footing and soil mass.  Traditionally, as mentioned in previous chapters, 

the bearing capacity, Qu (kN/m), of a shallow strip footing, which is founded on a 

single–layered, purely cohesive soil can be expressed as:

Qu = qu  B (5.1)

Figure 5.1    Shallow strip footing founded on two–layered clay deposit.

where B is the width of the strip footing (m) and qu is the ultimate bearing capacity of 

the footing (kN/m2), which can be expressed as follows: 

qu = cu  Nc (5.2)

H

B

cu1

cu2

Rough rigid footing

Rigid stratum

Qu
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where Nc is a dimensionless bearing capacity factor, and cu is soil cohesion (kPa). In 

homogeneous profiles, the value of Nc is equal to the well–known Prantl solution of

(2+.  For a two–layered, purely cohesive deposit, the bearing capacity equation can 

be written as follows:

N*
c = qu / cu1 (5.3)

where N*c is a modified bearing capacity factor which is a function of normalised 

depth of soil (H / B) and shear strength ratio (cu1 / cu2).  

In the current study, parametric analyses were performed for a range of geometries 

and soil parameter values.  The analyses involved varying the ratios, H/B and cu1/cu2 as 

summarised in Table 5.1.

Two general cases were considered, namely, a weak layer underlain by a strong layer 

(COHESIVE_0.025_0.25 to COHESIVE_0.75_1.0), and a strong layer underlain by a 

weak layer (COHESIVE_1.333_0.25 to COHESIVE_40.0_1.0).  In all cases, the 

mean of the soil cohesion of the top layer was held constant at c1 = 1.0 kPa.  The 

random fields used in this study are generated using the local average subdivision 

method (Fenton and Vanmarcke, 1990; Fenton, 1994).  As mentioned earlier, to 

generate a spatially random c field, two random field parameters are required to 

describe the spatial variability of the soil: COVc and correlation length, (c).  The 

coefficient of variation (cc or COVc) was varied over the following range:

COVc  {5%, 10%, 20%, 50%, 100%} (5.4)

and the correlation lengths (c) considered were as follows:

c  {0.2 m, 0.5 m, 1.0 m, 2.0 m, 5.0 m, 10.0 m, 20.0 m, 50.0 m, 100.0 m} (5.5)

In this study, the lognormal distribution was adopted because it is found to be suitable 

for generating strictly non–negative random processes (Fenton and Griffiths (2003).  

To obtain a lognormally distributed c–field, the local average subdivision (LAS) 

technique, which was presented and discussed in Chapters 3 and 4, first generates a 

normally distributed random field, G(x), having zero mean, and unit variance, and 
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spatial correlation length, c.  The lognormally distributed c–field is then obtained 

through the transformation:

Table 5.1 Input parameters used in the studies.

Soil Parameters Problem Geometries
cu1 cu2 cu1 / cu2 H B H / B

COHESIVE_0.025_0.25 1.0 40.0 0.025 0.5 2.0 0.25
COHESIVE_0.025_0.5 1.0 40.0 0.025 1.0 2.0 0.5
COHESIVE_0.025_1.0 1.0 40.0 0.025 2.0 2.0 1.0
COHESIVE_0.05_0.25 1.0 20.0 0.05 0.5 2.0 0.25
COHESIVE_0.05_0.5 1.0 20.0 0.05 1.0 2.0 0.5
COHESIVE_0.05_1.0 1.0 20.0 0.05 2.0 2.0 1.0
COHESIVE_0.1_0.25 1.0 10.0 0.10 0.5 2.0 0.25
COHESIVE_0.1_0.5 1.0 10.0 0.10 1.0 2.0 0.5
COHESIVE_0.1_1.0 1.0 10.0 0.10 2.0 2.0 1.0

COHESIVE_0.25_0.25 1.0 4.0 0.25 0.5 2.0 0.25
COHESIVE_0.25_0.5 1.0 4.0 0.25 1.0 2.0 0.5
COHESIVE_0.25_1.0 1.0 4.0 0.25 2.0 2.0 1.0

COHESIVE_0.333_0.25 1.0 3.0 0.33 0.5 2.0 0.25
COHESIVE_0.333_0.5 1.0 3.0 0.33 1.0 2.0 0.5
COHESIVE_0.333_1.0 1.0 3.0 0.33 2.0 2.0 1.0
COHESIVE_0.50_0.25 1.0 2.0 0.50 0.5 2.0 0.25
COHESIVE_0.50_0.5 1.0 2.0 0.50 1.0 2.0 0.5
COHESIVE_0.50_1.0 1.0 2.0 0.50 2.0 2.0 1.0

COHESIVE_0.75_0.25 1.0 1.33 0.75 0.5 2.0 0.25
COHESIVE_0.75_0.5 1.0 1.33 0.75 1.0 2.0 0.5
COHESIVE_0.75_1.0 1.0 1.33 0.75 2.0 2.0 1.0

COHESIVE_1.333_0.25 1.0 0.75 1.33 0.5 2.0 0.25
COHESIVE_1.333_0.5 1.0 0.75 1.33 1.0 2.0 0.5
COHESIVE_1.333_1.0 1.0 0.75 1.33 2.0 2.0 1.0
COHESIVE_2.0_0.25 1.0 0.50 2.0 0.5 2.0 0.25
COHESIVE_2.0_0.5 1.0 0.50 2.0 1.0 2.0 0.5
COHESIVE_2.0_1.0 1.0 0.50 2.0 2.0 2.0 1.0

COHESIVE_3.0_0.25 1.0 0.33 3.0 0.5 2.0 0.25
COHESIVE_3.0_0.5 1.0 0.33 3.0 1.0 2.0 0.5
COHESIVE_3.0_1.0 1.0 0.33 3.0 2.0 2.0 1.0

COHESIVE_4.0_0.25 1.0 0.25 4.0 0.5 2.0 0.25
COHESIVE_4.0_0.5 1.0 0.25 4.0 1.0 2.0 0.5
COHESIVE_4.0_1.0 1.0 0.25 4.0 2.0 2.0 1.0

COHESIVE_10.0_0.25 1.0 0.10 10.0 0.5 2.0 0.25
COHESIVE_10.0_0.5 1.0 0.10 10.0 1.0 2.0 0.5
COHESIVE_10.0_1.0 1.0 0.10 10.0 2.0 2.0 1.0

COHESIVE_20.0_0.25 1.0 0.05 20.0 0.5 2.0 0.25
COHESIVE_20.0_0.5 1.0 0.05 20.0 1.0 2.0 0.5
COHESIVE_20.0_1.0 1.0 0.05 20.0 2.0 2.0 1.0

COHESIVE_40.0_0.25 1.0 0.025 40.0 0.5 2.0 0.25
COHESIVE_40.0_0.5 1.0 0.025 40.0 1.0 2.0 0.5
COHESIVE_40.0_1.0 1.0 0.025 40.0 2.0 2.0 1.0
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Glnc(x) = exp[ lnc + lnc Gc(x)] (5.6)

where x is the spatial position; lnc and lnc are mean and the standard deviation of 

log-normally distributed random c-field, and are calculated as: lnc = ln c –½ lnc
2 ; 

and lnc
2 = ln [1+(c

2 /c
2)], respectively. c and c are mean and the standard 

deviation of normally distributed random c-field, respectively.

As discussed in Chapter 4, a simple exponentially decaying (Markovian) 

autocorrelation function will be employed and can be expressed as follows:

  






 






2

exp (5.7)

where (.) is the autocorrelation coefficient between two points separated by the 

vector = {x y} and  is the correlation length.

5.3      FINITE ELEMENT LIMIT ANALYIS AND MONTE 
CARLO SIMULATION

In this investigation, the lower and upper bound implementations were employed in a 

Monte–Carlo simulation process to compute the bearing capacity of a rough rigid strip 

footing founded on weightless soil with spatially random values of c.  As mentioned 

previously, the computer programs UPPER and LOWER that were developed by the 

Geotechnical Research Group at the University of Newcastle (Sloan 1988; Sloan 

1989; Sloan and Kleeman 1995; Lyamin and Sloan 2002a, 2002b) are employed in 

this study.  The upper bound solutions for N*c were obtained from UPPER and 

denoted as N*c UB; whilst lower bound solutions were obtained from LOWER and 

denoted as N*c LB.  The actual solutions for N*
c are bracketed above and below these 

bounds.  If the differences between the lower and upper bound estimates are relatively 

small, then the average of both estimates, N*c AV, could be accepted as the actual 

collapse load.  The accuracy of the estimates will be determined as ±100% (N*c UB –

N*c LB) / (2  N*c LB).  The typical meshes and boundary conditions for the lower and 

upper bound analyses employed in this study are illustrated in Figures 5.2 and 5.3.  

The discussions on guidelines for mesh generation and mesh details were presented 

previously in Chapter 4. 
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For each set of assumed statistical properties given in Equations 5.4 and 5.5, Monte–

Carlo simulations have been carried out.  These simulations involve limited 500 

realizations of random fields and subsequent finite element limit analyses of bearing 

capacity, as these simulations are both time-consuming and computationally 

extensive.  For each of the realizations, N*c LB and N*c UB are determined using 

Equation 5.3, and the sample mean of the lower and upper bound estimates over the 

ensemble of realizations are calculated as follows:





m

i
cN i

N
m 1

*

LB
*
LB

1 (5.8)
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N
m 1
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UB
*
UB

1 (5.9)

where N*UB and N*LB are the sample mean of N*c LB and N*c UB, respectively, over the  

m = 500 realizations; and *

LBi
cN  and *

UBi
cN  are the ith lower and upper bound 

realizations.

Figure 5.2    Typical mesh and boundary conditions for lower bound analysis.
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Figure 5.3    Typical mesh and boundary conditions for upper bound analysis.

The coefficients of variation of N*c LB and N*c UB, COVN*c LB and COVN*c UB, are also 

determined as:

COVN*c LB N*c LB / N*c LB (5.10)

COVN*c UB N*c UB / N*c UB (5.11)

whereN*cLB and N*cUB are the standard deviation f N*cLB and N*cUB, respectively.  

The results of this study, however, will be presented chiefly using N*c AV and 

COVN*c AV that are calculated as follows:
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COVN*c AV N*c AV /N*c AV (5.14)

5.4      RESULTS OF NUMERICAL LIMIT ANALYSIS

In this Section, estimates of the bearing capacity factor N*
c are obtained and discussed 

using the limit analysis formulations described in Chapter 3, and verified in Chapter 4.  

Finite element limit analyses were performed to obtain upper and lower bound 

estimates of N*
c for a range of cases, footing geometries and random field parameters, 

which were previously mentioned in Section 5.2.

5.4.1 Results for a Footing on a Purely Cohesive Single–Layered Spatially 

Random Soil

In this Subsection, the effect of the soil variability on footing that is founded on 

single–layered spatially random cohesive soil is quantified.  The results of this 

investigation are summarised in tabular form in Tables 5.2 and 5.3, and also 

illustrated in Figure 5.4.  The results of the investigation are presented in terms of 

N*c, COV N*c, as a functions of normalised correlation length, c/B.  The N*c, COV

N*c and c/B are all dimensionless.  

The results show that, for small soil variability, N*c AV tends toward the deterministic 

value of 5.14, which is known as the Prandtl solution.  The results from Table 5.2, and 

Figures 5.4 and 5.5 also show that when the soil variability increases, N*c becomes 

significantly lower compared to traditional (i.e. homogeneous and no variability) case.  

The greatest reduction of N*c, from the traditional case, is observed for the highest 

soil variability, i.e. COVc= 100%.  It appears that the correlation length, c, does not 

have a significant effect on N*c when COVc = 5% and COVc = 10%.  However, as 

COVc rises, the effect of the correlation length on N*c becomes obvious.  For 

example, in the case of COVc = 100%, N*c reduces as c/B increases from 0.1 and 

reaches a minimum when c/B ≈ 0.5, and N*c will then gradually rise towards the 

traditional case (i.e. Prandtl solution for homogeneous soil) as c/B increases from 0.5 

to 50.  This is because, as the correlation lengths tend toward infinity, the soil

properties become spatially constant within one realization, although
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still random from one realization to another.  Therefore, N*c tends toward a solution 

given by N*c = 5.14c as correlation lengths approach infinity, i.e. c→∞.  

Interestingly, as correlation lengths becoming very small, i.e. c→0, which implies 

that the soil properties at all points become independent and weak soil is often 

adjacent to strong soil, N*c also tends to 5.14c.  

Table 5.3 summarised the variations or fluctuations of N*
c, calculated as the sample 

standard deviation divided by the sample mean, N*cN*c or COVN*c, over 500 

realizations of N*
c, and varied as a function of c/B.  These results are also presented 

in Figures 5.4 and 5.5.  In Figure 5.5, a normalised sample mean of bearing capacity 

factor and a normalised sample COV of bearing capacity factor are used.  The 

normalised sample mean of bearing capacity factor is calculated as N*c AV divided by 

the deterministic values of N*
c, whilst the normalised sample COV of bearing capacity 

factor is calculated as COVN*c divided by COVc.  As it will be demonstrated later, the 

uses of normalised factors allow the effect of soil variability on bearing capacity of 

footing to be quantified and compared among different cases and soil profiles.  It can 

be seen from the results that the soil variability and correlation lengths have combined 

influences on COVN*c.  The results show that the correlation lengths have significant 

influence on COVN*c when soil variability is large, and the effects reduce with 

decreasing soil variability.  Similarly, the soil variability has increasing effect on 

COVN*c when the correlation length is large.  It also shown that, as c approaches 

infinity, COVN*c is approximately equal to COVc. (i.e. COVN*c ≈ COVc , if c→∞).

When normalised sample COV of bearing capacity factor, COVN*c / COVc (Figure 

5.5(b)) was used, it showed that the variation of COVN*c / COVc with respect to the 

variation of c/B are similar to all COVc cases.  It has shown that the variation of 

COVN*cAV / COVc is insensitive to COVc but to the c/B.  It is also shown that it is 

possible to use single value of COVc (e.g. 20%) to obtain COVN*c / COVc for other 

COVc cases.

In summary, it was demonstrated previously in Chapter 4 and in Appendix A that the 

inherent spatial variability of soil shear strength alters the failure mechanism from a 

symmetrical log–spiral mechanism in a homogeneous soil to a non–symmetrical, 
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Figure 5.5    The variation of normalised (a) N*c AV and (b) COVN*c AV of a strip 

footing founded on a single–layered spatially random c–field.
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mechanism.  As the general failure mechanism cannot be found, consequently Monte–

Carlo simulation was used to quantify the effects of soil strength heterogeneity on 

shallow strip footing.  It is observed that as the soil variability increases, the mean of 

N*
c decreases.  The greatest reduction of N*c was observed when c ≈ 0.5B and COVc

= 100%.  As the correlation lengths approach two extremes, c→∞ and c→0, the 

mean bearing capacity factor, N*
c, will revert to the Prandtl solution of 5.14.  Another 

important finding is that the coefficient of variation of the bearing capacity factor, 

COVN*c, is found to be positively correlated with both soil variability and correlation 

lengths.  Note that the soil variability and the correlation lengths are two primary 

interacting factors of N*c and COVN*c, and the influence of correlation length is 

shown to be significant for soil with higher values of COVc.

5.4.2 Results for a Footing on a Purely Cohesive Two–Layered Homogeneous 

Soil

The failure mechanism of the bearing capacity of a two–layered soil is strongly 

influenced by both cu1 / cu2 and H / B.  Accordingly, the bearing capacity factor, N*
c, is 

expected to vary with respect to cu1 / cu2 and H / B.  In this section, the deterministic 

value of N*
c for footings founded on homogeneous two–layered cohesive soils for a 

selection of cases is determined.  The results obtained from the lower bound (N*
c LB) 

and upper bound (N*
c UB) finite element method, and the average of both solutions N*

c

AV, are presented in Table 5.4 and illustrated in Figures 5.6 and 5.7.  As mentioned 

earlier, the value of cu1, cu2, H and B employed in the analysis for

COHESIVE_0.025_0.25 to COHESIVE_0.75_1.0 cases is shown in Table 5.1 .

It can be seen from Figure 5.6 that the variation of N*
c AV with respect to H/B and 

cu1/cu2 for the COHESIVE_0.025_0.25 to COHESIVE_0.75_1.0 (refer to Table 5.1) 

cases (i.e. a weak layer underlain by a strong layer, where cu1 / cu2 < 1.0), are virtually 

identical.  It is suggested that N*
c AV does vary with H/B, however, the variation of 

cu1/cu2 has no influence on N*
c AV.  In contrast, the variation of N*

c AV for 

COHESIVE_1.333_0.25 to COHESIVE_40.0_1.0 cases, where cu1 / cu2 > 1.0, is 

found to be strongly influenced by cu1 / cu2 and H / B, as shown in Figure 5.7.

The reason that cu1/cu2 has no influence on N*
c AV for cases COHESIVE_0.025_0.25 

to COHESIVE_0.5_1.0 lies in the fact that, when cu2 is much greater than cu1, the
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Table 5.4 Upper and lower bound solutions for a two–layered homogeneous 

(COVc equal zero) clay deposit.

Parameters Results

c�1 / c�2 H / B N*
c LB N*

c UB N*
c AV Accuracy

COHESIVE_0.025_0.25 0.025 0.25 5.942 6.430 6.186 ±4.1%
COHESIVE_0.025_0.5 0.025 0.5 5.096 5.508 5.302 ±4.0%
COHESIVE_0.025_1.0 0.025 1.0 5.010 5.298 5.154 ±2.9%
COHESIVE_0.05_0.25 0.05 0.25 5.942 6.450 6.196 ±4.3%

COHESIVE_0.05_0.5 0.05 0.5 5.096 5.532 5.314 ±4.3%
COHESIVE_0.05_1.0 0.05 1.0 5.010 5.338 5.174 ±3.3%

COHESIVE_0.1_0.25 0.1 0.25 5.940 6.460 6.200 ±4.4%
COHESIVE_0.1_0.5 0.1 0.5 5.098 5.540 5.319 ±4.3%
COHESIVE_0.1_1.0 0.1 1.0 5.010 5.342 5.176 ±3.3%

COHESIVE_0.25_0.25 0.25 0.25 5.944 6.460 6.202 ±4.3%
COHESIVE_0.25_0.5 0.25 0.5 5.096 5.540 5.318 ±4.4%
COHESIVE_0.25_1.0 0.25 1.0 5.008 5.344 5.176 ±3.4%

COHESIVE_0.333_0.25 0.333 0.25 5.948 6.461 6.205 ±4.3%

COHESIVE_0.333_0.5 0.333 0.5 5.098 5.541 5.320 ±4.3%
COHESIVE_0.333_1.0 0.333 1.0 5.010 5.344 5.177 ±3.3%

COHESIVE_0.50_0.25 0.5 0.25 5.944 6.460 6.202 ±4.3%
COHESIVE_0.50_0.5 0.5 0.5 5.101 5.541 5.321 ±4.3%
COHESIVE_0.50_1.0 0.5 1.0 5.009 5.344 5.177 ±3.3%

COHESIVE_0.75_0.25 0.75 0.25 5.879 6.306 6.093 ±3.6%
COHESIVE_0.75_0.5 0.75 0.5 5.101 5.541 5.321 ±4.3%

COHESIVE_0.75_1.0 0.75 1.0 5.014 5.344 5.179 ±3.3%

COHESIVE_1.333_0.25 1.333 0.25 4.135 4.396 4.266 ±3.2%
COHESIVE_1.333_0.5 1.333 0.5 4.464 4.733 4.599 ±3.0%
COHESIVE_1.333_1.0 1.333 1.0 5.015 5.272 5.144 ±2.6%

COHESIVE_2.0_0.25 2.0 0.25 3.120 3.322 3.221 ±3.2%
COHESIVE_2.0_0.5 2.0 0.5 3.652 3.854 3.753 ±2.8%
COHESIVE_2.0_1.0 2.0 1.0 4.587 4.789 4.688 ±2.2%

COHESIVE_3.0_0.25 3.0 0.25 2.364 2.521 2.443 ±3.3%

COHESIVE_3.0_0.5 3.0 0.5 2.958 3.119 3.039 ±2.7%
COHESIVE_3.0_1.0 3.0 1.0 4.033 4.215 4.124 ±2.3%

COHESIVE_4.0_0.25 4.0 0.25 1.948 2.084 2.016 ±3.5%

COHESIVE_4.0_0.5 4.0 0.5 2.540 2.688 2.614 ±2.9%

COHESIVE_4.0_1.0 4.0 1.0 3.649 3.851 3.750 ±2.8%

COHESIVE_10.0_0.25 10.0 0.25 1.051 1.155 1.103 ±4.9%

COHESIVE_10.0_0.5 10.0 0.5 1.551 1.705 1.628 ±4.9%

COHESIVE_10.0_1.0 10.0 1.0 2.750 2.997 2.874 ±4.5%

COHESIVE_20.0_0.25 20.0 0.25 0.666 0.744 0.705 ±5.9%
COHESIVE_20.0_0.5 20.0 0.5 1.101 1.273 1.187 ±7.8%
COHESIVE_20.0_1.0 20.0 1.0 2.358 2.623 2.491 ±5.6%

COHESIVE_40.0_0.25 40.0 0.25 0.429 0.499 0.464 ±8.1%

COHESIVE_40.0_0.5 40.0 0.5 0.839 1.023 0.931 ±11.0%
COHESIVE_40.0_1.0 40.0 1.0 2.137 2.407 2.272 ±6.3%
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rupture surface failed to penetrate the bottom layer, and is contained in the upper 

layer.  Such explanation is supported by examining the upper bound failure 

mechanisms for all studied cases, and verified by cross–referencing to the findings by 

Merifield et al. (1999).  Their work suggested that N*
c AV is influenced by cu1/cu2 at an 

approximate range of 0.57 and 1.0, when H/B = 0.25.  In the present study, however, 

only one single case (i.e. COHESIVE_0.75_0.25) adopted a value well below 0.57 for 

cu1/cu2, which is a limitation of the present investigation.  Despite this limitation, the 

investigation of the effects of two–layered random soils on bearing capacity of the 

strip footings under these cases yields some interesting results, which will be 

presented and discussed later in this Chapter.

The results of the variation of N*
c AV with respect to cu1/cu2 and H/B for cases 

COHESIVE_1.333_0.25 to COHESIVE_40.0_1.0 appear reasonable (Figure 5.7).  By 

examining the upper bound failure mechanisms for cases COHESIVE_1.333_0.25 to 

COHESIVE_40.0_1.0, it is suggested that failure generally occurs by either partial or 

punching shear through the top layer followed by general failure in the bottom layer.  

The results from these analyses will be used as the deterministic solutions for the 

bearing capacity of two–layered soil, and when compared to the results obtained from 

investigating the effects of spatial variability of soil strength on the bearing capacity 

of the strip footings founded on two–layered soils, later in the following Sections.  

Further details are presented in Appendix B.

5.4.3 Results of a Footing on a Purely Cohesive Two–Layered Spatially 

Variable Soil (for c1 / c2 < 1.0 cases)

The results of the investigation into the effect of soil variability on the bearing 

capacity of a strip footing founded on two–layered purely cohesive soils, where a soft 

layer is underlain by a strong layer, i.e. c1 / c2 < 1.0, are presented and discussed in 

this Section.  The results for cases COHESIVE_0.25_0.25 to COHESIVE_0.25_1.00

are presented in Figures 5.8 to 5.10.  The variations of sample mean bearing capacity 

factor, N*c, with respect to c/B, and COVc, are presented as dashed lines, whilst the 

variations of COV of bearing capacity factor, COVN*c, with respect to c/B and COVc, 

are presented as dotted lines.  
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In the cases COHESIVE_0.25_0.25 to COHESIVE_0.25_1.00, c1 / c2 is held 

constant at 0.25, while H/B is varied from 0.25 (COHESIVE_0.25_0.25) to 1.0 

(COHESIVE_0.25_1.00), which implies the increasing the thickness of the upper soil 

layer.  The deterministic values for COHESIVE_0.25_0.25 to COHESIVE_0.25_1.00

cases are approximately 6.20, 5.32 and 5.18 (refer to Table 5.4), respectively.  Due to 

the difference in the deterministic values, a direct comparison between the three cases 

is unclear and, hence, a normalised sample mean of bearing capacity factor is 

introduced, which is calculated as N*c AV divided by the deterministic values of N*
c.  

The normalised bearing capacity factor can be seen as a measure of the variation of 

bearing capacity factor due to soil heterogeneity compared to the homogeneous soil.  

In addition, a normalised sample COV of bearing capacity factor, which is calculated 

as COVN*c divided by COVc, is also used.  The new normalised results for 

COHESIVE_0.25_0.25 to COHESIVE_0.25_1.00 cases are illustrated in Figures 5.11

to 5.13, respectively.

In general, the heterogeneity of soil properties reduces N*c AV.  It can be seen from 

the results that, as COVc increases, N*c AV decreases.  The reduction of N*c AV is 

clearly visible and it is most significant when the values of c/B are low and COVc is 

the highest.  These findings are consistent with those for the single–layered randomly 

variable soil case, as described in Section 5.4.1.  In most cases, the failure 

mechanisms, which always follow the weakest path through the heterogenous soil, are 

non–symmetrical when the values of c/B are low and COVc are high.  However, in 

some cases, namely: (a) when c/B and COVc are both low; (b) when c/B is high and 

COVc is low; and (c) when c/B and COVc are both high, the failure mechanisms 

exhibit a more symmetrical log spiral shape on both sides of the footing.  The 

evidence of these findings is illustrated in Figure 5.14, which shows the examples of 

upper bound failure mechanisms for the COHESIVE_0.25_0.25 case under four

different cases of soil variability (varying c/B and COVc).  Inspection of the mesh 

showed that the rupture surfaces are contained in the upper layer.  This is depicted in 

Figure 5.14.  The results in Figures 5.11 and 5.12 demonstrate that the greatest 

reduction in N*c AV does not occur when c/B ≈ 0.5, as it did in single–layered case.  

It is shown that the worst case for N*c AV occurs when c/B ≤ 0.1 or c ≤ 0.2 m.  Since 

the smallest element size used in the finite element limit analyses is 0.2 m, and
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Figure 5.8   The variation of (a) N*c AV and (b) COVN*c AV with respect to COVc and 

c/B for the COHESIVE_0.25_0.25 case (where c1 / c2  = 0.25 and H/B = 0.25).
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c/B for the COHESIVE_0.25_0.50 case (where c1 / c2  = 0.25 and H/B = 0.5).
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Figure 5.11   The variation of normalised (a) N*c AV and (b) COVN*c AV with respect 

to COVc and c/B for the COHESIVE_0.25_0.25 case (where c1 / c2  = 0.25 and H/B

= 0.25).
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= 0.5).
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therefore the minimum correlation lengths used in the analyses need to be, by 

necessity, equal to and greater than 0.2 m.  Subsequently, the investigation into where 

the greatest reduction of N*c AV will occur is restricted by the aforementioned 

limitation.

(a) (b)

(c) (d)

Figure 5.14    Upper bound failure mechanism for COHESIVE_0.25_0.25 case (i.e. 

cu1/ cu2 = 0.25, H/B = 0.25), (a) c = 0.2m, COVc = 5%; (b) c = 100.0m, COVc = 

5%; (c) c = 0.2m, COVc = 100%; (d) c = 100.0m, COVc = 100%.

For the COHESIVE_0.25_1.00 case, however, the worst–case scenario for N*c AV

occurs when c/B ≈ 0.25, as shown in Figure 5.13.  In all of the 

COHESIVE_0.25_0.25 COHESIVE_0.25_0.50 and COHESIVE_0.25_1.00 cases, 

N*c AV increases as the correlation lengths rise and approach the deterministic value.  

Theoretically, it is believed that, when c/B becomes large but not infinite such that 

the correlation lengths are measured in kilometres, N*c AV will revert to the 

deterministic value, and this is also true in cases when c/B diminishes to zero, i.e. 

where the correlation lengths are measured in the order of micrometres.  It can also be 

observed that the variations of N*c AV in COHESIVE_0.25_1.00 case are similar to 

those in the single–layered case.  This is related to the reducing influence of the lower 
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layer on the bearing capacity of the footing as the thickness of the upper layer 

increases.  

By comparing the results from Figures 5.11 to 5.13, it can be seen that the two–

layered random soil system does have some evident effects on N*c AV, only when 

COVc is approximately equal to or greater than 50%.  For example, the normalised 

N*c AV for the COHESIVE_0.25_0.25 case (refer to Figure 5.11) exhibits around 29% 

reduction from the deterministic value when c/B = 0.1 and COVc = 100%, whilst for 

the same values of c/B and COVc, the reduction is approximately 35% for the 

COHESIVE_0.25_1.00 case (Figure 5.13).  It appears that the reduction of N*c AV in 

the COHESIVE_0.25_0.25 case is lower than in COHESIVE_0.25_1.00, and, this is 

due to the lower H/B value, which implies that the thickness of the upper layer is 

smaller and the interface between upper and lower layers is closer to the footing.  

However, when c/B = 50.0 and COVc = 100%, the reduction of N*c AV in the 

COHESIVE_0.25_0.25 case is slightly higher than in the COHESIVE_0.25_1.00

case, that is approximately 11% reduction for COHESIVE_0.25_0.25 compared to 

around 6% for COHESIVE_0.25_1.00.  The comparison of the normalised N*c AV

between COHESIVE_0.25_0.25, COHESIVE_0.25_0.50 and COHESIVE_0.25_1.00

when COVc = 100% is illustrated in Figure 5.15.

Figures 5.8 to 5.10 demonstrate how COV N*c AV varies with respect to c/B and COVc.  

For small soil variability, COV N*c AV tends to be small.  For increasing soil variability, 

COV N*c AV increases and levels off at COV N*c AV ≈ COVc when c/B ≥ 50.0 and COVc

≤ 50%.  For COVc = 100%, however, it can be seen that the variation of COV N*c AV is 

flat at a level well below COVc when c/B approaches 50.0.  From Figures 5.11 to 

5.13, it can be seen that the variation of COVN*c AV /COVc with varying c/B for COVc

= {5%, 10%, 20%, 50%} are very similar.  The COVN*c AV /COVc curves rise from a 

low value of approximately 10% when c/B equals to 0.1, toward 100%, which 

implies that COVN*c AV is equal to COVc, when c/B approaches 50.0.  These results 

show that the variation COVN*c AV is insensitive to COVc, as it only reacts to the 

variation of c/B.  For COVc = 100% case, however, it shows different variation of 

COVN*c AV /COVc when compared to other cases.
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COHESIVE_0.25_0.50 and COHESIVE_0.25_1.00 when COVc = 100% and comparison 

to single layered case.

In order to assess whether COV N*c AV tends toward COVc, when c/B→∞, as was 

observed in the single–layered cases the c1 / c2 = 0.25 case is examined.  It is 

assumed that c/B→∞ such that the soil properties become spatially constant in both 

layers, although it is still random from one realisation to another.  As COVc increases 

to 100%, the soil cohesion of both layers varies significantly, and as a result, the 

cu1/cu2 ratio varies greatly from near zero, which implies a very soft layer overlying a 

very stiff layer, to high values, implying the upper layer is underlain by a relatively 

soft layer.  The statistical distribution of the cu1/cu2 ratio, when COVc = 100% and 

c/B→∞ for the c1 / c2 = 0.25 case, is illustrated in Figure 5.16.  Subsequently, the 

COV N*c AV is simply a result of the variation of N*
c AV obtained from these c1 / c2

ranges.  Note that as shown in Figure 5.16 there is a significant proportion of cu1/cu2

ratio (around 12% of all realizations) that is greater than 1.0 and, as a result, the 

values of COV N*c AV and N*c AV obtained when COVc = 100% and c/B→∞ could be 

misleading, especially when the bottom layer has a significant influence on the 

bearing capacity factor.  In contrast, when COVc = 50% is employed, the probability 

of the cu1/cu2 ratio being greater than 1.0 is only approximately 2.0%, as shown in 
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Figure 5.17.  This problem, however, could be avoided if gamma distribution was 

used for c1 / c2 ratio.

The variation of normalised N*c AV and COVN*c AV with respect to COVc and c/B for 

c1 / c2 = 0.1 cases is presented in Figures 5.18 to 5.20.  The results of the sensitivity 

analyses for other cases where c1 / c2 < 1.0 are given in Appendix B.  It is 

found that by examining the results, and accounting for some minor differences 

between COHESIVE_0.25_0.25 to COHESIVE_0.25_1.00 and 

COHESIVE_0.10_0.25 to COHESIVE_0.10_1.00, the general behaviour and trends 

are quite similar.  The investigation of the results of all other cases where cu1/ cu2 < 

1.0 also yields the same conclusion.  It is therefore concluded that the effects of soil 

variability on the bearing capacity of strip footings founded on two–layered soils, 

when c1 / c2 < 0.25, will most likely be identical to those founded on two–layered 

soils, when c1 / c2 = 0.25.
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Figure 5.16   Histogram of the cu1/cu2 ratio when c1 / c2 = 0.25, COVc = 100% and 

c/B→∞.
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Figure 5.17   Histogram of the cu1/cu2 ratio when c1 / c2 = 0.25, COVc = 50% and 

c/B→∞.

5.4.4 Results of a Footing on a Purely Cohesive Two–Layered Spatially 

Variable Soil (for c1 / c2 > 1.0 cases)

In this section, the results of reliability studies of the effect of heterogenous soil on the 

bearing capacity of a strip footing founded on two–layered purely cohesive soils are 

presented and discussed, where, in this case, a stiff layer is underlain by relatively soft 

layer, i.e. c1 / c2 > 1.0.  It is tedious and repetitive, if not impossible, to discuss all 

the results, therefore, only a few pertinent cases will be discussed here.  Further details 

are presented in Appendix B.  The effect on the N*c AV and COVN*c AV is described.

The results for COHESIVE_4.0_0.25, COHESIVE_4.0_0.5 and COHESIVE_4.0_1.0 

are presented in Figures 5.21 to 5.23, respectively.  In these cases, cu1/cu2 = 4.0, was 

used, while H/B is varied from 0.25 (COHESIVE_4.0_0.25) to 1.0 

(COHESIVE_4.0_1.0).  The deterministic values for COHESIVE_4.0_0.25 to 

COHESIVE_4.0_1.0, evaluated in the previous section, are approximately 2.016, 

2.614 and 3.750 (refer to Table 5.4), respectively.  As discussed previously, a 
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Figure 5.18   Variation of the normalised (a) N*c AV and (b) COVN*c AV with respect 

to COVc and c/B for the COHESIVE_0.1_0.25 case (where c1 / c2  = 0.1 and H/B = 

0.25).
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Figure 5.19   Variation of the normalised (a) N*c AV and (b) COVN*c AV with respect 

to COVc and c/B for the COHESIVE_0.1_0.5 case (where c1 / c2  = 0.1 and H/B = 

0.5).
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Figure 5.20   Variation of the normalised (a) N*c AV and (b) COVN*c AV with respect 

to COVc and c/B for the COHESIVE_0.1_1.0 case (where c1 / c2  = 0.1 and H/B = 

1.0).
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normalised value of N*c AV is used due to differences in the deterministic values, so 

that the direct comparison between the three cases can be made.  The dimensionless 

results for cases COHESIVE_4.0_0.25, COHESIVE_4.0_0.5 and 

COHESIVE_4.0_1.0 are illustrated in Figures 5.24 to 5.26, respectively.

The general behaviour of the variation of N*c AV with respect to COVc and c/B

observed previously in the single–layered and two–layered cases, when c1 / c2 < 1.0, 

can also be seen here, although there are some slight differences.  For example, the 

results show that as, COVc increases, N*c AV decreases, and the soil variability is the 

most significant factor affecting N*c AV.  When COVc is less than or equal to 10%, the 

N*c AV curves are not responsive to the change of correlation lengths.  By examining 

the results of cases COHESIVE_4.0_0.25, COHESIVE_4.0_0.5 and 

COHESIVE_4.0_1.0, illustrated in Figures 5.24 to 5.26, the reduction of N*c AV is the 

greatest when the value of c/B is in the lower range, that is 0.5 ≤ c/B ≤ 1.0, and 

COVc is in the highest range (i.e. 100%).  The decrease in N*c AV for the cases 

COHESIVE_4.0_0.25, COHESIVE_4.0_0.5 and COHESIVE_4.0_1.0 was 

approximately 37%.

Another similarity in both two–layered cases, when c1 / c2 < 1.0 or c1 / c2 > 1.0, is 

that N*c AV increases as c/B increases from 1.0 to 50.0 and approaches the 

deterministic value, seen in cases COHESIVE_4.0_0.25, COHESIVE_4.0_0.5 and 

COHESIVE_4.0_1.0.  As discussed before, it is taught that the N*c AV will revert to 

the deterministic value when the c/B tends to zero or when the c/B becomes very 

large but not infinite.  However, this cannot be applied to all cases when c/B → ∞.  It 

has been investigated and discussed previously that N*c AV obtained from the 

reliability studies might not be accurate when c/B → ∞ and under extreme soil 

variability conditions.  The histogram of the cu1/cu2 ratio for the case when 

c1 / c2 = 4.0, COVc = 100% and c/B→∞, which is illustrated in Figure 5.27, 

explains the reason for this.  Each of the soil cohesions in both layers is approaching a 

single spatial value when c/B → ∞, implies that two homogeneous layers with 

varying cu1/cu2 ratio.  The cu1/cu2 ratio is strongly influenced by COVc.  As the COVc

increases, the variation of cu1/cu2 ratio also increases.  As shown in Figure 5.27, for 

COVc = 100%, the cu1/cu2 ratio, which has value less than 1.0, is generated 11.9% in
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Figure 5.21   Variation of (a) N*c AV and (b) COVN*c AV with respect to COVc and 

c/B for the COHESIVE_4.0_0.25 case (where c1 / c2  = 4.0 and H/B = 0.25).
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c/B for the COHESIVE_4.0_0.5 case (where c1 / c2  = 4.0 and H/B = 0.5).
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Figure 5.23   Variation of (a) N*c AV and (b) COVN*c AV with respect to COVc and 

c/B for the COHESIVE_4.0_1.0 case (where c1 / c2  = 4.0 and H/B = 1.0).
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the 500 realizations.  The value of cu1/cu2 ratio less than 1.0 contradicts the initial 

parameters (i.e. cu1/cu2 > 1.0) set for this case.  Therefore, it is believed that the 

N*c AV, and subsequently the COVN*c AV, obtained under those parameters are biased 

and should be treated with great care.  However, if the H/B ratio is sufficiently large, 

that is bearing capacity of the footing is not influenced by the soil properties of 

bottom layer, the values N*c AV, and COVN*c AV should be the same as those for 

single–layered randomly variable soil due to local averaging effect.

By comparing the results from Figures 5.24, 5.25 and 5.26, it can be seen that the 

variation of N*c AV in these three H/B cases, in general, follow similar trends with 

minor differences.  It seems that the two–layered random soil system has very little 

effect on N*c AV for all COVc and when c/B is less than approximately 2.50.  

However, when c/B is greater than 2.50, the effects become evident.  The comparison 

of normalised N*c AV between single–layered randomly variable soil, 

COHESIVE_4.0_0.25, COHESIVE_4.0_0.5 and COHESIVE_4.0_1.0 cases when 

COVc = 50% is illustrated in Figure 5.28, and also in Figure 5.29 when COVc = 100%.  

The normalised N*c AV in all COHESIVE_4.0_0.25, COHESIVE_4.0_0.5 and 

COHESIVE_4.0_1.0 cases result in 37% reduction from deterministic value when 

c/B = 1.0 and COVc = 100%, and the reduction of N*c AV is almost the same in single 

layered cases.  In contrast, the reduction of N*c AV is different for 

COHESIVE_4.0_0.25, COHESIVE_4.0_0.5 and COHESIVE_4.0_1.0 cases when 

c/B = 25.0 and COVc = 100% (refer to Figures 5.28 and 5.29) and it is well below 

those for the single–layered cases.

Figures 5.21 to 5.23 show the variation of COV N*c AV with respect to soil variability

and correlation lengths.  In general, COV N*c AV tends to be small if the soil variability 

is low.  For example, COV N*c AV is small when COVc  = 5.0%, regardless of the 

correlation lengths.  As the heterogeneity of the soil properties increases, COV N*c AV

also increases, and the effect of correlation lengths on COV N*c AV becomes obvious, 

and COV N*c AV becomes stable at a level below COVc  when c/B = 50.0 for all COVc

ranges.

From Figures 5.24 to 5.26, it can be seen that the variations of COVN*c AV /COVc with 

varying c/B for COVc = {5%, 10%, 20%, 50%} are very similar, as seen in 
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c1 / c2 < 1.0.  The COVN*c AV /COVc curves rise from a value ≈ 10% when c/B = 0.1, 

toward 100%, which implies that COVN*c AV is equal to COVc, when c/B approaches 

50.0.  These results, again, showed that the variation COVN*c AV is insensitive to COVc, 

as it only reacts to the variation of c/B.  For COVc = 100% case, however, it shows 

slightly different variation of COVN*c AV /COVc when compared to other cases.  This is 

not surprising as discussed before, when c/B→∞, the soil properties become spatially 

constant in both layers, although it is still random from one realization to another.  As 

COVc increases, the soil cohesion of both layers varies significantly, and as a result, 

the cu1/cu2 ratio varies in an extreme range, as already shown in Figure 5.27.  The high 

variability of cu1/cu2 ratio affects the accuracy of N*c AV obtained, and subsequently, 

the accuracy of COV N*c AV, which measures the variation of N*
c AV obtained from 

these cu1/cu2 ranges, is also affected.

Finally, examples of the upper bound failure mechanisms for the 

COHESIVE_40.0_0.25 case under four different scenarios of soil variability (varying 

c/B and COVc) are shown in Figure 5.30.  The rupture surface cannot be seem clearly 
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due to insufficient displacement.  In order to understand failure mechanisms better, 

the displacements in the area of interest, that is the regions beneath and around the 

footing, have been scaled and the results are shown in Figures 5.31.  The mesh clearly 

show punching shear failure through the strong top layer, followed by general shear 

failure in the bottom layer.  It is known that the failure mechanisms, which always 

follow the weakest path through heterogenous soil, are non–symmetrical when the 

variability of soil properties is high (Fenton and Griffiths, 2003).  It can be seen that, 

as illustrated in Figure 5.31(c), when COVc is high and c/B is low the rupture surface 

is non–symmetrical, random and unpredictable.  However, in two cases, as shown in 

Figure 5.31, namely (a) when c/B and COVc are both low and (b) when c/B is high 

and COVc is low, the general shear failure mechanisms in the bottom layer exhibit a 

more symmetrical log–spiral surface on both sides of the footing, whilst, the deformed 

mesh illustrated in Figure 5.31(d) shows that the rupture surfaces in the soil mass are 

most likely to extend to ground surface at one side of footings.

5.5      CONCLUSIONS AND SUMMARY

In this chapter, the local average subdivision (LAS) method has been implemented 

into both the lower and upper bound finite element methods to investigate the effect 

of the variability of soil properties on the bearing capacity of footings founded on 

single– and two–layered purely cohesive soils.  In this investigation, a range of soil 

variabilies and correlation lengths, i.e. COVc and c, were used and the effects were 

quantified using the average and coefficient of variation (COV) of the bearing 

capacity factors, i.e. N*c AV and COV N*c AV.  The variations of these two parameters 

with respect to soil variability and correlation lengths were analysed.

In summary, the analyses presented in this chapter have yielded the following results:

(1) As the soil variability increases, the mean of N*
c decreases in both the single–

and two–layered clay cases.

(2) The greatest reduction of N*c was observed when c ≈ 0.5B and COVc = 

100% for the single–layered case.  The value of N*c is 38% lower than the 

deterministic, solution.  
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(a) (b)

(c) (d)

Figure 5.30    Upper bound failure mechanism for COHESIVE_40.0_0.25 case (i.e. 

cu1/ cu2 = 40.0, H/B = 0.25), (a) c = 0.2m, COV = 5%; (b) c = 100.0m, COV = 5%; 

(c) c = 0.2m, COV = 100%; (d) c = 100.0m, COV = 100%.

(3) For the two–layered situation, and when a soft layer is underlain by a strong 

layer, i.e. c1 / c2 < 1.0, the worst–case scenario for H/B = 0.25 and 0.5 

occurred when c ≈ 0.1B or less and COVc = 100% (cases 

COHESIVE_0.25_0.25 and COHESIVE_0.25_0.50).  As H/B increases to 1.0 

(COHESIVE_0.25_1.00 case), the greatest reduction of N*c occurred when c

≈ 0.25B and COVc = 100%.  The values of N*c AV were 29% to 38% less than 

the deterministic value for the worst–case scenario for H/B = 0.25, 0.5 and 

1.0.

(4) When the footing is founded on clay deposits, where a strong layer is 

underlain by soft layer, i.e. c1 / c2 > 1.0, the worst–case scenario occurs 

when 0.5B ≤ c ≤ 1.0B and COVc = 100% (e.g. COHESIVE_4.0_0.25, 

COHESIVE_4.0_0.5 and COHESIVE_4.0_1.0 cases) for all H/B cases.  The 

N*c AV value for worst–case scenario is 37% – 38% less than deterministic 

value.  This is similar to those observed for single–layered case.
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(a) (b)

(c) (d)

Figure 5.31    Magnified view of area of interest: (a) c = 0.2 m, COV = 5%; (b) c = 

100.0 m, COV = 5%; (c) c = 0.2 m, COV = 100%; (d) c = 100.0 m, COV = 100%.

(5) It is concluded that, as H/B increases, which implies that the thickness of 

uppermost layer is increasing and the strength of the bottom layer has less 

influence on the bearing capacity of footing, the variations of N*c AV and 

COV N*c AV with respect to soil variability and correlation lengths obtained will 

be the same as those in the single–layered case.

(6) In the single–layered case, as the correlation lengths approach two extremes, 

i.e. c→∞ and c→0, N*c will revert to the Prandtl solution of 5.14.  

(7) For the two–layered cases, theoretically, N*c will revert to the deterministic 

solution as c→0.  However, as c→∞ and when COVc is very high, it has 

been shown that a large proportion of realizations fell outside the intended 

study ranges.  As a consequence, N*c and COV N*c AV obtained have to be 

treated with caution.  However, this problem could be overcome if gamma 

distribution on c1 / c2 ratio was used.
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(8) The coefficient of variation of the bearing capacity factor, COVN*c, was found 

to be positively correlated with both soil variability and correlation lengths, in 

both the single– and two–layered cases.

(9) When normalised coefficient of variation of the bearing capacity factor, 

COVN*c, was used, it is found that the variation of the normalised values are 

not sensitive to COVc, but are only responding to varying c/B, in both the 

single– and two–layered cases.

(10) By examining the upper bound failure mechanism, it is observed that the 

inherent spatial variability of soil shear strength alters the failure mechanism 

from a symmetrical log–spiral mechanism in homogeneous soil cases to a 

non–symmetrical mechanism, particularly when COVc is high.

In the following chapters the development of artificial neural network (ANN) -based 

models are presented.  The models aim to predict the bearing capacity of footings 

founded on purely cohesive and also cohesive–frictional weightless multi–layered soil 

profiles.



CHAPTER 6

ANN-BASED MODEL FOR PREDICTING 

BEARING CAPACITY ON A MULTI-

LAYERED COHESIVE SOIL PROFILE
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6.1      INTRODUCTION

The ultimate bearing capacity of a shallow strip footing founded on a single 

homogeneous soil layer can be evalated using Terzaghi’s equation (Terzaghi, 1943):

BNNqNcq qcu 
2

1
 (6.1)

where Nc , Nq and N are the dimensionless bearing capacity factors;  c is undrained 

shear strength of the soil; q is the surcharge;  is the unit weight of soil; and B is the 

footing width.  

For a strip footing founded on a single homogeneous layer of cohesive soil, assuming 

the soil is weightless and without surcharge, the ultimate bearing capacity, qu(c), 

becomes:

cNq ccu )( (6.2)

where Nc is given by Prandtl solution, which is equal to 2 +  or 5.14 (Prandtl, 1921). 

In reality, most naturally occurring soils are formed in discrete layers and are often 

heterogenous.  Therefore, footings are most likely to be founded on heterogenous and 

multi-layered soils, in which the shear strength may increase or decrease with depth, 

or the soil profile may consist of distinct layers having significantly different 

properties.  The effect of increasing strength on bearing capacity has been addressed 

by Davis and Booker (1973), while rigorous solutions to the problem of strip footings 

founded on two-layered cohesive soils were obtained by several researchers, notably 

Button (1953); Chen (1975); Reddy and Srinivasan (1967); Brown & Meyerhof 

(1969); Meyerhof and Hanna (1978); Burd and Frydman (1997); Florkiewicz (1989) 

and more recently, Merifield, et al. (1999).  However, determinination of the bearing 

capacity of footing on multi-layered, cohesive soils remains empirical.  For example 

Bowles (1988) suggested using the weighted average soil strength, cav, of a number of 

cohesive layers as follows: 
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where n is the total number of layers; ci and hi respectively represent the soil cohesion 

and the thickness of the ith stratum.  The 


n

i
ih

1

 is calculated as follows:

)45tan(5.0
1




Bh
n

i
i (6.4)

where  is the internal frictional angle of soil, which, in this case, is zero.  The 


n

i
ih

1

in Equation (6.3) implies that only top layers making in total 0.5  B tan(45+) will 

be considered and  must be less than 45

The objective of this study is to develop meta-models for predicting the bearing 

capacity of strip, rough footings supported on a ten-layered, purely cohesive, 

homogeneous and weightless material.  The bearing capacity problem considered in 

this study is illustrated in Figure 6.1.  A strip footing, of width B, is founded on a 

number of thin, horizontal layers having thickness, hi, and soil cohesion, ci.  The 

ultimate bearing capacity, qu(c), can then be expressed as: 

qu(c) = f(ci, hi, B) (6.5)

Figure 6.1   Problem definition for 10-layered cohesive soil.
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6.2      DATA GENERATION USING NUMERICAL 
FORMULATION OF UPPER AND LOWER 
BOUND THEOREM

To generate data for developing bearing capacity equations for multi-layered soil, a 

parametric study is required to be carried out that examines each of the factors 

influencing the bearing capacity of the footing.  This is needed for both multi-

regression analysis, and also to train and test the MLP models.  The bearing capacity 

problem is shown in Figure 6.1.  A rough shallow strip footing is founded on multi-

layered cohesive soils with cohesion, ci, ranging from 1.0 to 10.0 kPa.  The width of 

the footing, B, is assumed to vary between 1.0 and 4.0 metres, and the thickness of 

each of the layers, hi, varies between 0.1 and 2.0 metres, except for the last layer in 

each case, i.e. h4 in 4-layer case and h10 in 10-layer case, which is assumed to have 

infinite depth.

To achieve a tight bracket between the lower and upper bounds, very fine meshes 

have been used, and typical upper and lower bound meshes for a strip footing resting 

on a multi-layered soil are shown in Figures 6.2 and 6.3, respectively.  Both the upper 

and lower bound computations are carried out on half of the domain due to the 

symmetric nature of the problem.  The size of the meshes used in the upper and lower 

bound computations are set to 5Bmax/2 (i.e. 10.0) metres in depth and 5Bmax/2  (i.e. 

10.0) metres in width, to ensure that the meshed domain contains the plastic zone.  In 

lower bound computation, special “extension” elements are also placed on part of the 

boundary of the stress field (Figure 6.2) to model the unbounded domain, thus 

providing a complete statically-admissible stress field and a rigorous lower bound.  

The footing is modelled as a rough footing and, as a result, a special line element is 

included in the upper bound computations to create a series of velocity discontinuities 

between the footing base and soil, which can be assigned a suitable strength value, 

enabling various types of footing problems to be analyzed.  For example, for a 

perfectly rough footing case, the velocity discontinuities are assigned a strength equal 

to the undrained shear strength of the soil.  To model a perfectly rough footing in the 

lower bound computation, no additional constraints are placed on the allowable shear 
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stress at element nodes located directly beneath the footing.  The shear stress is, 

therefore, unrestricted and may vary up to the undrained shear strength of the soil 

(according to the yield constraint) (Lyamin and Sloan, 2002).

A series of 2,000 realizations of Monte Carlo simulation is carried out on each of the 

factors that affect bearing capacity.  For each realization, values of ci, B and hi are 

randomly selected from a uniform distribution within pre-defined ranges, and 

presented as inputs for the numerical limit simulations.  The upper and lower bound 

solutions, denoted by UB
cuq )(  and LB

cuq )( , respectively, are obtained and shown in Figures 

6.4 and 6.5.  The error, which measures the accuracy of the solutions, is defined as:

Figure 6.2   Typical mesh for analysis of strip footing and directions of extensions for 
lower bound implementation. 
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The error ranged between ±0.5% to ±24.6% with an average of ±2.6%, indicating that 

the bounds were very tight.  However, large errors arise when a very thin (e.g. 0.1 

metre) and soft (e.g. 1.0 kPa) uppermost clay layer is underlain by a very stiff (e.g. 10 

kPa) layer.  Such errors, however, do not affect the overall accuracy of the proposed 

model, as only 0.06% of the population (i.e. 12 out of 2000) had an error exceeding 

±10.0%, and 95.9% of the population had an error below ±5.0%.  Hence, it is 

reasonable to adopt the average values of the upper and lower bound solutions as the 

correct collapse loads, as the range is small in most cases.

Figure 6.3   Typical mesh for upper bound implementation.
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Figure 6.4  Bearing capacity for the first 200 realizations. (4-layered case) 
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Figure 6.5   Bearing capacity for the first 200 realizations. (10-layered case)

6.3      MULTIPLE-REGRESSION ANALYSIS

Multiple-regression is used to develop a relationship between the single dependent 

variable, qu(c), and one or more independent variables ci, hi and B.  For 4-layered soils, 

the prediction of qu(c) is accomplished by the following model:
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bBwhwhwhwcwcwcwcwq cu  837261544332211)( (6.7)

where wi are the regression weights and are computed in a manner that minimises the 

sum of the squared deviations;  and b is the y-axis intercept.  The thickness of the 

fourth layer, h4, is omitted due to its infinite extent.  Associated with multiple-

regression is the multiple correlation coefficients, which is the variance of the 

dependent variable explained collectively by all of the independent variables.  A 

multiple-regression model, for the 4-layered soil case, was obtained using an Excel 

spreadsheet and was found to be best described by:

422.4061.1319.0

631.0137.1426.0620.0393.1871.2

3

214321)(





Bh

hhccccq cu
(6.8)

Power or exponential terms can be added as independent variables to explore 

curvilinear effects, and, thus two additional multiple-regression models are obtained 

as follows:

790.1032.0014.0

020.0030.0016.0026.0058.0139.0ln

3

214321)(





Bh

hhccccq cu
(6.9)

and

297.1029.0014.0015.0

030.0ln089.0ln122.0ln282.0ln663.0ln

32

14321)(





Bhh

hccccq cu
(6.10)

An alternative model is examined, again facilitated by the use of Excel, which 

involves including cross-product terms that are added as independent variables to 

explore interaction effects, and yield:

952.2ln079.0151.0366.0859.0

ln083.0ln095.0ln245.0ln570.0ln

321

4332211)(





Bhhh

chchchcq cu
(6.11)
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The scatterplots of predicted versus actual values using Equations 6.8 to 6.11 are 

presented in Figure 6.6.  The performance of these models is assessed by using three 

standard performance measures, namely the correlation coefficient, r, the root mean 

square error, RMSE, and mean absolute error, MAE.  A summary of the performance 

results is presented in Table 6.1.  It can be seen that, whilst all models perform well, 

Equation. 6.11 performs the best with the highest correlation coefficient (i.e. 0.889) 

and the lowest RMSE and MAE, which of 4.62 and 3.42 kN/m2, respectively.  As will 

be demonstrated later, the multiple regression models perform poorly when compared 

to the ANN models developed below.  In the case of 10-layered soil profile, a multiple 

regression model is not represented here, as its predictive performance is particularly 

poor.
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Figure 6.6   Scatterplots of predicted versus actual values for 4-layered clay case 
using multiple-regression, Equations 6.8, 6.9, 6.10 and 6.11.
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Table 6.1   Performance results of multiple regression models.

Equation r RMSE (kN/m2) MAE (kN/m2)
(6.8) 0.843 5.37 4.23
(6.9) 0.837 5.56 4.38
(6.10) 0.883 4.72 3.54
(6.11) 0.889 4.62 3.42

6.4      DEVELOPMENT OF NEURAL NETWORK 
MODELS

In order to develop a more accurate model, artificial neural networks (ANNs) were 

adopted.  ANN models were developed using the NEUFRAME computer software 

(Neusciences, 2000).  For the 4-layered soil profile, eight variables are presented to 

the MLP models as model inputs.  These include the cohesion of the four soil layers, 

c1, c2, c3 and c4, the stratum thickness of the three uppermost layers, h1, h2, and h3, and 

the footing width, B (as shown in Figure 6.1).  For the 10-layered soil profile case, 

there are 20 model inputs, which include the 10 soil cohesions, c1, 2, … ,10, 9 stratum 

thicknesses h1, 2, … ,9, and the footing width, B (as shown in Figure 6.1).  For the 4- and 

10-layered soil profile, the single model output is the ultimate bearing capacity, qu(c).  

The parameter h4 for the 4-layer case and h10 for the 10-layer case are omitted from 

the MLP models because of their infinity.

As cross-validation (Stone, 1974) is used as the stopping criterion for MLP models, 

the data are divided into three sets, namely: training, testing and validation.  When 

dividing the data into their subsets, it is essential to check that the data used for 

training, testing and validation represent the same population, as recommended by 

Masters (1993).  The statistics of the data used for training, testing and validation sets 

presented for 4- and 10-layered cases are shown in Table 6.2 and 6.3, respectively.  

For each case, 80% (or 1,600 cases) of the data are used for training and 20% or (400 

cases) are used for validation.  The training data are further divided into 70% (i.e 

1,120 cases) for the training set and 30% (480 cases) for the testing set.  Furthermore, 

t- and F-tests for both cases, shown in Tables 6.2 and 6.3, were carried out and the 

results indicated that the three data sets may be considered to be representative of 

each other.
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Table 6.2   ANN input and output statistics for 4-layered case.

Model Variable 
and Data Sets

Mean
Standard 
Deviation

Minimum Maximum Range

Soil cohesion at layer 1 (c1) kPa

    Training set 5.53 2.55 1.01 10.00 8.99

    Testing set 5.44 2.47 1.02 9.98 8.96

    Validation set 5.49 2.61 1.03 9.99 8.96

Soil cohesion at layer 2 (c2) kPa

    Training set 5.54 2.61 1.00 9.99 8.99

    Testing set 5.65 2.54 1.03 9.96 8.93

    Validation set 5.54 2.63 1.00 9.98 8.98

Soil cohesion at layer 3 (c3) kPa

    Training set 5.51 2.64 1.00 10.00 9.00

    Testing set 5.56 2.58 1.00 9.99 8.99

    Validation set 5.71 2.62 1.00 9.97 8.97

Soil cohesion at layer 4 (c4) kPa

    Training set 5.53 2.64 1.01 9.99 8.98

    Testing set 5.52 2.74 1.01 9.99 8.98

    Validation set 5.61 2.61 1.01 9.99 8.98

Soil thickness of layer 1 (h1) m

    Training set 1.04 0.58 0.10 2.00 1.90

    Testing set 1.02 0.59 0.10 2.00 1.90

    Validation set 1.03 0.60 0.10 2.00 1.90

Soil thickness of layer 2 (h2) m
    Training set 1.05 0.59 0.10 2.00 1.90

    Testing set 1.03 0.58 0.10 2.00 1.90

    Validation set 1.03 0.57 0.10 2.00 1.90

Soil thickness of layer 3 (h3) m

    Training set 1.04 0.58 0.10 2.00 1.90

    Testing set 1.02 0.57 0.10 2.00 1.90

    Validation set 1.02 0.56 0.10 2.00 1.90

Footing width (B) m

    Training set 2.49 0.93 1.00 4.00 3.00

    Testing set 2.54 0.93 1.00 4.00 3.00

    Validation set 2.60 0.91 1.00 4.00 3.00

Average bearing capacity of strip footing (qu(c)) kN/m2

    Training set 23.77 9.90 5.27 50.80 45.53

    Testing set 23.79 10.40 5.53 49.85 44.32

    Validation set 23.71 9.82 5.57 50.07 44.5
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Table 6.3   ANN input and output statistics for 10-layered case.

Model Variable 
and Data Sets

Mean
Standard 
Deviation

Minimum Maximum Range

Soil cohesion at layer 1 (c1) kPa

    Training set 5.46 2.59 1.00 10.00 9.00

    Testing set 5.22 2.60 1.00 10.00 9.00

    Validation set 5.69 2.62 1.07 9.94 8.87

Soil cohesion at layer 2 (c2) kPa

    Training set 5.55 2.61 1.00 9.98 8.98

    Testing set 5.58 2.53 1.07 9.93 8.86

    Validation set 5.55 2.60 1.02 9.94 8.92

Soil cohesion at layer 3 (c3) kPa

    Training set 5.49 2.65 1.00 10.00 9.00

    Testing set 5.57 2.68 1.02 9.99 8.97

    Validation set 5.52 2.71 1.01 10.00 8.99

Soil cohesion at layer 4 (c4) kPa

    Training set 5.55 2.62 1.01 9.99 8.98

    Testing set 5.50 2.55 1.01 9.98 8.97

    Validation set 5.39 2.58 1.01 9.95 8.94

Soil cohesion at layer 5 (c5) kPa

    Training set 5.43 2.57 1.00 9.99 8.99

    Testing set 5.54 2.58 1.01 9.99 8.98

    Validation set 5.53 2.49 1.08 9.99 8.91

Soil cohesion at layer 6 (c6) kPa

    Training set 5.61 2.59 1.00 9.99 8.99

    Testing set 5.63 2.61 1.02 9.98 8.96

    Validation set 5.52 2.49 1.01 9.95 8.94

Soil cohesion at layer 7 (c7) kPa

    Training set 5.53 2.55 1.00 10.00 9.00

    Testing set 5.31 2.67 1.01 9.97 8.96

    Validation set 5.46 2.63 1.03 9.99 8.96

Soil cohesion at layer 8 (c8) kPa

    Training set 5.59 2.65 1.00 10.00 9.00

    Testing set 5.48 2.55 1.05 9.98 8.93

    Validation set 5.32 2.62 1.01 10.00 8.99

Soil cohesion at layer 9 (c9) kPa

    Training set 5.60 2.60 1.00 10.00 9.00

    Testing set 5.66 2.67 1.08 9.99 8.91

    Validation set 5.55 2.49 1.02 9.99 8.97

Soil cohesion at layer 10 (c10) kPa
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Table 6.3   ANN input and output statistics for 10-layered case. (Continued)

    Training set 5.37 2.63 1.01 10.00 8.99

    Testing set 5.40 2.65 1.01 10.00 8.99

    Validation set 5.64 2.71 1.06 9.99 8.93

Soil thickness of layer 1 (h1) m

    Training set 1.08 0.59 0.10 2.00 1.90

    Testing set 1.08 0.57 0.10 2.00 1.90

    Validation set 1.04 0.56 0.10 2.00 1.90

Soil thickness of layer 2 (h2) m

    Training set 1.04 0.58 0.10 2.00 1.90

    Testing set 1.05 0.56 0.10 2.00 1.90

    Validation set 1.05 0.57 0.10 2.00 1.90

Soil thickness of layer 3 (h3) m

    Training set 1.03 0.59 0.10 2.00 1.90

    Testing set 1.07 0.57 0.10 2.00 1.90

    Validation set 1.08 0.59 0.10 2.00 1.90

Soil thickness of layer 4 (h4) m

    Training set 1.04 0.58 0.10 2.00 1.90

    Testing set 1.13 0.60 0.10 2.00 1.90

    Validation set 1.06 0.56 0.10 2.00 1.90

Soil thickness of layer 5 (h5) m

    Training set 1.03 0.58 0.10 2.00 1.90

    Testing set 1.04 0.57 0.10 2.00 1.90

    Validation set 1.06 0.56 0.10 2.00 1.90

Soil thickness of layer 6 (h6) m

    Training set 1.06 0.57 0.10 2.00 1.90

    Testing set 1.14 0.56 0.10 2.00 1.90

    Validation set 1.07 0.54 0.10 2.00 1.90

Soil thickness of layer 7 (h7) m

    Training set 1.04 0.57 0.10 2.00 1.90

    Testing set 1.01 0.58 0.10 2.00 1.90

    Validation set 1.03 0.57 0.10 2.00 1.90

Soil thickness of layer 8 (h8) m

    Training set 1.03 0.58 0.10 2.00 1.90

    Testing set 1.07 0.58 0.10 2.00 1.90

    Validation set 1.05 0.56 0.10 2.00 1.90

Soil thickness of layer 9 (h9) m

    Training set 1.04 0.58 0.10 2.00 1.90

    Testing set 1.03 0.58 0.10 2.00 1.90
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Table 6.3   ANN input and output statistics for 10-layered case. (Continued)

    Validation set 1.06 0.58 0.10 2.00 1.90

Footing width (B) m

    Training set 2.50 0.93 1.00 4.00 3.00

    Testing set 2.52 0.93 1.00 4.00 3.00

    Validation set 2.59 0.94 1.00 4.00 3.00

Average bearing capacity of strip footing (q u(c)) kN/m2

    Training set 23.88 10.21 51.26 5.15 46.11

    Testing set 22.68 9.92 49.73 5.28 44.45

    Validation set 23.90 10.34 49.32 5.48 43.84

Table 6.4   Null hypothesis tests for 4-layered case.

Model 
Variable 
and Data 

Sets

t-value
Lower 
Critical 
value

Upper 
Critical 
value

t-test F-value
Lower 
Critical 
value

Upper 
Critical 
value

F-test

Soil cohesion at layer 1 (c1) kPa

Training -0.331 -1.961 1.961 Accept 0.994 -0.902 0.902 Accept

Testing 0.519 -1.961 1.961 Accept 1.061 -0.871 0.871 Accept

Validation 0.066 -1.961 1.961 Accept 0.947 -0.862 0.862 Accept

Soil cohesion at layer 2 (c2) kPa

Training 0.271 -1.961 1.961 Accept 0.991 -0.902 0.902 Accept

Testing -0.632 -1.961 1.961 Accept 1.044 -0.871 0.871 Accept

Validation 0.170 -1.961 1.961 Accept 0.972 -0.862 0.862 Accept

Soil cohesion at layer 3 (c3) kPa

Training 0.524 -1.961 1.961 Accept 0.984 -0.902 0.902 Accept

Testing 0.011 -1.961 1.961 Accept 1.034 -0.871 0.871 Accept

Validation -1.018 -1.961 1.961 Accept 1.005 -0.862 0.862 Accept

Soil cohesion at layer 4 (c4) kPa

Training 0.131 -1.961 1.961 Accept 1.013 -0.902 0.902 Accept

Testing 0.201 -1.961 1.961 Accept 0.942 -0.871 0.871 Accept

Validation -0.484 -1.961 1.961 Accept 1.036 -0.862 0.862 Accept

Soil thickness of layer 1 (h1) m

Training -0.231 -1.961 1.961 Accept 1.014 -0.902 0.902 Accept

Testing 0.375 -1.961 1.961 Accept 1.008 -0.871 0.871 Accept

Validation 0.021 -1.961 1.961 Accept 0.950 -0.862 0.862 Accept

Soil thickness of layer 2 (h2) m

Training -0.402 -1.961 1.961 Accept 0.980 -0.902 0.902 Accept

Testing 0.239 -1.961 1.961 Accept 1.017 -0.871 0.871 Accept
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Table 6.4   Null hypothesis tests for 4-layered case. (Continued)

Validation 0.515 -1.961 1.961 Accept 1.036 -0.862 0.862 Accept

Soil thickness of layer 3 (h3) m

Training -0.423 -1.961 1.961 Accept 0.977 -0.902 0.902 Accept

Testing 0.414 -1.961 1.961 Accept 1.028 -0.871 0.871 Accept

Validation 0.363 -1.961 1.961 Accept 1.030 -0.862 0.862 Accept

Footing width (B) m

Training 0.908 -1.961 1.961 Accept 0.990 -0.902 0.902 Accept

Testing -0.312 -1.961 1.961 Accept 0.990 -0.871 0.871 Accept

Validation -1.416 -1.961 1.961 Accept 1.046 -0.862 0.862 Accept

Average bearing capacity of strip footing (q u(c)) kN/m2

Training -0.018 -1.961 1.961 Accept 1.021 -0.902 0.902 Accept

Testing -0.055 -1.961 1.961 Accept 0.924 -0.871 0.871 Accept

Validation 0.099 -1.961 1.961 Accept 1.037 -0.862 0.862 Accept

Table 6.5   Null hypothesis tests for 10-layered case.

Model 
Variable 
and Data 

Sets

t-value
Lower 
Critical 
value

Upper 
Critical 
value

t-test F-value
Lower 
Critical 
value

Upper 
Critical 
value

F-test

Soil cohesion at layer 1 (c1) kPa

Training -0.144 -1.961 1.961 Accept 1.011 -0.902 0.902 Accept

Testing 1.775 -1.961 1.961 Accept 1.001 -0.871 0.871 Accept

Validation -1.689 -1.961 1.961 Accept 0.983 -0.862 0.862 Accept

Soil cohesion at layer 2 (c2) kPa

Training 0.071 -1.961 1.961 Accept 0.984 -0.902 0.902 Accept

Testing -0.175 -1.961 1.961 Accept 1.043 -0.871 0.871 Accept

Validation 0.056 -1.961 1.961 Accept 0.991 -0.862 0.862 Accept

Soil cohesion at layer 3 (c3) kPa

Training 0.241 -1.961 1.961 Accept 1.014 -0.902 0.902 Accept

Testing -0.414 -1.961 1.961 Accept 0.990 -0.871 0.871 Accept

Validation 0.004 -1.961 1.961 Accept 0.971 -0.862 0.862 Accept

Soil cohesion at layer 4 (c4) kPa

Training -0.433 -1.961 1.961 Accept 0.981 -0.902 0.902 Accept

Testing 0.042 -1.961 1.961 Accept 1.036 -0.871 0.871 Accept

Validation 0.788 -1.961 1.961 Accept 1.011 -0.862 0.862 Accept

Soil cohesion at layer 5 (c5) kPa

Training 0.479 -1.961 1.961 Accept 0.989 -0.902 0.902 Accept
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Table 6.5   Null hypothesis tests for 10-layered case. (Continued)

Testing -0.460 -1.961 1.961 Accept 0.980 -0.871 0.871 Accept

Validation -0.409 -1.961 1.961 Accept 1.054 -0.862 0.862 Accept

Soil cohesion at layer 6 (c6) kPa

Training -0.118 -1.961 1.961 Accept 0.989 -0.902 0.902 Accept

Testing -0.290 -1.961 1.961 Accept 0.969 -0.871 0.871 Accept

Validation 0.568 -1.961 1.961 Accept 1.069 -0.862 0.862 Accept

Soil cohesion at layer 7 (c7) kPa

Training -0.689 -1.961 1.961 Accept 1.035 -0.902 0.902 Accept

Testing 1.134 -1.961 1.961 Accept 0.947 -0.871 0.871 Accept

Validation 0.009 -1.961 1.961 Accept 0.975 -0.862 0.862 Accept

Soil cohesion at layer 8 (c8) kPa

Training -0.824 -1.961 1.961 Accept 0.980 -0.902 0.902 Accept

Testing 0.246 -1.961 1.961 Accept 1.055 -0.871 0.871 Accept

Validation 1.314 -1.961 1.961 Accept 0.999 -0.862 0.862 Accept

Soil cohesion at layer 9 (c9) kPa

Training 0.035 -1.961 1.961 Accept 0.996 -0.902 0.902 Accept

Testing -0.398 -1.961 1.961 Accept 0.946 -0.871 0.871 Accept

Validation 0.400 -1.961 1.961 Accept 1.084 -0.862 0.862 Accept

Soil cohesion at layer 10 (c10) kPa

Training 0.621 -1.961 1.961 Accept 1.013 -0.902 0.902 Accept

Testing 0.233 -1.961 1.961 Accept 1.006 -0.871 0.871 Accept

Validation -1.414 -1.961 1.961 Accept 0.961 -0.862 0.862 Accept

Soil thickness of layer 1 (h1) m

Training -0.399 -1.961 1.961 Accept 0.971 -0.902 0.902 Accept

Testing -0.179 -1.961 1.961 Accept 1.026 -0.871 0.871 Accept

Validation 0.986 -1.961 1.961 Accept 1.054 -0.862 0.862 Accept

Soil thickness of layer 2 (h2) m

Training 0.149 -1.961 1.961 Accept 0.975 -0.902 0.902 Accept

Testing -0.072 -1.961 1.961 Accept 1.049 -0.871 0.871 Accept

Validation -0.210 -1.961 1.961 Accept 1.011 -0.862 0.862 Accept

Soil thickness of layer 3 (h3) m

Training 0.898 -1.961 1.961 Accept 0.993 -0.902 0.902 Accept

Testing -0.820 -1.961 1.961 Accept 1.044 -0.871 0.871 Accept

Validation -0.809 -1.961 1.961 Accept 0.972 -0.862 0.862 Accept

Soil thickness of layer 4 (h4) m

Training 1.147 -1.961 1.961 Accept 1.008 -0.902 0.902 Accept

Testing -2.039 -1.961 1.961 Accept 0.946 -0.871 0.871 Accept
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Table 6.5   Null hypothesis tests for 10-layered case. (Continued)

Validation 0.143 -1.961 1.961 Accept 1.065 -0.862 0.862 Accept

Soil thickness of layer 5 (h5) m

Training 0.385 -1.961 1.961 Accept 0.979 -0.902 0.902 Accept

Testing 0.063 -1.961 1.961 Accept 1.000 -0.871 0.871 Accept

Validation -0.829 -1.961 1.961 Accept 1.061 -0.862 0.862 Accept

Soil thickness of layer 6 (h6) m

Training 0.982 -1.961 1.961 Accept 0.970 -0.902 0.902 Accept

Testing -2.097 -1.961 1.961 Accept 1.021 -0.871 0.871 Accept

Validation 0.437 -1.961 1.961 Accept 1.081 -0.862 0.862 Accept

Soil thickness of layer 7 (h7) m

Training -0.460 -1.961 1.961 Accept 1.004 -0.902 0.902 Accept

Testing 0.603 -1.961 1.961 Accept 0.969 -0.871 0.871 Accept

Validation 0.198 -1.961 1.961 Accept 1.024 -0.862 0.862 Accept

Soil thickness of layer 8 (h8) m

Training 0.551 -1.961 1.961 Accept 0.993 -0.902 0.902 Accept

Testing -0.725 -1.961 1.961 Accept 0.971 -0.871 0.871 Accept

Validation -0.243 -1.961 1.961 Accept 1.056 -0.862 0.862 Accept

Soil thickness of layer 9 (h9) m

Training -0.053 -1.961 1.961 Accept 1.002 -0.902 0.902 Accept

Testing 0.496 -1.961 1.961 Accept 0.999 -0.871 0.871 Accept

Validation -0.449 -1.961 1.961 Accept 0.991 -0.862 0.862 Accept

Footing width (B) m

Training 0.634 -1.961 1.961 Accept 1.001 -0.902 0.902 Accept

Testing 0.003 -1.961 1.961 Accept 1.001 -0.871 0.871 Accept

Validation -1.211 -1.961 1.961 Accept 0.997 -0.862 0.862 Accept

Average bearing capacity of strip footing (q u(c)) kN/m2

Training -0.748 -1.961 1.961 Accept 0.993 -0.902 0.902 Accept

Testing 1.808 -1.961 1.961 Accept 1.053 -0.871 0.871 Accept

Validation -0.535 -1.961 1.961 Accept 0.968 -0.862 0.862 Accept

A t-test is any statistical hypothesis test in which the test statistic has a Student's t

distribution if the null hypothesis is true. It is applied when the population is assumed 

to be normally distributed but the sample sizes are small enough that the statistic, on 

which inference is based, is not normally distributed because it relies on an uncertain 

estimate of standard deviation rather than on a precisely known value.  In other words, 
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the t-test assesses whether the means of two groups are statistically different from 

each other.

An F-test is any statistical test in which the test statistic has an F-distribution if the 

null hypothesis is true.  Examples of null hypothesis  include:

1. The hypothesis that the means of multiple normally distributed populations, all 

having the same standard deviation, are equal. This is perhaps the most well-

known of hypotheses tested by means of an F-test, and the simplest problem in 

the analysis of variance (ANOVA). 

2. The hypothesis that a proposed regression model fits well. 

3. The hypothesis that the standard deviations of two normally distributed 

populations are equal, and thus that they are of comparable origin. 

The F-test is used to test for differences among sample variance. Like the Student's t, 

one calculates an F and compares this to a table value. 

Once the available data have been divided into their subsets, the input and output 

variables are pre-processed by scaling them between 0.0 and 1.0 to eliminate their 

dimension and to ensure that all variables receive equal attention during training 

(Masters, 1993).  A simple linear mapping of the variables’ practical extreme to the

neural networks’ practical extreme is adopted for scaling, as it is the most common 

method for this purpose (Masters, 1993).  As part of this method, for each variable, x, 

with minimum and maximum values of xmin and xmax, respectively, the scaled value, 

xn, is calculated as follows:

minmax

min

xx

xx
xn 


 (6.12)

A network with one hidden layer can approximate any continuous function, provided 

that sufficient connection weights are used (Cybenko, 1989; Hornik et al., 1989).  

Consequently, one hidden layer was used in the study.

A number of trials are carried out using NEUFRAME’s default parameters, with one 

hidden layer and between 1 and 17 hidden layer nodes for the 4-layered case.  Note 
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that, as suggested by Caudill (1988), (2I+1) is the upper limit for a network with I

inputs to map any continuous function.  Consequently, for the 10-layered case, which 

has 20 input variables, a maximum number of 41 is used as the upper limit of the 

number of hidden layer nodes.  For each MLP model with a different number of 

hidden nodes, the strategy used for assessing the optimum MLP model is that a model 

is deemed to be optimal if: it performs well with respect to the testing set; the model 

has a minimal number of hidden layer nodes; and the model has similar performance 

with the validation set to that obtained based on the training and testing sets.  

The results of the networks’ performance, in relation to the number of hidden layer 

nodes, are shown in Figures 6.7 and 6.8, and also summarised in Tables 6.6 and 6.7, 

using the same performance measures as used in the previous section  

Table 6.6   Performance results of ANN models for 4-layered soils.

Data sets

Training set Testing set Validation set

Performance measures
Model 
number

No. 
hidden 
layer 
nodes

r RMSE
(kN/m2)

MAE
(kN/m2)

r RMSE
(kN/m2)

MAE
(kN/m2)

r RMSE
(kN/m2)

MAE
(kN/m2)

NF_4_1 1 0.850 5.219 4.093 0.851 5.475 4.092 0.834 5.425 4.091

NF_4_3 3 0.943 3.374 2.387 0.947 3.459 2.387 0.937 3.586 2.389

NF_4_5 5 0.967 2.542 1.870 0.973 2.442 1.869 0.963 2.662 1.870

NF_4_7 7 0.975 2.226 1.622 0.978 2.200 1.622 0.965 2.633 1.625

NF_4_9 9 0.976 2.139 1.580 0.978 2.164 1.580 0.967 2.521 1.582

NF_4_11 11 0.979 2.060 1.489 0.981 2.056 1.488 0.970 2.472 1.490

NF_4_13 13 0.981 2.014 1.470 0.984 1.989 1.469 0.971 2.471 1.472

NF_4_15 15 0.980 1.999 1.461 0.981 2.067 1.460 0.970 2.431 1.460

NF_4_17 17 0.981 1.985 1.424 0.983 1.980 1.424 0.973 2.385 1.425

It can be seen from Figure 6.7 that, for the 4-layer case, the number of hidden layer 

nodes has a significant impact on the predictive ability of the ANN model.  For 

networks with three or less hidden layer nodes, the ability of the model to adequately 

map the underlying relationship is less than satisfactory.  For networks with a higher 

number of hidden layer nodes, the predictive error is reduced as the number of nodes 
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increases.  Figure 6.7 also shows that the network with 17 hidden layer nodes has the 

lowest prediction error, for the 4-layer case.  However, in the interest of developing a 

parsimonious model, a network with 5 hidden layer nodes is considered optimal for a 

4-layered soil profile.  A network with 7 hidden layers nodes is selected for a 10-

layered soil profile.  The structures of the MLP models are shown in Figures 6.9 and 

6.10.
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Figure 6.7   Root mean square error versus number of hidden layer nodes for the 4-
layer-case.

6.5      BEARING CAPACITY EQUATION

In order to facilitate the use of the developed MLP models, they are translated into a 

set of relatively simple equations, suitable for hand calculation.  The form of the 

equations, and relative weights, are provided as output by NEUFRAME software.  

Note that both the inputs and output need to be rescaled, in order to use the actual 

values for input and to obtain the bearing capacity.
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For the 4-layered cohesive soil, the MLP model can be expressed as:

Table 6.7   Performance results of ANN models for 10-layered soils.

Data sets

Training set Testing set Validation set

Performance measures
Model 
number

No. 
hidden 
layer 
nodes

r RMSE
(kN/m2)

MAE
(kN/m2)

r RMSE
(kN/m2)

MAE
(kN/m2)

r RMSE
(kN/m2)

MAE
(kN/m2)

NF_10_1 1 0.864 5.146 4.039 0.859 5.091 4.032 0.861 5.273 4.030

NF_10_3 3 0.950 3.402 2.491 0.951 3.325 2.489 0.942 3.809 2.489

NF_10_5 5 0.971 2.459 1.859 0.965 2.624 1.858 0.964 2.766 1.858

NF_10_7 7 0.977 2.173 1.641 0.971 2.410 1.642 0.970 2.509 1.642

NF_10_9 9 0.973 2.390 1.806 0.965 2.691 1.807 0.964 2.817 1.806

NF_10_11 11 0.983 2.084 1.598 0.975 2.449 1.600 0.976 2.440 1.599

NF_10_13 13 0.970 2.484 1.878 0.964 2.651 1.877 0.964 2.759 1.877

NF_10_15 15 0.971 2.453 1.868 0.963 2.692 1.867 0.965 2.719 1.866

NF_10_17 17 0.971 2.438 1.842 0.965 2.618 1.841 0.965 2.722 1.841

NF_10_19 19 0.970 2.479 1.879 0.965 2.625 1.878 0.964 2.758 1.878

NF_10_21 21 0.972 2.457 1.864 0.965 2.627 1.863 0.965 2.736 1.862

NF_10_23 23 0.980 2.020 1.515 0.974 2.264 1.516 0.974 2.354 1.514

NF_10_25 25 0.981 2.005 1.532 0.973 2.312 1.534 0.973 2.395 1.533

NF_10_27 27 0.974 2.314 1.734 0.967 2.551 1.734 0.967 2.651 1.734

NF_10_29 29 0.985 1.798 1.371 0.977 2.179 1.373 0.973 2.387 1.372

NF_10_31 31 0.984 1.849 1.435 0.976 2.164 1.436 0.972 2.436 1.434

NF_10_33 33 0.982 1.983 1.515 0.975 2.246 1.515 0.973 2.429 1.514

NF_10_35 35 0.972 2.403 1.809 0.966 2.576 1.808 0.963 2.795 1.807

NF_10_37 37 0.979 2.255 1.758 0.970 2.492 1.758 0.968 2.691 1.758

NF_10_39 39 0.978 2.156 1.620 0.970 2.417 1.622 0.969 2.575 1.622

NF_10_41 41 0.975 2.328 1.751 0.969 2.550 1.750 0.968 2.642 1.749
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Figure 6.8   Root mean square error versus number of hidden layer nodes for the 10-
layer-case.

Units: ci in kPa; hi and B in m and qu in kN/m2.

Figure 6.9   Structure of optimum MLP model for 4-layered cohesive soil.
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Units: ci in kPa; hi and B in m and qu in kN/m2.

Figure 6.10   Structure of optimum MLP model for 10-layered cohesive soil.
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where the parameter a is an introduced scalar quantity defined by cmin < aci < cmax, 

such that 1.0 < ci < 10.0 kPa.  In reality, there is a wide range of values for cohesion 

and in order to improve the applicability of the MLP models, a, has been introduced.  

This is illustrated later by means of a numerical example.  The parameter Ti=1,… ,5

represents the hidden layer nodes, as shown in Figure 6.9 and is defined as:
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(6.14)

and the coefficients w1,… ,8 and C, for Ti=1,… ,5, are given in Table 6.8, and together with 

the parameter a, they are all dimensionless. 

Table 6.8   Value of wi=1,… ,8 and C versus Ti=1,… ,5 for 4-layer-case.

T1 T2 T3 T4 T5

w1 0.247 -0.098 -0.288 -0.382 -0.009

w2 -0.276 0.027 -0.201 0.262 0.066
w3 0.079 0.044 0.192 0.103 0.267
w4 0.131 0.031 0.076 0.171 -0.227
w5 -0.795 -1.542 0.605 0.812 0.027
w6 0.689 0.083 0.633 0.128 -0.039
w7 0.009 -0.112 -0.114 0.128 -0.547
w8 0.145 0.666 -0.347 -0.370 0.110
C -0.285 1.411 0.117 0.135 1.079

For the 10-layered cohesive soil, the optimal MLP model is expressed as follows:

a
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where Ti=1,… ,7 again represents the hidden layer nodes, as shown in Figure 6.10 and is 

expressed as:

1
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(6.16)

The coefficients w1,… ,20 and C for Ti=1,… ,7 are given in Table 6.9.  The parameter qu(c)

is the predicted bearing capacity (kN/m2); B is the width of shallow strip footing (m); 

ci is the soil cohesion (kPa) of layer i; and hi is the thickness of the stratum (m).  As in 

the previous model, each of the parameters Ti=1,… ,7, a, and C are dimensionless.

Table 6.9   Value of wi=1,… ,20 and C versus Ti=1,… ,7 for 10-layer-case.

T1 T2 T3 T4 T5 T6 T7

w1 -0.014 0.383 0.218 0.090 0.128 -0.319 -0.029

w2 0.243 -0.214 0.168 0.001 0.144 0.243 -0.027

w3 -0.133 -0.022 -0.278 0.010 0.197 0.103 0.051

w4 -0.098 -0.055 -0.003 -0.001 -0.048 0.019 0.003

w5 -0.054 -0.008 0.014 0.038 -0.108 0.061 0.028

w6 0.017 0.000 -0.002 -0.024 0.009 0.021 0.006

w7 -0.041 -0.002 0.016 0.015 -0.010 -0.007 0.032

w8 0.003 0.002 0.006 0.049 -0.010 0.009 0.002

w9 0.013 0.001 0.007 0.052 0.002 0.010 0.001

w10 0.006 0.020 0.001 -0.021 0.002 0.009 0.024

w11 0.397 -1.348 -0.413 -0.189 -0.063 0.706 -1.595

w12 -0.640 0.161 -0.797 0.215 -0.444 0.350 -0.031

w13 -0.191 -0.153 0.516 0.034 -0.675 0.028 0.020

w14 -0.061 0.062 0.009 0.085 -0.056 0.010 0.072

w15 0.028 -0.010 0.007 0.193 0.067 0.015 0.014

 w16 -0.003 0.029 0.035 0.048 0.009 -0.054 -0.011

w17 0.013 -0.133 -0.086 -0.157 0.169 -0.032 -0.114

w18 -0.048 -0.069 -0.018 0.019 0.073 -0.039 -0.031

w19 -0.031 -0.061 -0.026 -0.170 0.087 -0.037 -0.018

w20 0.046 0.414 0.314 -0.020 0.222 -0.409 0.577

C -0.113 1.159 -0.170 -0.100 -0.814 -0.286 1.129

It is worthwhile to note that the prediction ability of MLP models is better when used 

for the ranges of values of B and hi given in Table 6.2.  This is because ANNs work 

best when used for interpolation rather than extrapolation.  
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6.6      SENSITIVITY AND ROBUSTNESS OF THE MLP-
BASED BEARING CAPACITY EQUATIONS

As proposed by Shahin et al. (2005), in order to test the robustness of the predictive 

ability of the MLP model and, consequently, the MLP-based bearing capacity 

formula, a sensitivity analysis was carried out over a range of data valid for the model 

(i.e. within the minimum and maximum ranges given in Table 6.2).  The sensitivity 

analysis investigated the response of the predicted bearing capacity from the ANN 

model to a set of hypothetical input data that were generated over the ranges of the 

minimum and maximum data used for the MLP model training.  All input variables, 

except one, were fixed to a certain chosen value, and a set of synthetic data for the 

single varied input was generated by increasing the value of this in increments.  These 

inputs were used in Equations 6.13 to 6.16 and the bearing capacity calculated.  This 

process was repeated using another input variable until the model response was tested 

for all input variables.  The robustness of the design equation was determined by 

examining how well the predicted bearing capacities agreed with the underlying 

physical behaviour of the bearing capacity of a shallow strip footing.

The results of the sensitivity analysis are shown in Figures 6.11 to 6.13 for the 4-layer 

case, and Figures 6.14 to 6.16 for the 10-layer case.  The results indicate that the 

behaviour of the MLP model is in good agreement with what one would expect based 

on the physical behaviour of the bearing capacity problem.  For example, in Figures 

6.11 and 6.14, where the cohesion in 3 of the layers remain constant at 10 kPa, it can 

be seen that there is an increase in the bearing capacity as the soil cohesion increases 

in one layer while the soil strength remains constant in the other layers.  This is 

expected, by theory, as an increase in soil shear strength increases the bearing 

capacity of the footing.  Figures 6.11 and 6.14 also indicate that a change of soil 

strength and stratum thickness in the uppermost layer has the most significant impact 

on bearing capacity, compared to variations in the other layers, as one would expect.  

In Figures 6.13 and 6.16, it can be seen that the bearing capacity is higher for larger 

widths of footing.  This is because, as the surface area of the footing increases, the 

magnitude of the load that can be applied to the footing also increases.  In addition, in 

Figures 6.11 and 6.14, it can be observed that the estimate of qu(c) plateaus at ≈ 45 

kN/m2, when all soil layers have the same cu = 10 kPa.  Theoretically, however, qu(c)
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should reach approximately 51.4 kN/m2 (i.e. qu(c) = 5.14cu).  These results 

demonstrate the numerical inaccuracy associated with the model when all soil layers 

have the same value of cu.  Whilst this error is undesirable, the ANN model is 

developed primarily to predict the bearing capacity of soil layers having different 

values of cu.
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Figure 6.11   Variation of qu(c) due to varying soil cohesion, ci (4-layer-case).

[Note: Curve i represents the predicted ultimate bearing capacity when the cohesion 

for layer i varies from 1.0 to 10.0 kPa, with the cohesion of the other layers remaining 

constant at 10 kPa.]

In summary, the results indicate that the bearing capacity of a footing on multi-

layered soils increases as the soil cohesion increases; and as the width of the footing 

increases; and are strongly influenced by the soil layers located immediately beneath 

the footing.  The above results confirm that the MLP-based formula is robust and can 

be used confidently for predictive purposes within the range of the input variables 

given in Table 6.2.  It should be noted however that, while the models were developed 

within the range given in Table 6.2, it is possible to extend the models to situations 

beyond these ranges by the use of scalar, a, introduced in Equations 6.14 and 6.16.
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Figure 6.12   Variation of qu(c) with varying layer thickness, hi.
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Figure 6.13   Variation of qu(c) versus B and ci (4-layer-case).
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Figure 6.14   Variation of qu(c) with varying soil cohesion, ci (10-layer-case).
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Figure 6.15   Variation of qu(c) with varying layer thickness, hi (10-layer-case).

ci−1 = 10.0 kPa

1.0 < ci < 10.0 kPa

ci+1 = 10.0 kPa

ci+2 = 10.0 Kpa

Layer i

Layer i+1

Layer i+2

Layer i−1 hi−1 = 0.5 m

hi+1 = 0.5 m

hi+2 = 0.5 m

hi = 0.5 m

B = 2.5 m

Layer (i)

Layer (i)

1

2

3

4

5

6, 7, 8, 9, 10

1,2

3

4

5
6, 7
8, 9

ci−1 = 5.0 kPa

ci = 1.0 kPa

ci+1 = 5.0 kpa

ci+2 = 5.0 kPa

Layer i

Layer i+1

Layer i+2

Layer i−1 hi−1 = 0.1 m

hi+1 = 0.1 m

0.1 < hi < 2.0 m

B = 2.5 m

hi+2 = 0.1 m or infinite depth



Chapter 6204

0

5

10

15

20

25

30

35

40

1.0 1.5 2.0 2.5 3.0 3.5 4.0

B (m)

q
u

(c
)

p
re

d
ic

te
d
 (

kN
/m

2
)

Figure 6.16   Variation of qu(c) with B and ci (10-layer case).

6.7      COMPARISON OF MLP MODELS WITH 
CURRENT METHODS

In order to examine the accuracy of the MLP model, it is compared with the other 

methods, namely the multiple-regression and Bowles (1988) methods.  The 

performances of the MLP models and the other methods, in relation to the data set of 

2,000 multi-layered bearing capacity cases obtained from the upper and lower bound 

implementations, are summarised in Table 6.10 and Figures 6.17 to 6.20.  

It can be seen, from Figures 6.19 and 6.20, that the MLP models outperform the other 

methods, as they exhibit less scatter about the line of equality between the actual and 

predicted bearing capacities.  The actual bearing capacities, denoted as qu(c) actual, are 

the results obtained from finite element limit analysis, whereas the predicted bearing 

capacities, denoted as qu(c) predicted, are the results obtained from employing either the 

MLP model, multiple-regression (refer to Section 6.3) or Bowles (1988) methods.  

The Bowles (1988) method appears to over-estimate the bearing capacity of a footing 

resting on both 4-layered and 10-layered soil profiles, as shown in Figures 6.17 and 

Constant ci with depth
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hi is fixed at 0.1m for all layers and cases
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6.18.  This is also shown by the results in Table 6.10, which indicate that the MLP 

models have relatively higher coefficients of correlation between the actual and 

predicted bearing capacities of 0.967 and 0.974 for the 4- and 10-layered soil, 

respectively.  In contrast, when other methods are used, the correlation coefficients 

ranged from 0.869 to 0.889.  When the MLP model is used in a 4-layered soil, the 

RMSE and MAE are determined to be equal 2.54 and 1.86 kN/m2 respectively, and, 

for 10-layered soil case, the RMSE and MAE are found to be equal to 2.30 and 

1.73 kN/m2, respectively.  In contrast, when the other methods are used, the RMSE 

and MAE ranged from 4.62 to 7.28 kN/m2 and from 3.42 to 4.84 kN/m2, respectively.

6.8      ILLUSTRATIVE NUMERICAL EXAMPLE

An illustrative numerical example is provided to explain better the implementation of 

the bearing capacity formula.  A strip footing of width 1.8 m rests on a 10-layered soil 

with ci = 1, … , 10 of 83.96, 81.68, 82.86, 18.49, 52.41, 98.86, 25.70, 28.02, 41.17, 

83.65 kPa, respectively; and hi = 1, … , 9 are 0.7, 0.3, 0.5, 0.4, 1.0, 0.1, 0.2, 0.5, 0.9 m, 

respectively.  The ultimate bearing capacity of strip footing is required.

Solution:

Given the information provided, 10a is suggested such that cmin = 10 kN/m2 and 

cmax = 100kN/m2 and the ratio cmin / cmax is equal to 0.1.  Equations 6.15 and 6.16 are 

applied as follows:
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Figure 6.17   Comparison of the result of bearing capacity calculated using averaging 
method (Bowles, 1988) versus actual values for 4-layered case.
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Figure 6.18   Comparison of the result of bearing capacity calculated using averaging 
method (Bowles 1988) versus actual values for 10-layered case.
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Figure 6.19   Actual versus predicted bearing capacity for MLP model for 4-layered 
soil profiles.
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Figure 6.20   Actual versus predicted bearing capacity for MLP model for 10-layered 

soil profiles.
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Table 6.10   Comparison of ANN and other methods for bearing capacity prediction.

Performance measure Method
4-layer case 10-layer case

MLP
Multiple-
regression

Bowles 
(1988)

MLP
Bowles 
(1988)

Correlation coefficient, r 0.967 0.889 0.869 0.974 0.879
RMSE (kN/m2) 2.54 4.62 7.25 2.30 7.28
MAE (kN/m2) 1.86 3.42 4.84 1.73 4.81

Similarly, T2 = 0.103, T3 = 0.242, T4 = 0.289, T5 = 0.072, T6 = 0.404 and T7 = 0.183.  

Substituting Ti=1, … ,7 into equation, the bearing capacity can be obtained as follows: 

kN/m6.3381015.5

480.1183.0430.4

404.0503.4072.0343.3

289.0095.0242.0162.4

103.0374.4403.0227.4

exp111.46

1

)( 
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Hence, in this example, the result is in reasonable good agreement with the numerical 

finite limit analysis, yields a value 3.7% lower (326.1 kN/m2).

6.9      COMPATIBILITY OF EQUATIONS 6.13 AND 6.15

In reality, the soil profiles may consists of 4 to 10 layers.  When developing ANN 

models, ideally, only one general model is required for all cases.  Consequently, this 

section examines the compatibility of ANN models for 10-layer-case (Equations 6.15

and 6.16) to predict the bearing capacity for all cases.  By using this model, 

predictions on bearing capacity of 4-layer-case are made and then compared to the 

actual values.  The values of ci=1,… ,4 and hi=1,… ,3 in (Equations 6.15 and 6.16) are 

assigned corresponding to the actual values of 4-layer soil profiles, while the values of 

ci=5,… ,10 are set to be same as c4, and hi=4,… ,9 to be 0.10 m, which is the minimum of 

the range values.

For example, a strip footing of width 2.60 m rests on a 4-layered soil with ci = 1, … , 4 of 

3.37, 7.69, 1.81 and 6.04 kPa, respectively; and hi = 1, … , 3 are 1.20, 1.70 and 1.20 
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respectively.  Given the information provided, and selecting a = 1, Equation 6.16 is 

applied as follows:

549.0

012.060.2046.010.0031.010.0048.010.0

013.010.0003.010.0028.010.0061.020.1

191.070.1640.020.1397.0)04.6006.0

04.6013.004.6003.004.6041.0

04.6017.004.6054.004.6098.0
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and, T2 = 0.487, T3 = 0.238, T4 = 0.265, T5 = 0.717, T6 = 0.139 and T7 = 0.262.  

Substituting Ti=1, … ,7 into Equation 6.15, and yield: 

kN/m2.16115.5

480.1216.0430.4

278.0503.4900.0343.3

311.0095.0617.0162.4

361.0374.4857.0227.4

exp111.46

1
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Figure 6.21   Actual bearing capacity for 4-layer-case versus predicted bearing 
capacity using ANN models (Equations 6.15 and 6.16) for 10-layered soil profiles.
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Hence, the result is in good agreement with the numerical finite element limit 

analysis, and yields a value 13.2% higher (18.34kN/m2).  The results of predicted 

versus actual bearing capacity over 2,000 realization is shown in Figure 6.21.  The 

correlation coefficient is found to be 0.957 while the RMSE and MAE are determined 

to be equal 3.10 and 2.36kN/m2 respectively.  It shows MLP model for 10-layer can 

be used confidently for 4- to 10-layer soil profile.

6.10      SUMMARY AND CONCLUSIONS

The feasibility of utilising the artificial neural network (ANN) technique for 

predicting the bearing capacity of shallow strip footing on multi-layered soils has 

been assessed using multi-layer perceptions (MLPs) trained with the back-propagation 

algorithm.

In order to test the robustness of the developed MLP, a sensitivity analysis on each 

influencing factor was carried out.  A new tractable design equation based on the 

MLP model has been derived to facilitate the use of the model.  Predictions of ANN 

models and other methods have been compared and the results have been discussed.

The results indicate that the MLP models are capable to predict well the bearing 

capacity of a strip footing and significantly outperform other methods.  The sensitivity 

analysis carried out to test the robustness of the developed MLP model and 

consequently the MLP-based design equation indicate that the model is robust and can 

be used for predictive purposes with confidence.  

However, both upper and lower bound computations were carried out in 2-dimensions 

and it was assumed that the footing has infinite length in the out of plane direction.  It 

would be desirable to vary the length of a rectangular footing in the future so that the 

upgraded model can accurately predict the bearing capacity of 3D retangular footings.
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