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Abstract

Providing efficient data transport is one of the uppermost objectives in the design of wire-
less sensor networks (WSNSs) since the primary role for each sensor is to report the sensed
data to the data sink(s). This thesis focuses on designing efficient data transport schemes
for WSNs in the dimensions of energy consumption and time respectively. The developed
schemes can be directly applied in a number of applications such as intrusion detection,
target tracking, environment monitoring, etc., and can be further extended to underwa-
ter acoustic sensor networks and unmanned aerial vehicles (UAVs) networks. With the
development of WSN technologies, new challenging research problems such as real-time
streaming data gathering and intelligent data communication are emerging. This thesis pro-
vides useful foundation for designing next-generation data transport schemes for WSNs.

Energy is the most important resource in WSNs because sensor nodes are commonly
powered by small batteries, and energy is directly related to the lifetime of nodes and the
network. In this thesis, energy-efficient data transport schemes are designed for two major
types of WSNs: event-driven sensor networks and time-driven sensor networks. A novel
on-line routing scheme called EBGR (Energy-efficient Beaconless Geographic Routing)
is designed for event-driven sensor networks characterized by dynamic network topology.
The main advantage of EBGR is that it can provide energy-efficient sensor-to-sink routing
without any prior neighborhood knowledge. Moreover, the total energy consumption for
sensor-to-sink data delivery under EBGR has an upper bound. Time-driven sensor net-
works, in which all sensors periodically report the sensed data to the sink(s), have been
widely used for environment monitoring applications. Unbalanced energy consumption is
an inherent problem in time-driven sensor networks. An efficient data gathering scheme,
called EBDG (Energy-Balanced Data Gathering), is designed to balance energy consump-
tion for the goal of maximizing network lifetime. Combing all advantages of corona-based
network division, mixed-routing and data aggregation, EBDG can prolong network lifetime
by an order of magnitude compared with conventional schemes.

Time-efficient data transport is another critical issue in WSNSs since the data generated
by the sensor nodes may become outdated after a certain time interval. This thesis focuses

on the problem of providing real-time data gathering in time-driven sensor networks. A
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novel data gathering scheme based on random access is proposed with the objective to
minimize the average duration for completing one round of data gathering. Fully localized
solutions have been designed for both linear networks and tree networks. A simple data
gathering protocol called RADG (Random Access Data Gathering) is designed. Simulation
results show that RADG outperforms CSMA based schemes when the size of the data

packets is small.
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Chapter 1

Introduction

Recent advances in sensor technology and wireless communication have motivated signif-
icant research interest in wireless sensor networks because of their promising potential to
support a broad range of applications. Generally speaking, a wireless sensor network is
composed of a large number of low-cost sensor nodes which are small in size and pow-
ered by inexpensive batteries. Each sensor node is composed of at least four components:
sensing, computation, wireless communication and power unit. The sensing and computa-
tion components provide the functions for data acquisition and local data processing, and
the power unit provides energy for running the other three components, whereas the wire-
less communication component enables all sensor nodes to self-organize into a wireless
network and collaborate with each other to perform a given task.

WSNs have many advantages over conventional systems designed for monitoring or
data collection applications. Ease of deployment is one of these attractive advantages. In
conventional systems, expensive sensors often need to be placed in exact locations and
wired to the end-users, which makes the deployment and configuration of sensors and wire
extremely costly and awkward. However, in WSNs, the sensor nodes are cheap and small
in size. Moreover, wireless communication eliminates the need for a fixed infrastructure.
These characteristics enable rapid deployment of a large number of sensor nodes even
in inaccessible terrains. For example, sensor nodes can be dropped from a plane flying
over a remote or dangerous area. Another attractive feature of WSNs is self-organization.

Instead of manual configuration, sensor nodes can self-organize into a wireless network

15
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after deployment. This feature can support incremental node deployment in which new
nodes can easily be assembled into the network. Moreover, this feature also provides the
capabilities for sensor networks to dynamically adapt to device failures and changes in task.
The above attractive features ensure a wide range of applications for WSNs. For exam-
ple, characteristics such as rapid deployment, self-organization, and fault tolerance make
wireless sensor networks attractive for environment monitoring [6][9][7], target tracking
[1], seismic detection, military surveillance, nuclear reactor control, fire detection, inven-
tory tracking, smart spaces etc. In health [17], sensor nodes can be deployed to monitor
patients and assist disabled patients. Some other commercial applications include indoor
climate control, home automation, monitoring product quality, intelligent alarms, etc. In
fact, because of the pervasive nature of micro-sensors, sensor networks have the potential

to revolutionize the way we understand and construct complex physical systems.

1.1 Characteristics of WSNSs

Wireless sensor networks have several special characteristics that make them different from
other wireless networks like mobile ad hoc networks and cellular networks. These charac-
teristics have posed great challenges for the design and implementation of WSNs.

First, because wireless sensor networks are generally composed of at least hundreds
of sensor nodes, traditional IP-based protocols are not well suited for WSNs due to the
high cost of assigning and maintaining unique IDs for such a large number of nodes. Sec-
ond, sensor nodes are constrained in terms of energy, computation and storage capabili-
ties. For example, Mica motes [4] are powered by AA batteries and equipped with Atmel
AtMegal128L 8-bit microcontroller running at 8MHZ. Moreover, Mica motes have only
4KBytes of SRAM and 128 KBytes of Flash ROM. These constraints require that resources
in WSNs should be carefully managed. Third, each sensor node has limited transmission
range. For example, the maximum transmission range for Mica motes is only about 100
feet [4]. Therefore, data transport in WSNs is usually operated in a multi-hop manner.
Fourth, unlike typical communication networks, wireless sensor networks are character-
ized by many-to-one data communication pattern in which multiple sources send their data

to a particular sink. This characteristic may lead to some serious problems such as un-
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balanced energy consumption, aggregated channel contention, etc. Fifth, sensor networks
are usually densely deployed, and neighboring nodes may have overlapped sensing range.
Thus data generated in wireless sensor networks is strongly correlated. Sixth, sensor net-
works are application-specific, i.e., design requirements of a sensor network change with
applications. For example, the challenging problem of low-latency data delivery in tactical
surveillance applications is different from that required for a periodic weather-monitoring
task. Finally, wireless communications in WSNSs are prone to failures. Data transport may
experience serious data loss due to packet collision, environmental interference, device

failure, etc.

1.2 Challenges for Data Transport in WSNs

Despite the innumerable applications of WSNs, there are some critical issues that need to
be solved before WSNs can be widely used in practice. Achieving efficient data transport
is one of the uppermost objectives in designing and implementing sensor networks since
the primary role for each sensor is to deliver the sensed data to the sink(s). Moreover,
WSNs are application-specific. Different applications may have different requirements on
data transport such as energy consumption, transmission delay, transmission reliability, etc.
However, due to the inherent characteristics, providing efficient data transport in WSNs is
not as easy as in wired networks. The main challenges and issues in designing data transport

schemes for WSNs are summarized as follows:

e Energy EfficiencyEnergy is one of the most critical resources in WSNs, and energy
consumption should be carefully managed so that network lifetime can be maxi-
mized. Wireless communication is the major source of energy consumption in wire-
less sensor networks. Thus designing energy efficient data transport schemes plays
an important role in terms of improving energy efficiency and prolonging network

lifetime.

e Balanced Energy Consumptionnbalanced energy consumption is an inherent
problem for WSNs characterized by multi-hop routing and many-to-one data com-

munication pattern. Sensor nodes close to the sink experience much more traffic than
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nodes far away from the sink since they should not only transmit the data generated
by themselves but also need to relay the data they receive. These sensor nodes may
be overused and die out earlier, resulting in network collapse although there may
be still significant amount of energy in other sensors. Therefore, balancing energy
consumption should be taken into account in designing data transport schemes for
WSNs.

Scalability: Wireless sensor networks are usually densely deployed to achieve full
coverage and high fault-tolerance. The number of nodes in a wireless sensor network
may be several orders of magnitude larger than that in wireless ad hoc networks
[13]. This requires that data transport schemes designed for sensor networks must
be scalable enough so that their performance is not affected by the number of sensor
nodes. Therefore, localized data delivery algorithms, in which each node makes
decisions on forwarding messages based solely on its neighborhood information, are

particularly attractive to wireless sensor networks.

Network DynamicsWireless sensor networks may be highly dynamic due to the fol-
lowing reasons. Firstly, sleep management schemes are commonly employed to save
energy due to the low duty-cycles of WSNs. By letting each node periodically switch
betweenactive and sleepstates, the energy wasted by idle listening can be signifi-
cantly reduced. However, periodic sleeping can lead to frequently changing network
topology. Secondly, in some applications, mobile sensor nodes are employed to im-
prove energy efficiency or to balance energy consumption. Node mobility can also
result in unpredictable and frequent topological changes. Thirdly, sensor nodes are
prone to failures, and wireless communication quality can vary dramatically over

time. These factors also make the network topology change dynamically.

Communication overheadue to the limited battery power and the limited band-

width, the communication overhead in WSNs must be minimized. Data delivery
schemes that either use flooding to detect routes or try to maintain routing informa-
tion are not well suited for sensor networks since both flooding and route mainte-

nance can bring too much communication overhead. Moreover, the communication
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overhead brought by route maintenance may exacerbate the extent of channel con-

tention, resulting in too much degradation in terms of network performance.

e Data Aggregation:The data generated by sensor nodes may contain a lot of redun-
dant data since sensor nodes are commonly densely deployed. Data aggregation is
the combination of data from different sources according to a certain aggregation
function, eliminating redundancy, minimizing the number of transmissions and thus

saving energy.

e Quality of ServiceWireless sensor networks are application-specific. In some appli-
cations such as fire detection, the sensed data should be reported to the sink reliably
and as quickly as possible so that some measures can be taken in time to deal with
such events. However, in other applications, conservation of energy, which is di-
rectly related to network lifetime, is more important than data delivery reliability and
latency. This is because that the network will lose coverage when some nodes run out
of energy. Therefore, data transport schemes should provide versatile QoS to cater

for different applications.

1.3 Issues Addressed in This Thesis

This thesis focuses on designing efficient data transport schemes for WSNs in the dimen-
sions of energy consumption and time respectively.

The first part of this thesis focuses on designing energy-efficient data transport schemes
for two major types of WSNs: event-driven sensor networks and time-driven sensor net-
works.

Event-driven sensor networks have been widely used for event-detection applications
such as fire detection, intrusion detection [35], target tracking [1], etc. In these applica-
tions, a sensor node generates data and reports data to the sink(s) only when an event has
happened within its sensing range. Thus the major communication paradigm in event-
driven sensor networks is sensor-to-sink event reporting. Another special characteristic of
event-driven sensor networks is dynamic network topology caused by node mobility, node

activeness, etc. The characteristic of dynamic network topology, coupled with the unique
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features of WSNs, makes routing in highly dynamic WSNs extremely challenging. Most
existing routing schemes are based on maintaining routing table or neighborhood informa-
tion. These routing schemes are not suitable for WSNs with dynamic network topology
due to the high maintenance cost. The first issue addressed in this thesis is to design fully
stateless, energy-efficient on-line geographic routing scheme, in which each node forwards
packets without the help of any neighborhood knowledge, for WSNs with dynamic network
topology.

Time-driven sensor networks have been widely used for data gathering applications
such as habitat monitoring [26], volcanic-monitoring [6], etc. In these applications, all
sensor nodes periodically sense the monitored environment and report the sensed data to
the sink(s). Thus many-to-one data communication pattern is the major communication
paradigm in time-driven data gathering sensor networks. Moreover, data transport in WSNs
is commonly operated in a multi-hop manner due to the limited transmission range of each
sensor node. The characteristics of multi-hop routing and many-to-one data communication
pattern lead to a serious problem, called unbalanced energy consumption, in time-driven
data gathering sensor networks. The sensors close to the sink have a high load of packets
relay and may run out of energy quickly, resulting in significantly shortened network life-
time. The second issue addressed in this thesis is to design efficient energy-balanced data
gathering scheme with the objective to maximize network lifetime.

Time-efficient data transport is another critical issue in WSNs. The second part of this
thesis focuses on designing time-efficient data transport schemes for WSNSs. In the past few
decades, extensive work has been done on providing real-time data delivery in event-driven
sensor networks [16][114][89][49][44][36]. Compared with data transport in even-driven
sensor networks, providing real-time data gathering in time-driven data gathering sensor
networks is much more challenging. This is because all sensor nodes must collaborate with
each other to guarantee that the sensed data can be delivered to the sink(s) in time since
the generated data may become outdated after a certain time interval. Moreover, a large
amount of data may be generated in a very short period and transmitted through a shared
radio channel during data gathering. The large burst of data packets may lead to high
degree of channel contention, high probability of packet collision, and long delay of packet

delivery, which makes the data gathering operation extremely challenging. The third issue
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addressed in this thesis is to design real-time data gathering scheme with the objective to

minimize the duration for completing each round of data gathering.

1.4 Main Contributions

The main contributions of this thesis are summarized as follows:

e An Energy-efficient beaconless Geographic Routing scheme, called EBGR, is de-
signed for WSNs in which network topology changes frequently due to node mo-
bility, node sleeping, node failures, etc. EBGR has several advantages over exist-
ing routing schemes. First, EBGR is fully stateless since all nodes are not required
to maintain any neighborhood information, neither about their positions nor even
about their existence. Second, EBGR can provide fully localized, loop-free, on-line
sensor-to-sink routing at a low communication overhead. Third, EBGR is energy-
efficient. The energy consumption for sensor-to-sink data transport can be theoreti-
cally bounded under EBGR. Moreover, it is demonstrated that the expected energy
consumption approaches to the lower bound with the increase of node deployment
density. To deal with the unreliable data communications, EBGR is also extended
to lossy sensor networks. Extensive simulations have been performed to evaluate
the proposed schemes, and simulation results show that the proposed schemes sig-
nificantly outperform existing protocols in wireless sensor networks with highly dy-

namic network topology.

e An energy-balanced data gathering scheme is proposed to balance energy consump-
tion and maximize network lifetime for data gathering sensor networks with uniform
node deployment. The energy consumption balancing problem is formulated as an
optimal data distribution problem by combining the ideas of corona-based network
division and mixed-routing strategy together with data aggregation. A simple local-
ized zone-based routing scheme is designed to balance energy consumption among
nodes within each corona. An algorithm with time complexityt) (n is the num-
ber of coronas) is designed to solve the transmitting data distribution problem aimed

at balancing energy depletion among nodes in different coronas. The approach for
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computing the optimal number of coronas in terms of maximizing network lifetime

is also presented. Based on the mathematical model, an energy-balanced data gather-
ing protocol (EBDG) is designed and the solution for extending EBDG to large-scale
data gathering sensor networks is also presented. Simulation results demonstrate that
EBDG can improve system lifetime by an order of magnitude compared with con-
ventional multi-hop transmission schemes, direct transmission schemes and cluster-

heads rotation schemes.

o A time-efficient data gathering scheme based on random channel access techniques
is proposed for data gathering in wireless sensor networks with light data load. The
data gathering problem is formulated as an optimization problem with the objec-
tive to minimize the expected duration for one round of data gathering on condition
that each link can provide guaranteed transmission reliability. Fully localized solu-
tions have been proposed for both linear networks and tree networks. A simple and
scalable protocol, called RADG (Random Access Data Gathering) is designed for
data gathering in WSNs. The performance of RADG is evaluated through extensive
simulations by comparing with CSMA-based protocols. Simulation results show that
RADG can significantly outperform handshaking (i.e. RTS/CTS) schemes when data

packets are small.

1.5 Thesis Outline

The rest of this thesis is organized as follows:

Chapter 2 reviews related work in the areas of energy efficient routing, geographic
routing, energy consumption balancing, time-efficient data transport and random channel
access techniques in wireless sensor networks.

Chapter 3 focuses on addressing the problem of providing energy-efficient beaconless
geographic routing for wireless sensor networks in which the network topology frequently
changes over time. A novel energy-efficient beaconless geographic routing protocol called
EBGR is presented first. Extensive theoretical analysis has been conducted to evaluate the

performance of EBGR. First, it is proven that EBGR is loop-free in greedy forwarding
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mode, and demonstrated that EBGR can provide guaranteed packet delivery as long as
the network is connected. Second, the lower bound and upper bound on hop-count for
sensor-to-sink packet delivery under EBGR are established, assuming no fails in greedy
forwarding. To demonstrate the energy efficiency of EBGR, the upper bound on energy
consumption as well as the expected energy consumption for sensor-to-sink data delivery
Is presented, assuming no packet loss and no failures in greedy forwarding. To deal with the
unreliable data communication, EBGR is also extended to lossy sensor networks. Finally,
extensive simulations have been conducted to evaluate the performance of the proposed
scheme in three types of scenarios: mobility scenarios, random sleeping scenarios and
high-variant link quality scenarios.

Chapter 4 concentrates on solving the problems of balancing energy consumption and
maximizing network lifetime for data gathering WSNs. Based on coronas-based network
division and mixed-routing techniques, the balancing energy consumption problem is di-
vided into two sub-problems: Intra-Corona Energy Consumption Balancing (Intra-CECB)
and Inter-Corona Energy Consumption Balancing (Inter-CECB). First, a localized zone-
based routing scheme is proposed to solve the Intra-CECB problem. Then an off-line cen-
tralized algorithm is proposed to solve the Inter-CECB. Based on this model, an energy-
balanced data gathering protocol (EBDG) is designed and the solution for extending EBDG
to large-scale data gathering sensor networks is also presented. Finally, extensive simula-
tions have been done to evaluate the performance of EBDG by comparing it with con-
ventional multi-hop transmission schemes, direct transmission schemes and cluster-heads
rotation schemes.

Chapter 5 addresses the problem of designing time-efficient data gathering scheme for
WSNs with light data load. First, a simple example is presented to illustrate the advantage
of random access techniques over handshaking (i.e. RTS/CTS) schemes for data gathering
in sensor networks with small data packets. Then a novel scheme based on random access
is proposed for data gathering in WSNSs. In this scheme, it is assumed that time is slotted.
In each time slot, each node works intransmittingstate with probabilityy;, and works
in receivingstate with probability — «;, whereq; is referred to as the attempt probability
for nodei. The objective is to compute the optimal attempt probability for each node so

that the expected data gathering duration can be minimized on condition that each link in
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the data gathering structure can provide guaranteed packet delivery reliability. Localized
solutions for both linear networks and tree networks have been designed. Based on this
scheme, a data gathering protocol called RADG is designed. Finally, extensive simulations
have been done to evaluate the performance of RADG by comparing with CSMA-based

protocols.

Chapter 6 concludes this thesis and discusses the directions for future work.



Chapter 2

Literature Review

This chapter gives a detailed summary of previous work, which includes energy-aware
routing, geographic routing, energy consumption balancing techniques, time-efficient data

transport, and random channel access techniques.

2.1 Energy-aware Routing

Energy is one of the most important resources in wireless ad-hoc/sensor networks since
the devices in such networks are commonly powered by batteries. In wireless networks,
wireless communication is a major source of energy consumption. Thus it is essential to
design energy-aware routing schemes to improve the energy efficiency of data transporta-
tion. In the past few decades, energy-aware routing has received much attention in wireless
ad-hoc/sensor networks. Singh al. in [105] introduced the concept of energy-aware
routing and proposed five metrics, i.ejnimize energy consumed/packebximize time

to network partition minimize variance in node power levelainimize cost/packetind
minimize maximum node co&br routing in mobile ad hoc networks. Experimental results
show that using these metrics in a shortest-cost routing algorithm reduces the cost of rout-
ing packets bys — 30% over shortest-hop routing. In [76], three distributed power-aware
routing algorithms (i.e distributed minimal power algorithpdistributed Max-Min algo-

rithm and distributed Max-MinzP,,;,) were designed to achieve energy-efficient packet

delivery in WSNs. Thalistributed minimal power algorithiis a distributed version of
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Dijkstra’s algorithm that is guaranteed to be a minimal-power routing path algorithm by
giving messages variable propagation delays. disibuted Max-Min algorithnis an en-
hanced version of the distributed Bellman-Ford algorithm. In this algorithm, each packet is
delivered along the max-min path which is defined as the route from a node to the sink on
which the minimal residual power of the nodes is maximized among all the routeslisFhe
tributed Max-Minz P,,;,, algorithm is designed to obtain a tradeoff between minimizing the
total power consumption and maximizing the minimal residual power of the network. Sim-
ulation results show that trdistributed Max-Minz P,,;,, algorithm can significantly extend
network lifetime when sensor nodes are sparsely deployed. In [5% &liinvestigated

the problem of designing a routing scheme to minimize the maximum energy utilization
of a multi-hop wireless network with weak assumption of the traffic pattern and without
ongoing collection of network information. Polynomial size linear programming models
were developed to design such a routing scheme. An overview of energy-aware routing
protocols can be found in [14].

The objective of energy-aware routing is to prolong network lifetime. Thus many rout-
ing schemes have been proposed aiming at maximizing network lifetime [29][66][110][56].
Chang and Tassiulas in [29] considered the problem of choosing routes between a set of
source nodes and a set of sink nodes of an ad-hoc network so that the time until the first
node uses up its energy is maximized. Two heuristic distributed algorithms were proposed
to solve this problem. An identical energy efficient lifetime maximization problem has
been studied in [66]. However the authors did not develop any distributed algorithms to
solve the lifetime maximization routing problem. In [56], network lifetime maximization
was formulated as a rate allocation optimization problem. A solution which uses the so-
called Lexicographic Max-Min (LMM) criteriorwas proposed to maximize the bit rates
for all the nodes until one or more nodes reach their energy limit. In [57], the authors ad-
dressed the problem of maximizing network lifetime of wireless sensor networks through
optimal single-session flow routing. In [93], the authors studied the problem of lifetime
maximization in interference-limited wireless sensor networks through cross-layer design
techniques. In [104], several distributed algorithms were designed to maximize the lifetime
of wireless sensor networks. In [19], the authors derived the upper bound on the lifetime

of wireless sensor networks through optimal role assignment.
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A wireless sensor network may be composed of hundreds or even thousands of nodes,
and this feature requires that routing protocols for sensor networks must be highly scalable.
Localized routing schemes, in which each node makes routing decisions only based on 1-
hop or 2-hop neighbor information, are attractive to large-scale wireless sensor networks
due to their simplicity and scalability. Stojmenowital. in [110] discussed the importance
of designing localized power-aware routing protocols and proposed three fully localized
routing algorithms to minimize total energy consumption and maximize network lifetime.

A framework based on optimizing a cost over progress ratio was further proposed in [108]
for designing energy-aware routing schemes in wireless networks. In [47], alocalized prob-
abilistic algorithm based on dominating set techniques was proposed to distribute informa-
tion in wireless sensor networks. In [84], a novel analytical framework was introduced to
analyze the relationship between energy efficiency and range of topology knowledge. A
new forwarding scheme, called Partial Topology Knowledge Forwarding, was introduced,
and the problem of determining the optimal knowledge range for each node to make en-
ergy efficient geographical routing decisions was tackled by Integer Linear Programming.
It was demonstrated that the problem is intrinsically localized, i.e., a limited knowledge of
the topology is sufficient to make energy efficient forwarding decisions. In [32], a localized
algorithm (called AFA) was designed based on a novel aggregate fairness model. AFA is
designed to work with any routing protocol. In particular, it allows the packets from a data

source to follow an arbitrary set of forwarding paths to the base stations.

2.2 Geographic Routing

Geographic routing, in which each node forwards packets only based on the locations
of itself, its directed neighbors and the destination, is particularly attractive to power-
constrained sensor networks. The localized nature of geographic routing eliminates the
overhead brought by route establishment and maintenance, giving the advantages of mod-
est memory requirement at each node and high scalability in large distributed applications.
For example, the MFR protocol proposed in [111] is one of the earliest geographic routing
algorithms. In MFR, each node forwards its packets to the neighbor that has the maximum

progress. In 'greedy’ routing [39], each node forwards the packets to its neighbor closest
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to the destination. An overview of geographic routing can be found in [102].

In geographic routing schemes, each node is required to have the knowledge of its geo-
graphic location. The location information can be obtained by equipping each sensor node
with a GPS-capable antenna. However, providing each sensor with localization hardware
(e.g., GPS) is expensive in terms of both cost and energy consumption. A reasonable solu-
tion to the localization problem is to allow some nodes (called seeds) to have their location
information at all times, and allow other nodes to infer their locations by exchanging infor-
mation with seeds. In [48], a range-free localization algorithm called APIT is proposed. In
APIT, all possible triangles of the seeds are formed, and the location of a node is the cen-
ter of intersection region of all triangles. In [99], a localization algorithm based on range
measurements between pairs of nodes and the priori coordinates of sparsely located anchor
nodes was proposed. Recently, Anaethal. in [94] addressed the problem of retain-
ing the benefits of geographic routing in the absence of location information by assigning
virtual coordinates to each node. In [70], geographic routing in the presence of location
errors was studied. Location accuracy is an important issue that affects the performance
of geographic routing. Many approaches aiming at improving location accuracy have been
proposed [53][95][87]. In [95], a localization service component was designed for reliably
localizing wireless sensor networks in environments conducive to ranging errors by using
a custom hardware-software solution. The ranging solution improves previous work, ex-
tending the practical measurement range threefold (20-30m) while maintaining a distance-
invariant median measurement error of abbitof maximum range (33cm).

One of the key challenges in geographic routing is how to deal with dead-ends, where
greedy routing fails because a node has no neighbor closer to the destination. A variety
of methods have been proposed to deal with this problem. The idea of employing routing
in planar graphs to provide guaranteed packet delivery was first proposed in [92]. A well-
known protocol called GPSR [24] implements the same idea to deal with routing dead-ends
by combining greedy forwarding with perimeter routing. To guarantee delivery, many ex-
isting geographic routing algorithms [18][23][40][73] switch between the greedy forward-
ing mode and the recovery mode depending on the network topology. In GOAFR+[67],
the authors proposed a method that is both asymptotically worst case optimal and aver-

age case efficient. Recently, Xirgd al. in [120] demonstrated that greedy geographic
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routing is good enough for sensing-covered sensor networks, and sophisticated techniques
specially designed to handle routing dead-ends are not necessary in sensing-covered sensor
networks.

Recently, some attention has been paid to improve energy-efficiency for geographic
routing in sensor networks. In [118], a protocol called GPER was proposed to provide
power-efficient geographic routing in WSNs. In GPER, each node first establishes a sub-
destination within its maximum radio range and then employs a shortest-path algorithm
to compute the minimum-energy path from itself to the sub-destination. Routing metrics
based on normalized advance have been designed in [69][72]. Based on a realistic physical
layer model, the® RR x DIST routing metric was first introduced in [69] to deal with the
unreliable communication in wireless ad hoc networks. Seadd [103] addressed the
weak-linkproblem and studied the energy and reliability trade-offs pertaining to geographic
forwarding in lossy sensor networks under a realistic packet loss model.

In most existing routing schemes, nodes are required to maintain neighborhood in-
formation for making decisions on packet forwarding. However, in many applications,
network topology changes frequently due to node periodic sleeping [27][31][34][122] and
node mobility [107][112][81]. To maintain accurate neighborhood information, each node
must broadcast a hello message to notify its neighbors whenever its state changes, lead-
ing to additional communication overhead and energy wastage. Recently, some work has
been done to design beaconless routing algorithms to avoid exchanging topology and rout-
ing information. Beaconless geographic routing algorithms are fully reactive, with nodes
forwarding packets without prior knowledge of their neighbors. The basic principle of
beaconless forwarding can be described as follows: fétwearderi.e. the node that cur-
rently holds the packet, broadcasts it to its neighbors. The nodes within the forwarder’s
transmission range receive the packet, but only the nodes in the forwarding area are eli-
gible for forwarding. The most suitable candidate is determined by contention. In [52], a
beacon-less routing algorithm called BLR is proposed for mobile ad-hoc networks. BLR
selects a forwarding node in a distributed manner among all its neighboring nodes without
having any neighbor information, and optimized forwarding is achieved by applying a con-
cept of Dynamic Forwarding Delay (DFD). Recently, Kalogtal in [60] addressed the

problem of designing beaconless geographic routing schemes to provide guaranteed deliv-
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ery in wireless sensor networks. However, most existing beaconless geographic routing
schemes are focused on solving the routing dead-ends problems, and the energy efficiency

of beaconless routing is not well studied.

2.3 Energy-balancing Strategies

Wireless sensor networks are characterized by a many-to-one communication paradigm,
i.e., most of the nodes in the network send their data to a few sink nodes. Moreover,
packet delivery in sensor network is usually operated in a multi-hop manner since sensor
nodes have limited transmission range. The above characteristics make unbalanced energy
consumption an inherent problem for wireless sensor networks. The sensors close to the
sink tend to deplete their energy budget faster than other sensors. This uneven energy
consumption is apt to drastically reduce the useful lifespan of sensor networks and should
be prevented to the largest extent possible. The existing approaches for balancing energy
consumption in wireless sensor networks can be categorized into four groups: cluster heads
rotation schemes, nonuniform node deployment schemes, data aggregation schemes and
variable-power transmission schemes.

Clustering is particularly attractive to large-scale sensor networks [50][124]. By ro-
tating cluster-heads within clusters, energy consumption can be distributed fairly evenly
among nodes in each cluster. LEACH [50] is a clustering-based routing protocol, in which
randomized cluster-heads rotation is employed to balance energy consumption among
nodes within clusters. In HEED [124], cluster-heads are periodically selected based on
node residual energy and other parameters such as node proximity to its neighbors or node
degrees. To balance the energy consumption among cluster-heads, schemes such as EECS
[74] and UCS [106] were proposed by partitioning the network into clusters with unequal
size. Clusters closer to the base station have smaller sizes than those farther away from the
base station. However, to achieve a desirable balance of energy consumption, cluster-head
rotation must be performed frequently, which may add excessive communication overhead
to the network, resulting in much energy wastage.

Nonuniform node distribution schemes, in which additional nodes are deployed to the

area with heavy traffic, have been extensively studied to deal with the energy hole problem
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[77][79][119]. In [77], a nonuniform node distribution strategy was proposed to increase
the network data capacity. Liet al. in [79] proposed a power-aware nonuniform node
distribution scheme to deal with the so-called sink-routing hole problem for a long-termed
connectivity in wireless sensor networks. Wual. in [119] proved that suboptimal bal-
anced energy consumption is attainable only if the number of nodes grows with geometric
proportion from the outer coronas to the inner ones except the outermost one. However,
the nonuniform node distribution schemes may greatly increase the cost for deploying such
networks since the increase of the number of sensor nodes makes the network more expen-
sive than predicted.

Data aggregation has emerged as a useful paradigm in sensor networks [75][46]. The
key idea is to combine data from different sensors to eliminate redundant transmissions. In
[46], balancing energy consumption to increase network lifetime through data aggregation
was discussed. In [75], the authors studied the problem of mitigating energy holes by
traffic compression and aggregation. However, these works do not explore the possibility
of avoiding energy holes in data gathering sensor networks.

Variable-power transmission is another attractive scheme for mitigating energy holes
in wireless sensor networks [37] [45][58] [59] [90]. In [58], an energy balancing scheme
called EBC(Energy Balanced Chain) was proposed to efficiently prolong network lifetime
by actively controlling the nodes’ hop distances. In EBC, nodes with higher traffic have a
shorter hop distance than nodes with low traffic. Numerical results show that EBC performs
significantly better than traditional hop-by-hop transmissions. In [90], the authors investi-
gated the problems of avoiding energy holes and maximizing lifetime in sensor networks
with uniform distribution and uniform reporting. They divided the network into coronas
and presented an iterative process for computing the optimal size of each corona so that
energy consumption is balanced among all coronas. Mixed-routing scheme, in which each
node alternates between direct transmission and multi-hop transmission to transmit data,
was first proposed in [45]. In [37], a slice-model based on mixed-routing was proposed
and a probabilistic data propagation algorithm was designed to balance energy consump-
tion among different slices. In [126], the problem of balancing energy consumption on
a linear data gathering sensor network by considering energy consumption for both data

transmission and data reception was studied. However, most the previous work focused
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on balancing energy consumption across slices or coronas, and the problem of balancing
energy consumption among nodes within the same slice or corona has not been well ad-
dressed. For example, in [90] and [37], the authors simply assume that the nodes in the
same corona (slice) have the same probability of receiving packets from outer coronas
(slices). Moreover, few work employs the combination of the above solutions to balance
energy consumption. Unlike the existing work, the work done in this thesis is focused on
both balancing energy consumption and maximizing network lifetime by combining the
ideas of corona-based network division and mixed-routing strategy together with data ag-
gregation. Solutions for balancing energy consumption among nodes both within the same

corona and within different coronas have been designed.

2.4 Time-efficient Data Transport

Energy conservation in wireless sensor networks has been a primary design objective.
However, this constraint has not overshadowed other key objectives like scalability, la-
tency, reliability, etc. Many applications of wireless sensor networks are envisioned to han-
dle critical scenarios where data retrieval time is crucial, i.e., delivering sensed information
of each individual sensor node back to a central base station as fast as possible becomes
most important. For example, in fire detection applications, it is desirable that each sensor
can report its sensed event to the sink as quickly as possible and as reliably as possible. In
health-monitoring applications, a sensor network may consist of many sensor instruments,
which are attached to patients to monitor their physical conditions. Medical data sensed at
each sensor is transmitted back to a central platform for diagnosis. Since the data is usually
time varying in sensor networks, it is essential to guarantee that data can be successfully
received by the sink the first time instead of being retransmitted due to collisions.

Most event-driven applications in WSNs are interactive, delay intolerant (real-time),
mission critical, and non-end-to-end applications. The problem of providing real-time
data transport in event-driven sensor networks has been extensively studied in the past few
decades. In [16], a new distributed MAC protocol called DB-MAC was designed for delay-
bounded applications in sensor networks. DB-MAC implements two mechansosss

with priority andpath aggregatiorto minimize the delay for packet delivery. In [114], the
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authors considered the problem of optimizing delay in sequential change detection sensor
networks. A censoring scheme, in which lagging sensors drop their delayed observations
in order to mitigate network delay, was designed, and a lower bound on the network delay
was also established. In [89], Ngaal. proposed a general reliability-centric framework

for event reporting in Wireless sensor-actuator networks. This framework seamlessly inte-
grates three key modules that process the event data, namely, an efficient and fault-tolerant
event data aggregation algorithm, a delay-aware data transmission protocol, and an adap-
tive actuator allocation algorithm for unevenly distributed events. In [44], a delay-aware
reliable transport (DART) protocol was designed. The objective of the DART protocol is

to timely and reliably transport event features from the sensor field to the sink with mini-
mum energy consumption. It incorporates the time critical event first (TCEF) scheduling
mechanism to meet the application-specific delay bounds at the sink node. Furthermore,
the DART protocol can accommodate multiple concurrent event occurrences in a wireless
sensor field. Dousset al. in [36] studied the problem of minimizing the time delay for a
mobile intruder to be detected by a sensor with a connected path to the sink. It was shown
that the probability the intruder proceeds undetected exhibits non-memoryless behavior
over shorter distances and an exponentially decreasing tail.

Data gathering is a very important operation in time-driven sensor networks. Most of
current data gathering researches have been emphasized on issues such as energy efficiency
and network lifetime maximization. However, there are many emerging sensor network ap-
plications that require real-time data gathering since the data generated by the sensor nodes
may become outdated after a certain time interval. In[80], a protocol named DMAC was
designed to reduce packet delivery latency. It allows continuous packet forwarding by giv-
ing the sleep schedule of a node an offset that depends upon its depth on the tree. In [85],
zhanget al. addressed the challenges of bursty convergecast in multi-hop wireless sensor
networks, where a large burst of packets from different locations needs to be transported to
a base station reliably with short delay. A protocols called RBC (for Reliable Bursty Con-
vergecast) was designed. RBC employs a window-less block acknowledgment scheme that
guarantees continuous packet forwarding and replicates the acknowledgment for a packet to
improve channel utilization and to reduce the loss rate of ACK packets. RBC also employs

differentiated contention control techniques to alleviate retransmission-incurred channel
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contention. Some work has also been conducted on exploring energy-latency tradeoffs for
data gathering in WSNSs. In [78], schemes basedramgy x delay metric were designed

to balance the energy and delay cost for data gathering in wireless sensor networks. In
[125], the authors explored the the energy-latency tradeoffs in wireless communication.
They proposed algorithms to minimize the overall energy dissipation of the sensor nodes

in the aggregation tree subject to the latency constraint.

2.5 Random Access Techniques

In most wireless sensor networks, all sensor nodes share the same communication channel.
Contention occurs when two nearby sensor nodes both attempt to access the communica-
tion channel at the same time. Contention causes message collisions, which lead to too
much energy wastage and decrease the lifetime of a sensor network. A Medium Access
Control (MAC) protocol specifies how nodes share the channel, and hence plays a cen-
tral role in the performance of a sensor network. MAC protocols are either contention-
free or contention-based. In contention-free MAC protocols, collisions are completely
avoided. Contention-free protocols include time-division multiple access (TDMA) [82],
frequency division multiple access (FDMA) and code division multiple access (CDMA)
[115]. Contention-based MAC protocols are also known as random access protocols, re-
quiring no coordination among the nodes accessing the channel. Contention-based proto-
cols include Pure ALOHA [11], slotted ALOHA [96], CSMA [65], etc.

Pure ALOHA and slotted ALOHA protocols are representative random access proto-
cols. In Pure ALOHA, each node is allowed to access the channel whenever it has data
to transmit. If the packet successfully reaches the destination (receiver), the next packet is
sent. If the packet fails to be received at the destination, it is sent again. Since ALOHA
uses a shared medium for transmission, data packets may frequently collide. The heavier
the communications volume, the worse the collision problem becomes. The result is the
degradation of system efficiency, because when two frames collide, the data contained in
both packets is lost. To minimize the number of collisions, thereby optimizing network
efficiency and increasing throughput, an enhanced version of Pure ALOHA called Slotted

Aloha was developed. Slotted Aloha employs signals called beacons that are sent at precise
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intervals and tell each source when the channel is clear to send a packet.

To further improve throughput and reduce data collision, a more sophisticated protocol
called Carrier Sense Multiple Access with Collision Avoidance(CSMA/CA) was designed.
CSMA works as listen-before-talk, i.e., before transmitting a frame, the station senses the
medium (carrier sensing). If the medium is found idle at least for DIFS (DCF Inter-Frame
Space) time period, the station starts transmission, and other stations wait until medium
becomes idle again at least for DIFS time period. CSMA has been employed as the basic
medium access mechanism of IEEE 802.11. To reduce the probability of data collision,
a binary slotted exponential random backoff procedure is employed. Whenever a back-
off occurs, the backoff time is randomly set from a uniform distribution over the interval
[0, contention_window], while the contention window(CW) will be doubled for a retry and
reset for a new packet. Since the probability that two packets at different nodes are set to
the same backoff time is small, this mechanism can efficiently reduce data collision.

An additional mechanism, RTS/CTS(Request To Send/Clear To Send), is employed
to solve the hidden terminal problem found in wireless networks that use CSMA. With
RTS/CTS, the sender and receiver perform a handshake mechanism by exchanging RTS
and CTS control frames. Based on this handshaking, collisions can only occur at the be-
ginning when the RTS frame is transmitted. However, RTS/CTS mechanism can improve
performance only when the data payload is relatively large. Using it for small data frames
may result in significant overhead causing inefficient capacity utilization and higher delays.

Random channel access schemes have also been employed to solve other issues such as
link assessment and neighbor discovery in wireless networks. In [64], the authors exploited
the random scheme to perform link assessment task. In [113], directed and gossip-based
neighbor discovery algorithms were designed based on random access. Some work has also
been done on tuning the attempt probability for the sensor nodes in random access wire-
less networks. In [62], a generalized gradient ascent algorithm was proposed to self-learn
the optimal attempt probability to maximize the throughput for each node. Two iterative,
decentralized algorithms were presented in [116] to computing the global optimal rates
for the problem of max-min fair rate allocation in ALOHA networks. In [15], the authors
viewed the problem of optimizing the node attempt probability as a non-cooperative game

and showed the existence of a Nash equilibrium giving an optimal channel access rate for
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each node. However, all these approaches only consider the performance for each single
node, such as maximizing the throughput or obtaining fairness for each node. In most ap-
plications of WSNs, each sensor node is not independent, and all the sensors must work in

a cooperative manner to optimize network performance.



Chapter 3

Energy-efficient Beaconless Geographic

Routing

3.1 Introduction

Energy is one of the most important resources in wireless sensor networks (WSNs) since
sensor nodes are commonly powered by small batteries and are expected to work function-
ally for a long period. In many applications of WSNSs, replacing or recharging batteries
is either too expensive or impractical both because of the large number of sensor nodes
and because of the hazardous environment in which the sensor nodes are deployed. Thus
energy efficiency is a paramount concern in the design of WSNs. In addition to energy con-
straint, sensor nodes are also subject to further restrictions in computing power, bandwidth
and storage capability, which indicates that sensor nodes can not deal with complex oper-
ations. These unique features have posed great challenges for designing routing schemes
for WSNs. As pointed out by Stojmenovet al. in [110], routing protocols for wire-
less sensor networks should be simple, localized, scalable and energy-efficient with low
communication overhead.

Geographic routing, in which each node forwards packets only based on the locations
of itself, its directed neighbors and the destination, is particularly attractive to resource-
constrained sensor networks. The localized nature of geographic routing eliminates the

overhead brought by route establishment and maintenance, indicating the advantages of
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modest memory requirement at each node and high scalability in large distributed appli-
cations. In conventional geographic routing schemes, each node is required to maintain
more or less accurate position information of all its direct neighbors, and the position of
a node is made available to its direct neighbors by periodically broadcasting beacons. In
WSNs with invariant or slowly changing network topology, maintaining neighbor informa-
tion can greatly improve network performance because of the reusability of the maintained
information and the low maintenance cost. However, in many application scenarios, WSNs
are highly dynamic and the network topology may frequently change due to node mobil-
ity, node sleeping [38][68], node or link faults, etc. In highly dynamic scenarios, routing
protocols based on maintaining neighbor information suffer from at least three drawbacks.
First, the maintenance of neighbor information causes too much communication overhead
and results in significant energy expenditure due to the frequent transmission of beacon
messages. Secondly, the collected neighbor information can quickly get outdated, which
in turn leads to frequent packet drops. Thirdly, the maintenance of neighbor information
consumes memory which is also a scarce resource in WSNSs.

To overcome the drawbacks of conventional geographic routing schemes in scenar-
ios with dynamic network topology, several beaconless geographic routing protocols [52]
[41] [22] [30] [60] have been proposed. Beaconless routing schemes, in which each node
forwards packets without the help of beacons and without the maintenance of neighbor
information, are fully reactive. When a node has a packet to transmit, it broadcasts the
packet to its neighbors. The most suitable neighbor for further relaying the packet is de-
termined based on a contention mechanism, in which each neighbor determines a proper
delay for further forwarding the packet based on how well it is suited as the next-hop relay.
Therefore, beaconless routing schemes are robust to topology changes since the forward-
ing decision is based on the actual topology at the time a packet is forwarded. However,
in most existing beaconless routing schemes such as BLR [52], CBF [41] and GDBF [30],
each node forwards packets based on hop-count routing metrics (e.g., each node selects its
neighbor closest to the destination as its next-hop relay). These routing metrics are simple
in implementation, but they can not guarantee energy efficiency which is a major concern
in WSNSs.

In this chapter, we address the problem of providing energy-efficient beaconless ge-
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ographic routing for dynamic wireless sensor networks in which the network topology
frequently changes over time. A novel routing protocol called Energy-efficient Beacon-
less Geographic Routing (EBGR) is designed. Without any prior knowledge of neighbors,
EBGR tries to minimize the total energy consumed by delivering each packet to the sink.
EBGR works as follows: each sensor node first calculates its ideal next-hop relay position
based on the optimal forwarding distance in terms of minimizing the total energy con-
sumption for delivering a packet to the sink. When a node has a packet to transmit, it
first broadcasts a RTS message to detect its best next-hop relay. All suitable neighbors in
the relay search region participate in the next-hop relay selection process using a timer-
based contention mechanism. Each candidate that receives the RTS message sets a delay
for broadcasting a corresponding CTS message based on a discrete delay function, which
guarantees that the neighbor closest to the optimal relay position has the shortest delay. The
neighbor has the minimum delay broadcasts its CTS message first, and the other candidates
snooping the CTS message notice that another node has responded the request and quit the
contention process. Finally, the packet is unicasted to the established next-hop relay. If
there is no node in the relay search region, the forwarding node enters into a beaconless
recovery mode to recover from the local minimum. Extensive theoretical analysis has been
conducted to evaluate the performance of EBGR. It is proven that the total energy con-
sumption for delivering each packet to the sink under EBGR has an upper bound, assuming
no data loss and no failures in greedy forwarding. Moreover, it is demonstrated that the
expected energy consumption derived based on uniform node distribution approaches to
the lower bound with the increase of node deployment density. EBGR is also extended to
handle the unreliable communication links which are common in realistic applications of
WSNs. Simulation results show that the proposed scheme significantly outperforms exist-
ing schemes in terms of energy efficiency in WSNs with highly dynamic network topology.
The remainder of this chapter is structured as follows. The related work on power-
aware routing and geographic routing is discussed in Section 4.2. The system models
are described in Section 4.3. The energy-efficient beaconless geographic routing protocol
EBGR is described in Section 3.4. In Section 3.5, we give extensive theoretical analysis for
EBGR. In Section 3.6, we extend EBGR to lossy wireless sensor networks. In Section 3.7,

we evaluate our schemes through extensive simulations and present the comparisons with
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other protocols. Finally, we conclude the chapter and discuss future extensions in Section

3.8. For convenience, a list of the parameters used in this chapter is given in Appendix B.

3.2 Related Work

Traditional geographic routing schemes commonly employ maximum-distance greedy for-
warding techniques. The MFR protocol proposed in [111] is one of the earliest geographic
routing algorithms in which each node forwards its packets to the neighbor that has the
maximum progress In 'greedy’ routing[39], each node forwards the packets to its neigh-
bor closest to the destination. However, these schemes can not guarantee that packets are
delivered in an energy-efficient manner since energy consumption is not taken into account
for making forwarding decisions. Recently, some work has been done on improving en-
ergy efficiency for geographic routing. In[118], a protocol called GPER was proposed to
provide power-efficient geographic routing in WSNs. In GPER, each node first establishes
a sub-destination within its maximum radio range and then employs the shortest-path al-
gorithm to compute the minimum-energy path from itself to the sub-destination. In [103],
Seadeet al. addressed theeak-linkproblem and studied the energy and reliability trade-
offs pertaining to geographic forwarding in lossy sensor networks usingfve x DI1ST

metric.

To deal with the dynamic network topology, beaconless routing schemes, in which each
node forwards packets without any neighbor knowledge, have been proposed. Heissenbut-
tel and Braun [52] proposed the Beacon-Less Routing (BLR) algorithm. BLR selects a
forwarding node in a distributed manner among its neighboring nodes whereas each node
is not required to have information about neighboring nodes, neither about their positions
nor even about their existence. In BLR, optimized forwarding is achieved by applying a
concept of Dynamic Forwarding Delay(DFD). In contention-based forwarding (CBF) [41],
Fuessleet al. proposed a technique calledtive selection methoth which a forwarding
node selects its next-hop relay through broadcasting control message before transmitting

the data packet. The implicit geographic forwarding (IGF) proposed by Biuai [22]

1Given nodeu, the progress that nodeobtains by transmitting a packet to its neighbds defined as
the projection ofua| onto the line connecting and the final destination of the transmitted packet.
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and the geographic random forwarding (GeRaF) proposed by Zorai [128] implement the
same ideas but focus on the integration of beaconless routing with IEEE 802.11 MAC
layer. However, most of the proposed beaconless schemes employ hop-count based routing
metric, which is not efficient in terms of energy consumption.

Most geographic routing protocols use greedy forwarding as its basic mode of oper-
ation. However, greedy forwarding may fail when a node can not find a better neighbor
than itself to forward the packet. To recover from a local minimum, GFG [92], GPSR[24]
and GOAFR+ [67] route a packet around the faces of a planar subgraphRelgtive
Neighborhood GraplRNG) andGabriel Graph(GG)) when a local minimum is encoun-
tered. The planar subgraphs are constructed based on neighborhood information. However,
in beaconless routing neighborhood information is not a priori knowledge. In BLR [52],

a Request-responsgpproach was proposed for recovering from local minima. The for-
warder broadcasts a request message and all neighboring nodes respond. If a node is closer
to the destination, it becomes the next hop relay. In [60], algorithms for constructing dif-
ferent proximity graphs in beaconless routing were designed. Two schemes, Beaconless
Forwarder Planarization (BFP) and Angular Relaying, were proposed to recover from local
minima for beaconless routing. To provide guaranteed delivery in WSNs, most existing
geographic routing algorithms [18][23][40][73] [52] [60] switch between the greedy for-

warding mode and recovery mode depending on the network topology.

3.3 Preliminaries

3.3.1 Network Model

We consider a general network model in which a large number of sensors are densely
deployed in a two-dimensional terrain. Without loss of generality, it is assumed that no
two nodes locate at the same position. All sensor nodes are equipped with the same ra-
dio transceiver that enables a maximum transmission réhgéach node knows its own
location as well as the location of the sink. We uselthmét Disk Graph (UDG)commu-
nication model in the first stage of analysis. In this model, any two ned&sdv can

communicate with each other reliably if and onlyify| < R, where|uv| is the Euclidean
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distance between andv. In Section 3.6, based on a realistic communication model in
which data loss is estimated by packets reception rate, we extend our scheme to achieve
localized energy-efficient beaconless routing in the presence of unreliable communication

links.

3.3.2 Energy Model

TheFirst Order Radio Modeproposed in [51] has been widely used for measuring energy
consumption in wireless communications [20][76][84][110][118]. In this model, the en-
ergy for transmitting one bit data over distancés ¢,(r) = a1, + a»z*, whereay; is the

energy spent by transmitter electroniesjs the transmitting amplifier and (k£ > 2) is the
propagation loss exponent. The energy for receiving one bit data=isa;2, wherea;; is

the energy spent by receiver electronics. Therefore, the energy consumed by relaying one

bit data (i.e., receiving one bit data and then transmitting it over distanise
Erelay(T) = a11 + asz® + aps = ag + aga? (3.1)

Wherea1 = a1 + ae.

3.3.3 Characteristics of Power-adjusted Transmission

In [109], the characteristics of energy consumption for power adjusted transmission were
investigated using a generalized form of thest Order Radio ModelGiven a source node
u and a destination node d denotes the distance betweeandwv, and¢(d) represents the
total energy consumed by delivering one bit data froto v. The following lemmas hold

according to the analysis presented in [109].

Lemma 1. [109] If d < ‘”W' direct transmission is the most energy-efficient way

to deliver packets from to v.

Lemma 2. [109] If d > HW, ¢(d) is minimized when all hop distances are equal
to ., and the optimal number of hops|ig | or [ ] whered, = ¢/ .
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Lemma 3. The total energy consumption for delivering one bit data over distdrsais-

fies¢(d) > ar - 25 - .

From Lemma 2, it can be observed thats the optimal forwarding distance in terms of
minimizing £ (d) whend is an integral multiple ofl,. Even ifd can not be divided exactly
by d,, d, is also a good approximation of the optimal forwarding distance. Moreover,
d, remains constant for given sensor device and application environmentd&irardy
depends om,, a;, andk. Thusd, can act as an effective metric to guide localized packet
forwarding to provide energy-efficient routing. Based on this observation, in our study,
the ideal next-hop relay position for any noden terms of minimizing the total energy

consumption for delivering a packet from nodéhe sink is defined as follows:

Definition 1. Given any node., the ideal position of its next-hop relay, denotedfhyis

defined as the point on the straight line franto the sinks where|u f,,| = d,.

Since each node has the knowledge of its own location as well as the location of the
sink, nodeu can easily compute its ideal next-hop relay positfgnin our scheme, each
node makes fully localized and stateless forwarding decisions based on the location of its

ideal next-hop relay position.

3.4 Energy-efficient Beaconless Geographic Routing

(EBGR)

The general idea of EBGR is to employ the optimal forwarding distdpte make energy-
efficient localized forwarding decisions. Each forwarding node chooses the neighbor clos-
est to its ideal relay position as its next-hop relay. In this way, each packet is expected to
be delivered along the minimum energy route from the source to the sink.

The main mechanism of EBGR is depicted as follows: first, the forwarding node broad-
casts a RTS message to its neighbors to detect its best next-hop relay, but only the nodes
in therelay search regior{see Fig. 3.1) are candidates for further forwarding the packet.
Each candidate that receives the RTS message schedules a CTS transmission to the for-

warder with some delay determined by a discrete delay function which guarantees that the
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neighbor closest to the ideal next-hop relay position of the forwarding node has the shortest
delay. The node that has the shortest delay broadcasts its CTS message first and establishes
itself as the next-hop relay. Finally, the forwarding node unicasts its packet to the estab-
lished relay node. If there is no node in the relay search region, beaconless angular relaying

is employed to recover from the local minimum.

Transmission
Range (R)
C
ue e g
J u\’\‘ |
Relay Search RegionR,, b
@ sensor node ® optimal relay position

Figure 3.1: Greedy forwarding in EBGR in whichis the forwarder, and is the sink.
Only a andb are eligible candidates since they are in the relay search region.

In the following, we describe the details of EBGR including the relay search region,
the greedy forwarding procedure, the discrete delay function, and the beaconless recovery

procedure.

3.4.1 Relay Search Region

Since the best next-hop relay for any nads the neighbor closest to its ideal relay position
fu, there is no need for all neighbors of nod¢o participate in the contention for acting
as the next-hop relay. In EBGR, each node has a relay search region which is defined as

follows:

Definition 2. Given any node, its next-hop relay search region, denotedy, is defined

as the disk centered ats ideal next-hop relay positiofi, with radiusr,(u) wherer,(u) <

luful = do-

For any nodeu, only the neighbors in its relay search regiBr) are candidates for

further forwarding the packets transmitted from nadd& he concept of relay search region
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is introduced to prohibit the unsuitable neighbors from participating the relay contention

procedure.

3.4.2 Greedy Forwarding

Given any nodeu, let |us| be the distance from nodeto the sinks. Nodeuw calculates
lus| since it has the knowledge of its own position as well as the position of the sink. If
the sink is inu’s transmission range ands| < l\e/% nodeu transmits its packets
directly to the sink because relaying the packets by some intermediate nodes is no more
energy-efficient than direct transmission (see Lemma 1). Otherwisendefects it best
next-hop relay based on the procedure given as follows.

Let (x,,y,) and(z,, ys) be the coordinates of nodeand the sinks respectively. By

Definition 1, the location of,, denoted by(x.,, y.,), can be computed as follows:

Yuo = Yu — %(yu - yS)'

When nodeu has a packet to transmit, it broadcasts a RTS message, which also con-
tains the location of its ideal next-hop relay position as well as the radius of its relay search
region, to detect its best next-hop relay. For any neighbdinat receives the RTS mes-
sage from node, it first checks if it falls inR,,. If w ¢ R,, the RTS message is simply
discarded. Otherwise, node generates a CTS message which also contains its own lo-
cation and sets a proper delay, denoted hy,,, for broadcasting the CTS message based
on a discrete delay function given in next subsection. If nodwerhears a CTS message
broadcasted by another candidate befqre, is due, nodev cancels broadcasting its own
CTS message; otherwise nodebroadcasts its CTS message wlin,, is due. When
nodeu receives the CTS message from its neighbpthe next hop relay fow, denoted by
n(u), is updated if2(w) is null or |wf,| < |n(u)f.|. Finally, nodew unicasts its packet to

its next-hop relay:(u).
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3.4.3 Discrete Delay Function

In EBGR, the selection of the next-hop relay is performed by means of contention through
RTS/CTS handshaking. The forwarding node selects its best next-hop relay based on the
CTS messages received from the candidates in its relay search region. To reduce the com-
munication overhead incurred by relay selection, a discrete delay function is designed to
promote the best relay and to suppress the broadcasting of CTS message by other unsuitable

neighbors.
2=,

W3-2)n
-3,

Figure 3.2: The relay search regi®y, is divided into 4 coronas, S, Sz, S, wheresS;
has width(v/i — v/i — 1)r, since all coronas have the same area size.

For any nodeu, its relay search regioR, is divided inton concentric coronas
S1,Ss...5, where all coronas have the same area size (see Fig. 3.2). Thus the width of
thei* corona is(v/i — /i — 1)r; wherer, is the radius of5; andr, = “(“ o e s;,

the distance between nodend f, satisfies tha@ < |vful < Ls(“. Therefore,

NG
given any node € R,,, v must locate inS,, wherem = K%)? + 1.

For any nodev € R,, instead of broadcasting the CTS message immediately after
receiving a RTS message from nodenodewv broadcasts its CTS message with delay
0,—y. Let~y be the delay for transmitting a packet over a unit distaage,, is defined as

follows:

Oy = LB 2300 Vi— m = 1) + - ([ofu =/ 22rs(w),  (3.2)

where m = Ki*/f‘(z;’;“') J + 1.

The delay computed by Equation (3.2) guarantees:
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1. Nodes inS; broadcast their CTS messages earlier than nodgswherej > i.

2. Given nodey; € S; and nodev; € S; (1 < @ < j < n), it must satisfy that
Oy;—u — Ou—u > 7 - |vsv;], Which means that; can overhear the CTS message

broadcast by; and cancels broadcasting its own CTS message béforg is due.

3. For all nodes located in the same corghathe node closest t@, broadcasts its
CTS message first because the second teriiu f,,| — W) in Equation (3.2)

guarantees that the node closertdas a shorter delay.

If there is only one node in the innermost non-empty corona, the above delay function
guarantees that the number of CTS/RTS messages broadcasted for detecting the best relay
for u is minimized (only 2 messages, one CTS message broadcastexhidyone RTS mes-
sage broadcasted by the neighbor closegt Yolf there are multiple nodes in the innermost
non-empty corona, there may be more than one CTS broadcasted. For example, there are
two nodesy; andw; in the innermost non-empty corona whege.,, — 6, .. < v - |viv;].

Both v; andv; broadcast CTS messages since the CTS message broadcasted by node
can not reach node; befored,, ., is due. However, the above delay function can still
significantly reduce the number of CTS messages broadcasted because only the nodes in
the most inner nonempty corona have the chance to broadcast CTS messages. Obviously,
the performance of the discrete delay function depends on the number of coronas the relay
search region is divided into. A largecan significantly reduce the number of CTS mes-
sages broadcasted but may also incur additional delay when the first several coronas are
empty. In practice, the proper number of coronas can be determined based on the applica-

tion requirements.

3.4.4 Beaconless Recovery

When node: broadcasts a RTS message to detect its best next-hop relay, it sets its timer
to t¢,,.. and starts the timert,,,, is large enough to guarantee that nadean receive

the CTS message from the furthest neighboRin before the timer is expired. If node

u receives no CTS message till the timer is expired, it assumes that there is no neighbor

in its relay search region. To recover from the local minimum, the beaconless angular
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relaying proposed in [60] is employed in EBGR. The angular relaying algorithm works

in two phasesselection phasandprotest phaseln the selection phase, the forwarder
broadcasts a RTS message to its neighbors, and the neighbors answer with CTS messages
in counter-clockwise order according to an angular-based delay function. After the first
candidatew answers with a valid CTS, the protest phase begins. First, only the nodes in
Nee (v, w) (i.e., the Gabriel circle havingw as diameter) are allowed to protest. If a node

x protests, it automatically becomes the next hop relay. After that, only nodésifv, x)

are allowed to protest. Finally, the forwarder sends the packet to the selected (first valid or
last protesting) candidate.

The detailed operations for relay selection is give in AlgoritR&

Algorithm: RS /*Relay Selection performed at nod#/
1 If (jus| < Q/W) and (jus| < R) then

n(u) = s;

3: Else Calculatéz.,,, Yuo);

4: On broadcasting the RTS message:

5 Broadcast RTS messa@e (u), (T, Yu), (Tuo, Yuo));

6: On Receiving a messag® from node w:

7: If Mis a RTS messades(w), (Tw, Yw), (Two, Ywo)) then
8

9

N

If u ¢ R, then

: Discard messagi;
10: Else
11: Setd,, ., according to Equation (3.2);
12: If Mis a CTS messadéx., yw), (s, yy)) then
13: If (z, = x,,) and (y, = y,,) then
14: If (n(u) = Null) or (Jwfy] < |n(u)fy]) then
15: n(u) = w;
16: Else Ifu received a RTS message frerandé,,_., is not duethen
17: Cancel broadcasting CTS message;to
18: On broadcastingreply message:
19: For each delay labé),_.,, do
20: If 0, IS duethen
21: Generate CTS messade.,, yu ), (Tw, Yuw));
22: Broadcast(zy, yu), (Tw, Yw));
23: On beaconless recovery:
24: If ¢,,42 IS duethen

25: Employing Beaconless angular relaying to recover from local minimum;
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3.5 Theoretical Analysis

In this section, we present extensive theoretical analysis for EBGR. We first prove that
EBGR is loop-free in greedy forwarding mode, and demonstrate that EBGR can provide
guaranteed data delivery as long as the network is connected. Based on a simplified MAC
model without packet loss, the unit disk graph model without failures in greedy forwarding
and uniform node deployment, we establish the bounds on hop-count, the upper bound on
energy consumption and the expected energy consumption for sensor-to-sink data delivery
under EBGR.

3.5.1 Notations and Definitions

In [84], two terms progressandadvancewere introduced to distinguish different forward-
ing rules in geographic routing. Suppose that nederwards its packets to its neighbor
v for relay to the sinks. The progress denoted byP(u,v), is defined as the projected
distance ofuw| on the straight line passing througtands, and theadvance denoted by

A(u,v), is defined as the difference betwegen| and|vs|. Therefore,
P(u,v) = |uv|cosZLvus; (3.3)

A(u,v) = |us| — |vs|. (3.4)

We define two metrics, calleghergy over progress rat@ndenergy over advance ratio
to analyze the characteristics of energy consumption in EBGRyLet, v) and~y(u, v)
be theenergy over progress ratiand theenergy over advance ratifor relaying one bit

data fromu to v respectivelyyp(u, v) andy(u, v) are defined as follows:

- 67“elay(|uv|) a1 + 02|U'U|k ]

= = 3.5

ve(u,v) P(u,v) luv|cosZvus’ (3:5)
Eretay([uv]) a1 + agluv|”

f}/A(uv ,U) A(U, U) |U$| — |'US| ( )

Without loss of generality, we assume that the maximum transmission range (R) is no less

than2d, since the analysis approach fBr< 2d, is the same.
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3.5.2 Guaranteed Delivery

Figure 3.3: lllustration of loop-free packet forwarding in greedy forwarding mode

Theorem 1. EBGR is loop-free in greedy forwarding mode.

Proof. Let u be a source node andbe the sink. Ifs locates in the transmission range of
nodewu and|us| < ¢/ ey, Nodeu sends its packets directly to the sink without any
relay. The theorem holds in this case.

If |us| > ,k/m, the packets generated by nodenay be relayed by some in-
termediate nodes before arriving at the sink. As shown in Fig. 3.3, the maximum distance

from s to any point inR,, is |sb|. Va; € Ry,

ars| < |bs| < |us| becauses(u) < d, and
no two nodes locate at the same position. Therefdte, a;) = |us| — |a;s| > 0, which

means that each forwarding must obtain a positive advance.

Let a;, be a node that relays the packets generated by npdedaga;...a,,...ax_1a;
represents the routing path fromto a; in EBGR wheres, = u. For any relay node,,
prior to ay, in this routing pathA(ay, a,,) = |axs| — |ans| < 0, which means thai, can

not forward its packets tae,,. Hence, the theorem holds. O

EBGR works in two modesgreedy forwardingand beaconless angular relayingn
the greedy forwardingmode, EBGR is loop-free according to Theorem 1. When greedy
forwarding fails, the beaconless angular relaying scheme is employed to recover from local
minima. The beaconless angular relaying usesSékectand Protestmethods to avoid
crossing edges which might cause a routing loop. In [60], it is proven that the angular
relaying algorithm can always select the first edge of the Gabriel subgraph in counter-
clockwise order. Thus there are no routing loops in angular relaying. Therefore, EBGR

can provide guaranteed delivery as long as the network is connected.
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3.5.3 Bounds on Hop Count

For any node., letC'(u) be the minimum relay search region that covers only one neighbor,
and letr be the radius of’(u). Since nodes are uniformly deployed, the minimum relay
search regions for all nodes in the network have the same size. Then we have the following

theorem.

Theorem 2. If there are no failures in greedy forwarding, the number of hops, denoted by

N, for delivering a packet from to the sinks under EBGR whergus| = d satisfies

—1<N<dd +1. (3.7)

d, +r o —T

Proof. Letv be the node i’ (u). As shownin Fig. 3.4

ws|is maximized whem locates at
pointa and minimized whem locates at poink. By Equation (3.4)A(u, v) = |us| — |vs].

Therefored, — r < A(u,v) < d, + .

Transmission
Range (R)

Figure 3.4:C(u) is the minimum relay search region that covers only one noder ad
the radius o’ (u).

Let uajas...an_15 denote the routing path from to the sinks. Based on Equation
(3.4),

N—-2
d=|us| = A(u,a1) + Y _ Ala;, air1) + Alan_, s).

i=1
For the priorN — 1 hops, the best relay is chosen based on the same metric (i.e., the

neighbor closest to the ideal next-hop relay position). Therefore,

(N—=1)(d,—7r)<d—Alan_1,8) < (N = 1)(d, + ).
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That is,
d—A(aN_1,$)+(do+7“) <N < d—A(aN_1,5)+(do—7“)
d,+r == dy—r

For the last hop, the packet is directly transmitted to the sink. Based on Lemtna 1,

Alan_1,8) < Y/ eyasery- By Lemma 19 (see appendiX), < A(ay_1,$) < 2d, <
2(d, 4+ r). Thus

d—Alay1,8) + (do+7) _ d=2do+1)+ (dot7) _ d

N > _ 1
- d,+r dy,+r dy,+r ’
and,
N < d— Alan_1,8) + (dy — 1) _ d+ (d, — 1) _ d ey
d,—r d,—r d,—r
Therefore,
—1< N 1.
do_'_r < <d0_7“+

3.5.4 Upper Bound on Energy Consumption

In this subsection, we establish the upper bound on energy consumption for sensor-to-sink
data delivery under EBGR, assuming no packet loss and no failures in greedy forwarding.
In EBGR, the best next-hop relay for each node is detected through RTS/CTS handshaking.
Since the discrete delay function can effectively suppress unsuitable candidates for broad-
casting CTS messages, the number of RTS/CTS messages broadcasted is proportional to
the number of hops for delivering the data to the sink. Therefore, the energy consumed by
broadcasting and receiving RTS/CTS can be viewed as a part of energy spent by data de-
livery. In this analysis, the energy consumption for sensor-to-sink data delivery is referred
to as the sum of energy consumed by the nodes in the routing path for delivering one bit
data from the source to the sink.

In the following, we first prove that the position that maximizesghergy over advance
ratio 4 (u, v) must be located on the border of the minimum relay search region in Lemma
4. Then in Lemma 6, we demonstrate that €mergy over advance ratiat each hop is

upper bounded. Finally, the upper bound on energy consumption for sensor-to-sink data
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delivery is given in Theorem 3.

Lemma 4. Givenv € C(u), v must locate on the border 6f(u) wheny,(u, v) is maxi-

mized.

Proof. Suppose is located insid€’(u). Letv’ be a point on the border ¢f(u) andv’ has

the same-coordinate withv. By Equation (3.6),

<C:7”61(1L1/(|U'U/|) o 67“elay(|uv|)

'VA(uv Ul) - ’VA(uv U) =

A(u,v") A(u,v)
_atap(jw']f) _a as(|uv]®)
lus| — |v's| lus| — |vs]

Since|v's| > |vs| and|uv’| > |uv]|, va(u, v")—va(u,v) > 0. Hence, this lemma holds.O]

Figure 3.5:C(u) is the minimum relay search region, amt a node located on the border
of C'(u) where|vs| = |ns|, |vd| = |md|, |ud| = |ubl.

Lemma 5. If v locates on the border af'(v) andr > 0,

Proof. As shown in Fig. 3.5|vs| = |ns| and|vd| = |md|. Clearly,|un| > |um| because

Zvns > Zvms. By Equation (3.3) and Equation (3.4),

Au,v)  |us|—|vs|  |us| —|ns| _ |ud| —|md|  |ud| — |vd]|

P(u,v) |uel |uel - |uel |uel
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Assumeu is the origin and the straight line from to v is thex-axis. (0,0) and(x,y)
represent the coordinates @fandv respectively. Since locates on the border @f(u),
(x — d,)? +y*> =r? Thus

A(u7v)>do+r—\/2r(r+do—x)> r

P(u,v) x T dy 4 — JB =2

2a2d5[k—1+(9275)]  2ando(k—1)dk +(dotr)"]
(do—r)(14/ 2255) " (dotr) (/BB —r2+do—r) °

Lemma 6. Givenv € C(u), ya(u,v) < max{

Proof. From Lemma 4y must locate on the border 6f(u) when~(u, v) is maximized.

By Equation (3.6) and Lemma 5,

a0 = ay + agluv|® _m + ag|uvlk - U)P(u,v) < yplu U)do+7“ — /2 —7“2.
’ A(u,v) P(u,v) 55 CA(uv) T r

(3.8)
Let ub be the tangent of the circle centeredfawith radiusr (see Fig. 3.5)a andb are
two points on the line segment froato b where|ua| = (d, — r) sec 0 and|ub| = d, + r.

Let ) denote the set of points located on the line segment betwaadb. V w € ),

ot aguwlf 1 a + as|uwl®

’VP(U,UJ) - - ’ (39)

P(u,w) cos 0 luw|

where(d, — r)secd < |uw| < d, 4 r. Clearly,yp(u, w) given in Equation (3.9) is strictly

concave with respect taw|. Therefore,

riruleaqzcvp(u,w) = max{yp(u,a),yp(u,b)}. (3.10)

Similar to the proof of Lemma, it is easy to prove thatp(u, v) < max,ey vp(u, w).
By Equation (3.8) and Equation (3.10),
do+ 1 — /2 —1?

Ya(u,v) < max{yp(u,a),vp(u,b)} . , (3.11)

k
a1tazdk ()2

whereyp(u,a) = ——=*— andvyp(u,b) =

do(a1+az(do+r)*)

doir)Jiiz DY Lemma2, d, =
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. Replacingyp(u, a) andyp(u, b) in Equation (3.11),

az(k—1)

205k = 1+ (%25)] 2a5d,[(k — 1)dt + (dy + 1)"]

(do— 1) (1 + /%=ty (do +7)(V/lz =72+ do = 7)

1.

va(u,v) < max{

0

Theorem 3. If there are no failures in greedy forwarding and no packet loss in EBGR, the
total energy consumption, denoteddiy), for delivering one bit data from soureeto the

sinks under EBGR wheréus| = d satisfies

2a9df[k — 14 (955)] 2a9d,[(k — 1)d* + (dy + 1))
(d, —7)(1 + do—r) (do+r)(\/d§—7~2+do—7’)

¢(d) < max{ }od. o (3.12)

Proof. Let ¢’(d) and N’ be the total energy consumption and the number of hops respec-
tively for delivering one bit data fox to the sinks when all hops including the last one use
the same metrici.g., the neighbor closest to the ideal next-hop relay position) to choose
relay. Letd; and~(i) denote the distance and the energy over advance ratio faththep

respectively.

N/
gl(d) =a + G,lef + Z 67“elay + a12 - Z 67“elay Z ’7
1=2
u ~————

relay

Since all hops are independent and use the same routing ng&i#licis maximized when

the packet is forwarded to the neighbor with the maximum energy over advance ratio at
each forwarding. By Lemma §(d) < ¢'(d) because the metric used for the last forwarding

in EBGR saves energy. Therefore,

N/

€(d) < €/(d) < (Magr(i) - D di = d- fag (o)

=1

By Lemma 6, the upper bound on energy over advance ratio only depenrdsdnk
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andr. So, all hops have the same upper bound on energy over advance ratio. Therefore

2apdf[k — 14 (95)] 2a0d,[(k — 1)d* + (dy + 7))
d max -d.
e {Y%—rXL+ dor (%+WXVﬁ—rLH%—ﬂ}

O
Letr,, denote the ratio of the upper bound to the lower bound on energy consumption
for delivering one bit data over distanéen EBGR. We have the following corollary

Corollary 1.

k=14 (%0)s k=14 (14 2)F
ru < max{ (&) ; ( - i) }.
k(1— )y /% A=)

r 2
do+r ds

Whenan = Q12 = 50nJ/bzt, Ay = 100pJ/bzt/m2 andk =2 Tu < 1000

(v/1000—7)(+/1000—72) *

Proof. By Lemma 3 and Theorem 3, we have

r — Supperbound(d) .
ul glowerbound(d) !
2agdf [h—1+(§27E L ) L 2agdol(k—1)dk+(do+r)¥]
(do—r) (14 (do+7)( d2—r2+do r)
< max{ \/d , v - - d}
ar k T do a1 g1 do
2azdk[’f 14+(4255))d 2aado[(k—1)d5+(do+1)*]-d
< max{—: —
iy 1d “(do— T’(1+\/O =

o) a1~%~%~(do+r)(\/d3—r2+do—r)}
By Lemma2d, = ¢/ —%— (k ) . Replacingd, with ¢ (k ) in Equation 3.13,

k—1+ (L) k=14 1+ 1)k
k do—r1 2

2y k r r r2 }
d+r(1——+ 1—1) 5(1+d—0)(1—d—0+ 1-5)

P a2
; r 72
Slncel—d—o < 1/1—d—g,

ru < max{

o

k=14 (25)3 k—1+(1+2)F

, RS
Ki-py/es e

Whenay, = a;o = 50nJ/bit, a; = 100pJ/bit/m? andk = 2, by Lemma 2,d

ru < max{
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Z—; = +/1000. Thus
1000

"l = 71000 — 1) (+/1000 — 1)

0

From Corollaryl, it is worth noting that-,, — 1 whenr — 0. Therefore, the upper
bound on energy consumption is close to the lower bound when sensor nodes are densely
deployed. However;,, becomes infinite when approachesd,. This phenomenon can be
explained as follows: when approaches td,, as can been seen in Fig. 3.5, the advance
obtained by forwarding the data to the next-hop relay is very small if the next-hop relay
is located at the position closest to node Thus~,(u,v) must be very large since the
energy spent by electronic circuit (i€, anda,,) becomes the dominant part in the total
energy consumption. Obviously, the worst case for delivering a data packet to the sink is
that the next-hop relay for each forwarding node is located at the position that maximizes
the energy over advance ratio. Liet(d) denote the probability that the worst case happens
for delivering packets from to the sinks where|us| = d. The following theorem shows

that P,,(d) approaches to 0 whenapproaches td,.

Theorem 4. P,,(d) monotonically decreases with the increas€ ahdr. P,(d) — 0 when

r — d,.

Proof. Let N be the number of hops for delivering a packet frarto s where|us| = d.

Let p(i) denote the probability that the packet is forwarded in the way that the energy over
advance ratio at hopis maximized. For the prioN — 1 hops, the forwarding at each hop

is the same and independent. T8 = p(j) =p (1 <i,j < N —1). We have

N-1
Py(d) =p(N)- T[] p(i) < p™".
i=1
Since nodes are deployed with uniform distributipny # For the hop couniv, it in-
creases with the increasedfTherefore P, (d) monotonically decreases with the increase
of d andr.
From Equation (3.6), the location that maximizegu, v) approaches te whenr —

d, because the advance obtained for each forwarding is very smakt;abedcomes the
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dominant part in energy consumption. Wher- d,, N — oo. Therefore,P,,(d) — 0

whenr — d,,. O

3.5.5 Expected Energy Consumption

Let E[va(u,v)] denote the expected energy over advance ratio for one hop forwarding in

EBGR. We have the following lemma.

Figure 3.6: Approximation of advance whereés the only node irC'(u) and|vs| = |bs|.
The dashed square is the approximatio@'¢f), and it has the same area size witftw).

Lemma 7.

k
2

E[ya(u,v) Np// a1+ ax(a” +y) dxdy, (3.13)
C(u)

wherep is the node deployment density.

Proof. Letv be the node it'(u). Since sensor nodes are uniformly distributed with density

p, by Equation (3.6),
57"6(1 uv
Elya(u,v)] = // l y ‘ | — o pdrdy
C(u)
— // a1+a2|uv|kdxdy‘
lus| — |vs]

When nodes are densely deployéty.) is small. As shown in Fig. 3.6, the advance

obtained by forwarding the packet tds close to the progress, that jgs| — |vs| =~ |ual.
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Thus

ay + as|uv|F
Bla(uo)] ~ p [ / @t ool g,
C(u) |UCL‘

2\k/2
p// at oy (3.14)
o)

Q

T
U

Theorem 5. If there are no failures in greedy forwarding and no packet loss, the expected
energy consumption, denoted BY¢(d)], for delivering one bit data from soureeto the

sinks where|us| = d satisfies

2 2\%
E[¢(d)] = pd// ot ax@ +y) dxdy.
C(u) .

Proof. Let N be the number of hops to deliver one packet fromo s. By Lemma 7, it is
easy to see that the approximation/ofy.(u, v)|] only depends op. Therefore, the prior
N — 1 hops have the same approximated energy over advance ratio, denatéd bgue

to the same forwarding procedure. LEfy(N)| be the energy over advance ratio for the

// ay + ay(|sv|)k a+a(lsol)”,
|sv]

When nodes are densely deployétiy:) is small andE[y(N)] ~ E[y|. Furthermore, the

last hop. As shown in Fig. 3.6,

effect of the last hop on the total energy consumption is small for largéerefore,

Elgd)] = E[}_G)d]~

2 | . 2\k/2
~ Pd// ot ax@”+y7) dzdy.
C(u)

X

0

Let r.; be the ratio of the approximated expected energy consumption to the lower
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bound on energy consumption for delivering one bit data from a node to the sink. We have

the following corollary.

Corollary 2.

1 N 12d% + 7r? . 2d, + /77
Tel = = n
Y2 oa/mrd,  2d, —

andr, < 1.5whenay; = a5 = 50n.J/bit, ay = 100p.J /bit /m?.

when k=2

Proof. As shown in Figure 3.6, a square centered atith side! is used to approximate
C(u) wherel? = 7r%. SinceC(u) is the minimum relay search regiopyr? = 1, that is,
p= -1;. Whenk = 2,

mr2”

Q

d (% (T a4 ay(a? +y?)

mr? do—1 /_z X

as(12d2 + mr?) I 2d, + /7
12y/7r 2d, — /mr

E[¢(d)] dzdy

+ and,. (3.15)

By Equation (3.15) and Lemma 3,

1 12d% + mr? 1 2d, + /7

— where <d,.
> " aErd, 2d, — A O<rs

Tel =

Whenay, = ais = 50nJ/bit, a; = 100pJ/bit/m* andk = 2, by Lemma 24, = , /% =

az

v/1000. Whenr — 0, 7o, — 1. Whenr = /1000, ., < 1.5. U

3.5.6 Summary of Analysis on Energy Consumption

To demonstrate the energy efficiency of EBGR, we give the comparison betyesmd

re. Similar with [19] [51], the system parameters are set as follows: 2, a;; = ap =

50n.J /bit anda, = 100p.J/bit/m?. Under this setting, the optimal hop distance/if)00m
according to Lemma 2. The maximum transmission raRder all nodes is set t80m

which is larger tharRd,. Fig. 3.7 plots-,; andr., under different size of the relay search
region. It can be seen thay; is close to 1 whem is small because a smallmeans that

the best relay for each node keeps very close to its ideal next-hop relay position. With the

increase of-, r,; first increases slightly and reaches around 2 when15m. After that,
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Figure 3.7: Comparison of,; andr,; with the variation of the radius of the minimum relay
search region

r. iIncreases quickly with the increasesoand approaches to infinity whencomes near

to v/1000m. However,r,; increases slowly with the increasesofEven ifr = /1000m,

re 1S less thanl.5. This is because the probability that packets are delivered along the
worst path decreases with the increase.oBy Theorem 4, the probability that a packet

is delivered along the worst path approache8 whenr — d,. Therefore, the expected

energy consumption does not increase dramatically whegproaches td,.

3.6 Extension to Lossy Wireless Sensor Networks

The protocol design and theoretical analysis discussed in the previous sections are based
on the UDG model in which transmissions between any two nodes within the communi-
cation range are assumed to be reliable. In this section, we extend EBGR to lossy sensor
networks to provide energy-efficient sensor-to-sink routing in the presence of unreliable

communication links.

3.6.1 Routing Metric

To capture the characteristics of data Iqsacket reception rate (PRRWhich is the ratio

of successful transmissions to the total number of transmissions, is used to measure the
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quality of communication links. LeP RR(u, v) be the packet reception rate for lifik, v).
The expected number of transmissions that guarantees one successful transmission from
tovis m.

Packets may be lost due to many reasons such as data corruption, collision or the at-
tenuation of signal strength. In the case where a packet is lost before reaching the receiver,
nearly the same amount of energy is dissipated by listening [121]. Therefore, the total ex-
pected energy consumption for successfully relaying one bit datadrtow, denoted by

Els(u,v)], can be approximately modeled as

. Erelay([uv])
Ble(u, v)] = PRR(u,v)
By Equation (3.6), the expected energy over advance ratio, denotéthbyu, v)], for

successfully relaying one bit data framto v satisfies

Erelay(|uv])
PRR(u,v)A(u,v)
L eraay(fuv])
PRR(u,v)  A(u,v)

Elya(u,v)] =~

12

(3.16)

Note that the second par@%) in Equation (3.16) is the energy over advance ratio
when transmission fromto v is reliable. Motivated by this observation, we propose a new
metric for providing energy-efficient routing in lossy sensor networks. Instead of choosing
the neighbor closest to the ideal next-hop relay position among all candidates in the relay
search region, node chooses the neighbor that minimizgs:Z-L_ as its next hop relay.

(u0)

We refer to the extended version of EBGR using this routing metric as EBGR-2.

3.6.2 Blacklisting and Discrete Delay Function

For any node» € R,,, nodeu is blacklisted from participating in the contention for acting
as packet relay for nodeif PRR(u,v) < 6. Let B(u) be the set of remaining nodesk,
P}‘;;{(’L;"v) < ’”st“). A Discrete Delay Functiosimilar

to the one in EBGR is then used to reduce the number of CTS messages broadcasted. The

after blacklisting. Clearlymax,c ()

principle of this discrete delay function is the same with that in EBGR. The nodB&ih
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are divided inton setssS;, 5s,...S,, based on the following rule: b € S;, (=Dl <

§
A ). The delay for node to broadcast its CTS message after receiving a

RTS message from, denoted by, _.,, is defined as follows:

irs(u

0

<

U Ju
6v—>u:2(m_1)'7‘rs(U)+7'$(u‘v), where m:{

n-od vl
rs(u) - PRR(U,’U)J 1
(3.17)

The delay setting ensures that the neighbot$ inroadcast the CTS messages first. Within

. u| . . .
each set, the neighbor that has a sm% is assigned with a shorter delay. Further-
more, the CTS message broadcasted by a node in one set can be snooped by the nodes in
other sets before they broadcast their own CTS messages. It is easy to see that the num-
ber of messages needed to be broadcasted is minimized when there is only one node in

innermost non-empty set.

3.7 Simulation Results and Analysis

In this section, we evaluate the performance of EBGR and EBGR-2 through simulations.
We first demonstrate the energy efficiency of EBGR in dynamic scenarios where the net-
work topology changes frequently due to node mobility and node sleeping. Then we
present the performance of EBGR-2 under a realistic radio model and compare EBGR-

2 withthe PRR x DIST metric specially designed for routing in lossy sensor networks.

3.7.1 Simulation Settings

To study the behavior of EBGR and EBGR-2, we have implemented a simulation package
based on OMNeT++ version 3.3 [5]. In all simulations, 200 sensor nodes are randomly
deployed in &00m x 400m region. There is only one sink which is placed at the center

of the region. Three scenarios are designed to evaluate the performance of the proposed

schemes.

e Mobility Scenario: In this scenario, all sensor nodes move according to the Random
Walk Mobility Model [97]. A sensor node moves from its current location to a new

location by randomly choosing a speed from ramgenspeed, maxspeed] and a
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direction from rangg0, 27|. Each movement continues for an interval 6fseconds.
New speed and direction are chosen at the end of each interval. If a node reaches
a simulation boundary, it bounces off the border with an angle determined by the

incoming direction and continues the movement along the new path.

e Random Sleeping Scenarioln this scenario, all nodes remain static after deploy-
ment, and the Random Independent Sleeping (RIS) scheme [68] is employed to ex-
tend network lifetime. The simulation time is divided into intervals with length of
Tqeep- At the beginning of each interval, each node decides to wodctive state
with probability p and to enter intsleepstate with probabilityl — p. With this

sleeping scheme, the expected network lifetime can be increased by a factor close to
1/p.

e High-variant Link Quality Scenario : In this scenario, all nodes remain static and
no sleeping scheme is employed. However, the link quality changes dynamically
over time. The behavior of each link is modeled according to a realistic channel
model proposed in [25]. The simulation time is divided into link quality estimation
intervals with length of7_,;;. At the end of each interval, each node estimates the
packet reception rate (PRR) of a link from a neighbor to itself by counting the number

of beacon or RTS/CTS messages received from that neighbor.

For performance analysis, in addition to EBGR and EBGR-2, we have implemented
another three routing schemes: GPER[118], BLR[52] ARit): x DIST[103]. GPER is a
beacon-based geographic routing scheme in which each node maintains neighbor informa-
tion by periodically broadcasting beacons. Based on the maintained neighbor information,
each node first chooses its neighbor closest to the sink as a sub-destination and then uses a
shortest-path algorithm to compute the energy optimal next-hop relay. BLR is a beaconless
geographic routing scheme based on hop-count routing metric. In all simulations done in
this section, thelosest-to-destinatiorouting metric, in which each node chooses its neigh-
bor closest to the sink as its next-hop relay, is employed in BLR.AR& x D1ST routing
metric is introduced to provide energy efficient geographic routing in the presence of unre-

liable transmissions. In this metric, both packet reception rate (PRR) and hop forwarding
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distance are taken into account to make routing decisions aiming at obtaining a good trade-
off between shorter, high-quality links and longer lossy links. For each neighbor that is
closer to the destination, the product of the reception rate and the distance improvement
achieved by forwarding to this neighbor is computed, and the neighbor with the highest
value is chosen as the next-hop relay. In [103], simulations and experiments show that
PRR x DIST is the best forwarding metric for making localized geographic forwarding
decisions in lossy wireless networks with ARQ mechanisms.

The underlying MAC protocol is IEEE 802.11, and the configuration of the MAC pro-
tocol is described as follows: For beacon-based schemes (i.e., GPERR&R& DIST),
the RTS/CTS exchange function is turned off to reduce communication overhead since
RTS/CTS handshaking is not necessary for these two schemes. For fair comparison, both
BLR and EBGR use the RTS/CTS handshaking for selecting the next-hop relay, avoiding
packet duplication and reducing packet collisions. In all simulations, the maximum trans-
mission range for each node is seBton. The beacon message is set to 20 bytes. The RTS
message is 25 bytes and the CTS message is 20 bytes. For the parameter settings in the
delay function of EGBR and EBGR-2, the number of coronas/setsr{).& set to 20, and
the transmission delay (i.e\) is 107%s/m. The recovery timers for both EBGR, EGBR-2
and BLR are set td0Oms. For the energy model, the energy spent by transmitter electron-
ics on transmitting or receiving one bit data (i®, anda;s) is set to50n.J/bit, and the
transmitting amplifier 4,) is set tol0p.J/bit /m?, and the propagation loss exponekitis
setto 2.

In each simulation run, 20 nodes are selected as sources and each source generates
40 data packets with a payload of 128 bytes. The simulation is terminated until the sink
receives all the data packets generated in the network, and the simulation results are the

average of 10 independent runs.

3.7.2 Performance of EBGR in Mobility Scenarios

In this set of simulations, we evaluate the performance of EBGR in mobile scenarios in
which the network topology changes frequently due to node mobility. The parameters

of the Random Walk Mobility Model are set as followstinspeed is set to0m /s, and
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mazxspeed is varied from0Om/s to 50m/s to provide different levels of mobility. The

simulated beacon intervals for GPER are 0.5, 1.0 and 2.0 seconds.
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Figure 3.8: The total energy consumption under EBGR, BLR and GPER with different
mobility levels
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Figure 3.9: The Packet drop ratio under EBGR, BLR and GPER with different mobility
levels

Fig. 3.8 shows the total energy consumption of GPER, BLR and EBGR under different
mobility levels. The total energy consumption is referred to as the sum of the energy spent
by each node in the network during the simulation time. As can be seen from Fig. 3.8,
EBGR and BLR are much more robust to network topology changes than GPER since each

forwarding decision in EBGR and BLR is made based on the actual topology at the time
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Figure 3.10: The number of control messages under EBGR, BLR and GPER with different
mobility levels

022f T e e
1]

—+*— GPER 0.5
—&— GPER 1.0
—*— GPER 2.0
—&— BLR

0.16 - | —©— EBGR i

0.14

Energy Consumption (Joule)

0.12F b

OI 1 Il Il Il Il Il Il Il Il Il
0 5 10 15 20 25 30 35 40 45 50

maxspeed (m/s)
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the packet is transmitted. With the increaserafrspeed, the energy consumption under
EBGR and BLR only increase slightly due to slight packet drops (see Fig. 3.9) and the
suboptimal power routes (see Fig. 3.11) caused by node movement. From Fig. 3.9, we can
observe that the data packet drop ratios in EBGR and BLR are closé®the maximum
movement speed increases, the data packet drop ratio in BLR is a little larger than that in
EBGR because each node in BLR tends to choose the neighbor close to the border of the
transmission range as its next-hop relay, and it is possible that the established next-relay
moves out of the transmission range before receiving the data packet.

In contrast, node movement has a great impact on the performance GPER. When
maxspeed is lower thansm/s, GPER with a beacon interval of 2.0 seconds consumes
less energy than EBGR because of the low packet drop rate (as shown in Fig. 3.9) and the
low beacon message overhead (as shown in Fig. 3.10). As the maximum movement speed
increases, the total energy consumption under GPER increases abruptly. With a maximum
movement speed &i0m /s, GPER with a beacon interval of 0.5s and 1s consume%
and65% more energy than EBGR. This phenomenon can be explained as follows: in sce-
narios with high node movement speed, the maintained information in GPER becomes out-
dated quickly, resulting in frequent packet drops. As shown in Fig. 3.9, with a maximum
movement speed df0m /s, the packet drop ratio can be as high0a3s for GPER with
a beacon interval of 2 seconds. To provide guaranteed packet delivery, dropped packets
must be retransmitted, resulting in much energy wastage. Moreover, frequent packet drops
lead to a long sensor-to-sink data delivery delay. Since the number of beacon messages
broadcasted in GPER scales proportionally to the running time, much additional energy is
consumed by exchanging beacon messages.

It is worth noting that EBGR consumes much less energy than BLR. This result can be
explained as follows. First, in BLR, each node chooses its neighbor closest to the sink as
its next-hop relay. The hop distance is much larger than the optimal forwarding digtance
when each node has a large maximum transmission range, resulting in significant energy
dissipation since energy consumption on data transmission is proportional to a square of
the transmission distance. Fig. 3.11 shows the sum of energy spent on successful data
packet transmission(the energy wasted by unsuccessful packet transmission is not taken

into account in order to demonstrate the quality of routing path.). It can be seen that BLR
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consumes at lea80% more energy than EBGR, which means that the routing paths in BLR
are not energy efficient. Second, in BLR, the power level for broadcasting RTS message
must be large enough so that all nodes in the transmission range of the transmitter can
receive the RTS message, whereas in EBGR, the power level for broadcasting RTS message
only need to guarantee that all neighbors in the relay search region can receive the RTS
message. The power level for broadcasting RTS message is much smaller than that in BLR
with a large maximum transmission range. Fig. 3.10 shows that the number of RTS/CTS
messages broadcasted in BLR(§t less than that in EBGR since the number of RTS/CTS
messages is proportional to the number of hops. However, it doesn’t mean that the energy
spend by broadcasting RTS/CTS messages in BLR must be smaller than EBGR because

each node spends more energy to broadcast RTS/CTS messages in BLR.

3.7.3 Performance of EBGR in Random Sleeping Scenarios

Sleeping schemes are attractive to applications such as fire detection and intrusion detection
since sensor networks in these applications commonly work on a low duty cycle and each
node generates data only when it detects an event. Thus by letting nodes periodically
switch betweeractive and sleepstates, a large amount of energy wasted in an idle state
can be saved. However, periodic node sleeping can result in frequent network topology
change. In this section, we evaluate the performance of EBGR in scenarios where random
independent sleeping (RIS) is employed to extend network lifetime.

The simulated protocols are slightly modified in order to integrate with the RIS sleeping
scheme. For GPER, instead of using a constant beacon interval, each node broadcasts a
beacon message only when it switches betwasive and sleepstates since there is no
need to broadcast beacon message if its work status does not change. For EBGR and BLR,
a node that has data to transmit broadcasts a RTS message only when it wackisen
state and its remaining active time is large enough to finish forwarding one data packet. A
neighbor node can join in the relay contention process only when its remaining active time
is large enough to receive the data if it is selected as the next hop relay.

Fig. 3.12 shows the energy consumption under EBGR, BLR and GPER with different

sleeping probability where the length of the time interval in RIS is set to 4 seconds. When
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Figure 3.12: The total energy consumption under EBGR, BLR and GPER in random sleep-
ing scenarios with different sleeping probability

node sleeping probability is smaller than 0.36, GPER outperforms EBGR and BLR because
most of nodes work in active state and the amount of beacon messages broadcasted is small
due to the low frequency of states switching. With the increase of node sleeping probability,
the energy consumption under GPER increases. There is a peak @b due to the high
frequency for state switching. When node sleeping probability is larger than 0.6, the energy
consumption for all three protocols increases with the increase of node sleeping probability.
The higher the node sleeping probability is, the smaller the number of active nodes is. Thus,
nodes with data to transmit switch to recovery mode frequently, resulting in much energy
consumption. Moreover, GPER can not avoid temporary loops although it can prevent
infinite loops, which also leads to energy wastage since it is possible that a given packet
reaches the same node more than once in GPER.

The size of time interval (i.eJ..,) In RIS has a great impact on the performance
of GPER. Fig. 3.13 shows the energy consumption under different intervals where node
sleeping probability is set to 0.4, and the simulated packet generation rates.akret /5s
andlpacket/10s. It can be seen that EBGR and BLR are independent of the sizg.of
since the next-hop relay for each forwarder is detected in an on-line manner, and the num-
ber of data packets and RTS/CTS messages broadcasted for sensor-to-sink data delivery is
proportional to the number of hops. For GPER, packet forwarding is based on the main-

tained the neighbor information. The longer the time interval is, the smaller the amount of
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Figure 3.13: The total energy consumption under EBGR, BLR and GPER in random sleep-
ing scenarios with different time interval

beacon messages broadcasted, and the larger the amount of data packets transmitted in one
interval. As shown in Fig. 3.13, the total energy consumption under GPER decreases with
the increase df .., When data generation ratelisacket/5s, EBGR outperforms GPER
whenTy.., is less thanl1ls. With the further increase of time interval, GPER consumes

less energy than EBGR since less energy is spent on exchanging beacon messages. It is
worth noting that GPER with a low data generation rate consumes much more energy than
GPER with a high data generation rate because the running time with a low data generation
rate is long and much more beacon messages need to be broadcasted. Thus, in contrast to
GPER, EBGR is more suitable for event-detection applications in which data generation

rate is very low.

3.7.4 Performance of EBGR-2 in High-variant Link Quality Scenarios

In this section, we evaluate the performance of EBGR-2 in scenarios where data trans-
mission experiences frequent loss. The loss behavior for each link is modeled based on a
realistic channel model proposed in [25]. In this model, two nodes exhibit full connectivity
when the distance between them is below a distdhceNodes are disconnected if they are

at least distancé®, away from each other. In the transitional region betwé&grand D,

the expected reception rate decreases smoothly with some variation. The packet reception
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rate for a link that has a distandes computed as follows:

17 if d< Dl;
PRR(d)={ [25L 4+ X, if Dy <d< Dy (3.18)
0, it d> D,.

where[.]> = max{a, min{b,.}} andX ~ N(0, o) being a Gaussian variable with variance
a2. In our simulations, the parameters of this model are set as follBws: 20, Dy = 60
ando = 0.3. To demonstrate the energy efficiency of EBGR-2, we compare EBGR-2 with

the PRR x DIST metric designed for routing in lossy sensor networks.
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Figure 3.14: The total energy consumption under EBGR-2/aR& x D1ST with differ-
ent link quality estimation interval

For the routing scheme based &"RR x DIST metric, each node broadcast beacon
message to update the packet reception ratio for each link at the end of each link quality
assessment interval. Fig. 3.14 shows the total energy consumption under EBGR-2 and
PRRx DIST with the variation of different link quality assessment inteffjg);. With the
increase off;;, the energy consumption under EBGR-2 keeps roughly constant, whereas
the energy consumption und&RR x DIST decreases because the number of beacon
messages broadcasted decreases with the increasg ofFig. 3.15 shows the energy spent
on transmitting data packets with different link quality assessment interval. In contrast,

PRR x DIST consumes much more energy than EBGR-2PIRR x DI1ST, each node
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Figure 3.15: The energy consumption on data transmission under EBGR-2 laRdx
DIST with different link quality estimation interval

chooses its neighbor that maximizes the produd® &R and D1.ST as its next hop relay.
Thus each node tends to choose the neighbor with a large hop distance as its next hop relay,
whereas a large hop distance means a large amount of energy consumption for each packet
forwarding. As shown in Fig. 3.19RR x DIST consumes aroung8% more energy on

data transmission than EBGR-2.

3.8 Summary and Future Work

Providing energy-efficient routing is an important issue in the design of WSNs. In this
chapter, we present a novel energy-efficient beaconless geographic routing protocol EBGR
which takes advantages of both geographic routing and power-aware routing to provide
loop-free, stateless and energy-efficient sensor-to-sink routing in dynamic WSNs. The per-
formance of EBGR is evaluated through both theoretical analysis and simulations. We es-
tablish the bounds on hop count and the upper bound on energy consumption under EBGR
for sensor-to-sink data delivery, assuming no packet loss and no failures in greedy forward-
ing. Furthermore, we demonstrate that the approximated expected energy consumption
under EBGR keeps close to the lower bound when sensor nodes are densely deployed.

To deal with the unreliable communication links in WSNs, we extend EBGR to provide
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energy-efficient routing in lossy sensor networks. Extensive simulations have been per-
formed to compare our schemes with the existing protocols. Simulation results show that
our protocols save significantly more energy than routing protocols based on neighborhood
maintenance in highly dynamic scenarios.

There are some interesting future research directions regarding the concept of energy-
efficient geographical routing in WSNs. By taking the residual energy into account for
making forwarding decision, our schemes can be extended to alleviate the unbalanced en-
ergy consumption in the network while still guaranteeing that the total energy consumption
for sensor-to-sink data delivery is bounded. Another extension is to integrate other energy

conserving schemes such as data aggregation to further reduce energy consumption and

maximize network lifetime.



Chapter 4

Energy-Balanced Data Gathering

4.1 Introduction

In many applications of WSNs such as remote habitat monitoring, battlefield monitoring
and environmental data (e.g., temperature, light, humidity, and vibration, etc.) collection,
hundreds or even thousands of low-cost sensor nodes may be dispersed over the monitor-
ing area. The sensors self-organize into a wireless network, termed data gathering sensor
network, in which each sensor node must periodically report its sensed data to the sink(s).
Sensor nodes in such large-scale data gathering sensor networks are generally powered by
small inexpensive batteries in expectation of surviving for a long period. Therefore, energy
is of utmost importance in power-constrained data gathering sensor networks, and energy
consumption should be well managed to maximize the post-deployment network lifetime.
Sensor-to-sink direct transmission is the most easiest way for each sensor node to re-
port its sensed data to the data sink(s) if the transmission range of the sensor nodes is
large enough to reach a data sinkHowever, in wireless communications, the transmis-
sion power is proportional to the square or quadruple of the transmission distance if the
transmission power can be adjusted according to the transmission distance [112] (e.g., for
Mica2 motes, the transmission power can be tuned from -20dBm to +10 dBm [2]). If each
node employs power-adjusted sensor-to-sink direct transmission to report the sensed data,

the nodes farther away from the sink run out of energy quickly due to the long transmission

IMica2 motes (MPR410CB and MPR420CB) have a maximum outdoor rarig®of+ [2]. SmartMesh-
XT (M2135) motes have a maximum outdoor range@im [3].

75
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distance. To save energy, multi-hop routing is more preferable than sensor-to-sink direct
transmission. However, multi-hop routing schemes tend to overuse the nodes close to the
sink and make them run out of energy quickly, leading to the existenereeasf)y hole$75]

around the sink(s). Experimental results in [77] show that, by the time the sensors close to
the sink exhaust their energy budget, up@d: of the initial budget may still be available

in the nodes farthest away from the sink. Therefore, unbalanced energy consumption is an
inherent problem for both direct transmission schemes and multi-hop routing schemes, and
this unbalanced energy depletion can make the network collapse early due to the death of
some critical nodes, resulting in significant network lifetime reduction.

Mixed-routing schemes, in which each node alternates between hop-by-hop transmis-
sion mode and direct transmission mode to transmit data, is an attractive scheme for bal-
ancing energy consumption due to their simplicity and effectiveness. In direct transmission
mode, each node sends its data directly to the sink without any relay, and this mode helps to
alleviate the relay burden for the nodes close to the sink. In hop-by-hop transmission mode,
each node forwards the data to its next-hop neighbors, and this mode helps to relieve the
burden of long distance transmission for the nodes far away from the sink. Therefore, it is
possible to obtain fairly even energy consumption among all nodes by properly allocating
the amount of data transmitted in the two modes. In [37], a slice model based on mixed-
routing was proposed for balancing energy consumption in sensor network with uniform
node deployment and uniform event generation rate. In this model, the network is divided
into slices, and all nodes in each slice use the same probability to transmit data in direct
transmission mode. The solution for computing the optimal probability of direct transmis-
sion for each slice in terms of balancing energy consumption among different slices was
presented. However, this model only considers the energy consumption for transmitting
data, and the energy consumption for receiving data was not taken into account. Moreover,
the problem of balancing energy consumption among nodes within a slice and the problem
of maximizing network lifetime through balancing energy consumption were not addressed
in [37].

This chapter is focused on addressing the problems of balancing energy consumption
and maximizing network lifetime for uniform data gathering WSNs. Uniform node de-

ployment, which is also the basic assumption in [37] [90], seems to be a strong assump-
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tion. However, in many applications, near-uniform node deployment is one of the easiest
and most practical approach to provide full sensing coverage and connectivity. For exam-
ple, in environment monitoring applications [6] [9], thousands of sensors can be deployed
near-uniformly by dropping the sensors from an airplane to the monitoring area. In build-
ing monitoring applications [21], grid deployment schemes have been widely used. In [8],
wireless sensor networks were deployed in a grid topology to a farm at Belmont for moni-
toring animal behaviors. Moreover, a lot of work [71] [83] [38] has been done on designing
random uniform node deployment schemes to provide full coverage and connectivity in
WSNs.

In this chapter, efficient schemes have been designed for solving the problems of bal-
ancing energy consumption and maximizing network lifetime by taking the advantages of
corona-based network division, mixed-routing and data aggregation. Similar to the slice
model in [37], the network is divided into coronas centered at the data sink. Based on
corona-based network division, the energy-balanced data gathering problem is divided into
two sub-problems: intra-corona energy consumption balancing and inter-corona energy
consumption balancing. For the former sub-problem, a fully localized zone-based rout-
ing scheme is designed to balance energy consumption among nodes within each corona.
For the latter sub-problem, an algorithm with time complexityn) (n is the number of
coronas) is designed to compute the optimal data distribution ratios for different coronas
to ensure that the energy consumption among nodes in different coronas can be balanced.
Different from the work in [37], this study considers energy consumption for both data
transmission and reception. Moreover, data aggregation techniques, which have been re-
garded as efficient solutions for reducing energy consumption and alleviating energy un-
balance, is employed in this study. The purpose of balancing energy consumption is to
prolong network lifetime. The solution for computing the optimal number of coronas in
terms of maximizing network lifetime is also presented. Based on the schemes proposed
in this chapter, an energy-balanced data gathering protocol, called EBDG, is designed, and
the solution for extending EBDG to large scale sensor networks is also presented.

The rest of this chapter is organized as follows. The related work on energy balancing in
WSNs is discussed in Section 4.2. The system models and the statement of the problems to

be solved in this chapter are described in Section 4.3. Section 4.4 presents the zone-based
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routing scheme for balancing energy consumption among nodes in each corona. Section 4.5
describes the solution for balancing energy consumption among nodes in different coronas.
In section 4.6, the problem of maximizing network lifetime is studied. Section 4.7 presents
the design of EBDG and Section 4.8 gives the solution to extend EBDG to large-scale data
gathering sensor networks. In Section 4.9, EBDG is evaluated through extensive simula-
tions by comparing with several popular routing protocols. Finally, Section 4.10 gives the
conclusion and future extensions of this work. For convenience, a list of the parameters

used in this chapter is given in Appendix C.

4.2 Related Work

Cluster-heads rotation schemes have been proposed for distributing energy consumption
fairly evenly in clustered sensor networks. LEACH [50] is a clustering-based routing pro-
tocol, in which randomized cluster-heads rotation is employed to balance energy deple-
tion among nodes within clusters. In HEED [124], cluster-heads are periodically selected
based on node residual energy and other parameters such as node proximity to its neighbors
or node degrees. To balance the energy depletion among cluster-heads, schemes such as
EECS [74] and UCS [106] were proposed. In these schemes, the network is divided into
clusters with unequal size, and clusters closer to the base station have smaller sizes than
those farther away from the base station. However, to achieve a desirable balance of energy
depletion, cluster-head rotation must be performed frequently, which may add excessive
communication overhead to the network, resulting in much energy wastage.

Mixed-routing schemes, in which each node alternates between direct transmission and
multi-hop transmission to transmit data, was first proposed in [45]. In [37], a slice-model
based on mixed-routing was proposed and a probabilistic data propagation algorithm was
designed to balance energy depletion among different slices. However, energy consump-
tion is only balanced among slices, and the problem of balancing energy consumption
among nodes within the same slice was not addressed. For example, in [90] and [37], the
authors simply assume that the nodes in the same corona (slice) have the same probability
of receiving packets from outer coronas (slices). In [59], the authors proved that an energy-

balanced mixed-routing scheme beats every other possible routing strategy in terms of net-
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work lifetime maximizatioA. In [91], the authors gave a formal definition of an optimal

data propagation algorithm with the objective to maximize network lifetime, and found a
simple necessary and sufficient condition for the data propagation algorithm to be optimal.
In [91], a spreading technique was also employed to balance energy consumption among
sensors of a same slice. In [101], spreading schemes based on the energy histogram were
designed for energy efficient routing in wireless sensor network. However, these spreading
schemes can not guarantee balanced energy consumption among all nodes in the network.
Different from existing work, in this study, balancing energy consumption and maximizing
network lifetime are achieved by combining the advantages of corona-based network divi-
sion, mixed-routing and data aggregation. Energy consumption is balanced among nodes

both within a corona and among different corona.

4.3 System Models and Problems Statement

4.3.1 Network Model

Similar to the models in [37], [90] and [119], all sensor nodes are uniformly distributed
in a circular monitoring aread of radius R with node distribution density. There is
only one sink which is located at the center.4f Every node has the same maximum
transmission range,,.., and the same amount of initial energy budget. Each node has the
knowledge of its location which can be easily obtained by equipping each sensor node with
GPS-capable antenna. Even when GPS coordinates are not available, some localization
algorithms [48] [100] can be pre-performed at the network setup phase since sensor nodes
usually remain static in data gathering applications and such localization operation only
needs to be performed once.

It is assumed that,,,, > R which ensures that each node can directly communicate
with the sink. This assumption puts constraints on the size of the networks since sensor

nodes usually have limited transmission range. In Section 4.8, a solution based on cluster-

2An natural extension of mixed-routing schemes is to allow each node sending its data to other inter-
mediate nodes (e.g., 2-hop neighbors, 3-hop neighbors, etc.). In [59], the authors demonstrated that such
complicated transmission scheme can not achieve more lifetime extension since forwarding the data to other
intermediate nodes does not relive the traffic burden of the nodes close to the sink.
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ing techniques is designed to remove this constraint so that the schemes designed in this
chapter can be used in large-scale wireless sensor networks.

Similar to [42], the operation of data gathering is divided irionds In each round, all
nodes wake up, generate the data, perform data aggregation and send the data to the sink.
Between two adjacent rounds, all nodes turn off their radios to save energy. It is assumed
that all nodes have the same data generation rate and the amount of data generated by every

node in each round isbits.

4.3.2 Aggregation Model

A general aggregation model proposed in [85] is employed. In this model, the amount of

data outputted, denoted k), is a linear function of the amount of input data
o(x) = mx + c. (4.1)

This model captures the following aggregation scenarios depending on the valuesdf

C.

e If m = 0, ¢ > 0, the model corresponds to the scenario in which each node can
aggregate the data it generates and receives into a single packet of fixed size. This
case is suitable to applications with aggregation operations sutimas max(e.g.
temperature and humidity3um(e.g. event count), anges-no(e.g. intrusion detec-

tion).

e If 0 <m < 1,c= 0, the model corresponds to the scenario in which all sensor nodes

can compress the data they generate and receive by a faetor of

e If m =1, ¢ = 0, the model corresponds to the scenario in which all nodes do not

perform any data aggregation.

4.3.3 Energy Model

This work is based on thieirst Order Radio Modelvhich has been described in Section

3.3.2 of Chapter 3. Each sensor node can adjust its transmission power according to the
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transmission distance. The energy for transmitting one bit data over distasogiven

by () = a1 + ayx®, whereay; is the energy spent by transmitter electronies,is

the transmitting amplifier ané (k¢ > 2) is the propagation loss exponent. The energy

for receiving one bit data is given by = a2, Wherea,, is the energy spent by receiver
electronics. In this study, it is assumed that = a,,. The energy consumption for data
sensing is not taken into account since all nodes have uniform data generation rate and the
energy spent by sensing data has been balanced among all nodes. Compared with data
communication, the energy spent by data aggregation is much smaller, and is not taken into

account in this study.

4.3.4 Problems Statement

@

Figure 4.1: lllustration of network division (n=4)

The circular monitoring ared is divided in ton concentric corona§', Cs, ...,C,, cen-
tered at the sink with the same widtlir = %), as shown in Figure 4.1. To balance energy
consumption, each node alternates between two transmission modes: hop-by-hop transmis-
sion and direct transmission. For any naede C;, it forwards its data to a neighbor _;
when hop-by-hop transmission mode is used, and transmits its packets directly to the sink
when direct transmission mode is used. Since direct transmission consumes much more en-
ergy than hop-by-hop transmission mode, balanced energy consumption might be achieved
by optimally distributing the amount of data for hop-by-hop and direct transmissions at

each node.
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Let T be the total number of data gathering rounds performed during the entire network
lifetime. For any node, F'(v) andD(u) denote the amount of daf@rwarded in hop-by-
hop transmission mode and transmittedimect transmission mode iff" rounds of data

gathering respectively.

Definition 3. The data distribution ratio for node, denoted by(«), is defined as the ratio
of the amount of data transmitted lyin direct transmission mode to the total amount of

data transmitted by in two transmission modes, i.e.,

plw) = 2y (4.2)

Similar to the slice model in [37] and [45], all nodes in corarighave the same data
distribution ratio, denoted by;. Since the maximum distance from a node(into the
data sink igr, it is assumed that all nodes@) spend the same energy(ir) /bit for direct
transmission. It is also assumed that all nodes in the network use the same=se(éyghit
for hop-by-hop transmission”(is larger than- in order to balance energy consumption
among nodes in the same corona, which is explained in detail in Section 4.4.3). Based on

this model, this chapter is focused on solving the following problems.

1. How to balance the energy consumption among nodes in the same corona? This
problem is referred to as Intra-Corona Energy Consumption Balancing (Intra-CECB)

and is solved in Section 4.4.

2. How to compute the optimal data distribution ragtidor each corond’; so that en-
ergy consumption can be balanced among nodes in different coronas? This problem
is referred to as Inter-Corona Energy Consumption Balancing (Inter-CECB) and is

solved in Section 4.5.

3. What is the optimal number of coronasn terms of maximizing the network life-
time? This problem is referred to as Network Lifetime Maximization (NLM) and is

solved in Section 4.6.
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4.4 Intra-Corona Energy Consumption Balancing

This section is focused on solving the Intra-CECB problem. The sufficient and necessary
condition for Intra-CECB is presented first. It is proven that the energy consumption among
nodes in each corona can be balanced if and only if the amount of data received by nodes in
this corona is balanced. Based on this observation, a localized zone-based routing scheme

is designed to guarantee balanced energy consumption among nodes in each corona.

4.4.1 Sufficient and Necessary Condition for Intra-CECB

For every node: € C;, let S(u) and E(u) denote the total amount of data received and the
total amount of energy spent by noden 7" rounds of data gathering respectively. Using

the energy model given in Section 4.3.3,
E(u) = F(u) -&(r') + D(u) - &(ir) + S(u) - a1, (4.3)

where the first tern#'(u) - 4(') represents the energy spent by hop-by-hop transmissions,
the second ternb(u) - €,(ir) denotes the energy spent by direct transmissions and the last
termS(u) - ay; is the energy consumption for receiving data.

Obviously, energy consumption is balanced among all nodé€s amly when
E(u) = E(v), YVueC; Yve(C;, 1<i<n.

Lemma 8. Vu € C;,Vv € C;, F(u) = F(v) andD(u) = D(v) ifand only ifS(u) = S(v).

Proof. Since all nodes in the network have the same data generatiorl téte/(ound),
the total amount of data generated by each nodE rounds of data gathering i8l. By
the aggregation model given in Section 4.3.2, the total amount of data transmitted by node

u after aggregation i9(71 + S(u)). By Definition 3,
D(u) = pu - (F(u) + D(u)) = pu - o(T1+ S(u)); (4.4)

Fu) = (1 =pu) - (F(u) + D(w) = (1 = pu) - 9Tl + S(u)). (4.5)
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Since all nodes irt’; have the same data distribution ragio therefore F'(u) = F(v)
andD(u) = D(v) ifand only if S(u) = S(v). O

Theorem 6. Energy consumption is balanced among node&s;iif and only if the amount

of data received by nodes @} is balanced.

Proof. By substitutingD(«) and F'(u) in Equation (4.3),
E(u) = o(Tl+ S(u)) - [(1 = p;) - ee(r") + pi - ec(ir)] + S(u) - ay.

Clearly, E(u) only depends oi¥(u) because all the other parameters are the same for
all nodes inC;. Thus energy consumption is balanced among nodés ifnand only if all

the nodes irC; receive the same amount of data. O

By Theorem 6, it can be observed that the Intra-CECB problem can be simplified as the
problem of balancing the amount of data received by nodes within each corona.

Suppose that all nodes 10; receive the same amount of data’ihrounds of data
gathering. From Lemma 8, all nodes transmit the same amount of data in hop-by-hop
transmission mode, and also the same amount of data in direct transmission mode. For
simplicity of notation, letF; and D; denote the amount of data transmitted by each node
in C; through hop-by-hop transmission mode and direct transmission mode respectively.
S, represents the amount of data received by each nodg amd £; denotes the energy

depleted by each node @y. The following lemma holds.
Lemma 9.

S 241

Fiyp 201

Proof. Let N¢, andN¢,,, be the number of nodes @ andC;, respectively. Then

1 <1< n.

No, = pl(ir)? = w((i — 1)r)?] = prr?(2i — 1);

Nowy, = pla((i+ D)) = m(ir)?) = prr?(2i +1).

SinceF; ;1 - Ng,,, = S; - N¢,,

i+1

Si  Ne,, 2i+1

Fiy1  Ne,  2i—1°
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4.4.2 Zone-based Routing Scheme

The basic idea of the zone-based routing scheme is described as follows: each corona is
divided into sub-coronas and each sub-corona is further divided into zones, as shown in
Figure 4.2. There is a one-to-one mapping between the zones in two adjacent corona.
When hop-by-hop mode is used, data communication is performed between nodes in two
corresponding zones. The objective is to design the optimal network division scheme so
that the amount of data received by nodes in each corona can be balanced. By Theorem
6, the energy consumption among nodes in each corona is balanced if the amount of data

received by nodes in this corona is balanced.

Figure 4.2: The partition of coronds andC;_,

Consider any two adjacent coron@sandC;,,; where nodes i, ; forward their data
to nodes inC; when hop-by-hop transmission mode is uséd. ; is termed asource
corona and’; is termed aslestinationcorona. As shown in Figure 4.2, tkeurcecorona
Ciy1 is divided intow sub-coronag’ 11, Cit12 ..., Ciy1, With equal width, and the
destinationcoronad; is divided intow sub-coronag’;;, C; s ,..., C;,, With width A, ;,
Ajo,..., A;,, respectively. Each sub-corong; is further divided into:; equal-size zones

Zij1y Zij2 s Zijn, INSUCh @ Way that; ;, and Zi, 1 ;. are the regions’; ; andCiyq
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overlap with a circular sector centered at the sink with radiusnd central anglé; ; =
(03 — 61), whered, = %ﬂ‘l) andfd, = % (¢, and 6, are the angles of the two radii of
the sector in polar coordinates). For each destination zone, it cavevdes where\ is a
user-defined parameter. Obviously, different sub-coronas are divided into different number
of zones (i.e.h; for sub-coronda’; ; is unequal tdy, for sub-corona’; ;). In this network
division scheme, all destination zones have the same size and all source zones also have the
same size.

In zone-based routing schenig,,, ; ;. is referred to as aourcezone, andz; ; ; is re-
ferred to as the correspondidgstinatiorzone forZ,_; ; . When hop-by-hop transmission
mode is used, each nodeén 7, ; ; forwards its data to all nodes #; ; ;, with equal prob-
ability. To achieve this, each node maintains the location information of the nodes in its
destination zone. Since the number of nodes in each destination zone is small, this scheme
does not add too much complexity to the zone-based routing scheme.

It is easy to see that the above approach can evenly distribute the data forwarded by
nodes inZ,., ; , among nodes i, ; .. In the following lemma, it is proven that the amount
of data received by all nodes in each sub-cor6hais balanced in the zone-based routing

scheme.
Lemma 10. For Vu € C; ;, Vv € C;;, S(u) = S(v), 1<i<n,1<j<m.

Proof. Let Az, ,, and A¢, ; be the area size of; ;,, andC; ; respectively. By Equation
(4.5), the amount of data forwarded by each nod€'jrto nodes inC,,_; is the same and
equal to(1 — p,,)p(7'l) because nodes ifi, do not receive any data. For any= Z,,_1 ; 1,

by the definition ofZ,,_; ; 1,

Az, Ac,,
S(u) = = (1= p)p(T]) = =

n—1,7,k

(1= pn)e(T).

n—1,7

Therefore, the amount of data received by each nodg,in ; is balanced.
Suppose that the amount of data received by all nodé€s jns balanced and equal to

S;;. Foranyu € Z;_, ; 1, by Equation (4.5) and the definition &f_, ; x,

_ ACm‘
=1

AZz',j,k

S(u) = yp

(L =p)e(Tl+ 5i ;)

(L =p)e(Tl+ 5i ;).

1,5,k i—1,j
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Obviously, all the nodes ifv;_, ; also receive the same amount of data. Hence, the lemma

is proved. O

As shown in Fig. 4.2, let; ; be the distance between the sink and the outer border of
Ci,j) i.e.,Ti’j = (Z — 1)7’ -+ Zi:l Ai,k (0 < j < m) Clearly,’f’ho = (Z — 1)7‘ andTi,m =1r.
The following theorem gives the condition that guarantees balanced data receiving among

all nodes in coron#&’;.

Theorem 7. The amount of data received by nodedinis balanced in the zone-based

routing scheme if

21 +1 ‘m?2 m

Proof. From Lemma 10, the amount of data received by nodes in each sub-corona is bal-
anced in zone-based routing scheme. By Lemma 9, the amount of data received by all

nodes in each coror@; can be balanced if

i+1,1

AC ACz‘+1,2 .
Aci,l ACz‘,2 Ac,

%)

_ ACz‘+l,j o _ ACZ-H,,,L _ 2t +1
h Ac 21— 1

i,m

Forl1 <j <m,

Zizl Aijik o m(ir + %)2 — 7T(i7“)2 B 21+ 1

> Aig mry; — m(i — 1) S 2i—1

Therefore,

12

21 —1 219

2i+1 “m? m

0

Let ¢, j_1 and¢,;, ; be the circles with radit; ;_; andir + % respectively. Obviously,
¢i ;-1 Is the inner boundary of; ; and ¢, ; is the outer boundary af’;;, ;. Let 311, ;
be the width of the corona delimited by circles;_, and¢,;, ;. The following corollary
holds.

Corollary 3. Gy, < (14 ), 1<i<n, 1<j<m,
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Proof. Leta = % where0 < ;7 < m. Therefore() < o < 1. For¥i > 0, it can be proved

that3— (a”® + 2iar) > 2(i — 1)a + . By Equation (4.6),

. 21 —1 .
rij = 7“-\/(2—1)2+22,+1-(a2+22a)

> ro/(i— 12426~ Dat+a=(i—1+a)r

where the equality is held only when= 0 and; = m.

gr

Bit1i; = r+ o i1
' ) — 1 1
§w+£—@=m+0 ”=u+—m
m m m
where the equality is held whehn= 1. O

4.4.3 Hop-by-hop Transmission Range

In the zone-based routing scheme, the zones are created based on the following rule: each

destinationzone covers\ nodes. As shown in Figure 4.3, the optimal hop-by-hop trans-

mission range, denoted by, should be the minimum distance that guarantees any node

in anysourcezone can transmit its data to any node in its correspondi@sgjnationzone.
Therefore,r;, must be larger than. The following lemma gives the range df, and the

optimalr!, in terms of maximizing network lifetime is derived in Section 4.6.

Figure 4.3: lllustration of the range of,

Lemma 11. (1 + 3)r <7}, < (14 5)r + 22
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Proof. As shown in Figure 4.3, the minimum transmission distance that guarantees all
nodes inZ,., ;, can communicate with any node if ; ;. is either|ac| or |ab| (|ab] > |ac|

wheng, ; is relatively large). By Corollary 3,

1
> max{|abl, lac|} > maz|ad| = (1 + —)r.
w

T
Since

lac| < |ad| + |ed| < |ad| + |bel;

lab| < |ae| + |be| < |ad| + |be|,

therefore,r!, < max{|ad| + |be|}. Let be be the length of the small arc fromto e. By

Lemma 9, SinC&Z; 1 covers“jl."_*ll) nodes becausg; ;. covers\ nodes. Therefore,
_A2i+1) _ 20 w? (2i+1)
pAZm,j,k = 21 l.e.,0i; = or2 (2iw+2j—1)(2i—1) "
2 \w?(2i + 1) , 2 w?(2i + 1)

|b€| < b/\€:TZ'7j

o Riwt 2 —D2i—1) " i+ 1)(2i — 1)
Aw 2iw(2i + 1) _ 3Aw

pr (2iw+1)(20—1)  pr

Sincelad| < (1+ L)r, v/, < max{|ad| + bel} < (1+ L)r + 2. O

4.5 Inter-Corona Energy Consumption Balancing

This section concentrates on solving the Inter-CECB problem. By Lemma 8 and Theorem
6, all nodes inC; transmit the same amount of dafiathrough hop-by-hop transmission
mode, transmit the same amount of d&tahrough direct transmission mode, and receive
the same amount of datg from nodes inC;,; when energy consumption is balanced
among nodes id;. Let f; = £, d; = Z¢, ands, = 2. The network can be mapped onto a
linear network model, as shown in Figure 4.4.

Based on Equation (4.1),

fi + di = m(si + l) + c. (47)
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d,
d .
d,
c. f. o £ o f o f T
‘—4—)31—7)—%—2*—1—>‘
A 7 ! 7' ! 7 ! r 'Sll’lk
R

~——---——-> Direct Transmission
—————> Hop-by-Hop Transmission

Figure 4.4: Mapping the network onto linear model
By Definition 3,

;= = = = . 4.8
Lete; = Zi. By Equation (4.3),
E / 7 . 7
e = T'Et(T)—FT'Et(ZT)—F?'CLH
= fi-g(r) +d;-gir) + s; - aq. (4.9)

Obviously, the Inter-CECB problem can be formulated as the following transmitting

data distribution problem.

Compute p;, 1<i<m;

(4.10)

St. e =€y =...=€ =...=€,_1 =€,

4.5.1 Optimal Data Distribution Ratio Allocation

Since balanced energy consumption might be achieved by optimally distributing the
amount of data for hop-by-hop and direct transmissions at each node, this section is fo-

cused on computing the optimal data distribution ratio for each corona.

Lemma 12.
0, 1 =n;
S; —

(m(SH_l +l) +C—di+1) : %, 1< <n.
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Proof. If i = n, C,, is the outermost corona. Since all nodegin do not receive any
packets during each round, thgs= 0.
If 1 < ¢ < n, the nodes irC; must relay the data received from nodes’in;. By

Lemma 9,
Fip 2i+1 ; 2+ 1
5; = = fig—.
T 2i—1 g

By Equation (4.7)/; = m(s;+1)+c—d;. Therefores; = (m(siy1+1)+c—di1) 524, O

Lemma 13.

diga[en((2 + 1)r) = & (r)] = (81 = sip1) (men(r’) + an)

di = e (ir) — (1)

where 2 <i < n.

Y

Proof. When: > 1, all nodes use the same transmission rariger hop-by-hop trans-
mission, and energy consumption is balanced among these coronas onlywhene;.
Thus

firr-e(r") + digr - e((0 + 1)7) + i1 - ann = fi - &(r') + d; - e (ir) + 5, - any.

(fi — fir) '€t(7“/) +(8i = Sit1) - @11 = dipr - €4((1 + L)1) — d; - £4(ir). (4.11)

From Equation (4.7),

fi = fixn = m(si — si41) — (di — digr).

By substitutingf; — f; .1 in Equation (4.11),

dia[e((i + 1)r) — & ()] = (81 = sipa) (mey(r’) + an)

di = eu(ir) — e (1)

. (4.12)

0
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For all nodes inC'y, only the direct transmission mode is used since all packets are

directly transmitted to the sink. By Definition 8, = 1.

Lemma 14.

81— Sa) - arp +m(s1e4(r) — sogi (1) + (ml + ) (e(r) — €4(r"))
e1(2r) — e(r") '

g, = ¢ (4.13)

Proof. Since all nodes i), transmit the data directly to the sink, therefare= [m(s; +

)+ c|-ei(r). By e; = eq,
f2 . €t(T‘/) —+ d2 . &}(27’) + S9-aq1 = [m(51 -+ l) —+ C] . €t(7’) + 81 -aj.

By Equation (4.7)fo = m(ss + 1) + ¢ — dy. Therefore,

(s1 = 82) - a11 +m(s1e(r) — soe4(r")) + (ml + ¢)(e4(r) — Et(T,)).

d2 = e (2r) — e (1)

Sp-l———>8p2 —— > Sp3— - >S5y,
/ N
d, B
dpj—dyy—dp3— - >ds—dy=d,

Figure 4.5: lllustration of the iterative process for computing

From Lemma 12, can be expressed By, ; andd; ;. From Lemma 13, it can be seen
thatd; (2 < ¢ < n) can be expressed by, s;.1 andd; ;. As illustrated in Figure 4.5,
boths; andd; (2 < i < n) can be expressed hy, after a few iterations. By Lemma 14,
d, can also be expressed by because botk; ands, are functions ofl,,. Therefored,,
can be computed by making tHe computed by Equation (14) equal to thecomputed by
Equation (4.12). Oncé, is computeds; andd; can be obtained by backward computation.
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Based on Equation (4.8); can be finally obtained. The detailed algorithm for computing

the data distribution ratios for all coronas is given as follows.

Algorithm: DDRC (Data Distribution Ratio Computation)
For i:=n-1 downto 2 do
Expresss; by d,,; //according to Lemma 12
Expressd; by d,,; /laccording to Lemma 13
Expressis; by d,,; // according to Lemma 14
Computed,, by makingd, in Equation (4.12) equal t@, in Equation (4.13);
Fori:=2tondo
Computed; ands;; //according to Lemma 12 and Lemma 13

O NSTAEWNE

R d; .
Pi = mls+D+o

Obviously, the time complexity of Algorithm DDRC 3(n) wheren is the number of

coronas.

4.5.2 Numerical Results and Analysis

To understand the relationship among data distribution ratios of different coronas and the
relationship between data distribution ratios and data aggregation, some numerical results
are given. The network parameters are set as follows: the radius of the circular monitored
area is set td00m, and the area is divided int® coronas with equal width af0m. The
hop-by-hop transmission range is sefifon. The parameters in the energy model are set

as follows:a;; = 50n.J/bit, ay = 10pJ/bit andk = 2.

Figure 4.6 plots the data distribution ratios for all coronas with different aggregation
parameters. For all cases, with the increase of corona ID, the data distribution ratio first
decreases rapidly, then remains more or less constant in the middle coronas and finally
increases at the last few coronas. This behavior can be explained based on the fact that
energy depleted by a transmission is proportional to the square of the transmission distance.
For the nodes close to the sink, direct transmission mode is frequently used due to the small
direct transmission distance. For the nodes in the last several coronas, although the direct
transmission distance is large, the data distribution ratio increases with the increase of
corona ID because nodes in such coronas have lighter data transmission burden than nodes
in the middle coronas and nodes in the coronas close to the sink.

From Figure 4.6, it is also easy to see that data aggregation has a great impact on the
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Figure 4.6: The data distribution ratios for different coronas with different aggregation
parameters

distribution ratios. Whemn is small, the data sent after compression is small and most
data are transmitted in hop-by-hop transmission mode which is more energy-efficient than
direct transmission. Therefore, data aggregation is an effective approach for mitigating

unbalanced energy consumption in wireless sensor networks.

4.6 Network Lifetime Maximization

This section is focused on solving the problem of maximizing network lifetime by balanc-
ing energy consumption among all nodes in the network. For nodes in outermost corona
Cnu

En = fn : 6t(T,) + dn : Et(TLT)

= (ml +c— dn) . (a11 + as - (T,)k) -+ dn . (a11 + as - Rk) (414)
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When energy consumption is balanced, all nodes have the same energy consumption equal

to e,,. Thus the NLM problem can be formulated as the following optimization problem.

p

Min En;
s.t. ei=¢€;, 1<14,7<n;
nr = R,
\ r> 2.

where the first constraint ensures that energy is balanced among all nodes, and the second
constraint ensures that the network is divided intooronas with equal width; while the
last constraint ensures that the innermost corOhaovers at leash nodes since each

destination zone in zone-based routing scheme must cohtzoaes.

4.6.1 Optimal Number of Sub-Coronas

Givenn coronasp; andd; can be computed by Algorithm DDRC. By Equation (4.14),
is minimized only when’ is minimized because all the other parameters in Equation (4.14)
exceptr’ are fixed for givem. Based on Lemma 11, the optimal hop-by-hop transmission
ranger/, depends on the number of sub-coronas\s shown in Fig. 4.7, each zone can be
approximated as a rectangular.ulfis too small,r/, becomes large sine€, > (1 + L)r.
On the other hand, i is too large, the width of each sub-corona is very small, and each
zone becomes a long and narrow strip, which also results in a lgfg@herefore, there is
an optimal number of sub-coronas in terms of minimizihg

Let w, be the optimal sub-corona number arjdoe the optimal hop-by-hop transmis-

sion distance in terms of minimizing.

k) (w*+41)2r2 3A(Bw*—1)\9 (w*)3(Bw*—1) _ 16p%rt
Theorem 8. w, ~ w*, r! ~ CRE + ( 1o )?> Where = e

w*+1

Proof. As shown in Figure 4.7,

b
jac| = v/Jad]? + [cd]? = V e + (1

When each corona is divided intg sub-coronas, each zone should not be long and narrow.
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Figure 4.7: Approximated hop-by-hop transmission range

By approximatingZ;., ; , as a rectangular,

A2i+1
plab] - = ~ %
w 1—1
Thus|ab| ~ M Since

lee] lsel  rigor = Dr+ 950 (- Dwtj—1

|ab|_|5@|_i’r’+% ir—l—%’ iw —+ j

)

therefore,

2iw+2j—w—1 Iw(2i+1)

|ce| + |ab] =~

iw + j Cpr(2i— 1)
Aw  (2iw+w—1)(2i+1)
< — - ;
pr (i+1)(20 —1)
3A(Bw —1)
<
2pr

Sincelad| ~ (1 + 1)r, thus

1)2r2 1
7'(’):1rnaux|ac|%\/(wjL fr +(3)\(3w ))2

w? 4pr

Let f(w) = Wt 4 (3A6u=Dy2 - Opviously, f(w) is a concave function ab. Let

w? 4pr
w* be the value that satisfit%%u* -0, ie., W”i?ff‘” = 192" Thereforew, ~ w*

andr’, ~ \/ w +1 3)\(3w*—1))2 ]
4pr :
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4.6.2 Optimal Number of Coronas

As shown in Figure 4.6, most data is transmitted through hop-by-hop transmission mode
which is more energy efficient than long-distance direct transmission. However, compared
with direct transmission mode, additional energy is spent by receiving data in hop-by-hop
transmission mode. If the network is divided into only a few coronas, it is likely to incur
significant energy dissipation due to the long hop-by-hop transmission distance. On the
other hand, if the corona number is too large, a large amount of energy may be wasted by
receiving data. The objective of the NLM problem is to compute the optimal number of
coronas in terms of maximizing the network lifetime.

By Equation (4.12)d; is a non-linear function of’. Based on Theorem 8, the optimal
hop-by-hop transmission distance can be approximated as a non-linear functidreof
causer = g. Therefore, the NLM problem is a non-linear integer programming problem.
An important result has been reported in [117] that each exact algorithm for solving non-
linear integer programming problem has an exponential computational complexity, which
implies that it belongs to the class of NP-hard problem. In practice, such problems are usu-
ally solved by using heuristic algorithms such as Tabu search [43] and Simulated annealing
[88]. In our scheme, the optimal number of coronas is computed off-line using Simulated

annealing algorithm and then distributed to all nodes in network set-up phase.

4.7 The EBDG Protocol

In this section, the energy-balanced data gathering protocol EBDG is designed. The oper-

ation of EBDG is divided into two phases: network set-up phase and data gathering phase.

4.7.1 Network Set-up Phase

As discussed in Section 4.5 and Section 4.6, network parameters such as the optimal num-
ber of coronas:, the optimal number of sub-coronasand the optimal data distribution

ratio for each corona can be computed in an off-line manner. In network set-up phase, the
sink distributes these global parameters to all nodes through broadcasting, and then each

node establishes its corona, sub-corona and zone identifications based on these parameters.
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In hop-by-hop transmission mode, EBDG uses the zone-based routing scheme pre-
sented in Section 4.4.2 to balance energy consumption among nodes within the same
corona. Consider three consecutive corofas;, C; andC;_,. C; acts as the destina-
tion corona when nodes ifi; . ; forward the data to nodes i;, andC; acts as the source
corona when nodes ifi; forward the data to nodes {;_;. Since the sub-corona dividing
approaches for source and destination coronas are different, each node in the network may
belong to different zones when transmitting and receivifg,; . represents the source
zone that: locates in when: forwards its data to nodes ifi;_;, and Z; 4 .. denotes the
destination zone that locates in when: receives data from nodes @} ;. The following
gives the approach to compute the corona ID, sub-corona ID and Zone ID for any.node

For any node., let (r,, 0,,) be the polar coordinates of Since the network is divided
into coronas with the same width, the corona ID (ii¢.of nodeu can be computed as

follows:
Ty

R/n

1= 12,

i=

When nodes inC;; forward the data to nodes ifi;, C; acts as destination corona,
and(; is divided into sub-coronas based on Theorem 7. Thus the destination sub-corona
ID (i.e. dj) should bej’ wherer; ;_; < r, < r; ;. In the zone-based routing scheme,
each destination zone should containodes. Thu$, ; (as shown in Figure 4.3) should be
——2____ wherep is the node deployment density. The destination zone 1D dkpof

p(ri,dj_ri,dj—l)

nodeu can be computed as follows:

Ted}, where 6, = 5

dz = .
p<ri,dj - T?,dj—l)

When nodes ir(; forward the data to nodes ifi;_;, C; acts as source corona a6
is divided intow sub-coronas with the same width Thus the source sub-corona ID (i.e.
s7) of nodeu can be computed as follows:

ry — (i —1)8 wnr, —w(i—1)R

sj=1 R =T R 1.

wn

By Lemma 9, each source zoneGhshould contairi\g’%ll) nodes since its correspond-
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ing destination zone containsnodes. Thus the source zone ID (ise) of nodeu can be

computed as follows:

. |2 2Aw?(2i + 1)
" Us- h — .
I where 0 = e i — 20+ 2 = 1)

4.7.2 Data Gathering Stage

In EBDG, all sensor nodes work in two stategtiveandsleep In activestate, each node
can transmit data, receive data and perform data aggregatisieejpstate, each node turns
off its radio to save energy.

Let 7,,..q b€ the time duration for completing one round of data gatherihg,,, is
divided intown time slotsty, 7,...7,..., Tun—1. IN time slotr,, nodes in the outermost
sub-corona (i.e.C,, ,,) and in the corresponding destination sub-cor6ha, ,, wake up.

For any node: € C, ,,, nodeu transmits its data directly to the sink if direct transmission
mode is used; otherwise, nodgorwards the data to nodes in its corresponding destina-

tion zone located irC;,_; ,,. Similarly, in time slotr;, nodes in(Jn_L ) and

wlw—(i—[5w
Cn—ng—Lw—(i-Lng) wake up, and nodes iﬂn—LiJ,w—(i—\_iJw) finish transmitting data.
Based on this scheduling, all nodes in the network finish reporting data to the sink in an
order from the outermost sub-corona to the innermost sub-corona. This scheduling scheme
provides the opportunity for each node to perform data aggregation. Moreover, it can ef-
fectively reduce the probability of data collusion.

In zone-based routing scheme, each source corona is divided into sub-coronas with
equal size. Thus different sub-coronas have different number of nodes. For each time slot,
it should be large enough so that all nodes in its corresponding source sub-corona can finish
data transmission. In EBDG, the length of time sigotdenoted by;, is set as follows:

Ac

n—| L] m—(i— & |w)
li = TR2 : Z“ounda (415)

where A¢x is the area size of, | i, (_|i,)- As can be seen from

n—| & | w—(i—| & |w)

Equation (4.15), the time allocated time slas proportional to the number of nodes in

Com 2 ot L& Ju)-
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To implement the above transmission scheme, eachmodEntains two timersT (u)
andTy(u). Ts(u) is introduced for controlling: to enter into active state to transmit data,
whereasl;(u) is introduced for controlling: to enter into active state to receive data. Ini-
tially, foranynodes € C;; (1 <i<n,1 <j<w),Ts(u) =>,_, EZ;J. Lk—nywt+v—w—lo
andTy(u) = > 0, ZZ’:J.H l(k—nywt+v—w — lo- This initialization guarantee that all nodes
in C; ; can automatically enter into active state to start transmission at the beginning of the
time slot allocated ta@”; ; for data transmission, and all nodes@h; can automatically
enter into active state to receive data forwarded from nodés.in; at the beginning of
the time slot allocated t@’; ; for receiving data. The data gathering phase is triggered by
having the sink broadcasting a control message, and all nodes start the two timers after
receiving the control message.

If T(u) expires, node: enters into active state, generates data, performs data aggrega-
tion and then transmits its data. L&t ...nas D€ the interval between two adjacent data
gathering rounds. Aftex finishes transmitting?’s(u) is settoy 5, > " e nywrv—w —
lotTinterrounds Which is the time node should wake up to transmission data in next data
gathering round. Node then startd;(u) and enters into sleep state to wait for the next
data gathering round.

If T,(u) expires,u enters into active state to receive the data destined to it. At the
same timeT;(u) is set tol,—;_1)wtw—; (i.€., the length of the time slot in which node
u should finish receiving data) and started. WHeéfu) expires again, which means all
nodes in the source corona have finished transmitting in this raufd) is set to7,;(u) =
D oheirt EZ’:J.H Le—nyw+v—w — Lot Tinter rounds (1-€., the time node: should wake up to
receive data in next data gathering round) and started.

In EBDG, each node alternates between hop-by-hop and direct transmission modes to
balance energy consumption. To do this, each node C; keeps records of the total
amount of data transmitted by hop-by-hop mode (¥&#)) and the total amount of data
transmitted by direct transmission mode (i.B(u)) since the start of the data gathering
phase. At any round, iD(u) < p; - (F(u) + D(u)), nodeu transmits the data in direct
transmission mode; otherwise, the data is transmitted in hop-by-hop transmission mode in
this round.

It is worthwhile noting that, at any time slot, there are only two sub-coronas whose
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nodes stay in active state. Moreover, the nodes in one corona only transmit data, whereas
the nodes in the other corona only receive data. Therefore, this transmission scheme can
significantly reduce the probability of data collision. For nodes in each source zone, the
transmissions are scheduled in EBDG to avoid data collision since the number of nodes in
each source zone is relatively small. In EBDG, the source zones in each sub-corona are
assigned with different frequency band (e.g. FDMA) so that the possibility of interfering
with nearby zones is reduced. The detailed algorithm performed at each node for data

gathering is given as follows:

Algorithm: DG /*Data Gathering Operation atc C; ;*/

Initialization:

1 T (u) = ZZ:Z EZ,U:]- l(k:—n)w-i—v—w —lo;

2: Td(u) = Zzzi-i-l Z;U:j-;-l l(k—n)w+v—w — lo;
3 StartT,(u) and Ty(u);

Transmitting Phase:

4 If T5(u) = 0then

5 Enter intoactivestate;

6: Generate data, and perform data aggregation;

6: If D(u) < p; - (F(u) + D(u)) then;

7 Transmit data in direct transmission mode;

8 Else

9: Transmit data in hop-by-hop transmission mode;

10: T (u) = ZZ:Z' ZZU:]- l(k—n)w+v—w — ot Tinter rounds, StartT (u),
11: Enter intosleepstate;

Receiving Phase:
12: If Ty(u) = 0 then

13: Enter intoactivestate;

14: Ty(u) = lin—i—1)ywtw—j» StartTy(u);

15: Receiving data packets;

16: If T;(u) = 0 then

17: Td(u) = ZZ:H—l z:)l}:jq_l l(k—n)w+v—w - l0+7—inte7“_rounds;
18: Enter intosleepstate;

Foru € Z;;, u can forward each packet to nodesAn , ;;, with same probability
if all packets generated by nodesZh, ; have the same size. This can be easily done by
each node irZ; ; , maintaining a list of the nodes if;_, ; » and using a uniform random

function to determine the destination for each packet.
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4.8 Extension to Large-Scale Data Gathering Sensor Net-

works

In mixed-routing schemes, the basic requirement is that all nodes must have the capability
to communicate with the sink directly. However, in practice, most realistic sensor motes
usually have limited transmission range, which indicates that mixed-routing scheme is not
suitable for large-scale sensor networks. In this section, by employing the advantages of
clustering techniques, the solution for extending EBDG to large-scale sensor networks is
presented.

Clustering is a promising technique for large-scale sensor networks because of its
high scalability and efficiency. By dividing the whole network into small clusters, each
node only needs to communicate with its cluster-head through single or multi-hop routing,
thereby eliminating the requirement for large communication range. Similar to the work
in [86], it is assumed that the network is composed of two kinds of nodes: regular nodes
and cluster-head nodes. The regular nodes have battery elgrgnd perform sensing,
data aggregation as well as packet relaying. The cluster-head nodes are equipped with bat-
tery energyE; which is much lager thafy, and these nodes are responsible for collecting
data from nodes within each cluster and transmitting the data to the remote sink. The data

gathering in the extended EBDG is performed as follows:

e Intra-Cluster: In each cluster, EBDG is employed to gather the data from all nodes
to the cluster head. Therefore, energy consumption is balanced among nodes within

each cluster.

e Inter-Cluster: All the cluster heads form into a super-cluster with the sink acting as
the cluster head. Then EBDG can be used to balance energy consumption among
cluster heads. Besides this approach, some schemes based on mobile sink [86][112]

can also be used to achieve balanced energy consumption among cluster heads.

Schemes based on balancing energy consumption through cluster heads rotation have
been proposed, and several protocols such as LEACH, HEED, EECS and UCS have been
designed. Compared with cluster heads rotation schemes, EBDG has the following advan-

tages:
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1. In LEACH, the clusters are dynamically created. In each running of the clustering
algorithm, a large amount of energy is consumed. In EBDG, the clustering operation
is performed only once, and the clusters remain unchanged after the network setup

phase.

2. All of the network parameters are computed and distributed only once at the network
setup phase, and the overhead caused by frequent cluster-heads rotation has been

avoided.

3. By heterogeneous network deployment, the regular nodes are relieved of the burden
of receiving a large amount of data when acting as cluster heads, which may quickly
drain the energy at each node especially when the packet receiving cost is large.

Therefore, network lifetime can be significantly extended.

4.9 Simulation Results and Analysis

In this section, the performance of EBDG is evaluated through extensive simulations.
To demonstrate the efficiency of EBDG in terms of balancing energy consumption and
maximizing network lifetime, EBDG is compared with a conventional multi-hop routing

scheme, a direct transmission scheme and a cluster-heads rotation scheme.

4.9.1 Simulation Setup

In all simulations, the sensor nodes are near-uniformly deployed in a circular area, and
the radius of the circular area can vary fréhn to 1000m. There is only one data sink
which is located at the center of the circle. All sensor nodes have the same initial energy
1Joule. For the radio model, the parameters are set as follawis= a1» = 50n.J/bit,

as = 10pJ/bit/m* andk = 2 ( same as the settings in LEACH [50] and HEED [124]).

All simulations are based on a perfect MAC layer without collision and data loss since the
design of EBDG is based on collision-free MAC protocols. In each round of data gathering,
every node generates 532s raw data, and the data compression ratio can vary fram

1. When each node can fuse the data it generates together with the data it receives into
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Table 4.1: Simulation Parameters for Evaluating EBDG

Type | Parameter | Value
Network Network Area Radiusk) 50m ~ 1000m
Node distribution Near-Uniform
Node deployment density) | 0.04nodes/m?
Initial energy 1Joule/node
Application | Data generation rateé)( 512bits/node /round
Compression Ratiag) 0~1
Packet Size whem = 0 (¢) | 50 bits
Radio Model| ay; = a 50n.J /bit
as 10pJ/bit /m?
k 2

one packet with constant size, the size of packet after compression is sefite.50 all

simulations, the network lifetime is defined as the time elapsed Liitdf the nodes in the

network run out of energy. Table 4.1 lists the system parameters in detalil.

Figure 4.8 gives an example of network division when the radius of circular area is
500m. In this examplep (the number of coronas) is set to 2, and the boundary of coronas is
marked with thick linesw (the number of sub-coronas) is also set to 2, and the boundary of

sub-coronas is marked with thin lines(the number of nodes contained in each destination

zone) is setto 6. Thus sub-cororas; and its destination sub-coron@s; are divided into

4 zones. Sub-coronds, » and its destination sub-coron@s, are divided intd zones.

Figure 4.8: Network division and zones creatian£ 2, w = 2 and\ = 3)
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4.9.2 Comparison with multi-hop routing and direct transmission

schemes

In EBDG, energy consumption among all nodes in the network is balanced in expectation
that all nodes should run out of energy at nearly the same time. This set of simulations are
focused on evaluating the performance of EBDG in terms of energy consumption balancing
and network lifetime extension by comparing with a multi-hop routing scheme and a direct
transmission scheme. For multi-hop routing, a scheme based on minimum energy data
gathering tree, denoted by MEDGT, is referred for comparison with EBDG. In MEDGT,
each packet is delivered along the route that minimizes the total energy consumption for
delivering the packet to the sink. For the direct transmission scheme (DT), in each round,
every node generates its data, performs data compression and transmits the data directly to

the sink without any relay.
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Figure 4.9: Network lifetime with different data compression ratio wikes 340m and
A=5

Figure 4.9 plots the lifetime obtained by the three schemes with different data aggre-
gation parameters wheR = 340m and\ = 5. It can be seen that EBDG outperforms
MEDGT and DT for all cases. Whem = 0 andc = 50bits, the lifetime obtained by
EBDG is 3 times of that obtained by MEDGT and more than 9 times of that obtained by
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DT. Even when data is not aggregated, the lifetime obtained by EBDG has been doubled
compared with MEDGT. From Figure 4.9, it is worth mentioning that data aggregation
is an efficient way for prolonging network lifetime. With the decreasenpthe lifetime

achieved by all three schemes has been significantly extended.
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Figure 4.10: Network lifetime extension with different data compression ratio and different
network size

Figure 4.10 shows the lifetime extension achieved by EBDG compared with MEDGT
and DT under different data compression ratierand network sizé:. WhenR = 100m,
the lifetime extension is small and the two ratios are the same because MEDGT and DT
use single hop transmission for delivering packets to the sink. With the incredgdaf
all cases, the two ratios increase. The lifetime achieved by EBDG is nearly 6 times of
that obtained by MEDGT and nearly 3 times of that obtained by DT whes 1 and
R = 1000m. It is worth noting that the ratio of EBDG to MEDGT is larger than the ratio
of EBDG to DT whenm = 1, which means that the performance of direct transmission is
better than multi-hop routing scheme when there is not data aggregation. The same result
is also demonstrated in [85]. When = 0.8, the performance of DT is better than that
of MEDGT whenR < 600m. With the further increase aR, DT performs poorly, and
the lifetime achieved by EBDG is nearly 16 times/of’ and 10 times of MEDGT when
R = 1000m.



107

- 0.017
= 0.027
= 0.03]
o 0.047

Figure 4.11: A snapshot of distribution of residual energy

Figure 4.11 gives a snapshot of the distribution of residual energy in the network after
the nodes in one zone run out of energy. The residual energy for the nodes in the second
corona have an uniform distribution since all nodes in this corona do not receive data during
data gathering and all nodes have the same data distribution ratio. For the nodes in the first
corona, the residual energy among different nodes varies slightly since node distribution
is not absolutely uniform. However, the difference between the maximum residual energy
and the minimum residual energy is less than 0.05J. Thus EBDG can efficiently balance

energy consumption among nodes in the network.

4.9.3 Comparison with cluster-head rotation scheme

In this simulation, EBDG is compared with LEACH in which cluster-heads are frequently
rotated to balance energy consumption among nodes within clusters. For simplicity, only
one cluster is considered in this simulation. When EBDG is performed, the cluster-head is
located at the center of the circle and remains unchanged during the entire network lifetime.
The energy consumption at the cluster head is not taken into account since the cluster
head in EBDG is equipped with much more power than regular nodes. When LEACH is
performed, the cluster head is re-elected at the beginning of each round. To guarantee that

there is only one cluster-head at each round, the node that first broadcasts the cluster-head
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advertisement message is selected as the new cluster-head. In this simulation, the size of

advertisement message is set td&0. Figure 4.12 plots the lifetime extension obtained by

10
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Figure 4.12: Network lifetime extension compared with LEACH

EBDG by comparing with LEACH under different data compression ratiand network

size R. It can been seen that the lifetime extension is small wRdaa small. With the
increase ofR, EBDG significantly outperforms LEACH because each node in LEACH
uses direct transmission to deliver packets to the cluster-head and the energy consumption
for transmitting each packet significantly increases with the increaBe Wfthenm = 0.6,

the lifetime obtained by EBDG is more than 9 times of that obtained by LEACH because

the data can be aggregated in EBDG when hop-by-hop transmission mode is used.

4.9.4 Comparison with maximum lifetime data gathering scheme

In [61], Kalpakiset al. studied the problem of maximizing lifetime data gathering in wire-
less sensor networks for scenarios both with data aggregation (MLDA: Maximum Lifetime
Data aggregation) and without data aggregation (MLDR: Maximum Lifetime Data Rout-
ing). A centralized algorithm which can generate a near-optimal data gathering schedule
in terms of maximizing network lifetime was proposed. In MLDA/MLDR, the data gath-

ering schedule is a collection of directed trees rooted at the sink that span all the sensors.
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Each tree may be used for one or more rounds, and lifetime maximization is achieved by
optimally allocating the number of rounds to each tree. Fig. 4.13 gives the comparison of
network lifetime achieved by optimal schedule, MLDA/MLDR and EBDG for scenarios
both with and without data aggregation. It can be seen that the lifetime achieved by EBDG
keeps very close to that of MLDA/MLDR which is near-optimal. This phenomenon can be
explained using the example given in Fig. 4.14, 75 andT; are the three data gathering
tree generated by MLDA/MLDR, and are allocated with 3076, 3076 and 10765 rounds re-
spectively. In EBDG, the network is divided into 3 slices (i.e., node 1 and 2 are in one slice
) as show in Fig. 4.14, and the data distribution ratio for node 3 fi;¢is 0.6363. It is

easy to see that, = 0.6363 = ——27°___ \which means that the schedule generated by

10765+3076+3076
MLDA/MLDR is equivalent to that in EBDG.
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Figure 4.13: Network lifetime: Optimal schedule, MLDA/MLDR and EBDG

Figure 4.14: Network Graph and data gathering trees in MLDR
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4.10 Summary and Future Work

Unbalanced energy consumption is an important problem in wireless sensor networks,
which results in the network lifetime reduction dramatically. In this chapter, an efficient so-
lution was designed to maximize network lifetime through energy consumption balancing
techniques for uniformly deployed data gathering sensor networks. The energy balanced
data gathering is formulated as an optimal data distribution problem by combining the ideas
of corona-based network division and mixed-routing strategy together with data aggrega-
tion. First, a fully localized zone-based routing scheme was designed to balance energy
consumption among nodes within each corona. Then an algorithm with time complexity
O(n) (n is the number of coronas) was designed to solve the data distribution problem
aimed at balancing energy consumption across coronas. The approach for computing the
optimal number of coronas in terms of maximizing network lifetime was also presented.
Finally, an energy-balanced data gathering protocol (EBDG) was designed and the solution
for extending EBDG to large-scale data gathering sensor networks was also presented. The
performance of EBDG was evaluated through simulations, and simulation results demon-
strate that EBDG can improve system lifetime by an order of magnitude compared with
conventional multi-hop transmission schemes, direct transmission schemes and cluster-
heads rotation schemes.

Future extensions of this work can be done in following directions. First, this work is
focused on balancing energy consumption based on a collision-free MAC protocol. Future
work can be done to extend it to sensor network with contention-based MAC protocols.
However, different nodes may have different packet loss rate. If contention-based MAC
protocols are employed, the energy balancing problem studied in this chapter is equivalent
to the problem of balancing energy consumption in sensor networks with non-uniform
nodes deployment and non-uniform data generation rate, which still remains as an open
problem. Secondly, in this study, it is assumed that all nodes in the same corona have
the same data distribution ratio since assigning each node with a different data distribution
ratio significantly increases the complexity of the problems. In sparsely deployed sensor
network, assigning each node with a different data distribution ratio may be practical. So

the future work is to revise the scheme proposed in this chapter to sparse sensor networks
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by letting different nodes have different data distribution ratios.



Chapter 5

Time-efficient Random Access Data

Gathering

5.1 Introduction

Data gathering is a critical operation needed for collecting useful information from sen-
sor nodes to a data sink which is responsible for further processing and end-user queries.
Providing time-efficient data gathering is crucial to some applications such as traffic mon-
itoring and health-care monitoring since the data generated by the sensors may become
outdated after a certain time interval, and wrong decisions may be made based on the out-
dated information collected at the sink. Furthermore, a long data gathering dti@ton
means a large amount of energy wastage if no scheme is used to avoid idle listening.
Generally, the operation of data gathering is divided into rounds [42]. In each round,
all sensor nodes sense the environment, generate the data, and report the data to the data
sink. Thus a large amount of data may be generated in a very short period and transmitted
through a shared radio channel during data gathering. The large burst of data packets may
lead to high degree of channel contention and high probability of packet collision. The
situation is further exacerbated when data packets are delivered over multi-hop routes. For
example, in [127], the authors observed that arouid packets are lost for most events

in Lites with the default radio stack of TinyOS. To provide guaranteed data delivery, lost

1The data gathering duration is defined as the number of time slots needed for all nodes to finish one
round data gathering.
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packets must be retransmitted, leading to long data delivery delay.

To reduce packet collision incurred by hidden terminals, RTS/CTS handshaking mecha-
nism has been employed in contention-based protocols such as carrier sense multiple access
(CSMA). In mobile ad-hoc networks, the RTS/CTS handshaking can improve system per-
formance since the data payload is much larger than the RTS/CTS messages. However, in
most wireless sensor networks, data packets are very small. For example, the data payload
in TinyOS is limited at 29 bytes [10]. In sensor networks deployed for gathering some
environmental parameters such as temperature, humidity, pressure, etc, the data payload
in the packets generated in such applications is only around several bytes. Thus RTS/CTS
handshaking can add too much communication overhead to the network and lead to too
much bandwidth wastage when data packets are small. In [33], the authors observed that
the total percentage of bandwidth invested on RTS/CTS messages accounts fotGigarly
which also implies that RTS/CTS handshaking has further deteriorated channel contention
and results in more serious data loss. Moreover, the exchanging RTS/CTS messages also
results in additional delay for data delivery.

Random access schemes have been seen as good solutions for bursty packet networks
due to their simplicity and low delay (under light load) for bursty traffic [123]. It is well
known that the random access channel throughput increases initially with increasing ag-
gregate traffic generation rate [98]. A representative protocol based on random access
techniques is the Aloha protocol [96]. However, in Aloha, a node immediately transmits
whenever it has data to transmit irrespective of whether any other nodes are using the chan-
nel or not. The lack of cooperation of transmission among different nodes may result in
too much packet collision. In data gathering schemes based on random access techniques,
each sensor node should optimally attempt a transmission. Each sensor node should not be
too aggressive to cause too much collisions, and at the same time, each sensor node should
not be too conservative so as to miss the chance of a successful transmission.

This chapter focuses on designing time-efficient data gathering scheme for wireless sen-
sor networks with small data packets. A novel scheme based on random access techniques
is proposed for performing the data gathering operation in sensor networks. In this scheme,
it is assumed that time is slotted. In each time slot, each nogerks intransmittingstate

with probability«; and works irreceivingstate with probability — «;. The data gathering
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problem is formulated as an optimization problem, and the objective is to compute the op-
timal probability for each node to attempt a transmission so that the expected duration for
performing one round of data gathering can be minimized. Fully localized solutions have
been designed for both linear networks and tree networks. Based on this scheme, a simple
protocol called RADG (Random Access Data Gathering) is designed. The performance
of RADG is evaluated through simulations by comparing with CSMA-based protocols.
Simulation results show that RADG can significantly outperform protocols both with and
without RTS/CTS handshaking when data packets are small.

The rest of this chapter is organized as follows. Section 5.2 gives a simple example to
illustrate the advantages of random access techniques over handshaking schemes for the
data gathering operation. Section 5.3 reviews related work. System models and problem
formulation are presented in Section 5.4. In Section 5.5, the solution for linear wireless
sensor networks is presented. The solution for networks with random topology is presented
in Section 5.6. In Section 5.7, a simple and scalable protocol called RADG is designed. The
performance of RADG is evaluated through simulations in Section 5.8. Finally, Section 5.9
gives the summary and future work. For convenience, a detailed description of the variables

used in this chapter is listed in Appendix D.

5.2 An lllustrating Example

In this section, a simple example is presented to demonstrate the advantages of random
access techniques over handshaking schemes for data gathering in WSNSs.

In this example, it is assumed that the size of a data packet is nearly the same as the
size of control messages (i.e. RTS/CTS) used in handshaking schemes. This assumption is
reasonable for sensor networks with small data packets. Consider a one-hop sensor network
composed of: sensor nodes(, v, ..., v,) and one data sink, as shown in Figure 5.1. In
the handshaking scheme illustrated in Figure 5.2, the sourcecosst first send a RTS
message to request for data transmission, and the data message can be transmitted only
when node: receives a CTS message from the destinaiiofherefore, the lower bound
on the number of messages transmitted for successfully transmitting a data packet from

a to b is 3, and this lower bound can be achieved only when there are no collisions for
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Figure 5.1: one-hop network Figure 5.2: RTS/CTS example

RTS and CTS transmission. Obviously, for the one-hop network given in Figure 5.1, the
lower bound on the total number of messages transmitted for performing one round of data
gathering in handshaking-based schemes:jsand the duration of performing one round
of data gathering is proportional to the number of messages broadcasted.

In time-slotted random access schemes, at each time slot, each node works in one of the
following two statestransmittingandreceiving For each node;, it works intransmitting
state with probabilitye; and works inreceivingstate with probabilityl — «;. For the
network given in Figure 5.1, to achieve fairness, all nodes should have the same transmitting
probability denoted byv. At any time slot, only one of the following scenarios may
occur: one node transmits, two nodes transmit, ..z nodes transmit Let p(k) be the
probability thatk nodes transmit simultaneously at a time slot. Then

p(k) = C) - af(1—a)" ™",

Let E[Ny ] be the expected number of messages transmitted in one timé&'§h,;| can

be computed as follows:

n n

E[Ngo] =Y i-p(i)=>Y i-Ch-a'(l—a)""

i=1 i=1

Give nodev;, the probability that it can successfully transmit a packet to the data sink at

each time slot isy(1 — «)"~!. Thus the expected number of time slots needed fto
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transmit its data packet to the data sink _;),H . Let E[N] be the expected number of

messages transmitted in one data gathering round. Then

1 .
a(l —a)r=t’
Sori-Cloaf(l—a)n

a(l —a)r! '

E[N] = E[Nslot] '
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Figure 5.3 gives the comparison of random access scheme and RTS/CTS based scheme
whenn = 10. It can be observed that the number of messages transmitted in the random
channel access scheme decreases with the the decreas&gecially, whernx < 0.116
(point 1), the expected number of messages transmitted in random access scheme is even
lower than the lower bound of messages transmitted in the RTS/CTS based scheme. Itis
also worth noting that there is an optimal= 0.1 (point 2) in terms of minimizing the
expected number of time slots for completing one round of data gathering in the random
access scheme. Figure 5.4 plots the expected number of messages for completing one round
of data gathering with the variation of number of nodes in the network, wihéseset to
the value that minimizes the expected number of time slots. It can be seeh|fkats
always less than the lower bound on number of messages in RTS/CTS based scheme for
all cases. In real applications with bursty traffic patterns, the random access scheme may
significantly outperform the RTS/CTS based scheme since the probability that RTS/CTS
messages collide is very high.

From Figure 5.3, it can be seen that the setting tfas a great impact on the perfor-
mance of the random access scheme. This chapter focuses on dealing with the problem
of tuning the transmitting probability for each node to optimize the performance of the

random access scheme.

5.3 Related Work

The Aloha protocol [11] and its slotted version [96] are two representative protocols based
on random channel access techniques. Aloha is a time-division multiple access scheme.
A node, whenever it has data to transmit, immediately transmits irrespective of whether
any other nodes are using the channel or not. In Slotted-Aloha, time is divided into time
slots. A node starts transmitting data only at the beginning of the next time slot. In both
Aloha and Slotted-Aloha, nodes do not perform carrier sensing before transmission and the
cooperation of data transmission among different nodes that share the same channel is also
not taken into account. Thus data packets may easily collide in these two protocols.

Carrier sense multiple access (CSMA) has been widely used in wireless communica-

tion systems, and it is also the basic medium access mechanism in IEEE 802.11. In IEEE
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802.11, DIFS (DCF Inter-frame Space) and SIFS (Short Inter-frame Space) are employed
to control medium access. These Inter-frame Spaces can effectively reduce data collision.
However, they also add additional delay for data transmission. To reduce packet colli-
sion, a random backoff procedure is employed in IEEE 802.11. Whenever an unsuccessful
transmission occurs, the sender increases its contention window, from which it chooses
its backoff time, exponentially. This procedure can also effectively reduce collision since
the probability that the data packets at different nodes are set to the same backoff time is
very small. However it may incur too much data delivery delay in a bursty traffic scenario
since the contention window may become very large. In IEEE 802.11, RTS/CTS handshak-
ing can further reduce the probability of data packet collisions particularly in the presence
of hidden terminals. However, RTS/CTS handshaking can add too much communication
overhead and packet delivery delay when data packets are small.

Some work has also been done on tuning the attempt probability for data transmission
in random access wireless networks. In [64], the authors exploited the random scheme
to perform link assessment task. In [113], directed and gossip-based neighbor discov-
ery algorithms were designed based on random access. In [62], a generalized gradient
ascent algorithm was proposed to self-learn the optimal attempt probability to maximize
the throughput for each node. Two iterative, decentralized algorithms were presented in
[116] to compute the global optimal rates for the problem of max-min fair rate allocation
in ALOHA networks. In [15], the author views the problem of optimizing the node attempt
probability as a non-cooperative game and shows the existence of a Nash equilibrium giv-
ing an optimal channel access rate for each node. However, most existing work focuses on
maximizing throughput and does not consider other factors such as packet delivery relia-
bility and delay. The work presented in this chapter is different from existing work. This
study focuses on investigating the problem of exploring random access techniques for data
gathering in sensor networks, taking into account both data transmission reliability and de-
lay. In data gathering, each sensor node is not independent, and all the sensors must work
in a cooperative manner since the quality of a link depends on the attempt probabilities of
several nodes. The objective is to compute the optimal transmission probability for each

sensor node so that the expected data gathering duration can be minimized.
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5.4 System Models and Problem Formulation

5.4.1 System Models

The wireless sensor network is modeled as a directed gfaph (V, L), whereV =
(v1,v9, ..., v,) is the set of sensor nodes, ahds the set of wireless links. Lédt(i, j) be
the link fromv; to v;. For each node;, N,(i) denotes the set of nodes that are within
one hop ofv;, and N, (i) represents the set of nodes that are within two hops.ofrhe

following models are employed in this study.

e Antenna Model: Each node can transmit and receive on a common carrier frequency

using omnidirectional antennas.

e Channel Access Model: Similar to Slotted-Aloha, time is slotted and nodes are
synchronized on time slots. At each time slot during data gathering, every node can
work in two states:itransmittingandreceiving For nodev;, it decides to work in
transmittingstate with probabilityn; and decides to work imeceiving state with

probability (1 — «;), whereq; is called theattempt probabilityfor nodev;.

e Collision Model: Collision occurs when multiple nodes simultaneously transmit
packets to the same destination. Although it is possible that the receiver may cor-
rectly decode the packet if the signal to interference ratio (SIR) exceeds a given

threshold, in this study, it is assumed that all colliding packets are lost.

To avoid data queuing delay, it is also assumed that each node can fuse the data packets
stored in its transmitting queue into a fixed-size transmitting packet whenever it attempts
a transmission. This assumption is suitable for applications with aggregation operations
such agnin or max(e.g. temperature and humiditygum(e.g. event count), anges-no
(e.g. intrusion detection). In applications where the data generated by different nodes can
not be aggregated, network coding techniques [12][28][63] can be employed to meet this
requirement. In random network coding [54], each node encodes the data it generates and
receives with random coefficients into a fixed-size transmitting packet, and the decoding
is only performed at the data sink. Network coding can achieve significant throughput

improvement.
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5.4.2 Problem Statement

In random access schemes, as demonstrated in Section 5.2, optimally setting the attempt
probability for each node plays an important role in terms of minimizing data gathering
duration. An improper attempt probability setting results in increased packet collisions,
leading to long data delivery delay. Moreover, in WSNs, all sensor nodes may have differ-
ent number of neighbors, and each sensor node also needs to adjust its attempt probability
to cooperate with its neighboring nodes. The objective of this chapter is to design efficient
solutions to compute the optimal attempt probability for each node in terms of minimizing
the expected duration for one round of data gathering. To address the problem in detail,

some definitions are first given as follows:

Definition 4. Attime slott, P, (i, j) is defined as the probability that time stas collision-
free for L(i, 7).

Prij)=ai(l—a;) J[ (1-a) (5.1)

ke(N1(5)—{vi})
It is obvious that time slot is collision-free forL(i, 7) if and only if nodev; is in
transmittingstate; while nodey; and all its one hop neighbors exceptare inreceiving
state at this time slot.
Let v(7, j) be the expected reliability for packet transmission over lirgk 7). Since
the states a node works in different time slots are independent, the expected number of
time slots, denoted b¥[S; ;|, needed for transmitting a data packet from node v; with

reliability (i, j) can be computed as follows:

(i, J) 2l ¥))
TR et = ag) ke o (1= )
Since each node can fuse the data in its transmitting packet queue into one packet
whenever it attempts a transmission, there is no queuing delay for packet delivery. The

following gives the definition for the expected delay for sensor-to-sink packet delivery.

Definition 5. Let (i) be the set of links on the path from nogdéeo the sink.Delay(i) is

the delay for delivering a packet from nodgto the sink. The expected delay, denoted by
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E[Delay(i)] is defined as follows:

E[Delay(i)l = Y E[Sk,]. (5.3)
L(k,j)ey (i)
Let 7,...q be the expected duration for one data gathering round. ObvioLishy,
max,,cy E[Delay(i)]. The objective is to compute the optimal attempt probability for
each node so thdt.,..,. can be minimized on condition that each link in the data gathering

structure can provide user-predefined reliability. The problem is formulated as follows:

Minmize Trouna = max E[Delay(i)];

v, €V
s.t. Y(k,j) = 7(k,j) L(k,j) € ¥(i);

wherer(k, 7) is the user-defined reliability for data transmission frgo v;. This prob-

lem is referred to as the Attempt Probability Tuning (APT) problem.

5.5 Solution for Linear Wireless Sensor Networks

This section focuses on solving the APT problem for linear networks in which the sink is
placed at one end of the network. The case that the sink is placed in an inner position may
be seen as a particular case of a tree network rooted at the sink, which will be studied in
next section. It is assumed that each nodexcept the sink and the last nodehas only

two one-hop neighbors;;_; andv; 1, as shown in Figure 5.5. Hence, all the packets must

be delivered along the unique path during data gathering.

Figure 5.5: A linear network composed of n sensor nodes
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Obviously,

i
L

Trouna = E[Delay(n)] = E[S;11] (5.4)
1

<.
Il

where node, is the sink. Then the APT problem can be rewritten as

[y

Minimize E[Delay(n)] = E[S;i14];
j=1
s.t. vk k—1)>71(kk—1), 1 <k <n;

OSOQ‘SL ”UZ‘GV

5.5.1 Localized Algorithm for Attempt Probability Computation

Let LS = {L(i,i — 1),1 < i < n}. Obviously, only the links ir.Sare useful for packet

delivery during data gathering.

Lemma 15. Given any node; in a linear network, its attempt probability; only influ-
enceSE[Si,i_l], E[Si+1,i] andE[SZ'+27Z'+1].

Proof. By Equation (5.2),E[S; ;] only depends omy, wherek € {j}JN:(j). In linear
networks illustrated in Figure 5.5, each intermediate ngdeas only two one-hop neigh-
bors:v;_; andv;,4, i.e.,v; € Ny(i — 1) andv; € Ni(i 4+ 1). Thereforep; only influences
L(i,i — 1), L(i + 1,4) and L(: + 2,4 + 1) for all the links inLS. Hence, the lemma is
proved. O

Definition 6. f(«;) is defined as the expected latency for delivering a packet along the

links thato; influences.

4

E[Sg,l] + E[S&g], 1 = 17
ES”_ +ESZ Z+ESZ i+1/, l<i< 17
Flag) = [ 1] [Sit1,] [Siv2,it1] r<n (5.5)
E[Sn n—l] + E[Sn—l,n—Z]a t=n-—1
E[Sn,n—l]a =N

Let o be the optimal attempt probability for. Then the following two theorems hold.

Theorem 9. o} = 0,0}, = 1.



123

Proof. By Lemma 15, «; only influencesE[S;;] and E[Ss;5]. By Equation (5.2),
both E[S,,] and E[Ss ] strictly decreases with the decreaseogf By Definition 5,
E[Delay(n)] strictly decreases with the decreaseagf Thusaj = 0. Sincea,, only
influencesE|S,.,—1] which decreases with the increasecof, E[Delay(n)] strictly de-
creases with the increase @f. Thusa; = 1. Consider the data gathering scenario, the
theorem is correct becausgis the data sink and it only needs to receive packets; while

is the last node in the linear network and it only needs to send its own packet. [

Theorem 10. For nodev; € V,1 < i < n, 24

ar = 0.

Proof. For any intermediate node, it should not only send its own packet but also relay
the packets it receives fromy where;j < . ThusO < o] < 1. Itis easy to prove that
Delay(n) is continuous and differential when<O«; <1. According to the extremum

existence theorem for continuous and differential multi-variable functions, there must be

a minimum for Delay(n) when 22920 — . Sincea; should minimizeDelay(n),
Obelay()| . = 0. From Lemma 15 and Definition 2@ — 2He) 7 < p,
Therefore 2@ . = 0, ]

The following gives the details of the procedure for computing the optimal attempt
probability for each node. First, the local data structure maintained at each node, the mes-
sage communication between the nodes and the attempt probability update procedure per-
formed at each node are described respectively. Then a localized algorithm based on only
two-hop neighbor information is presented.

Local Data Structure: By Lemma 15, all the links that; influences are within two-hop
neighborhood of node;. Therefore, to computé(«;), each node only needs to store the
attempt probability of the nodes iN, (7). To achieve this, each sensor nagenaintains a
simple local data structure called®Ntab> which recordsy;, j € {i} |J N2(7).
Communication: At each time slot, if nodey; is in transmitting state, it broadcasts
<PNtal> to its one hop neighbors; otherwise, it listens to receivetR&ltab> message
from its one hop neighbors. Once nogéhas successfully receivedaPNtal> message,

it updates its ownr<PNtalx> based on the following two rules:

1. If v; receives a<PNtab> message from;_;, v; only needs to updaie; _; andq;_»

with the corresponding values in the receivel@Ntalx> message.
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2. If v; receives a<PNtalb> message from,; 1, v; only needs to update;  ; anda; o

with the corresponding value in the receiveBNtab> message.

The <PNtab> update procedure is illustrated by an example. For instaneg, ré-
ceives a<PNtab> message from,, v3 only needs to replace; anda, with the corre-
sponding values in the receivedPNtab> message. Although, also exists in the received
<PNtab>, it may be outdated, angd can get the latest, from the<PNtal> broadcasted
by v,.

Computation: For each intermediate node, an iterative scheme is designed to com-
pute the best attempt probability for each node. The main idea of this iterative scheme is
that each node; iteratively adjusts its attempt probability so thatf(«;) is minimized.
Whenever node; receives acPNtab> message and updates its owRNtab>, it updates

its attempt probabilityy; with value that minimizes(«;). Finally, this interactive local
optimization is expected to lead to a global optimal solution.

The localized algorithrAPT-LN designed for computing the attempt probability for

each node in linear networks is given as follows.

Algorithm APT-LN: Tunea for Linear Network(node;)
Initialize o; anday;
state=GenerateStatg);
If stateTransmittingthen
broadcast(k:PNtab>);
If state=Receivinghen
If SuccessReceive(i-<LPNtab>);
UpdatePNtab)zi_Q, Oéi_l);
If SuccessReceive(i+&PNtab>);
UpdatePNtab)zHl, ()éi+2);
of(ai))

a; = o, WhereTj o, =0

[ERN
e

In APT-LN, @; is the attempt probability used during the process of attempt probability
computation. The reason for introducifigcan be illustrated as follows: during the running
of the algorithmy; changes dynamically, and may become very small. If node uses
«; which is very small to control the broadcasting-oPNtalx> message. The neighbors
of nodew; need a long time to receive thePNtab> message broadcasted by nade
which may significantly affect the convergence speed of algoriiii-LN . Obviously,

the suitable setting for each should ensure that all nodes have the same probability to
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receive<PNtalx> message from its neighbors. From the analysis in Section 5.2, a proper

setting ofa; is Wl(z)\ where| N, (i)| is the cardinality ofV; (7).

5.5.2 Numerical Results and Analysis

Figure 5.6 plots the convergence of algorit®RT-LN for three independent runs on a
linear sensor network composed of 8 sensor nodes. The expected reliability for all links in
LS is setto 1. It can be seen that algorit®fBT-LN has very fast convergence rate. The
expected data gathering duration drops quickly in the first several time slots, and it takes

less tharb0 time slots for the algorithm to converge to the optimal result.

50
48}
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Figure 5.6: Convergence speed of algoritART-LN on a linear sensor network composed
of 8 nodes

By Equation (5.2) and Definition 5, the optimal attempt probability for each node is
independent of link reliability if all links inLS are set to the same reliability. Table 5.1
gives the attempt probability computed by AlgoritifRT-LN when all links inLLS are set

to the same reliability.

Table 5.1: Attempt probability for each node

MNodev, [1] 2 | 3 | 4 | 5 | 6 | 7 |8]
[ o ] 0]0.265] 0.288] 0.332] 0.359] 0.404] 0.555] 1 |

Table 5.2 gives the expected number of time slots for each linkSnand the the

expected data gathering duratidh,,,.q with different link reliability . It can be easily
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observed that there is a tradeoff between link reliability and the duration of data gathering.
In practice, the required link reliability can be adjusted to cater for the requirement of

different applications.

Table 5.2:£[S; ;| andT,,,,qa With different link reliability

| E[Si;] [2,1]3,2]4,3]5,4[6,5]|7,6]8,7] Tround |
7=0.85[ 3.2] 4.0[ 4950 4.9]4.0]3.2] 29.2
7=0.90| 3.4 4.2 52| 53|5.2]4.2]3.4] 30.9
7=0.95| 36| 45| 55| 56| 55|45]3.6] 328
t=1 [ 37|47[57|58|57[47|37] 34

5.6 Solution for Networks with Random Network Topol-

ogy

Having solved the linear network APT problem, this section focuses on solving the APT
problem for sensor networks with random topology. In wireless sensor networks deployed
for data gathering applications, many-to-one communication paradigm which involves
multiple sources and one data sink is the main communication pattern. Thus the corre-
sponding data flow generally resembles a reverse-multicast structure which is called the
data gathering treeln this study, it is assumed that the data gathering tree (e.g., minimum
hop tree, minimum spanning tree, etc.) has been constructed. The objective is to solve
the problem of tuning the attempt probability for each node in the data gathering tree to
minimize the expected data gathering duration.

Let ' = (V, E) be the data gathering tree whefeis the set ofn sensor nodes
v, U, ..., Uy, aNd E' is the set of directed links ifi’. Let F; be the father node af;, and
C; be the set of children of;. T's(i) denotes the maximum expected time slots for the
descendants aof; to deliver a packet to;,. ThusT's(i) can be computed as follows:

Ts(i) = max{T's(j) + E[S;.]}. (5.6)

JeC;

Let v; be the sink. ObviouslyI's(1) = max;cy E[Delay(i)]. Thus the ATP Problem
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can be rewritten as

Minmize Trouna = T's(1);
st. y(k,j) =7k, j) L(k,j) € E;

OSOQ‘SL ”UZ‘GV

5.6.1 Localized Algorithm for Attempt Probability Computation

In tree networks, each node may have more than two neighbors. As can be seen from
Equation (5.2),E[S; ;] depends on the attempt probabilities of all neighbors of ngde
which means that the attempt probability for nagenay influence all linkd.(m, n) where

m € N; orn € N;. We design a heuristic localized algorithm to solve the APT problem
for tree networks.

Local storage and communication: Although «; influences all links initiated from;

and destined te;, only the links belonging to the data gathering tree are useful for data
gathering. Say; should be adjusted to maximize the performance of the linksdhat

influences in the data gathering tree.
Lemma 16. For tree networks, all the links; influences are within two hops of.

Proof. From Equation (5.2)q; only influencesE|[Sy ;] wherev; € {v;} |JN:(j). Given
L(k, j),

e if v; = v;, L(k, j) must be within one hop from;;
e if v; € Ny(j) andv; = v, L(k, j) must be within one hop from;
e if v; € Ni(j) andv; # vy, the number of hops from; to vy, is 2.
Hence, the lemma is proved. O

By Lemma 16,; can compute any[S;, ;| that«; influences ifv; has the knowledge
of the attempt probabilities of the nodesA(i). To achieve this, each nodemaintains
a table<PNtab> which records the attempt probability foy wherej € {i} |J Na(7). At

each time slot, if a node is tmansmittingstate, it broadcasts itsPNtab> to its neighbors.
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Otherwise, if nodey; is in receivingstate and successfully receivescBNtab> message
from its neighbow;, it only updatesv., £ € {7} [J N1(j)\{i} with the corresponding value
in the received<PNtab>.
Computation: The attempt probability tuning is divided into two phaseasabilization
phaseandlatency balancing phase

Obviously, the one round data gathering duration is the maximum data delivery delay
from the sensor nodes to the data sink. In a tree structure, each node has a unique path to
the sink. Therefore, the path started from the sensor node which has the maximum delay
and ended at the data sink is ttréical path that has a great impact on the one round data

gathering duration.

D(D;)

Figure 5.7: Critical path of node

As shown in Figure 5.7, for nodg wherei € (V — {v,}), let D; = j wherej €
C; andT's(j) + E[S;;] = maxgec,(T's(k) + E[Sk,]). D(D;) is the child of D; where
T's(D;)+ E[Sp, ;] = maxgec, (T's(k)+ E[Sk,p,]). By Lemma 16, all the links; influences
are within two hops of;. In this study, the path frond(D;) to F; is called thecritical

path for node v;.

Definition 7. f(«;) is defined as the expected latency for delivering a packet along the

critical path for nodev;.

f(ai) = E[Spo,).p,] + E[Sp,i] + E[Si F]- (5.7)

In thestabilization phasgeach node adjusts its attempt probability with the objective to
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minimize the expected latency for delivering a packet along its critical path. In this phase,
the data gathering duratidh,,,.q can be significantly reduced since the critical paths have
a great impact on the data gathering duration. By Equation (5.2) and Equationf(o7),

is a strict concave function with respectd@ Therefore, there is an optimaj that can

minimize f(«;) at each iteration, and, satisfies‘%

«, = 0. For any nodey;, it updates
a; with o whenever it receives @PNtab> message from its neighbors.

In tree networks, an intermediate hode may have several branchestafilezation
phasecan reduce the expected latency for packet delivery along the critical paths. However,
it can not guarantee that the expected latency for different branches is balanced. In the
latency balancing phas¢he data gathering duration is further decreased by balancing the

expected data delivery delay among different branches.

Lemma 17. Given nodey;, E|[S; r,| increases with the decrease®f For any other link

L(m,n) € E thato; influencesF|[S,, ] decrease with the decreasexf

Proof. By Equation (5.2),

’ PL@? Fz) ai(l - Osz-) sze(Nl(Fi)—{vi}) (1 - O‘k)
Obviously,E[S; ;)] increases with the decreasesof
For any linkL(m,n) € E exceptL(i, F;), v; must be a neighbor af, if a; influences

L(m,n). Thus

v(m,n)
E[Sm. = :
(1 — ) er(Nl(n)—{vi}) (1 - O‘k)
_ v(m,n)
(1 = an) (1= ) [ e vy () — o) — fom ) (1— )
Obviously,E[S,, ,,| decreases with the decreasexpf O

Lemma 18. Let 7's*(i) be the value of's(i) when each node; has obtained the optimal

attempt probabilityx}, then

Ts*(j) + E[S;i] = Ts*(k) + E[Sri], j € C(i),k € C(i). (5.8)
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Figure 5.8: lllustration for Lemma 18

Proof. Suppose that there are two nodec C;, v, € C;, as shown in Figure 5.8, where
Ts*(j) + E[S;.] # Ts*(k) + E[Sk;] when each node has been assigned with the optimal
attempt probability. Without loss of generality, suppdse€ (j) + E[S;;| > Ts*(k) +
E[Ski]. From Lemma 16¢, only influences{E[S, r,|,v, € Cr }, {E[Sqx], v, € Ck}
and{E[S; ], v, € Cy,v; € C,}. By Lemma 17 E[S; ;] increases with the decreasecgf

For any other linkL(m, n) thatay, influences,E[S,, ,] decreases with the decreasengf
Therefore, there must becg wherea), < a; andT's'(1) < T's*(1), which implies that*

is not optimal. Hence, the lemma is proved. O

The basic mechanism détency balancings described as follows: the critical path
for each node remains unchanged, and each node adjusts its attempt probability to balance
latency among different branches. As shown in Figure 5.8ylet D(7). For anyv,, € C;
andv,, # v;, by Lemma 17,I's(i) decreases with the the decreasewpfuntil T's(j) +
E[S;i] = Ts(m) + E[Sp]. If Ts(m) + E[S,,;] < Ts(j) + E[S;;], ., decreases with
A which is a user-defined parameter; otherwigsg,increases withA. The parameteA
is introduced to adaptively tune the attempt probability for each node with the objective to
balance latency among different branches. The parametdrould be neither too small
nor too large. A smallA results in slow convergence speed. While a latgeesults in a
largeT;,..q4. This phenomenon is demonstrated by the numerical results in Section 5.6.2.

To switch fromstabilization phaséo latency balancing phaseach node; maintains
a counter denoted . When the probability tuning procedure is triggeréds initialized

to 0. Whenever node; update its attempt probability; with a different valueg; is reset
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to O; otherwised; is increased by 1. lf; exceeds a user-defined threshold, nodavitchs
from stabilization phaseo latency balancing phase
The detailed algorithm for tuning the attempt probability in tree network is given as

follows:

Algorithm APT-TN: Tunea for Tree Network(node u)
1. Initialize o, o, andA;

2. state=GenerateStatg();

3: If stateFransmittingthen

g‘r: broadcast(uTs(u) <PNtal>);

6

7

If state=Recelvinghen
If SuccessReceive(¥s(v) <PNtal>);
Updatex,,, m € {v} U Ni(v)\{u};
Case Self-Stabilization:

8: a, = o, where?Zled) | —
9: Updatel's(u) andD,;
Case Latency-Balance:
10: If u = Dp, then
11: a, = a,, where?Zle) |, = ¢
12: else ifl's(u) + Sur, <Ts(Dr,) + Sp,, .r, then
13: Oy = Oty —
14: elsea,=a, + A;
15: UpdateTs(u)

5.6.2 Numerical Results and Analysis

The algorithmAPT-TN is evaluated on a tree network composed of 60 nodes, as shown in
Figure 5.9. For node;, the attempt probability; used during attempt probability tuning
is set tom.

Figure 5.10 plots the convergence of the algorithm during the stabilization phase for
three independent runs. For all runs, the expected data gathering duration drops quickly
and finally converges to the minimum value, and it takes only around 60 time slots for the
algorithm to achieve stability. This phenomenon can be explained as follows: at each time
slot during the stabilization phase, the tree network is divided into linear networks since
each node updates its attempt probability aiming at minimizing the expected latency for
delivering packet along its critical path. It can be seen that the expected data gathering
duration has been reduced to around 90 time slots from more than 1000 time slots during

the stabilization phase.
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Figure 5.9: A tree data gathering network composed of 60 nodes
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Figure 5.10: Convergence speed of self-stabilization phase

Figure 5.11 plots the convergence of the algorithm during the latency balancing phase

with different setting ofA. WhenA = 0.001, the data gathering latency decreases stably

but the convergence speed is slow. WhlNe= 0.01, the convergence speed is a little fast

but there are many ups and downs after 20 time slots, and the/final computed when

A = 0.01is a little larger than that wheA = 0.001. During the latency balancing phase,

the data gathering duratidh,....q is further reduced, and it takes only around 58 time slots

to perform one round of the data gathering operation.
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Figure 5.11: Convergence speed of latency balance phase
5.7 Protocol RADG

In this section, a simple and scalable data gathering protocol called RADG is designed
based on the proposed random access scheme. In RADG, an aggregated acknowledgement
scheme is designed to improve channel utilization and to reduce packet collision. More-
over, periodic node sleeping is employed to save energy by turning off the radio in the

period between two consecutive data gathering rounds.

5.7.1 Transmission Stopping Rules

If link L(7, j) is collision-free at time slot, nodev; can successfully transmit a packet to
nodev;. However,y; does not know that the packet has been received, pgnd it may
continue to retransmit the same packet in the following available time slots. So how can
each node know when to stop retransmitting the same packet? In traditional MAC protocols
such as CSMA/CA, an ACK message is sent back to the transmitter to acknowledge the
reception of the transmitted packet. However, explicit ACK does not work well in the
model proposed in this study since lifiKj, 7)) may not be collision-free at time slgtand

the ACK message may be lost with high probability. In RADG, two scheifies-to-Live

(TTL) andAggregated Acknowledge (AAckye designed to solve this problem.

e Time-to-Live (TTL) When a node; receives a data packet, it associates the data
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packet with a timer called TTL which controls the number of time slots allocated
to v; for transmitting a packet. It initializes the TTL timer with value $fz, and

starts the timer once the data packet is added into the data transmitting queue. TTL
decreases by one at each time slot. If TTL reaches 0, the corresponding packet is
discarded. By Equation (5.2¥; , can guarantee that the packet can be transmitted
to vp, with expected reliabilityr (i, F;). In practice, TTL can be assigned with a
larger threshold thaf; , to improve reliability. By adjusting the threshold assigned

to TTL, it is easy to get tradeoffs between reliability and latency.

e Aggregated Acknowledge (AAcEach node; maintains a set denoted B which
records the source IDs of the packets ( the source ID of a packet is the ID of the node
that generated this packet) in its transmitting queue. Whengt@nsmits a packet,

R; is piggybacked in the packet. 4f receives a packet from its children, it adds the
source ID of the packet int@; and adds the packet into the transmitting queue if the
packet is not a duplicate. On the other hand, wheverhears a packet from its next
hop relayvy, (i.e., the father of; for tree networks), it extracts the skf. from the
packet. For any source ID that appears botlRjrand R, it means that the data
packet transmitted by; has been successfully received by its father nggeThen

v; removes the source ID frorR; and removes the packet with the same source 1D
from its transmitting queue. This scheme makes full use of the broadcasting nature
of wireless communication and does not introduce additional ACK message. Thus it

does not exacerbate the degree of channel congestion and packets collision.

5.7.2 Duplicate Packet Elimination

In RADG, duplicate packets may be generated when a transmitter does not receive the
Aggregated ACK from its father until the next available time slot for transmission. Without
duplicate packet elimination, the duplicate packets will be forwarded, possibly causing
more retransmissions, more contention, and more energy wastage. In RADG, the duplicate
packets can be easily detected. When nadeceives a packet from its children, it first
checks if the source ID of the packet appear®jn If the source ID already exists iR;,

the received packet is a duplicate and is discarded; otherwiadds the source ID int&;
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Table 5.3: Simulation Parameters for Evaluating RADG

Tpye | Parameter | Value
network area 500m x 500m
number of nodes 60
Network | maximum transmission range | 60m
channel bit rate (100~ 1000):bps
data packet size (10 ~ 40)bytes
RADG | slottime dota—packel—size
Per-link Transmission Reliability (0.8 ~ 1)
slot time 20 us
DIFS 50 us
CSMA | SIFS 10 ps
RTS 20 bytes
CTS 14 bytes
ACK 14 bytes
(CW i s CWinaz) (31,1023)

and adds the packet to its transmitting packet queue.

5.7.3 Periodical Sleeping

In data gathering applications, the duration between two consecutive data gathering rounds
may be several seconds, minutes and even hours. Periodic node sleeping schemes have
been widely used in many protocols such as S-MAC [96], T-MAC [34] and ACENT [27] to
conserve energy in idle state. In RADG, each node enters into sleep state during the period

between any two consecutive data gathering rounds.

5.8 Performance Evaluation

In this section, the performance of RADG is evaluated through extensive simulations, and
RADG is compared with a CSMA-based protocol in terms of data gathering duration and

communication overhead.
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5.8.1 Simulation Setup

RADG is implemented in OMNeT++ [5] network simulator. All the simulations are run

on the network given in Figure 5.9 in Section 5.6.2. The wireless sensor network was
generated by randomly deploying 60 sensors ini6tan x 500m region with a data sink
located at the center of the region. The maximum transmission range for each node is set
to 60m. The maximum number of neighbors for the nodes in the tr¢eaisd the average
number of neighbors is 4.3. A minimum-hop tree was constructed as the data gathering
tree.

RADG is compared with CSMA which has been employed in IEEE 802.11 MAC Stan-
dard. Both CSMA with RTS/CTS handshaking and without RTS/CTS handshaking have
been considered. The parameters are set to the default values in IEEE 802.11b, and the
details of the parameter settings are given in Table 5.3. For RADG, the size of a time slot
should be proportional to the size of a data packet to guarantee that one data packet can
be transmitted in each time slot. In all simulations, the size of time slot in RADG is set to
% Since both RADG and CSMA are contention-based protocols, all the results
obtained are the average values of 100 runs. RADG has advantages over CSMA based
protocols when the user desired packet transmission reliability is less than 1. However, in
CSMA based protocols, the link reliability is not tunable. To make fair comparisons, in all

simulations, the user desired packet transmission reliability for each link is set to 1.

5.8.2 Data Gathering Durationvs. Packet Size

This simulation is designed to investigate the effect of data packet size on the performance
of RADG and CSMA. Figure 5.12 presents the comparison of data gathering duration
(T} ouna) under RADG and CSMA with the variation of data packet size. Since data packets
in sensor networks are much smaller than those in wireless LANS, the size of data packet
in this simulation is varied from 10 bytes to 40 bytes. As can be seen from Figure 5.12,
T} ouna IN RADG is much smaller than CSMA based schemes when the data packet size is
small. For instance, when data packet size is 15 byies,; in RADG has been reduced

by 16.4% and40.9% compared to CSMA without RTS/CTS and CSMA with RTS/CTS re-

spectively. This phenomena can be explained as follows: Firstly, in CSMA based schemes,
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Figure 5.12: Effect of data packet size on the performance of RADG and CSMA

explicit ACK is employed to acknowledge the reception of data packets, and this acknowl-
edgement scheme can resultin much additional delay when data packet size is small. While
in RADG, the reception of data packets is acknowledged using an aggregated-Ack scheme
which is an implicit acknowledgement scheme, thus no additional delay is introduced. Sec-
ondly, in CSMA based schemes, DIFS and SIFS are employed to control the nodes’ access
to the medium. The delay incurred by these inter-frame spaces can not be ignored when the
data packet is small. Thirdly, in CSMA with RTS/CTS, the exchanging of RTS/CTS mes-
sage also adds significant delay for packet delivery. This is why RADG can significantly
outperforms CSMA with RTS/CTS when the data packet is very small.

From Figure 5.12, it also can be seen tthat,,, in RADG increases rapidly with the
increase in data packet size. When the data packet is larger than 27 byté&s,, the
achieved by CSMA without RTS/CTS is smaller thanThg,,,; achieved by RADG. When
data packet is larger than 32 bytes, the performance of CSMA with RTS/CTS is much better
than RADG. This is because, in RADG, the size of the time slot is proportional to the size
of the data packet so that one data packet can be transmitted in each time slot. When data
collision occurs, a node has to wait for the next available time slot to retransmit the data
packet. Therefore, data delivery may experience longer delay than CSMA based schemes

when the data packet size is relatively large.
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5.8.3 Amount of Data Transmittedvs. Data Packet size
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Figure 5.13: The amount of data transmitted under different data packet size

Figure 5.13 plots the average amount of data transmitted in one data gathering round
against the size of the data packet. When the data packet size is small, the average amount
of data broadcasted in RADG is less than that in CSMA without RTS/CTS. This is because
CSMA employs explicit ACK, and the ACK message takes up a large portion of the total
communication overhead when the data packet size is small. In RADG, since no explicit
ACK messages are employed, the amount of data transmitted can be reduced. With the
increase of data packet size, the average amount of data transmitted in RADG becomes
larger than that in CSMA without RTS/CTS. This is because the ACK message has little
effect on the total amount of data transmitted when the data packet size is relative large.

From Figure 5.13, it is worth noting that RADG significantly outperforms CSMA with
RTS/CTS when the data packet size is small. The amount of data transmitted in CSMA
with RTS/CTS is nearly 2 times of that in RADG when the data packet is 10 bytes. With
the increase of the size of data packet, the amount of data transmitted in RADG increases
quickly. The performance of CSMA without RTS/CTS is better than that of RADG when
the data packet is larger than 20 bytes. This is because data transmission in RADG does
not perform carrier sensing and frequent data collisions result in many data retransmissions.
From Figure 5.13, it is also worth noting that CSMA with RTS/CTS outperforms CSMA
without RTS/CTS when the data packet is larger than 30 bytes. Therefore, the RTS/CTS
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handshaking can improve the performance of CSMA based schemes when the data payload

is relatively large.
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5.8.4 Impact of Channel Bit Rate

This simulation is designed to investigate the effect of channel bit rate on the performance
of RADG and CSMA schemes. Figure 5.14 plots the data gathering dufBtjgrp under
RADG and CSMA with the channel bit rate when the data packet size is set to 20 bytes. It
can be seen thdt.,,..q decreases with the increase of channel bit rate for all three schemes.
When the channel bit rate is no larger than 2p6s, RADG has the same performance as
CSMA without RTS/CTS. With the increase of channel bit rate, the performance of RADG
is slightly better than the other two schemes. This is because that the time duration for
transmitting one data packet decreases with the increase of channel bit rate. As discussed
before, in CSMA based protocols, the inter-frame spaces and the explicit ACK scheme
have a great impact on data delivery delay when the time duration for transmitting one data
packet is small.

Figure 5.15 depicts the amount of data transmitted in the three schemes with the channel
bit rate. As the channel bit rate increases, the duration of transmitting each data packet de-

creases. In CSMA based protocols, small data transmission duration can effectively reduce
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packet collisions. Thus the amount of data transmitted in CSMA based schemes decreases
with the increase of channel bit rate. For RADG, the number of data packets transmitted
only depends on the attempt probabilities of the nodes in the network. Therefore, channel

bit rate has little impact on the amount of data transmitted in one data gathering round.

5.9 Summary and Future Work

This chapter investigated the problem of designing time-efficient random access scheme for
data gathering in wireless sensor networks. First, a simple example was presented to illus-
trate the advantages of random access techniques over handshaking schemes for data gath-
ering when data packets are small. Then a novel scheme based on random access was pro-
posed for performing data gathering operation in WSNSs. In this scheme, the data gathering
problem is formulated as an optimization problem by considering both data transmission
reliability and latency. The objective is to compute the optimal attempt probability for each
node so that the expected data gathering duration can be minimized. Fully localized solu-
tions, in which each node only needs to maintain two hop neighbor information, have been
proposed for both linear and tree networks. Based on this model, a simple protocol called
RADG which employs both data fusion and aggregated acknowledgement was designed

for data gathering in sensor networks. Extensive simulations have been done to evaluate
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the performance of RADG by comparing with CSMA based protocols. Simulations re-
sults show that RADG can significantly outperform RTS/CTS handshaking schemes when
data packets are small. With the increase of data packet size, the performance of RADG
degrades, and RTS/CTS handshaking can effectively improve system performance when
data payloads are relatively large. Thus RADG can be used for sensor networks deployed
for collecting some environmental parameters ( such as temperature, humidity, etc ) since
the data packets in such networks are very small. Moreover these applications also require
that the data can be collected within a time interval since the data collected exceed a time
interval may be invalid.

In this study, it is assumed that each node can fuse the data in its transmitting queue
into a fixed sized data packet based on data aggregation or network coding techniques
whenever it attempts a transmission. This approach can effectively reduce the data queuing
delay. However, it may also add additional complexity when a network coding scheme
is employed. So one future extension of this work is to solve the data gathering problem
based on random access technique by taking data queuing delay into account. Another
interesting area of work is to explore the tradeoff between communication overhead and

the data gathering latency based on random access techniques.



Chapter 6

Conclusion and Future Work

6.1 Conclusion

Wireless sensor networks have been identified as one of the most important technologies
for the coming decades because of their unprecedented potential for a wide range of ap-
plications such as military sensing, traffic control, traffic surveillance, industrial and man-
ufacturing automation, environment monitoring, building monitoring, etc. Different from
conventional wireless networks, WSNs have special characteristics such as large number
of sensor nodes and limited resources (e.g. energy, memory, computation power). These
characteristics have posed great challenges for designing and implementing wireless sensor
networks.

Providing efficient data transport is a critical issue in WSNs. This thesis focuses on
designing efficient data transport schemes for WSNs. The main contents of this thesis are

summarized as follows:

e Chapter 3 addresses the problem of providing energy-efficient sensor-to-sink rout-
ing in WSNs with dynamic network topology. An energy-efficient beaconless ge-
ographic routing scheme called EBGR is designed. EBGR can provide energy-
efficient sensor-to-sink routing without the help of any neighborhood information.
Extensive theoretical analysis and simulations have been conducted to evaluate the
performance of EBGR. Simulation results show that EBGR significantly outperforms

existing protocols in wireless sensor networks with highly dynamic network topol-
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0ogy.

e Chapter 4 addresses the problem of balancing energy consumption to maximize net-
work lifetime for uniform data gathering sensor networks. An energy-balanced data
gathering scheme called EBDG is designed. Combining the advantages of corona-
based network division, mixed-routing and data aggregation, EBDG can provide bal-
anced energy consumption among nodes both located in the same corona and located
in different coronas. Simulation results show that EBDG can extend network lifetime

by an order of magnitude compared with conventional schemes.

e Chapter 5 addresses the problem of providing time-efficient data gathering in WSNs
with small data packets. A random access data gathering protocol called RADG is
designed. As validated by simulations, RADG can outperform CSMA based schemes
in WSNs with small data packets in terms of reducing the time duration for complet-

ing one round of data gathering.

In summary, this thesis provides efficient solutions for data transport in wireless sensor
networks. The schemes presented in this thesis are relatively easy to implement, and can
be directly used in a number of applications. The EBGR protocol can be directly applied in
applications such as intrusion detection, target tracking, searching and rescuing, etc. With
minor modifications, EBGR can be extended to underwater acoustic sensor networks and
unmanned aerial vehicles (UAVS) networks. The EBDG protocol can be directly applied
in applications such as environment monitoring, habitat monitoring, building monitoring,
etc. The RADG protocol can be directly applied in applications such as building monitor-
ing, health-care monitoring, home automation, industrial and manufacturing automation,
etc. This thesis also provides useful foundations for addressing some open problems in

designing data transport schemes for WSNSs.

6.2 Future Work

There are still many areas to explore within this research topic. The energy-efficient bea-

conless geographic routing scheme proposed in Chapter 3 is a very flexible framework due
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to its simplicity, and this scheme can be easily extended by taking other factors into ac-
count to further improve energy efficiency and extend network lifetime. For example, the
factor of residual energy can also be utilized to guide forwarding in EBGR. When each
node chooses its best next-hop relay, it selects a node with the largest residual energy in
its relay search region as its next hop relay. This extension can alleviate the imbalance of
energy consumption in the network, leading to significant network lifetime extension.

Most current research on balancing energy consumption is focused on uniform wireless
sensor networks in which sensor nodes are uniformly deployed and all sensor nodes have
uniform data generation rate. However, balancing energy consumption in non-uniform
wireless sensor networks still remains an open problem. Since the data traffic pattern in
non-uniform sensor networks is unpredictable, it is not easy to find optimal solutions to
solve this problem. However, it is possible to design heuristic solutions to alleviate the
unbalanced energy consumption. Future work will be carried out in this direction.

Providing flexible Quality of Service (QoS) is becoming more and more important for
WSNs because sensor networks are application specific and different applications may have
different QoS requirements. Due to the special characteristics of WSNs, an ideal protocol
should take into account of factors such as available resources, channel quality, dynamically
changing network topology to provide reliable and real-time data delivery. Since energy
efficiency and real-time QoS support are both important to WSNSs, it is desirable to design
energy-efficient QoS-aware routing protocols for WSNs. Future work will be carried out

in this direction.



Appendix A

Analysis of Characteristic Distance on

Energy Consumption

In this appendix, the analysis of some characteristic distance on energy consumption.
Lemma 19 gives the range of the characteristic distance in terms of minimizing the total

energy consumption for delivering each packet to the sink.

Lemma 19.d, < ‘”W < 2d,, ~when k>2.
Proof. Let
/a1
w2 [ k-1 . k—1
=YY" Py P 2k< )
f() i @ 1_21—k 2k_2

az(k—1)

Whenk > 2,1 —2'"F < k —1 < 2F¥ — 2, Thusl < f(k) < V2 = 2. By Lemma 1,

dy = /ity Therefored, < ¢/ % < 2d,. O
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Appendix B

Description of Parameters Used in

Chapter 3

Parameter \ Description

R
[uv|
a1

12

ay

a2

k

()
grx
grelay ('T)
(Zus Yu)
¢(d)

Maximum Transmission Range

Euclidean distance between nadand node
energy spent by transmitter electronics for transmitting one
bit data

energy spent by receiver electronics for receiving one bit data

a1 + a2

transmitting amplifier
propagation loss exponent
the energy spent by transmitting one bit data over distance
the energy spent by receiving one bit data

the energy spent by relaying one bit data

the geographic location of node

the total energy spent on delivering one bit data froto v
where|uv| = d

the optimal hop distancé, = ¢ %

the optimal relay position of node

the relay research region of node

the radius oR,,

the next relay of node

the delay for transmitting a packet over a unit distance
the delay that node broadcasts a reply message to nade
thei'” concentric ring in the relay search region

the progress that nodeobtained by forwarding its packets
to nodev
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A(u,v)

YP(u,v)
VP (u,w)
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the advance that nodeobtained by forwarding its packets

to nodev

the energy over progress ratio

the energy over advance ratio

the minimum relay search region of nodé¢hat covers only one
active node

the radius ofC (u)

the number of hops in the routing path

ratio of the upper bound to the lower bound on energy
consumption

the probability that the worst case happens for delivery packets
over distancel

active nodes distribution density

ratio of the approximated expected energy consumption to the lower
bound on energy consumption

the packet reception rate for lirfk, v)

the threshold for blacklisting




Appendix C

Description of Parameters Used in

Chapter 4

Parameter \ Description
() aggregation function whekg(x) = ma + ¢
C; the:** corona
r the width of each corona
T network lifetime
F(u) the amount of data forwarded by nodén hop-hop-hop
transmission mode
D(u) the amount of data transmitted in direct transmission mode
p(u) the data distribution ratio of node
Di all nodes inC; have the same data distribution ragio
e (ir) energy spent by a node @ to transmit one bit data to sink
ei(r) energy spent by fording one bit data to nodes in next corona
S(u) the total amount of data received by nade
E(u) the total energy consumption of node
P node deployment density
Ne, the number of nodes ift;
Ci; the j* sub-corona irC;
A the width of sub-corond’; ;
Ziik the k" zone in sub-corond; ;
Az, the area size of zon&, ;
Tij the outer boundary of sub-corona;
rig= (= 1r+35 Ak
N the number of hops in the routing path
Tul the ratio of the upper bound to the lower bound on

energy consumption
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the probability that the worst case happens for delivery packets
over distancel

active nodes distribution density

the ratio of the approximated expected energy consumption

to the lower bound on energy consumption

the packet reception rate for lirfk, v)

the threshold for blacklisting




Appendix D

Description of Parameters Used in

Chapter 5

Parameter | Description

v; nodei

«; attempt probability for node;

p(k) probability thatk nodes transmit simultaneously at a time slot

E[Ngiot] expected number of messages transmitted in one time slot

E[N] expected number of messages transmitted in one data gathering
round

L(i,j) link from v; to v;

Ni(7) set of nodes within one hop of nodg

Ny(i) set of nodes within two hops of noage

Pr(i,j) probability that a time slot is collision-free fdr(i, )

(i, 7) expected reliability for packet transmission over libk, ;)

EI1S; ;] expected number of time slots needed for transmitting a data
packet fromw; to v; with reliability v(z, j)

(i) set of links on the path from; to the sink

E[Delay(i)] | expected delay for delivering a packet frento the sink

T ound expected duration for one data gathering round

LS set of links that are useful for data gathering in the linear network

flay) expected latency for delivering a packet along the links that

«; influences

150



TTL
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optimalq; in terms of minimizingl;.,.q

attempt probability; uses during the process of attempt

probability computation

maximum expected time slots for the descendants tf deliver

a packet ta);

father ofv; in the data gathering tree

set of children of node;

child of v; thatT's(D;) + E[Sp, ;] = maxyec, (T's(k) + E[Sk.])
Time-to-Live timer used to control the number of time slots allocated
for a data transmission
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