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Abstract
This thesis presents the results of an investigation of the polarimetric properties of
radar echoes from features on the sea surface, including freely-propagating gravity

and capillary waves, breaking rwaves and ship wakes. Analysis and interpretation of
the data is based mainly on the Cloude-Pottier HIN d decomposition of the

coherence / covariance matrix. Variations in the distribution of polarimetric entropy,

scattering alpha and anisotropy of radar echoes are examined in the in the H-a ,H-A
and H-A-ø spaces to characterise the dominant scattering mechanisms.

First, a review of the concepts and theory of polarimetric scattering from point and

distributed targets is given. A detailed examination of the theory and techniques

developed to calibrate polarimetric radar systems follows, focussing on the need to

calibrate in the field as opposed to the ideal laboratory environment. A new

calibration scheme is described that employs a parabolic dish antenna with a dual

linear feed horn with two delay lines to perform the radiometric calibration, while a
rotating dihedral corner reflector is used to perform the phase calibration; this design

achieves stable, accurate calibration to 10.5 dB in magnitude and 4o in phase.

Radar scattering from the sea surface is then discussed in the context of the

hydrodynamic problem of describing the sea surface and the electromagnetic problem

of finding an approximate solution to Maxwell's equations. The X-Bragg model is
applied to predict variations in the polarimetric parameters for progressive and

breaking waves. The problem of validating polarimetric measurements of the sea

surface is discussed and the possibility of exploiting a quasi-deterministic surface, in
the form of a Kelvin wake generated by a moving ship, is proposed and assessed by
experiment.

Investigations of the polarimetric characteristics of the near shore wave field are then

roported and a comparison with the results predicted by the X-Bragg model given.

Polarimetric wake measurements are analysed using (i) eigen-decomposition of the

coherency matrix, and (ii) a novel method based on the distribution of the cross-polar

nulls. These approaches are compared with the scattering predictions obtained using

numerical wake prediction codes, combined with the Bragg scattering model. The

application of wakes as a tool for studying highly nonlinear hydrodynamic processes

is demonstrated using the interaction between the wake produced by a boat and

ambient swell to initiate wave breaking events.
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Chapter I Introduction
The polarisation dependence of the radar scattering behaviour of targets of interest,

natural and man-made, has been studied extensively for many years, but radar

technology capable of exploiting this dependence effectively is a relatively recent

development. The development of operational systems in the 1980's and the

subsequent refinement and improvement of modern sensors has ensured that radar

polarimetry has become arL indispensable tool in modern radar and imaging

technology. Experimental polarimetric radar systems have been built by groups in

Europe, the USA, Russia, Japan and elsewhere, and used in both SAR and real

aperture configurations, but many questions remain unanswered, particularly in the

areas of enhanced detection, target classification and polarisation-adaptive signal

design, and in the exploitation of polarimetric analysis to study the geometry and

dynamics of the ocean surface.

This chapter provides a perspective on the historical development of radar polarimetry

and reviews the polarimetric studies of the sea surface that have been reported in the

literature. Particular attention is given to low gazing angle measurements performed

with high resolution polarimetric radar systems. The problems addressed in this thesis

are then outlined, the contributions made as a result of this study are highlighted and

the structural format of this thesis is laid out.

1.1 Historical development of radar polarimetry
In the eleventh century, whilst navigating in the Baltic Sea and Arctic waters, the

Vikings used the "findlings stone", made from some form of dichroic mineral like

cordierite, to navigate in the absence of direct sunlight. In so doing they were

possibly the first humans to exploit polarimetric effects as a tool [l]'

The Vikings did not understand the phenomenon that they were using and it was not

until the early seventeenth century that the first scientific experiments related to

polarised electromagnetic energy were performed, led by Bartolinus (1625-1695),

Huygen (1629-1695) and Malus (I755-1821). Malus first used the term polarisation

in 1808 to explain the refraction of light through calcite crystals. In 1815, Brewster
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(1781-1868) discovered the relationship between the polarising angle and the relative

refractive power of the dielectric material. In 1832 Faraday (179I-1867) published

his postulations of the physical laws of electromagnetism. This was followed by his

discovery in 1845 of the rotation of the polarisation plane in magnetic fields. In 1852

Stokes (1819-1903) published a method for representing polarised, unpolarised and

partially polarised streams of light and in 1873 Maxwell (1831-1879) succeeded in

providing a rigorous formulation of Faraday's postulates. This led to the formulation

of diffraction theories by Helmholtz (1881) and Kirchhoff (1SS3). In 1892 Henri

Poincaré (1854-1912) contributed to the understanding of polarised light by showing

that points on the Riemann sphere could represent all possible states of polarisation.

During 1886-1888 Hertz (1857-1894) demonstrated the application (including the

polarisation state dependence) of electromagnetic theory as it applies to lower

frequencies such as radio waves.

A more detailed history of these events is presented in [1] and additional information

can be found in a variety of sources including 12,31. The work of Hertz marks the

advent of modem applications of electromagnetic waves. From it evolved radio wave

curtunurtication, object detection and ranging. Hülsmeyer first implemented these

techniques between 1896 and 1904 and is now acknowledged as the true father of
rudar [4].

Radar was re-explored duringthe 1920's and 1930's and further advances were made

during the Second V/orld V/ar by both competing factions. These advances are

described by Guerlac [5], Burns [6], Pritchard l4l and Skolnik t7l. The radars

developed during this period used only the amplitude information in the backscattered

wave and failed to exploit the polarimetric information contained in the signal.

A detailed review of the historical events that led to the development of polarimetric

radar has been prepared by Boerner [1]. This paper describes the fundamental studies

by sinclair [8], Rumsey and Kennaugh [9], Deschamps [10] and Gent [11]. Thcsc

studies identified that rudar targets act as polarisation transformers, which

subsequently led to the concept of optimal targetpolarisations. Based on Kennaugh's

original pioneering work on discovering the properties of the "spinorial Polarisation
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Forll'concept lg, l2f, Huynen [13] developed a "Phenomenological Approach to

Radar Polarimetry". He developed the "orthogonal (group theoretic) target

scattering matrix decomposition" 114-16] and extended the characteristic optimal

polarisation state concept of Kennaugh [9, 12,l7f, which lead to the renaming of the

spinorial polarisation fork concept to the so called 'Huynen Polarisation Fork' ll7l.
Copeland's tlS] work, which culminated in the first practical scheme for

classification and identification of rudar targets, is also noted in Boerner's review

along with the work of Eaves [9], who developed the concept of intra-pulse

polarisation agile radar, and Poelman 120f, who worked on pulse switching and

polarimetric multi-notch filtering.

Boerner's review concentrates on the developments made in the West and only briefly

discusses the work performed in Russia in the late sixties and early seventies. A more

detailed account of this latter work can be found inl2ll, which highlights the fact that

the Russians quickly recognised the potential improvements that radar polarimetry

could offer. Consequently, they vigorously pursued polarimetric radar investigations

following the publication of Huynen's dissertation.

The earlier phase of radar polarimetry might be considered to end with the publication

of Huynen's dissertation. No real progress was made in advancing the fundamentals

of radar polarimetry until a renewed effort was initiated by Boemer l22l at the

University of Chicago in 1978. The aim of this study was to reassess the work of

Kennaugh and Huynen. This resulted in new methods for calculating the

characteristic polarisation states, new target decomposition algorithms, new imaging

radar systems (including polarimetric SAR systems) and several other theoretical and

experimental techniques. Boerner and his collaborators 123-25|successfully extended

Kennaugh's and Huynen's work to the general bistatic case. Further advances in this

area have more recently been made by Czyz 126,271, Germond, Pottier and Saillard

[28-30] and Lüneburg and Cloude [31]. Significant improvements in radar detection,

recognition, discrimination and identification have resulted from the introduction of

the covariance matrix optimisation procedures of Tragl [32], Novak et al' 1331,

Lüneburg [34] and Cloude and Pottier [35]. In particular the 'Cloude-Pottier

Polarimetric Entropy H, Anisotropy A, Feature Angle d parametric decomposition'
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10 - 20 dB higher than the predictions obtained from Bragg models 1671.

Kalmykov et al. 168l performed some of the first polarimetric investigations of sea

spikes in the Caspian Sea. Measwements were performed at X band from a 12 m high

platform at grazing angles below 8o. A range resolution of 6 m was used enabling

different parts of the ocean wave profile to be resolved. High amplitude clutter events

were observed on the HH and cross-polar channels (HV and VH) with values l0 to 15

dB higher than the neighbouring backscatter levels. Similar events were not seen in
the W data. The absence was explained with a two-scale model and proposed wedge

shaped scatterers representing the steep wave crests as the source of the sea spikes.

The opposite experimental result (low HH/VV ratios) was also explained using the

wedge shaped scatterers (pointing upwards) by Lewis and Olin [69] and detailed

discussions of wedge scattering models is given inl70,7Il.

Polarimetric measurements I72, 731in the Black Sea also showed that there was a

substantial difference in the polarisation signatures of sea clutter when sea spikes

were present. The co-polar signatures obtained when sea spikes were absent exhibited

low coefficients of variation l74l suggesting that the scattered return is highly
polariscd. The VV and HH polalisecl ratlar eohoes were shown to be strongly

correlated, while the W:HH polarisation ratio was much less than unity, suggesting

that a single mechanism dominates the radar retum. In contrast, the co-polar

signatures for sea spikes exhibit large pedestals and large coeffrcients of variation [74]
suggesting that the echoes are weakly polarised. The VV and HH polarised signals

associated with the sea spike events were also shown to be weakly correlated. Such

scattering behaviour cannot be explained in terms of a single mechanism and lead to

the conclusion that the sea spikes are caused by multiple, independent scattering

mechanisms.

A possible explanation for the different siþnatures was proposed by Olin [75] and

Triznal7íl and Hansen and Cavalei[77] who found that the distribution functions of
the VV scatter could be fitted to a single V/eibull distribution, while the HH
polarisation required two independent distributions. They suggested that distributed

Bragg scattering [67] dominates in the absence of sea spikes whereas a combination

of Bragg resonant waves and non-Bragg scatterers contribute to the sea spike events.
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Similar arguments were used by Eckert et al. l78l and Lee et al. l79l to explain the

polarised Doppler spectra for these events.

The importance of multipath interference and Brewster angle attenuation for sea spike

images has also been recognised for many years [80, 81]. These effects were

thoroughly investigated at the Naval Research Laboratory (NRL) in the 1990's, using

widebandpolarimetricradar [S2] inthe field 174,83,84], inwave tankmeasurements

[S5] and using numerical simulations [86-88]. These studies focussed mainly on the

RCS statistics, frequency responses and the Doppler spectra characteristics at low

grazing angles.

Detailed investigations [89-92] of both the cause and structure of sea spikes were

initiated in1994 at the Ocean Engineering Laboratory, University of California, Santa

Barbara (UCSB). A high resolution, polarimetric FMCW radar was used to study

breaking rwaves in the controlled environment of the large wind-wave tank at the

Ocean Engineering Laboratory. The specific pufpose of these investigations was to

correlate the polarised backscatter with detailed observations of the wave processes as

they occur, in order to gain a better understanding of the hydrodynamic sources and

temporal structure of sea sPikes.

rwhile it is generally accepted that multiple scattering has a major role at low grazing

angles, the underlying physics is not yet fully understood [84]. Sletten and Wu [85],

Ebuchi et al.l93l and Trizna et al.176l found in laboratory studies that the strongest

returns could be associated with fast moving crests of sharp-crested or breaking

waves. Measurements and simulations of ultrawide-band radar scattering from

spilling breakers in wavetanks performed by Sletten and Wu [85] and West and

Sletten [94] suggest that the scattering mechanism is dominated by multipath effects.

Fuchs et al. lg}l gave a physical explanation for the high HHA/V ratios observed

using ray diagram calculations combined with a LONGTANK [95] simulation of the

time variation in breaking wave shape which illustrated the phenomenon of ray

focusing from the falling jet.
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Recently, Plant [96] showed that there was no evidence for non-Bragg scattering for

incidence angles up to about 50o and that the discrepancies in the RCS values were

caused by fading, with the standard two-scale model scattering theory yielding

probabilities of finding ol,u > ofu that were only slightly smaller than those found

experimentally. Discrepancies still occur at very high angles of incidence (LGA) and

Plant's theory does not account for the differences in the RCS values, but the addition

of a non-Bragg component that is independent of the incidence angle and polarisation,

brings the simulated cross sections and probability distributions into good agreement

with the experimental data. Plant proposed that the physical interpretation of the non-

Bragg component is return from the sea spray just above the airlsea surface.

Apart from the discrepancies in the o* values at low grazing angles, the difference

in the mean Doppler shift for horizontally and vertically polarised sea returns has been

known for more than 30 years 197-991. ln the W polarisation case, the observed

behaviour can be explained using the Bragg model [68, 100] with the peak of the

Doppler spectrum being related to the motion of the sea surface. Trizna [101]

exploited this property in the measurement of ocean currents. In the HH case, the

Doppler spectrum has been found to be a sensitive indicator of wave breaking [102]
and Allan [103, 104] demonstrated that it can be used to estimate the degree of wave

breaking at different locations relative to the fronts. According to composite surface

theory, the return for both polarisations is due to scattering from Bragg-resonant

surface waves of a few centimetres in length. The HH and W Doppler shifts should

be identical if the resonant waves are freely propagating at their intrinsic phase speed

and are simply advected by currents due to the orbital velocities of longelwaves,

aside from a small difference due to power-frequency correlation noted many years

ago by Hasselmann and Schieler [105]. Numerous wave-tank and field measurements

179, I02, 106, l07l have been performed to try to explain the observations at very

high incidence angles, although they generally only considered the HH and W cases

and did not investigate the cross-polar spectra. Fuchs et at. l90l studied the variations

in the Doppler spectra in low grazing angle measurements of breaking waves at

UCSB and identif,red four phases in the wave breaking process that can be

distinguished by variations in the hydrodynamic phenomena within them,

corresponding to differing wave morphology. Other studies [89, 90, 106-111] have
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led investigators to postulate that the difference in Doppler shifts is due to scattering

fromfast scatterers, which are more prominent in HH retums than in W. Plant [112]

also showed that for higher incident angles, Bragg scattering from bound, tilted waves

could be used to account for anomalies in the Doppler spectra and for part of the

under-prediction of the ø|" values.

1.3 Problems and contributions
The work presented in this thesis focuses on three main areas. First, the problem of

polarimetric calibration of high resolution polarimetric radar systems is addressed

focussing on the need to be able to calibrate in the field as opposed to the ideal

laboratory environment. Accurate phase calibration is a critical step if one is to obtain

meaningful information from the polarimetric decomposition of the coherency matrix

or infer information about the scattering characteristics of targets based on the

distribution or location of the optimal polarisation states on the Poincaré sphere. The

contributions in this area include

(Ð a detailed review of calibration targets, their polarimetric properties and the

techniques and theory developed to calibrate a variety of polarimetric systems.

(it) an experimental comparison and assessment of several calibration techniques

(iil) a new calibration that employs a parabolic dish antenna with a dual linear

feed horn with two delay lines to perform the radiometric calibration, while a

rotating dihedral corner reflector is used to perform the phase calibration; this

design achieves stable, accurate calibration to +0.5 dB in magnitude and 4o in

phase.

The second area that is examined embraces the polarimetric properties of the sea

surface at X band for low grazingangle measurements. While numerous radar studies

have been performed in this regime, few investigations have been performed with

polarimetric radar. Almost all of the previous analysis of low gtazrng angle

polarimetric measurements has focused on the dependence of clutter power on co-

versus cross- polarisation and the form of the Doppler spectra for events such as sea

spikes. Analysis of the coherence/covariance matrices using techniques like the

Cloude-Pottier HIN d decomposition [36] have not previously been fully exploited in

these types of measurements. The H-d, H-A and H-A-ø spaces have great
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potential for examining scattering features in this regime. Accordingly, the majority

of the analysis performed in this dissertation focuses on the variations in the

polarimetric entropy, scattering alpha and anisotropy while using the H- ø , H-A and.

H-A- a spaces to examine and characterise the scattering mechanisms present.

Analysis of measurements of progressive and breaking waves is presented resulting in

the following contributions

(i) the measurements of breaking waves at low grazing angles demonstrate that

there are characteristic changes in the polarimetric entropy, anisotropy and

scattering alpha values as the waves form and break

(iÐ the entropy values of the breaking waves are observed to remain fairly

constant while both the anisotropy and scattering alpha values exhibit drop.

These observations are shown to be consistent with the predictions obtained

using the extended Bragg scattering model

(iiÐ the image products formed between the entropy and anisotropy images and

their complementary images confirm that multiple scattering mechanisms are

present during wave breaking events and are consistent with wave tank results.

The third area addressed in this work investigates the polarimetric properties of ship

wakes observed at low grazing angles. While studies [113, 114]have been reported

that have shown the potential for using polarimetry for detecting ship wakes in

polarimetric SAR imagery at high elevation angles, few polarimetric studies of wakes

have been performed at low grazing angles. This work highlights the potential for

using wakes as a tool for validating ocean surface measurements and studying

nonlinear events such as wave breaking. A key difficulty of validation of ocean

surface polarimetric analysis is the presence of two unknowns - the scattering model

being assessed and the stochastic surface geometry that provides the test environment.

To overcome this ambiguity, the possibility of replacing the stochastic surface with a

quasi-deterministic one is proposed - in the form of the Kelvin wake generated,by a

moving ship. The contributions in this area include

(Ð the demonstration of the capability to measure the polarimetric properties of
ship wakes at low grazingangles
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(iÐ an experimental comparison of ship wakes produced by a pilot boat and the

surface elevations predicted by a numerical model using the Michell-Kelvin

"thin ship" approximation

(iiÐ the development of a technique for classifying wake regions based on the

distribution of the cross polar null states.

(iv) the demonstration of a technique of initiating wave breaking events with some

control over where and when the events take place through the interactions of

the ship wake with the ambient sea swell.

1.4 Organisation of the thesis

This thesis is organised into seven chapters. Chapter one introduces the problems to

be considered, reviews the development of radar polarimetry and low angle

polarimetric studies of the sea surface and highlights the contributions arising from

this work.

Chapter 2 reviews the concepts and theory of scattering from discrete and distributed

targets. It discusses methods for representing the polarisation state of electromagnetic

rwaves and the process of converting between arbitrary polarisation bases using

unitary transformation matrices. The concepts of optimal polarisation states and target

decomposition theorems are then described. Particular attention is given to the eigen-

decomposition of the coherency matrix and the associated methods for identifying and

classifying scattering mechanisms.

Chapter 3 provides a detailed examination of polarimetric calibration techniques,

concentrating on the problem of the polarimetric calibration in field conditions, with

particular reference to the DSTO high resolution polarimetric radar system. It begins

with a review of common calibration targets and their polarimetric properties.

Particular attention is placed on the suitability of these targets for field calibrations.

The evolution of polarimetric calibration techniques using the matrix representation of

system distortions and the vectorised form of the [fl matrix is then presented. The

distortion model proposed by Barnes, which is the basis of most calibration

techniques, is discussed in detail. An alternative formulation using the Kronecker

distortion matrix model is also discussed. Methods for solving this system are then
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reviewed using active and passive point targets, symmetrisation and exploitation of
the statistical properties of distributed clutter targets. An examination of the published

field calibration methodologies is given, followed by a description of several

calibration techniques tested during the formulation of a strategy for calibrating the

DSTO radar facility. A new technique is then presented, using a dual delay line

calibrator in concert with a rotating dihedral corner reflector. This formulation, based

on a least squares matrix technique, permits the adoption of average calibration and

symmetrisation procedures for polarimetric single-look complex data sets. Results

from field measurements are examined and demonstrate the quality of the calibration

procedure. These tests show that phase errors of less than 4" are achieved and

demonstrate that the channel isolation of the DSTO radar is >27 dB at X band.

Chapter 4 discusses the technical characteristics of the DSTO radar system,

emphasizing the changes introduced to provide a full polarimetric capability, together

with the software tools that were developed to process and analyse the data collected

in this study. The XPOL-VIS software package that was developed for visualising the

power distributions and optimal polarisation states on the Poincaré sphere is described

andanumber of example outputs are shown.

Chapter 5 examines the models adopted to describe radar scattering from the ocean

surface that provide a basis for the prediction and interpretation of polarimetric

signatures. It discusses the hydrodynamic problem of describing the sea surface,

using linear models based on parametric wave models and nonlinear models that

provide a description of weakly interacting wind waves. It outlines the modelling of
quasi-deterministic features arising from ship wakes using linear and nonlinear

numerical codes and discusses the accuracy requirements of the hydrodynamic

models and the needs for wave-resolving radar measurements.

The electromagnetic aspects of scattering from features on the ocean surface are then

discussed. An overview of the scattering techniqucs from rough surfaces is given and

the justification for adopting the two-scale model based on the extended Bragg

models is presented. The Bragg and extended Bragg model are formulated using a
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covariance matrix approach, illustrating the manner in which depolarisation can be

introduced.

The hydrodynamic and electromagnetic models are combined to illustrate the

modelling of the polarimetric variations of breaking waves. The validation of

scattering models using the surface elevations, slope and velocity fields predicted by

the computational model SWPE combined with a two-scale model is presented and

the potential for using this technique to validate the Doppler measurements performed

with the DSTO radar system is discussed. Finally an example illustrating the

differences arising from the linear and nonlinear wake models is given which

highlights the importance of modeling the nonlinear components of gravity waves.

Chapter 6 contains the results of experimental polarimetric measurements performed

at low grazing angles. Measurements of breaking waves in the littoral zone

performed at Evans Head, NSW are described and the variations in the polarimetric

parameters derived from the eigen-decomposition are compared with the results

predicted by the extended Bragg model discussed in Chapter 5. A simpler scattering

scenario is then considered, involving an almost monochromatic swell at a location

near Yallingup, V/4. Much lower entropy values were observed with a much smaller

spread in the H -d space. The extended Bragg model again explained the observed

variations in the polarimetric parameters. Measurements of a wave-piercing

catamaran, conducted in Darwin Harbour, are then shown that demonstrate the ability

to image wakes at low grazing angles. Additional measurements, performed at

Queenscliff, Victoria of a pilot boat wake, are examined using an entropy-based

approach and a scalar parameter derived from the cross-polar null distribution.

Finally a technique is described for initiating wave breaking events using the wake

produced by a ship.

Chapter 7 summarises the results obtained and highlights areas where additional work

could be performed, including a sunmary of some future investigations and hardware

upgraded that are planned with the DSTO high resolution polarimetric radar system.
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Chapter 2 P olarimetric theorY
2.1 Introduction
This chapter describes the polarimetric concepts and theory of scattering from point

and distributed targets. Two conceptual formalisms are introduced that are the basis

of all polarimetric analysis. The first, based on the Stokes vector, provides a real

space description of the polarimetric properties of electromagnetic waves. The second

is a complex space formalism based on the Jones vector. The Stokes representation

leads to the Mueller matrix for the description of the polarimetric properties of the

scatterer while the Jones vector representation utilises the covariance or coherency

matrix. Both description are complete and hence can be interchanged unambiguously

by a suitable linear transformation. The concept of distributed scatterers is also

introduced along with target decomposition theorems for identifying the dominant

scattering mechanisms. Classification techniques in the H - a and H - A- ø spaces

are described and examples of these techniques applied to measurements of a pilot

boat wake observed at a low grazing angle are presented.

2.2 Polarisation description of plane EM waves
For linear source-free homogeneous media, the solution of the wave equation, derived

from Maxwell's equations, yields plane rwaves [115]. These are the simplest form of

the electromagnetic waves with constant amplitude in the plane perpendicular to the

direction of propagation. The instantaneous real electric field vector Elf ,t¡, defined

by the position vector 7 attime / propagating in the direction k-, is given by

Ég,t¡ = E(i)"otc,v (2.r)

E(Ð t the real amplitude of the electric field and a¡ is the angular frequency of the

wave. If the electric field vector varies in time with a single angular frequency, then

the wave is called monochromatic. The corresponding complex representation of the

electric field according to the IPU (Intemational Physical Union) convention is given

by
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nçf¡ = È. e(rrr) (2.2)

ð' is the constant complex amplitude vector of the electric field which is independent

of time. Introducing a right-handed orthogonal coordinate system 1ñ,i,Ë¡, the

complex amplitude vector È can be decomposed into two orthogonal complex

components E¡ andEu defined as

E =(h.E¡n+e.Ðn = Eoñ+ E,i (2.3)

The projections of E' onto the basis vectors can be written in terms of a real

amplitude and phase difference

(2.4)

wherej denotes h or v. The real time dependent expressions are then given by

E, e'õt = o."'utg =j.E=

E j (i, t) = !l{E ¡ exp i(8 . 7 - at t)} = !l{a ¡ exp i(Ë . i - a¡ t + õ j)}
= a. cos(Ë . 7 - o t + õj) = a, cos(r -t õ,)

(2.5)

(2.7)

(2.8)

where

t=E.i -at (2.6)

If we define an angle õ = 6, - fi representing the phase difference between the two

components, then

=cos(ø+õ+6r)

= cos(ø + á, ) cos â - sin(ø + á, ) sin ä

= cos(ø+ ár)cosâ- l-cos2(ø+{)siná

Substituting for cos(ø+ fi,) using Equation (2.5) yields

zlg,¡
a ah

Rearranging gives
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-2cos uE,(l,t)Eo(Í,t) =sin2 á
QrQn

(2.e)

(2.10)

Equation (2.9) is the general representation of a conic section and in most cases

represents a rotated ellipse since the associated determinant is non-negative, as shown

in Equation (2.10) [59].

I -cos ô

det

2
clh

-cos â

aha,
= 

1 (l-cos'"-sin2áto
auah auqh

l2Erl

Figure 2-1 Polarisation ellipse
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2.3 The polarisation ellipse
By definition, the polarisation state of a plane wave is the locus and sense of rotation

of the extremity of the electric field vector .É in the plane perpendicular to the

direction of propagation Ë, as a function of time. From Equation (2.9) itfollows that,

in general, the tip of the electric field vector defines an ellipse, which is commonly

known as the polarisation ellipse 13 ,421as shown in Figure 2-1.

Polarisation Ellipse
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An area of much confusion relates to the definition of the direction of rotation of the

polarisation ellipse. According to the IEEE Standard Definition of Terms for

Antennas [116] the polarisation is said to be left-handed (right-handed) if the endpoint

of the electric vector .É appears to describe an ellipse in the counterclockwise

(clockwise) direction when observed, looking into the direction of wave propagation.

For an observer looking in the direction from which the wave is coming left and right-

handed conventions must be interchanged.

The shape of the polarisation ellipse is defined by the three real parameters ay, a¡ ãrLd

â However, it is often more convenient to express the polarisation state of the plane

wave by defining two angles, the tilt angle t and the ellipticity angle e, based on the

geometrical properties of the ellipse. These angles are shown in Figure 2-1, with the

tilt angle ø defined as the major axis orientation angle. If the auxiliary angle ø is

defined as I l7]

tand = E]
lnÀ

-au o<a<L
cth 2

(2.rr)

then the tilt angle can be related to the wave parameters by [117]

tan2c =tan2acosõ (2.r2)

The ellipticity angle e is defined as the ratio of the minor semi axis arto its major

semi axis açand in terms of the wave parameters can be written as [117]

(2.t3)

If the ellipticity angle € = 0o, the ellipse degenerates to a straight line with an

inclination given by the tilt angle e In this case, î = 0o defines horizontally polarised

waves, while ø = 90odefines vertically polarised waves. Ellipticity angles between 0o

and 45" describe elliptically polarised waves and when t = 45o , the ellipse becomes a

circle, describing circular polarisation. Table 2-1 summarises the polarisation angles

for some commonly used polarisation states.

sin2e - 2ro'o'- 
,'nõ =sin2asinõ -' <aj+ai 4 4
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In general, a plane monochromatic wave has potentially four degrees of freedom.

Thus, in addition to the two polarisation angles øand e,the wave amplifide Ao and an

initial phase reference Qç arc required to completely define a plane monochromatic

wave. Both the wave amplitude and initial phase reference are wave characteristics

and are not essential for the definition of the polarimetric state of the wave.

Consequently they will be ignored in the following treatment.

Table 2-1 Polarisation descriptors for characteristic polarisation states

Polarisation Tilt anele (t) Eltipticitv (e)

Horizontal 00 00

Vertical 900 00

Linear *45o 450 00

Linear +135' 135' 00

Left Circular 0o to l80o 45"

Right Circular 0o to 180o 450

2.4 Stokes vector representation
The previous section defined two real parameter representations of the polarisation

state of a monochromatic plane wave. A quantitative approach using four parameters

go,8t, Q2andes was introduced by Sir George Stokes in 1852 [118]. The Stokes

parameters can be used to describe the amplitude and polarisation of both

monochromatic and partially polarised waves and can be written in a single vector

form as [3, 119]

Qo

4t

Qz

4t

q=

Eo'+ E,' 22oh+av
22ah-4,

2ararcosõ

a'

a2 sin2tcos2e

a2 cos2tcos2e

a2 sin2e

(2.r4)

2aransinõ

The Stokes vector is an element in the four-dimensional Minkowski space with a

metric (1, -1, -1, -l) [20]. Only three of the four parameters are independent since

they are related (in the case of a completely monochromatic wave) by the following

identity

q3=û' +qi+q? (2.1s)
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Thus only three of the four parameters are required to represent the polarisation state

of a monochromatic wave. In the case of partially polarised waves, the identity in

Equation (2.I5) is no longer valid. In these situations, the appropriate relationship

between the Stokes parameters is given bV [3]

q3>qi +q|+q? (2.r6)

In practice it is often convenient to normalise the Stokes vector so that the polarisation

state is independent of the amplitude value. This is achieved by setting

Qo=aî+a2 =l (2.r7)

Partially polarised waves can be described through the time average of the Stokes

vector. Using the Stokes vector treatment, apafüally polarised wave can be uniquely

decomposed into completely polarised wave components (polarisation does not

change with time) and completely unpolarised wave components (where the

polarisation changes randomly). This leads to the definition of the degree of
polarisation. This is defined as the ratio of the power densities of the polarised part

and the total wave I l7]. The degree of polarisation 1'or completely polarised waves

is equal to one while partially polarised \Maves have values that are less than unity. A

detailed treatment that illustrates the mathematical formulation of pafüally polarised

waves using Stokes parameters is given inllI7,l2Il.

There are distinct advantages in distinguishing the direction of propagation of waves

by using directional Stokes vectors, as it removes the ambiguity in converting from

one polarisation basis to another. Oppositely directed waves are related by the

complex conjugate operations and these and other properties are discussed in detail in

lt22l.

One of the main advantages of the Stokes parameter representation is that all four

parameters have the samc physical dimension, namely intensity. This property is

crucial in optical polarimetry as it enables the experimental determination of the

polarimetric properties of the wave using intensity measurements only.
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2.5 Poincaré sphere
Three of the Stokes parameters Qt, ezandq jdefine the Cartesian coordinates of a point

on a sphere in the three dimensional real space where the radius of the sphere is given

by qo. This representation is known as the Poincaré sphere 13 ,9,123]. Poincaré was

led to this particular representation because the effects of polarisation transformations

can be represented as rotations ofthe sphere.

From Equation (2.14) it is clear that the polarisation states can be plotted on the

sphere using 2e for the latitude and 2t for the longitude. In this representation, the

equator of the Poincaré sphere represents all linear polarisation states. Elliptical

polarisation states are points off the equator, being right-hand-sensed in the southern

hemisphere and left-hand-sensed in the northern hemisphere. There is a one-to-one

correspondence between polarisation states and points on the sphere with

diametrically opposite points representing orthogonal polarisations. This is illustrated

inFigxe 2-2.
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Figure 2-2The Poincaré sphere
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Deschamps [10] recognised that the Poincaré sphere could be used to solve problems

involving radio waves and antennas. He demonstrated that the Poincaré sphere could

be used to determine the polarisation state of an unknown wave. This method used

geometrical constructions on the Poincaré sphere based on measurements with

antennas of known polarisation.

In an extension [123] to his earlier work, he introduced a technique for representing

partially polarised waves using points defined inside the Poincaré sphere and

demonstrated that this representation was useful in the analysis and measurement of
partially polarised waves.

2.6 Jones vectors
In Equation (2.3) the complex amplitude of the electric field vecto. E is expressed in

terms of a linear combination of two orthogonal linear polarisation s ñ and, ü weighted

by the complex amplitudes E¡ aîd ,E'". This can be considered as a component

representation of the electric field vector in a two-dimensional complex space with

respect to the {ëh,ë"} hasis. Similarly the electric field vector Ê canbe represented in

an arbitrary polarisation reference basis {ë,,ë,} by defining two orthonormal

polarisation states ë. and E, andprojecting E onto the basis polarisations as

E = E-ë^+ E,ë, (2.18)

using the complex amplitudes E^ and 8,, the electric field strength of a

monochromatic plane wave can be expressed in terms of a two dimensional complex

electric f,reld vector È.,caI\edthe Jones vector 1124-1261.

(2.re)

The Jones vector fully describes the characteristic properties of the polarisation state

of a monochromatic wave once a polarisation basis has been selected U271. The only

quantity that cannot be constructed from the Jones vector is the handedness due to the

suppression of the phase factor Qs. The handedness is related to the relative phase
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difference between the components of the Jones vector. A change of the handedness

infers a change of sign of the relative phase difference or the transition to the complex

conjugate ofthe Jones vector.

Thus it is not only expedient, but absolutely necessary to distinguish Jones vectors

corresponding to opposite directions of propagationll22l. The Jones vectors defined

by Equation (2.19), representing two plane waves propagating in opposite directions,

will be the same. To overcome this limitation the subscripts "+" and "-" are used to

distinguish between the two propagation directions where E* represents waves

propagating in the +Ë directio n, E-denotes waves propagating in the -ã direction.

E*(7,t)= fi{t. expi([ .î - Øt)] and E-(î,t) = fi{Ë- expiÇÉ . 7 - an)\ (2.20)

Directional Jones vectors were first introduced by Graves in 1956 ll24lbut initially

had limited use. A number of more recent papers 1122, 128, 129] have been

published using this convention, since it removes the ambiguity in converting from

one polarisation basis to another. In this convention, oppositely directed waves with

the same polarisation are related by the complex conjugate operation that results from

the time reversal operation associated with the Backscatter Alignment (BSA)

convention t1301. This property is described in more detail by Gottfried [131] and by

Bebbington [132] using a spinorial approach.

The Jones vector can be expressed in terms of the tilt angle 4 the ellipticity angle q

the wave amplitude Ae andthe initial absolute phase reference fu as lll7l

Ê = A e,hfcosø -sinøllcos€l
nù'I ' fsinø .or" ]l,rar-l 

(2'2t)

Equation Q.zl) demonstrates the equivalence between the real and complex space

representations of the polarimetric properties of electromagnetic waves.

2.7 Complex polarisation ratio
Polarisation states can also be characterised in the complex space by defining the

complex polarisation ratio p, defined as the ratio of the orthonormal complex electric

field components Ï24, ll7, l33 l.
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P=
En - 

An- 

",{A,,-d.) 
= t'n,, . e,õ (2.22)Eamm

The two angles a aîd é' are known as the Deschamps parameters and are defined as

tand= an

an
(2.23)

Both ø and á range from 0 to 2n and are an altemative two parameter real set

description of the polarisation state of the wave in terms of an amplitude ratio and

phase difference.

The complex polarisation ratio can also be expressed in terms of the polarisation

angles as [117]

õ=õ,-õ.

Similarly, given the complex polarisation ratio p, the corresponding polarisation

angles of the polarisation ellipse are uniquely given by [1 l7]

cos2esin2t + isin2e
' l+cos2ecos2t

I
e--o- .,and arcsln

(2.24)

(2.2s)
It =-aÍctaî
2

As a complex scalar, the complex polarisation ratio has two degrees of freedom,

expressed by the two Deschamps angles. There is a one to one correspondence

between all possible polarisation states and all points in the two dimensional complex

plane. The mapping of the Poincaré sphere into the complex plane is illustrated in

Figure 2-2. Linear polarisations are represented by real p(õ= 0 or r= 0), while

elliptical polarisations are represented by a complex p. Care should be taken when

using this representation as the polarisation ratio varies with changes of polarisation

basis. This is illustrated in Table 2-2, which lists the polarisation ratios and

normalised Jones vectors Ê., for some common polarisation states.
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Polarisation
{H,V} uasis {45',135'} basis {L,R} uasis

Pnv ÊHV P or"rrr" Eor",rr" Pm ÊDLR

Linear
Horizontal

0
tål

I
I Il-l

-t 

I

.øL-11
1

1

J' ttl

Linear
Vertical

co

tTl
I

1

Jz tN -l
1 [-,1_tt

'l-zlt )

45o Linear 1
1

J' tll 0
iål

1[1_t
2lr

-il
il

135" Linear -1
1 [-ll_t I

Jllt )
æ

iTl
-t

r [-t
tl-,

-t
I

Left-handed
Circular

I
1 [l-l

-ttJil¡ )
, ;[], I 0

tål

Righthanded
Circular -t

r Itl
øL-'l -t

rIl -¡l_t Izl-t -il co

til

Table 2-2 Common polarisation states in terms of p-n and É,,

2.8 Polarisation signature
A useful technique for visualising the variations in the received power as a function of

the incident polarisation is the polarisation signature. This display was first

introduced by van Zyl [134]. The polarisation signature consists of a three

dimensional plot of the received power as a function of the ellipticity and tilt angles.

This representation is particularly useful for identifying scattering mechanisms and

scattering features. For example, some signatures appear to sit on a pedestal,

indicating that part of the return cannot be completely nulled out. This property often

results from diffuse scattering or the presence of noise. The polarisation signatures of

a dihedral corner reflector are shown in Figure 2-3 for the backscattering case.

Additional examples for a variety of common elementary targets are given in [135-

l37l and in Section 3.2.
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Figure 2-3 Example polarisation signatures for a dihedral corner reflector

2.9 Change of polarisation basis
An infinite number of polarisation bases exist since the only requirement is that the

basis vectors ë^ and ën must be orthogonal. The polarisation of the wave is

independent of the reference basis but its representation does depend on the chosen

reference frame. The effect of changing between two orthonormal polarisation bases

{ë,,ë,} and {ê,,ãr} is illustrated below. First the plane *are Ê can be decomposed

into its projections onto thc basis polarisations as

É = ê^8. + ë,8, = ê,8, + ãjE j (2.26)

The corresponding Jones vectors are

Ê,.=W.l*^ ,,=ll,f (2.27)

The 2 x 2 complex transformation[U2] defines the relationship between the two Jones

vectors as follows

É, =furE., ) Ê^, =lurf'Éu (2.28)

The transformation matrix [Ø] is a special unitary 2 x 2 complex matrix with a unit

determinant. Both constraints are required to ensure that the amplitude of the wave

remains the same (unitarity) and that the phase of the wave is consistently defined in

the new polarisation basis. In terms of the tilt angle 4 ellipticity angle s and the

initial phase fothe transformation matrix is defined as [138]
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lu,l=
cost -slnø
sin ø cos ø

l[ cos¿ isinelf e-'o' o I
.l[t,*r "o,'][ o 

"'^ )
(2.2e)

This expression can also be written in terms of the complex polarisation ratio p of the

Jones vector of the new basis [42]

(2.30)

where

á = arctan(tant tane) - Qo (2.31)

In order to determine the initial phase of the Jones vector in the new reference basis a

phase reference for the new basis states is required. The angle á is used as this

reference.

2.10 The polarimetric scattering problem
The previous sections have described methods for representing the polarisation state

of plane waves. The next step is to consider the polarimetric properties of the

interaction of waves with scattering objects. The general formulation of the scattering

problem can be described as follows. Consider a fully polarised monochromatic wave

,Èt travelling towards a scatterer in the incident direction Ë,. By defining a righr

handed orthogonal coordinate system 1ñ,,i,,f,) located at the transmitting antenna,

the incident wave can be written as

(2.32)

V/hen the wave interacts with the scatterer a change in the polarisation and the degree

of polarisation may occur. The incident wave gives rise to a scattered field with

directional characteristics depending on the scatterer. A receiving antenna located in

a direction ( in thr far field region of the scatterer (where the scattered wave is

considered to be a plane wave) receives the scattered wave E' . In a right-handed

t(r,t=#lL -l][";' 
"Î,] 

-* Íu,t' =tu,fr

É'=ELñ,+E:it
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orthogonal coordinate system 7ñ,,i,,Ë,¡ located at the receiving antenna, the

received wave can be written as

(2.33)

There are two conventions in the literature that define the scattered wave coordinate

system 1ñ,,i,,Ë,¡ with respect to the incident wave coordinate system çir,,i,,Ë,¡

[130]. The first is known as the Forward Scattering Alignment (FSA). In this

representation the local right-handed coordinate system is defined with respect to the

direction of wave propagation. Thus the FSA is a wave oriented reference frame and

is mainly used in forward and bistatic electromagnetic wave scattering problems. The

second is known as the Backscatter Alignment (BSA) convention, shown in Figure

2-4, which defines the local coordinate system with respect to the polarisation of the

radar antennas.

= E'oñ, + E:i,E

z

f,

0, \e,
\

v2n-þ,

Figure 2-4 Backscatter Alignment Convention
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The BSA is an antenna oriented reference frame in which the polarisation of an

antenna is defined to be the polarisation of the wave radiated by the antenna, referred

to as a right-handed coordinate system with the axis of radiation pointing away from

the antenna, even when the antenna is used as the receiver. Adopting this convention

ensures that when the receiving and transmitting antennas are co-located, the two

local coordinate systems coincide. This is the preferred reference frame in radar

backscattering problems and is the convention that is adopted in this study. Both

conventions are more than just an arrangement of coordinate systems as they define

the local coordinate system with respect to the direction of propagation.

Consequently, they involve a convention conceming the representation of polarisation

states for different propagation directions for transmission and reception.

Now, consider the Jones vectors representing the incident and scattered rù/aves

E, =lu;l and É' =|-:i-l (2.34)
IE: ] LEJ I

The two Jones vectors are related by a 2 x 2 complex matrix known as the coherent

scattering matrix [^91 which is conveniently described as the matrix part (antimatrix) of

an antilinear backscatter operator So connecting the conjugate propagation spaces for

the incoming and backscattered waves travelling in opposite directions [139]. If the

BSA convention is adopted, then the polarisation space of the incident waves

represents the domain of S, and the polarisation space of the scattered waves

represents the range of ,S,. In the backscattering case this matrix is commonly referred

to as the Sinclair matrix or the radar scattering matrix, while its representation under

the FSA convention is referred to as the Jones matrix [7].

The relationship between the two Jones vectors and the 2 x 2 complex matrix [S] can

be written as lI2, Il7, 128, I40l

r"=rsrr'-[ï] =îl';^ '{,l},l ess)

Similarly the relationship for the Jones matrix [7] and the two Jones vectors defined

using the FSA convention is [34, 128,l4l]
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Ê,=trtl -[ï] =îlT:TW,l es6)

The exponential factor accounts for the spherical wave propagation between the

transmitting antenna and scattering object. The absolute phase factor, which is a

function of distance between the scattering object and the transmittin g anterna, is not

a scatterer related parameter and is generally ignored in conventional polarimetric

applications. However, in polarimetric interferometry the absolute phase of [S] is

important and provides an estimate for the three-dimensional location of the scatterer

159, 1421.

If the target's time scale of temporal fluctuations is much larger than the measurement

time of the observing radar device, then the target may be treated as deterministic

1321. For plane electromagnetic waves, coherent backscattering from deterministic

targets can be expressed in terms of a complex 2 x 2 Sinclair scattering matrix [S].

The elements of the scattering matrix [S] are known as the complex scattering

amplitudes and are not related to each other except through the physics of the

scatterer. They are independent of the polarisation of the incident wave and, for fixed

scattering geometry and frequency, depend only on the physical and geometrical

characteristics of the scatterer. Changing the polarisation of the incident wave results

in a change to the scattered wave while [S] remains invariant. This property of the

scattering matrix establishes the great advantage of radar polarimetry.

Most polarimetric radars operate in the {ë0,ê"} polarisation basis. The scattering

matrix is obtained by varying the transmitted pulse polarisation on a pulse to pulse

basis and receiving the scattered waves in two orthogonal polarised channels. For

example, if in the hrst cycle the transmitted wave is horizontally polarised, then the

receiver will measure the S¡¡¡¡ and ,Sy¡¡ coefficients. During the second cycle the

transmitted pulse will be changed to vertical polarisation enabling the Svr and Srv

coefÍicients to be measured. As a result the elements of the [S] matrix are not

measured at precisely the same time instant but are separated by the pulse repetition

interval.
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The elements of the scattering matrix S¡.¡ are related to the corresponding radar cross

section o0, and in the {ë0,ë"} polarisation basis values with calibration factot c via

the following relationships [12]

Srn ="'"-iùna

Srv =c'e''Q*
Svn = c'e-'M

Sw = c'e-'fu

JE
JE,tt
J4

(2.37)

The total power scattered is given by the span of [^!], dehned as the sum of the squares

of the absolute values of the complex scattering amplitudes. This property was shown

to be invariant by Boerner et al. in [143].

Total powe, =lS rrl' * lS* l' * lSn" l' *ls*l' (2.38)

In the general bistatic case the scattering matrix consists of seven independent

parameters described by four amplitudes and three relative phases. ln the case of

monostatic measurements in a reciprocal scattering medium the [fl matrix becomes

symmetric. Consequently Snv= Svn and only five independent parameters consisting

of three amplitudes and two relative phases are required to describe [^S]- In the

monostatic case the [fl matrix is commonly referred to as the symmetric Sinclair

matrix lll7,l44l.

2.ll The scattering vector
In some instances it is more convenient to use a vectorised form of the scattering

matrix. The scattering matrix can be rewritten as a four element complex scattering

vector Ëodefined as

[s] =
S* S*

SW
-) Ë4 =z(tsl) = (v',[s]) =lko,k,,k,,,kr)' (2.3e)

where Z(t^yD is the vectorisation operator. Here Y is a basis for the space of 2 x 2

complex matrices and (Yt,[^S]) denotes an Hermitian inner product [145]. In

principle, any complete orthonormal basis set of four 2 x 2 mattices can be used, as

long as the Euclidean noffn of the vector Ëo is itt outiant. Two basis sets are widely

5,,
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used in the literature. The first, known as the lexicographic basis is the simple

lexicographic expansion of [,S] defined as [13, 146]

\r/ -,,1":],,[ : å],{ i ;],{: T]} Q4o)rz-|

The corresponding vector É0, is directly related to the system measurables and

contains the complex elements of [S]ø,

É0, =fsrr,srr,sr*s*l' (2.4t)

The vectorisation process can also be performed using the basis formed by the Pauli

spin matrices [145]

J'Y" ={
I

0

0

1

1

0

0J'J'J' 1

0

0

-1

0

1

I

0 lÌ Q.42)

The Pauli basis is closely linked with the physics of wave scattering and hence

enables straightforward physical interpretations in terms of elementary scattering

mechanisms while ensuring relative polarisation plane preservation.

The vectorisation of [S] carried out using the Pauli matrices basis set, leads to the

Pauli scattering vector for the bistatic case with the explicit form

I
ko,

T, [s"r, + sw,s HH - sw,s Hv + sy.,i(s w - srr)]' (2.43)

Each of the Pauli basis matrices represent isotropic scattering mechanisms. Note in

this context isotropic means that lUøl=lWl. The first Pauli matrix can be

interpreted as the scattering matrix of an isotropic "odd bounce" scatterer. Such

scatterers are characterised by Snn= Sryand, Sy¡¡= Snv= 0. Spheres, flat plates or

trihedral corner reflectors aÍe examples of scatterers with these scattering

characteristics. The second Pauli matrix is also diagonal but generat es a 2n phase

difference between the diagonal elements. It indicates isotropic "even bounce"

scattering which is characterised by Smt= -S¡,yaîd Svn= Snv= 0. Such scattering

behaviour is observed from dihedral corner reflectors. The third Pauli spin matrix can
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be interpreted as the scattering matrix from an isotropic even bounce scatterer with a

relative orientation of nl4 with respect to the horizontal, as it may be obtained from

the second Pauli matrix by rotation of the reference axes by nl4. The last Pauli matrix

represents a scatterer that transforms all incident polarisation states into their

orthogonal states. It signifies leakage of the symmetry of [^yl and consequently

disappears for reciprocal backscattering problems.

The relationship between the Pauli and the lexicographic scattering vectors can be

expressed in terms of a 4 x 4 unitary transformation matrix [Da]

Ë0, =loo\Ë0, and Ë0, =lDof-' Ë0" (2.44)

with [Da] defined as l42l

10 0 I

I 0 0-1 I

110
000
001
1-1 0

1

-í
i
0

[¿.]= J'
(2.4s)

The electromagnetic reciprocity theorem constrains the scattering matrix to be

complex symmetric in the case of backscattering in reciprocal medium, thus instead of

a four dimensional scattering vector, a reduced three dimensional version can be used.

The relationship between the two representations in the lexicographic basis is given

by

kr, =lQl ko, = ls o,Jls*,s*) (2.46)

where

I
ana [ao]-'=[Do]t = J'0110

o i-i 0

lQl= tlA tlA
100

00
0

0

(2.47)

The factor of Jl is required to ensure that the vector norm (total power) is consistent

with the four dimensional representation of the scattering vector. In the Pauli spin

basis the relationship is given bY
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(2.48)

The reduced three-dimensional scattering vectors in the Pauli and lexicographic bases

are related via a 3 x 3 special unitary matrix [D3] of the following form

kr" =lDrlk' and Ër, =fDrl-tËr, (2.4e)

with [D3] given by V2l

Ër, =lel Ë-, = #[s"" 
+ sw , s HH - sw ,2s HVf

1

I
1

0

1

J'

0

0 and [Drf'=[4]1 = J'
1

I

0

I

l0
OJ'
-1 0

(2.s0)

(2.s1)

lD,l= J' 1

0

2.12 Basis transformations of the scattering matrix
The following section investigates the effect of changing the reference frame used to

describe the polarisation state of the incident and scattered waves. From Equation

(2.35) we know that the relationship between the Jones vectors of the incident and

scattered waves referred to the linear {ë0,ë,} basis, using the BSA convention for

backscattering and ignoring the spherical wave factor, can be written as

Ê'* =tsl*E',;,

In Section 2.9 the transformation of the Jones vector from one orthonormal

polarisation basis was shown to be related by a special unitary matrix [t/2] defined in

Equation (2.30). Thus the relationship between the Jones vectors of incident and

scattered waves in the {4,ë j} basis is given by

ø; =turlørn + Ê* =[Ur]-t Ê; and,È'u =lUrlÈ'r, + É'r, =lurl1É; (2.s2)

Sr¡bstiftrtin g (2.52) into (2.5 1) gives

Ë'* =lurl'È; = [s]rn {url'È;). - É', =lu,rl[s]*lurl, É,r. (2.s3)
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Hence the scattering matrix [Sl¡¡ in the new polarisation basis is a unity congruence

transformation of the original scattering matrix [^fl¡¡y given by

[S]r, = l(l rllsl HVIU 2lr (2.s4)

This result illustrates the power of the scattering matrix concept since the knowledge

of the scattering matrix in one polarisation basis allows us to derive the scattering

matrix in any other orthonormal polarisation basis using the change of basis

transformation. The scattering matrix components of the transformed scattering

matrix are simply complex linear combinations of the elements of the scattering

matrix in the original matrix. Substituting Equation (2.30) into Equation (2.54) gives

S,, -iõe -p
S,, l+ pp^ p e'6

Expanding the expression above gives

ISo

Lr,,

1 -p
i6

e
(2.5s)

(2.s6)

(2.s7)

'str

S,,

^s/

5,,

=J=[s"" ."-''u - p's* - p'srr+ p-'s*.e''ul
l+pp -

=-]=l p so."-'to *Sw - pp.Srr- p-S*'e''6f
r+pp -

= ]=l, sr,' 
"-''o - 

pp' snv + s^ - p's*' e'2õl
l+pp -

=-!l otsro. "-''u 
+ p sw + p svn + s*' e''61

r+pp -

In the case of backscattering from reciprocal medià, SHV= Svu--Sxr and S¡7- S¡¡ thus

Equation Q.56) reduces to

sz = - f^. [s"" e-''õ -2p'sn + p.ts* ."''ul
r+pp -

t,, = #ln s *. e-i2õ + (r- pp')s n - p's* . 

"''u)

t r, = ìpp-lo'sr, 
. e-''õ +2 p s n + srr' e'2õl

For completeness it should be noted that there is one additional case that could

eventuate when the incident and scattered waves are not referred to the same

polarisation basis. In this scenario the unitary matrices are no longer identical.

Chapter 2 P olørimetric The ory 35



Additional discussion of this scenario can be found in [59], however in the following

sections the same polarisation reference frame will be assumed for the incident and

scattered waves.

2.13 Characteristic polarisation states
The theory of characteristic polarisation states was first introduced by Kennaugh t9]
for deterministic targets using the scattering matrix concept. Kennaugh's theory was

laterstudiedandredevelopedbyHuynen[13],Boerner etal. 1I7,23,24, I2l, 137,

143,l4Tl,vanzyl [148], Mott [117], Lüneburg and cloude [31] and yamaguchi et al.

u4el.

A variety of techniques have been developed from Kennaugh's and Huynen's work

that pafüally solved the problem of determining the characteristic polarisation states

from deterministic targets. These methods included the voltage equation [9], the

eigenvalue problem of the power scattering matrix [23f, :unitary transformation

techniques [137, 150] and the three step procedure [24]. These early techniques were

concerned with the optimisation of the received voltage or power transfer (its squared

absolute value). This led to the controversial opinions concerning the correct form of
transformation of the scattering matrix under orthogonal changes of polarisation bases

and to the incorrect belief that radar polarimetry \Mas a mixture of field theory and

radar network performance. This highlighted the importance of the consimilarity

transformation [151] in the context of the antilinear nature of the backscatter operator.

This property has been stressed in papers by Kostinski and Boemer 124], Hubbert

lI52l and Lüneburg [128].

The analysis of similarity versus consimilarity eigenvalue/vector problems led to
more rigorous formulations of the characteristic polarisation state optimisation

problems for both the propagation (similarity) and backscattering (consimilarity)

cases [31]. In these formulations the subtle differences in the coherent radar

transformation phase can be resolved and correct transformation matrices can be

uniquely determined through the inclusion of energy conservation principles. Two

distinct matrix sets and the associated similarity/consimilarity problems can be

defined, from which the optimal polarisation states can be determined together with

the complementing set of two Huynen polarisation forks. In the radar community the
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equation for the backscattering case is known as the Kennaugh pseudo eigenvector

equation and, according to the Takagi theorem [153], has two orthogonal solutions

which match the solutions obtained via the Graves power matrix equation.

A complete solution for the coherent case was finally found by Boerner and Xi [17]

using a unitary transformation approach expressed in terms of the polarisation

transformation ratio p. This solution was in complete agreement with Huynen's

polarisation fork concept and demonstrated that five unique pairs of characteristic

polarisation states exist for the monostatic (back-scattering) reciprocal case.

Two pairs, the cross-polarisation (x-pol) nulls and co-polarisation (co-pol) maxima,

were shown to be identical in this case, while the x-pol maxima and x-pol saddle point

pairs were shown to be distinct. 'When plotted on the Poincaré sphere, these three

pairs of characteristic states can be shown to be mutually at right angles to one

another. In general the fifth pair, the non-orthogonal co-pol null pair, lies in the plane

spanned by the co-pol max and the x-pol max pairs. The co-pol max, co-pol null and

x-pol max pairs define the target characteristic plane (circle) of Kennaugh [154]. The

angle between the co-pol nulls is bisected by a line joining the two co-pol maxima and

with the orthogonal x-pol saddlepoint pair they re-establish Huynen's polarisation

fork concept. These properties are illustrated in Figure 2-5 which shows the position

of the characteristic polarisation states for a generaltarget with [S] matrix of the form

lsl =
2i 0.5

0.5 -i
(2.s8)
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LCP
X pol null

X pol lnax

X pol max

Co pol Null Co pol Null

X pol Saddle
RCP X pol null

F'igure 2-5 Characteristic polarisation states for the [^! matrix shown in Equation (2.58)

Recently a new approach has been developed by yang et al. [155] using the

geometrical relations of the characteristic states on the Poincaré sphere to obtain

simple expressions for all the characteristic polarisation states. This approach was

used to calculate the characteristic polarisation states in this study since it can be

readily vectorised allowing for efficient calculation of the characteristic polarisation

states for large data sets. Examples of the location of the characteristic polarisation

states for a number of elementary scatterers are given in Section 3.2. These examples

illustrate a number of special cases that result in multiple solutions for the

characteristic states, leading to numerical problems in the previously developed

techniques.

Other techniques using the covariance matrix approach have been developed which

led to an eigenvector solution. The first techniques were seriously flawed and Cloude
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[156] demonstrated that the solutions were biased as they failed to impose unitary

constraints on the transmit and receive antenna states. Consequently, these solutions

violated fundamental energy and minimum phase conservation principles.

A corrected formulation of the covariance matrix approach was developed by Tragl

132]. The optimal polarisation states were determined by decomposing the unitary

transformation matrix into normalised, two-parameter, complex column vectors.

Expressions for the mean power can then be obtained in the co-polar and cross-polar

channels. These are continuous functions of the transmitter polarisation characterised

by the complex polarisation ratio p. The existence of maximum and minimum points

in the power signatures is guaranteed by the Weierstrass theorem [151] due to the

compactness of the set of all possible optimal polarisation states on the Poincaré

polarisation sphere. The maximum and minimum values of the power functions can

be determined by equating the first derivatives simultaneously to zero. This

formulation is given in [5a] and 1321. The resulting expressions can be solved by

numerical techniques, either directly in the complex plane, or by reducing the problem

to that of the numerical solution of two coupled non linear equations. This involves

separating the expressions into real and imaginary parts and leads to a long and

tedious solution process.

A more elegant method [157] has been developed using unconstrained real vectors,

but separate optimisation procedures need to be used for the co-polar and cross-polar

channels. These techniques are summarised in U54].

Alternative techniques have also been conceived using the Mueller matrix approach.

The first Mueller matrix optimisation procedures using the Lagrange multiplier

method in radar polarimetry were initiated at The University of Chicago [121, 158].

Other methods were also developed independently by van Zflfia9}

The Mueller matrix methods can be used to determine the characteristic polarisation

state for the "degenerate coherent Stokes vector case". Using the method derived in

U2ll, the characteristic polarisation states can be found for the s¡rmmetric

(reciprocal), asymmetric (nonreciprocal), monostatic and bistatic cases. These
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methods use the Lagrange multiplier techniques applied to the received power

expressed in terms of the Kennaugh matrices and Stokes vectors. The power

expressions are maximised subject to the constraint that the transmitted wave must be

completely polarised. The characteristic polarisation states for the co-polar, cross-

polar and matched two antenna cases need to be considered separately but the

solutions obtained can be shown to be identical to the results obtained via the unitary

transformation technique I I 59].

Altematively, the characteristic polarisation states in the cross-polarised channel can

be determined for the monostatic reciprocal case using a technique that leads to an

eigenvalue equation. This technique is described in [a9] and gives results fhat are

consistent with [159]. An explicit formula [160] for determining the characteristic

polarisation states of the co-polar channel has also been developed for symmetric and

asymmetric scattering matrices. This technique has also been successfully used to

find solutions to contrast enhancement problems.

2.14 Distributed scatterers
The previous sections describe scattering from deterministic targets that are

completely described by a single scattering matrix or scattering vector. When atarget

consists of multiple scatterers (distributed) it is not sufficient to describe the target by

a single fixed scattering matrix. Instead it is necessary to use another descriptor to

describe the scattering process as the elements of the scattering matrix are now

stochastic variables. The average of the time-dependent scattering matrix cannot be

used as it does not provide any information about the correlation properties of the

scattering matrix elements. If a statistically time-varying scatterer is illuminated by a

monochromatic wave, the backscattered wave will be partially polarised with

incoherent scattering contributions [133]. Alternative descriptors such as the target

coherency, covariance and Mueller or Kennaugh matrices must be used in these

situations. These representations are described in the following sections.

2.14.1 The target coherency and covariance matrices
To analyse distributed scatterers in the complex domain, the concept of a scatterer

covariance or coherency matrix can be introduced. The 4 x 4 polarimetric covariance

matrix [C¿] is defined using the outer product of the lexicographic scattering vector
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Eo, with its conjugate transpose, where (...) indicates spatial ensemble averaging

1157, l6t, 1621.

lcol= (É^, ol,) =

(1t"" [ ) (t,,t;,) (+"s; ) (s""ti )

(t*t;¡ (ls,,"l') (r-r;) (s-,r-)

(s-st) (r^s*) (1s,,[) (s-si")

(s-si") (s*sL,) (r-sil) (ls- l')

(2.se)

Similarly the 4 x 4 polarimetric coherency matrix [fa] is defined as the averaged outer

product of the Pauli scattering vector with its complex conjugate. Using Equation

(2.44) the relationship between the coherency and covariance matrices is given by

lrol= (E^, É]"1 = (loolË0, Ë];n^l',l =lDol(Ë0,.Ël,llo^l' =¡oo1¡co1¡oo1| (2.60)

The information content of the coherency and covariance matrices can be compactly

assessed from their eigenvalue spectrum. Both [7¿] and [Ca] are positive semi-definite

and hence have eigenvalues that are real and non-negative, 4>4>4>4>-0.1o
the general bistatic case both the coherency and covariance matrices will generally be

of fulI rank four. This implies the existence of four linearly independent non-zero

eigenvectors. The smaller eigenvahes )a, )a and )a are often non-zero due to

statistical fluctuations and the averaging inherent in Equations (2.59) and (2.60).

Although the absolute values of the eigenvalues are important to assess the total

scattered power by the target, it is the distribution of this power across the eigenvalue

spectrum that is important in assessing the processing gains to be had in polarimetric

processing.

In the monostatic backscatter case where the reciprocity theorem forces a symmetric

underlying scattering matrix, the [Z¡] and [C3] matrices will in general be of rank

three. A reciprocal partial scatterer is completely described either by the 3 x 3

polarimetric covariance matrix [C3]
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[C,]= (t , Elrl=

(ls""l') Jr(s""s-)

Jl(s*s;,¡ ,(1s""|,)

(s*s',,) J, (s*si,l

(s""si )

Jz (s,,s;)

(ls- t' )

(2.6t)

(2.62)

or by the 3 x 3 polarimetric coherency matrix [23] defined as

lr,l= (8,,. kJ" 
) =

(1s"" *s-l')

({t,,, - t- ) (s,," + s. )')
z(s,*(s,,*s-)')

((s"" *s-)(s-, -r-)') z(1s* +s-)si)

(1s,," - s- l') z (1s,,, - s,, ) s- )
z(s*@,^- r- ).) o(¡r_l')

It should be noted that both the coherency and covariance matrix data have a reduced

resolution due to the spatial (or temporal) averaging needed to form the [e and [Z]
matrices. The loss in resolution is compensated by the fact that the speckle noise is

reduced in the averaging process. Using an adaptive polarimetric speckle filter, such

as the one first proposed by Lee 147, 481, instead of the box filter enables a trade off
to be achieved between high resolution for point scatterers and lower speckle noise for

distributed scatterers.

The rank of the covariance and coherency matrices for point scatterers is always one,

and the ensemble averaging becomes irrelevant. In these situations the [S] matrix fully

describes the scattering processes. However, for distributed scatters the single

scattering matrix representation is inadequate. This can be clearly seen by

considering the degrees of freedom of each representation. tn the general case, Vql
and lCal contain 16 independent variables, namely four real power values in the main

diagonal and six complex off-diagonal cross correlations, containing information

about the correlation between the complex elements of [S] over the spatial averaging.

In the monostatic backscattering case the number of independent variables is reduced

to nine (three power terms and three complex cross coffelations). Comparing this with

the general bistatic [S] matrix representation that has seven independent parameters,

(re<lucing to f,rve in the case of reciprocal backscatter) it is clear that the single

scattering matrix is unable to completely represent apartial scatterer due to the lack of
degrees of freedom.
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2.14.2 Mueller matrix
The Mueller matrix describes the linear relationship between the two Stokes vectors

corresponding to the transmitted and reflected waves. It was first introduced by

Mueller [163] in the field of optics and is represented as a 4 x 4 matrix. For

deterministic targets there exists a one-to-one coffespondence between the Jones

matrix [4 and the Mueller matrix, which can be written as [133]

lul=2 diagl I 1 I -rl[,4]^' ([r]@[r]-)[rf' =t.r](trl@[r]-)[lf' (2.63)

where I symbolises the standard Kronecker matrix product [6a] and [,4] is the

Kronecker expansion matrix given by

(2.64)

An explicit expansion for the elements of llv[ is given ínþ21.

In the past, various denominations have been used for the Mueller matrix. Van de

Hulst [165] called it the transþrmation matrix [-F], Deirmendjian [166] called it the

Stokes matrix and Chandrasekhar [167] refers to it asthe phase matrix lPf.

The Mueller matrix describes the scattering phenomenon in terms of power quantities.

This has the advantage that it eliminates the absolute phase from the target. Therefore

the elements of the Mueller matrix are incoherently additive. This aids in the

interpretation of different electromagnetic phenomena as they are seen as being

independent.

The classical representation using the scattering matrix describes a single physical

event. The power representation allows the same physical event to be evaluated in

different ways by considering the results as independent measurements. Thus it is

possible to measure the Mueller matrix independently by combining different

transmitting and receiving polarisation states corresponding to the six canonical

polarisation states U 681.

10 01
10 0-1

lAl=Lr 0l 10
0 i-i 0
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Huynen demonstrated that the Mueller matrix could be written so that it is

independent of roll angle [13]. Thus rotation of the target along the line of sight of
the radar does not affect the matrix values. He also showed that the Mueller matrix

could be expressed in terms of nine parameters, no\ry' known as the Huynen

parameters. These parameters are useful for general target analysis as each of them

contains real physical target information. With this information a complete structure

diagram can be assembled that displays the symmetry between the target parameters.

Consequently, the diagonal elements of the Mueller matrices are called the generators

of the off-diagonal Huynen parameters. Huynen identif,red the three structure

generators corresponding to generators of symmetry, target non-symmetry and target

inegularity. These properties are discussed in more detail in [13] and [168].

2.14.3 Kennaugh matrix
In radar applications the scattered wave is usually of less interest than the power

available at the radar receiver. The evaluation of the received power requires the

knowledge of another 4 x 4 matrix that is similar to, but not identical to, the Mueller

matrix. Kennaugh introduced this matrix for evaluating the received power in a radar

with an impedance matched receiver. In recent fexts 142,130] this matrix is referred

to as the Kennaugh matrix and denoted by the symbol [Ã]. For atargetwith a Sinclair

matrix [S], the Kennaugh matrix is defined as ll29l

[Kl = zl¿]' -' ([s] ø [s]. ) [,n]-' (2.6s)

where þ] is the Kronecker expansion matrix defined in Equation (2.64). Explicit

expansions for evaluating the elements of [Ã'] in terms of the Sinclair matrix elements

S¡¡afe given inþ21.

In the past there has been much confusion as to the difference between the Kennaugh

and Mueller matrices. Often there is no distinction made between the two matrices

[169] while other papers refer to the Kcnnaugh matrix by names such as tl.rc Stokes

reflection matrix [13] or the Stokes scattering operator tl30]. The group of van Zyl

at the Jet Propulsion Laboratory used the name Stokes scattering matrix [136] with the

notation lÀ4], btÍ elsewhere [43] used the same notation for the Mueller matrix.

Further confusion was generated by Pottier and Saillard t1701 who asserted that the
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Mueller matrix was syrnmetric for the backscattering case. This can be shown to be

only true for the Kennaugh matrix U71]. Additional discussion on the problems with

nomenclature are given inll7zl.

Simple matrix relations can be derived that illustrate the link between the Kennaugh

and Mueller matrices using directional Stokes vectors. The Kennaugh matrix

connects Stokes vectors defined in the same polarisation space and uses the BSA

coordinate system where the origin is taken on the radar [117]. The Mueller matrix,

on the other hand, connects directional Stokes vectors pertaining to different

propagation spaces with the origin of the coordinate system of the scattered wave

taken on the target, as defined in the FSA convention. This is discussed further in

u731.

2.15 Line of sight rotation
When a scattering object or the antenna used for transmission of reception is rotated

about the Line of Sight (LOS), defined as the line connecting the antenna phase centre

with the scatterer, a polarisation transformation occurs. Rotation of a scatterer by an

angle 0 about the LOS is equivalent to rotating the antenna by an angle of -0 which

results in a rotated reference basis for transmission and reception. Consequently the

LOS transformation can be considered as a special subspace of the change of basis

transformation described by a unitary transformation matrix with a single degree of,

freedom, namely the rotation angle 0 144]. The following sections illustrate this,

showing the effect that the LOS rotation has on the scattering matrix [,S], the

scattering vector io, andcoherency matrix components.

2.15.1 LOS rotation of the scattering matrix
Consider the scattering matrix [S] defined as

SHI/

srn
lsl =

5,,
5,,

(2.66)

Huynen [13] observed that a rotation of a scatterer about the LOS by an angle

I results in a transformation of the scattering matrix into [S(á)] via the following

unitary transformation
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lstBll = [n, 1a¡] [s] [n, tal]-'

where the matrix 
I R @)]is a real 2 x 2 unitrary rotation matrix, given by

(2.67)

where ln,@)l' =ln @)l' =fn çel e.6s)[L<q]=
cos á

-sind

sind

cos á

Substituting Equation (2.68) into Equation(2.67) yields

[s(a)]= l[;;:;][
sor(0) sor(0)
srr(o) s*(0)

cos9 siná

-sind cos á

cosd -siná
sin9 cosd

(2.6e)

(2.70)

(2.7r)

(2.72)

l=[

For reciprocal media Srr=Srr=^S*" and S*(0)=Srr(0)=Sn(0), thus Equation

(2.70) reduces to

This expression gives the relationships for the individual elements

S r, (0) = S¡rr cos' I + S"o cos 0 sin 0 +Sn" cos á si n 0 + S* sinz g

S * (0) = -S nn cos I sin á + S"n cos2 g - S^ sin2 0 +Snn cos 0 sin 0
Sro(0)=-S* cosásiná-S"n sin2 0+ S^ cos' g + Sn, cos?sinÉ

S*(g) = S* sinz g -,S"n cosásin? - S^ cosgsing+ S* cos2 0

S rr(0) = S no cos' 0 + 25 ncos dsiná + Srn sin2 0
Sn(0) =(S* - S"")cosdsind +.S*"(cos2 0 -sin2 0)
S*(0) = Snnsin2 0 -2Sncosásind + S* cos2 0

s uu(o) = s uu cos' o + s* sin2 o
S n @) = (S* - ^Srro) 

cos 0 sin 0

srr(o) = suo sin2 o + s* cosz o

In the special case where the cross-polarised .Sxv return is zero, Equation (2.71)

reduces to

From Equation (2.72) it is clear that the rotated scattering matrix ts(á)l now has a non

zero cross-polarised component Sxv(0) induced by the rotation about the LOS. The
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induced cross-polarised retums will be completely correlated with the co-polarised

components, whereas the retums generated by the scattering process will be

uncorrelated. This property is extremely useful and has been used in the determination

of azimuthal slopes by Schuler et al.ll74l and Lee et al.ll75l.

2.15.2 LOS rotation of the scattering vector and coherency matrix

The LOS rotation on the general Pauli scattering vector È0, yields the rotated

scattering vector Êor@) defined as

kor(o\ = J' ls o çe¡ + s* (0),s HH @) - sw (0),s HV (0) + s^ (0), i(s w @) - sv. @Ðlr Q n)

Substituting the values in Equation (2.70) into Equation (2.73) gives

1

kor(o) =

Sur(0)+ S*(0)
sHH@)- sw(0)

S*(0)+ S^(0)
i(sw(0)- svH@))

[&"(a)]=

l0
0 cos20

0 sin20

00

Sr, + Srn

(Sro, -S-)cos20+(S* + S^)sin2?

-(Suo -S*)sin24+(S* + S^)cos29

i(S*-Snr)cos20

(2.74)

(2.7s)

(2.76)

This can be rewritten in matrix form as

Ë0,@)=lno,P¡fÉ,,

where

0

stn20

cos20

0

0

0

0

cos20

Equation (2.74) demonstrates that the (SHn + Sw) component of the Pauli scattering

vector is invariant to LOS rotation [9, 13]. The rotated scattering vector É0"@) can be

used to generate the rotated coherency matrix lT+(0)l using Equation (2.60)

lr^@)l= (Ër"çe¡ El,@)= [&,(d)]( r',, r'¡,)¡no,@)l' (2.77)

which leads to

lr^ @))= [&" (Ø ] [ ru fln^, p¡]u (2.18)
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Similar analysis can be performed for the rotated covariance matrix lC+@)) using the

rotated scattering vector Eor@)defined in the lexicographic basis, leading to

lc,@)l= [n "tal][ 
D^flc,][¿ ]' [Ro,@)l-' (2.7e)

For the backscattering case, the rotated scattering vector Ërr(O)vector can be written

as

Ë,,(o) =lh,@)lttr" where [&"(Ø] =

l-r

t:
0

cos20

-sin20

0

sin20

cos20

(2.80)

while the rotated 3 x 3 coherency matrix [fz@)] is given by

lr,@)l = (0,, . kl,) = [q, fe>]lr, ] [n," {a) l-' (2.81)

The LOS rotations can be used to demonstrate the roll invariance of polarimetric

parameters. In particular it can be shown that the mean scattering alpha, the

polarimetric entropy and anisotropy are all roll invariant [39]. This is a very

important result in polarimetry and is discussed in more detail in Section 2.18.

2.16 Symmetry properties of distributed scatterers
Distributed scatterers are characterised by the superposition of elementary scattering

centres and are completely described by their coherency matrix [Za]. In the most

general case, the [Za] matrix contains four real elements on the diagonal and six

complex off-diagonal elements. Thus the matrix can be described by sixteen

parameters. If one is to make assumptions about the distribution of scatterers, then

simplifications can be made and this allows for quantitative conclusions about their

scattering behaviour. For example, if the scattering matrix is known for a given

position and direction, then the [5] matrix of its mirrored or rotated image in certain

symmetrical positions is also known. This concept was first introduced by Van de

Hulst using the Mueller matrix formulation [165]. He considered three special cases

of reflection, rotation and azimuthal symmetry that are illustrated in Figure 2-6. The

following sections illustrate how these cases can also be formulated in terms of the

coherency matrix, which enables the scattering to be described with fewer parameters.
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Figure 2-6 (a) Reflection, (b) rotation and (c) azimuthal symmetry cases

2.16.1 Reflection symmetry

Figure 2-6 (a) shows the case of reflection symmetry, which is characterised by a

symmetry plane that contains the radar LOS. A typical example of a scattering

situation that exhibits this type of behaviour is scattering from smooth surfaces.

Consider a scatterer P, located on one side of the symmetry plane with scattering

vector ãfia.fitt"a ut

[s"]=
So S*
S* S* ] *u Êir=#[rr.+s*,sn -sw,s,v+sr*i(s*-sn")]' (2.82)

Reflection symmetry implies that for each P there is a mirrored scatterer Q on the

other side of the symmetry plane with scattering vector Ëf, definedas [165]

õ5,,5,,
S* S*

[tn] = andËoo, = [s"" + syy,s¡¡¡¡ - syy,s¡1y + sr*i(srv-sn")f (2.83)

The coherency matrix [Za] of a medium which exhibits reflection symmetry can be

written as the superposition of the coherency matrices for both symmetrical

components.

[To] = lro rf +lronl = (Ë ï, Ë r:r, ) 
* (un Ëf;) (2.84)

In this case the averaging for lTqpl is performed over the scatterers located on one side

of the symmetry plane while the averaging of lTaql ís performed over scatterers
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located on the mirrored side. Substituting Equations (2.82) and (2.83) into (2.84)

gives a coherency matrix of the form

lTol= (2.85)

Equation (2.85) illustrates that certain elements of lTapl and lTagl will be the same,

while other components will be oppositely signed, which means that the coherence

matrix [Za] for the reflection symmetry case has only six non zero elements.

Consequently the [Za] matrix can be completely characterised by six parameters

consisting of the four real elements on the diagonal (tt ts, /s and /16) and the two

remaining complex cross-conelations (tz and /j ) between the co-polarised channels.

In the backscattering case, further simplifications can be made. The coherency matrix

in this case can be written as

trtrht4
t; ts t6 t7

t; tä tB te

-t"J

-t6
ts

-ts

t2

ts

-t¿
-t;

tl

t2

-t"-t
-t4

+

-t4
-t7

-ts
tto

trtr00
t;ts 0 0

0 0 tB 0

000trot4 t7 te trn

lTtl=
-t"J

-ts
t6

(2.86)

2t1

t;
t3

trtr0
t;t4o
00 t6

t3 t, tz

t5+t;t4
t6 -t; - t;

t

t;
t4

and can be described by only five parameters. Note that in the backscattering case the

correlation between the co-polarised terms (Saa+ Syy) and (Saa- Syy) and the cross-

polarised terms S¡y is zero. Thus all reflection sSrmmetric media are characterised by

the following relationship

(ts"" +s-)sl")= ({s"" -^s-)sl,)= o (2.87)

2.16.2 Rotation symmetry
Rotation symmetry refers to situations that are invariant under LOS rotations. In such

situations the coherency matrix remains constant when the scatterers are rotated about

the LOS by an angle 0. From Equation (2.78), we know that the general expression

for the rotated coherence matrix Vc(Øl is given by

V o @)l = [ R o, (0)]lT 4l[ R 
4 p (0)]- 1 (2.88)
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where [Ã+p(A)] is the unitary 4 x 4 LOS rotation matrix given by

[&"(a)]=

10
0 cos20

0 sin20

00

0

sín20

cos20

0

0

0

0
with [4"1Ø]-' =[n^,@)]' (2.89)

2e

and by definition the eigenvectors are invariant under rotations about the LOS since

cos

The four complex eigenvectors of [R¿p(á)] are

(2.e0)

lRor(0)lë, = )",ë, Q.er)

Thus a rotation invariant coherency matrix must be constructable from a linear

combination of the outer products of the eigenvectors [35] which can be expressed as

trol= f,(4.4)* l,(¿, ¿;)* f,(", aJ)* f^(a, a;) (2.e2)

Substituting Equation (2.90) into (2.92) and simpliffing the resulting expressions

gives

,lil Iez=õ -[l

f'
0

000
"fr+.f, i(fr+ fr) 0

lrol=
2

-¡(f,+ f.)
(2.e3)

0 0
2

0 0 fo

Note that two of the terms on the diagonal are equal hence the coherency matrix can

be completely described by five parameters. In the backscattering case the form of

the coherency matrix is
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I 0

"fr+ f,
2

0

2

I 0

"fr+.f,
2

2

0

(2.e4)

(2.es)

(2.e6)

(2.e7)

-i(l + f,) f+f,
2 2

unlike the reflection symmetric case, the correlation between the (s¡¡¡7+ s7y) and the

.Sxrdoes not vanish but the correlation between the (,S¡7¡¡ + Sw) and (S¡¡ø - Syy) and,

(Saø+ Syy) and ^S¡ybecomes zero. From Equation (2.94) it is clear that the general

properties of reflection symmetric media can be summarised as

[4]= 0

000
"fr+ I i(fr+ f.) 0

frol=

0

(ts"" + s*)(suu- s-)-) = ({s"" + s-).si) = o

(ts"" - s)sfu) +o

l(ts"" - s*t')l= ol(r;)l

2.16.3 Azimuthal symmetry
Azimuthal symmetry arises when both reflection and rotation symmetry are present.

In this case all planes including the LOS direction are reflection syrnmetry planes.

The coherency matrix describing this type of scattering is regarded as being composed

of two reflection symmetric terms where each of them is rotation symmetric. This can

be expressed as

f,

0

0

0

00

2

0

0

"fr+ f,
0

0

T
0

0

0

0

00
00

fr+.f' 0

0f^

lrol= +
-¡u,+ l)

2

0

Adding the two matrices gives
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From Equation (2.97) it can be seen that azimuthal symmetry can be described by

three parameters. In the case of backscattering, the expression for the coherency

matrix [Z¡] is

[4] =
l0
o fr+f,
00

0

0

f,+ f'
(2.e8)

(2.ee)

From Equation (2.98) it is clear that media with azimuthal syrnmetry can be described

by two parameters and can be characterised by the following properties:

(ts"" + sw)(sH.-s-).)= ({s," +s-)s}r)= ({s", -^s/r)s;)= 0

l((r"" 
+s*)')l=ol(ç)l

2.16.4 Summary of symmetry properties

Symmetry is a powerful property that can help reduce the number of parameters

required to describe the coherency matrix. In the most general case, sixteen

parameters are needed to describe the coherency matrix [Za], however if rotation

symmetry can be assumed, the number can be reduced to six. If reflection symmetry

applies only five parameters are required to fully describe [Z¿] while in the most

restrictive case of azimuthal symmetry, which leads to a diagonal matrix, only three

parameters are needed. In the case of backscattering, similar reduction occur with the

general case requiring nine parameters, reflection symmetry requiring five, rotation

s¡zmmetry needing four and azimuthal symmetry requiring only two.

2.17 Target decomposition theorems
Many targets exhibit the effects of coherent speckle noise and random vector

scattering effects. These targets require multivariate statistical descriptors such as

averaged Kennaugh and covariance matrices to describe the scattering process. For

such targets the concept of an average or dominant scattering mechanism is of interest

for the classification or inversion of scattering data. One of the main advantages of

polarimetric data is the possibility of separating and associating scattering

contributions into elementary scattering mechanisms using target decomposition

techniques.
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Chandrasekhar 1167l provided the first example of a target decomposition technique

in his investigations of lateral scattering of light by small anisotropic particles. He

decomposed the total average phase matrix into the sum of a phase matrix

representing the scattering from a dipole and aphase matrix representing pure random

scattering or noise. He followed the principle used to represent the Stokes vector of
partially polarised waves as the sum of two Stokes vectors representing fully polarised

and completely unpolarised waves.

The first matrix decomposition approaches in radar polarimetry were performed by

Kennaugh ll2l and were based on group theory concepts from quantum mechanics.

Huynen [3] later published a technique that decomposed the Mueller/Kennaugh

matrix into a sum of a deterministic single target component and a distributed residue

component matrix (Naarget) related to the non symmetric scattering contributions.

Questions were raised in relation to the uniqueness of this decomposition as this

approach was shown to be incapable of uniquely yielding the dominant scattering

process in different polarisations. Cloude [176] showed that the N-targel is just one

of an infinite set of residue matrices. Huyren claimed this to be false and suggested a

scenario in which Cloucle's decomposition was not unique. These arguments are

discussed inlITTl and [14].

Two main classes of decomposition techniques may be distinguished: coherent target

decomposition (CTD) and partially coherent target decomposition (PCTD). CTD

deals with the coherent decomposition of the scattering matrix describing completely

polarised scattered waves. The best known techniques are the Huynen [178],

Krogager [179] and Cameron et al.ll80l methods. The PCTD methods, such as the

Cloude [35] and Huynen [178] techniques, decompose the power reflection matrices

that represent partially polarised scattered waves. In optics, the decomposition of the

Mueller/Kennaugh matrices is preferred while the covariance/coherency matrices are

generally analysed in remote sensing applications. As a result, approaches based on

the more compact coherence and covariance matrices have been preferred in recent

years. A detailed discussion of target decomposition algorithms is given in a review

paper by Cloude and Pottier [35]. This paper concluded that there is no decisive

decomposition technique. The following sections give more detailed discussions of

the decomposition techniques used in Chapter 6.
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2.17 .l Coherent target decomposition techniques

Coherent decomposition techniques decompose the [fl matrix into scattering matrices

corresponding to elementary scattering matrices that can be associated with certain

deterministic scattering mechanisms. The vectorisation of the scattering matrix

described in Section 2.11 using the Pauli or lexicogtaphic basis is an example of such

a decomposition. The decomposition of the [S] matrix using the Pauli basis can be

written as

rsl=[ a.tb c-idf =,[t o.l*¿[1 o 
-l."[9 

1-l ro -;l
L r lc+id o-b) L0 1l L0 -11 ¡r o1 

Fd[; 0l (2'100)

where the complex coefficieÍrts a, b, c and d are proportional to the elements of the

scattering vector Ê0" . Th" advantage of the Pauli decomposition is that the scattering

mechanisms are orthogonal and so their separation is possible, even in the case where

noise and depolarisation effects are present.

Cameron [181] developed a method that maximised the symmetrical component of

coherent scattering and then decomposed the scattering matrix using the Pauli basis

set. The target matrix is then grouped into three general classes: non-reciprocal

scatter, asymmetric scatter and symmetric scatter. In this approach a symmetric

scatterer is defined in [78] as a target having an axis of symmetry in the plane

orthogonal to the radar line of sight. Such targets can be diagonalised by a rotation

about the LOS in a basis of linear eigenpolarisations. Cameron introduced a

classification method using his decomposition technique which has been used for

identification and characterisation of point targets such as ships [182] and small

planes t183]. Misleading results can occur due to the significant radiometric

dispersion that is tolerated in each of the elemental scatterer classes, as well as the

implicit assumption on the coherent nature of target scattering. Touzi [184] proposed

a new method called the symmetric scattering characterisation method (SSCM) to

better exploit the information provided by the largest target symmetric scattering

component, under coherent conditions. This approach expresses the symmetric

scattering in terms of the Poincaré sphere angles and permits a better characterisation

of target symmetric scattering and permits the generation of coherent scattering

segmentation of much higher resolution in comparison with Cameron's segmentation.
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Another approach was proposed by Krogager [179, 185] and involves decomposing

the scattering matrix into a combination of fundamental elements such as a sphere, a

helix and a diplane (comer reflector). The decomposition of the [S] matrix in the

(H,n polarisation basis can be written as

[s]= f"E +e'a {kosoret+krsrrr} (2.101)

where 
^S" 

represents the scattering matrix for a sphere defined as

s,(H,v) =
10
01 (2.t02)

(2.103)

S¿14 represents the scattering from a diplane at angle ádefined as

Sorrr(H,V)=
cos'o sinzo

sin2 0 - cos'0

And s¿+ represents the left (+) and right (-) sensed helices defined as

sh!(H,v)= ;[ i, i'] (2 104)

While the helical targets are somewhat artificial, helical type returns are frequently

encountered in both urban and rural scattering scenarios from the interaction of two

diplanes with a relative orientation angle of 45o and, a displacement angle of Ve of a
wavelength. Helical returns can also be used to determine left versus right sensed

feature torsion in nature using Huynen's concept of polarimetric phyllotaxis [186].
Krogager's decomposition is often re-expressed in the circular polarisation basis (rR,Z)

leading to the following orientation invariant representation for the left-wound helix

[s]=",c {"-r"liJ].oI -,,,f*rIi":]]
i2e

e 0
(2.10s)0 -e

The decomposition parameters can be written as
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'S- I

k) =ls,,l k; = ls*l (2.106)

1

V" = Qnt (çu+ çà I'i = ls*l -ls*l= -t ;
2

Krogager's technique yields a roll invariant decomposition but the fundamental

elements are not mutually orthogonal. Nevertheless, there are some distinct

advantages in this approach. The practical disadvantage of Pauli decomposition is

that a double bounce reflector appears in both the unrotated and 45" tilted diplane

components. In the Krogager decomposition, each of the three different elementary

scatterers appear in only one of the three components, although the diplane and helix

components are not independent. This means that in the presence of both a helix and

a diplane, the decomposition will in general not extract the actual strengths of the

respective reflectors. The main problem encountered with the coherent

decomposition techniques is the lack of invariance under the change of basis

transformations [35].

2.17 .2 Partially coherent decomposition techniques (PCTD)

The second class of decomposition theorems, based on the eigenvalue analysis of the

coherence matrix [7], was first proposed by Cloude ll4, 176l and is capable of

covering the whole range of scattering mechanisms. This approach is automatically

basis invariant due to the invariance of the eigenvalue problem under unitary

transformations. Since the coherency matrix [Z+] is a Hermitian positive semi-definite

matrix, it can always be diagonalised by a unitary similarity transformation [15, 187]

of the form

t4l = [t/-][^.][4]t where hol= and,fuof=fë, ë2 4 ëof' Q.107)

where [^q] is a diagonal eigenvalue matrix with elements corresponding to the

eigenvalues of the Vql matrix, which are real and non-negative with

4> fr> 1r> )"4>0. lU+] is the unitary eigenvector matrix with columns

corresponding to the orthonormal eigenvectors of [24]. By performing the eigenvalue

€ =){ø*+e,,-E)

e =)(o*+ p,"+ r)

þ.-

4 0 0 0

o )2 o o

o 01, o

oool4
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decomposition of lT4l, it is then possible to rewrite the matrix as the incoherent sum

of four independent coherency matrices [4] such that

lrol= 4G,. al ¡ + 4ça,. ")) 
* 4@,. e:) + 4@4. ë]) =lr,l+lTul+lr"l+lTol (2. 108)

This essentially represents a decomposition of [Za] into four single scattering matrices

of rank one described by lT"],lTul, [[] and fr¿\, each representing a deterministic

scattering contribution. The strength of each contribution, in power terms, is given by

the appropriate eigenvalue, while the type of scattering is determined by the form of
the eigenvectors. In addition, the total scattered power is given by the sum of the

eigenvalues:

Total powe, = A+ 4+ 4+ h (2.r}e)

The physical basis of the eigenvector decomposition is provided by the orthogonal

nature of the eigenvectors, which guarantees the existence of a set of basis matrices in

which the expansion of [Za] leads to a diagonal coherency matrix. The statistical

signif,rcance of this is equally important, as the absence of off-diagonal terms

establishes the statistical independence between the component vectors.

In the case of reciprocal backscatter , 1¿ = 0 and Equation (2.107) can be rewritten as

40 0

olro
004

(tql) = [%][,r,][%]' = [%] [u,]t

In this case the unitary matrix lU3] canbe written in the form

(2.110)

[%]=

and the corresponding eigenvector expansion of [\] canbe written as

lr,l=24[r,]= 4(ë,.a1¡+ 4ça, a]¡+ 4ç,.a1¡
n=l

cos øl

sinarcos pre'\

sina.rcos pre'Y'

cosa2

srnarcos Bre'6'

stnørcos Bre'Y'

cosq3

sin a, cos pre'6'

sinarcos Bre'Y'

(2.rrt)

(2.r12)
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2.18 Polarimetric entropy and anisotropy
Two secondary functions can also be defined from the eigenvalues of the coherency

matrix. The first is the polarimetric scattering entropy 11, defined in the Von

Neumann sense as the logarithmic sum of the eigenvalues of [23] [35, 188].

(2.1t3)

P; reprosents the appearance probability of each scattering type defined by the

associated eigenvector and ranges from zero to one. Similarly, by definition, the

polarimetric scattering entropy also ranges from zero to one and can be interpreted as

the degree of randomness of the scatter. Entropy is generally defined as the measure

of the disorder within a system. Systems tend to go from a state of order (low

entropy) to a state of maximum disorder (high entropy). In the case of radar

scattering, an entropy value of zero describes a non depolarising scattering process

which can be completely described by a single scattering matrix. In this scenario, the

[23] matrix degenerates to a matrix of rank one with only one non zero eigenvalue (.22

and )4 both equal zero). Conversely, an entropy of one represents the situation in

which the incident electromagnetic wave is completely depolarised regardless of the

polarisation. In effect this represents the state of maximum disorder and the tatget

scattering is truly a random noise process. In most cases, scatterers will lie between

these two extremes having intermediate entropy values. As the entropy increases the

number of distinguishable classes identifiable from polarimetric observations is

reduced, thus in order to exploit the polarisation domain, one hopes to encounter

situations with low to intermediate entropy values.

While the entropy is a useful scalar descriptor of the randomness of the scattering

process, it is not a unique function of the eigenvalue ratios and gives no direct

information about the relationship betweeî )aand )a. A secondary function, known

as the polarimetric anisotropy can be introduced, defined as the normalised difference

between the appearance probabilities of the second and third scattering components

[36]

--r-^-.^ r' 4H =Z-1log, 4 where P -i=r ' lr+ 1r+ 4

4' -Pr-P, =L-L
Pr+ P, 1r+ I, (2.tt4)
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The anisotropy also ranges in value from zero to one and provides the relationship

between the secondary scattering processes. For high or very low entropy situations,

the anisotropy yields no additional information. In the high entropy case all the

eigenvalues are nearly equal thus the anisotropy value tends to zero while in the very

low entropy case both.Xaandk are close to zero. Medium entropy situations imply

that more than one scattering mechanism contributes to the signal, however the

entropy value does not indicate if one or two additional scattering mechanisms are

present. In these cases the anisotropy provides complementary information since a

high value suggests that only the second scattering mechanism is important while a

low anisotropy value indicates that the third scattering mechanism also plays a role.

The great advantage of the entropy and anisotropy parameters comes from the

invariance of the eigenvalue problem under unitary transformations, which ensures

that the values are independent of the polarisation basis used.

2.19 The entropy/anisotropy plane
The feasible regions of values in the entropy/anisotropy plane can be determined by

considering the range of possible values for the appearance probabilities P¡ P2 and,

P3. These values are constrained by the following expressions

Pr+ Pr-l Pr= 1 and Pr2 P, > P3 > 0 (2.trs)

This defines a plane bounded by three lines defined as

Line I:(\,P,Pr) = (1,0,0) +t(-213,13,13)

Line 2:(P,,P,Pr) = (1,0,0)+t(-lf 2,112,0) 0<r<1 (2.rr6)

L ine 3 : (P, P, Pr) = (If 2,lf Z, 0) + t (-lf 6, - | 6,11 3)

These lines define a triangular region as shown inFigne 2-7.
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Figure 2-7 Feasible region of appearance probability values

The entropy values within the feasible range can be determined by evaluating

Equation (2.113). A colour coded plot illustrating the variation in entropy values

within this region is shown in Figure 2-8. This plot indicates that in most of the

domain the entropy is high. In fact, the median entropy value within the feasible

region was determined to be 0.79. Plots of the distribution of entropy values and the

probability distribution function are shown in Figure 2-9 and indicate that less than

ten percent of the points in the feasible region lie in the low entropy range (¡1< 0.5).

Similar analysis can be performed on the polarimetric anisotropy. The anisotropy

values within the feasible region, found by evaluating Equatiorl Q.ll{), are shown in

Figure 2-10.
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Figure 2-10 Anisotropy values within the feasible region of appearance probabilities
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The distribution of the sampled anisotropy values and cumulative probability

distribution functions for the anisotropy are shown in Figure 2-11. The distribution of
the anisotropy values is quite different from the entropy values, with values being

more evenly distributed resulting in a median value of 0.43.

The results in Figure 2-8 and Figure 2-10 can be combined to give a plot of the

feasible region in the entropy/anisotropy space as shown inEigur.e 2-12.
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Figure 2-12 Feasible region of values in entropy / anisotropy space

The results in Figure 2-12 lllustrate that for low to moderate entropy values, the

anisotropy can span the fulIrange of values between zero andone. 'When 
the entropy

exceeds 0.63 (corresponding to the situation where )"1= 0.5, Xz= 0.5 and )a= 0) the

range of possible anisotropy values begins to decrease as the role of the third

scattering component 23 becomes more significant. When the entropy is equal to one,

the anisotropy can only be equal to zero and yields no additional information.

However, for medium entropy situations, where more than one scattering mechanism

is present, the anisotropy value contains valuable information regarding the number of
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scattering mechanisms that play an important role. This property is used for

classification purposes by Pottier [al]. An example plot showing the distribution of

values within the entropy/anisotropy space obtained from a measurement of the wake

produced by a pilot boat is shown in Figure 2-13.
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Figure 2-13 Distribution of values in the H - A space for a pilot boat wake

2.20 Scattering mechanisms
The essential advantage of polarimetric data is the possibility of extracting

information about the scattering mechanisms. In order to classify the scattering

mechanisms, not only is it necessary to extract and separate the scattering processes

but one must also identiff scattering mechanisms present. While the diagonalisation

of the coherency matrix [Z] produces a representation in terms of three orthogonal

components, the physical signif,rcance of these components and the corresponding

eigenvectors is not immediately apparent. In order to understand this, it is necessary

to investigate the important role that general unitary matrix transformations have on

the scattering vecbr Ë0, .
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Unitary matrix transformations preserve both the norm and the definition of phase of a

vector. Consider the transformation of the lexicographic scattering vector É0" fro

the linear {ër,ë"} basis to any other elliptical polarisation basis {4,ã;} characterised

by a complex polarisation ratio pwhich can be written as [145]

Éor, =luorfËor*

where lUa¿l is the transformation matrix derived from the Kronecker product of the 2

x 2 matrix [Ø] (see Equation (2.30)). The expression for the lUa¡l in terms of the

polarisation ratio p can be written as 1162l

-p
I

-p
-pp

(2.rr7)

(2.120)

42

luo,f=lu,]ø[u,)r = | 
-

r+ pp. I
pp

1

p
p
p'

p
p
p

(2.1 18)
-pp

Similar expressions can be derived for the change of basis transformations for the

backscattering case and lead to the following relationships [1a5]

Erru =furrfËrr* (2.tre)

where

I

1

-Jip.
*2p

{zp
l- pp.

-{zp.
lu,,]=;F

p'
J-zp

1

Since [Ø] has only two degrees of freedom (a and á), both lUa¡l and [U3¿] also

have only two degrees of freedom. However, a general n x n unitary matrix has n2-1

degrees of freedom [145] thus the unitary matrix [Ø] in Equation (2.lll) contains

eight degrees of freedom, six more than the two provided by the change of

polarisation basis. Thus Equation (2.110) not only describes the polarimetric basis

transformations, but also the linear combinations of three orthogonal coherent

scattering mechanisms, which correspond to changes in the selected scattering

mechanism [35]. In order to proceed with the physical interpretation of the
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eigenvector decomposition, a link between unitary complex vectors and polarimetric

scattering mechanisms is required. This link is formed by the Scattering Vector

Reduction Theorem [1 87].

Consider the vectorised form of the [S] matrix for the backscattering case represented

as a scattering vector ãr" using the Pauli basis

5,, J'
S* S* i,, I

Sr, + S*
Sr, - S*

25n
Q.t2t)

(2.r22)

(2.r23)

(2.124)

[s]=
SW

Any three dimensional unitary complex vector has five degrees of freedom, thus it can

be parameterised in terms of a set of five angles as [187]

É,, =lÉ,,1

cosde'Q

sínacos Be'õ

sinasin peiY

Often the scattering vector kr" i. normalised in order to obtain an associated unitary

vector ã defined as

@
1;

€ =¡--¡ ktp =
lk'"1 l4"l

1

cosae'Q

sinacos Be'õ

sinasin BeiY

So+S*
Sr, - S*

25n

e

e

1

Small changes in the angles q and B correspond to differential changes from one

scattering mechanism ë to d

100
0 cos\B -sin\^B
0 sinÂB cosÂP

cosAø -sinÀø 0

sinÂø cosÂø 0

001

From the above expressions it is clear that the transformation matrices [R1] and [l?2]

correspond to simple plane rotations. This observation leads to the Scattering Vector
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Reduction Theorem [187] which states that any polarimetric backscattering

mechanism, represented by a complex unitary vector ã obeying reciprocity, can be

reduced to the identity [1,0,0]r by a series of three matrix transformations.

1

0

0

COS ø

-sina
0

sinø 0

cosø 0

01

100
0 cosp sinB

0 -sin p cos B

0-rQe

-i6

0

0

0

e-iY

0

0

e e (2.r2s)

The third matrix represents a set of scattering phase angles while the first two are

mathematically canonical forms of plane rotations. Physically, only the second matrix

involving the B parameters corresponds to a physical rotation of the sensor

coordinates. The B parumeter physically represents the orientation of the scatterer

about the radar line of sight, provided that the Pauli basis is used for the vectorisation

of the scattering matrix. This correspondence follows directly from the nature of the

Pauli spin matrices, which relate rotations to matrix transformations as first shown in

[15, 145]. This calculation is much simpler than using the polarimetric signature or

Stokes reflection matrix to determine the orientation.

The a angle is not related to the orientation, although it appears in the mathematical

form as a plane rotation. It represents an internal degree offreedom and can be used

to describe the type of scattering mechanism. It is a continuous parameter that ranges

from 0o to 90o and covers a range of different scattering mechanisms as illustrated in

Figure 2-14 where isotropic implies that lSro | = lS- I 
.

¿=0o a=45o ø :90o

Isotropic Surface

''- [; 

" 

--
Anisotropic Sufaces

Dipole Is ic Dihedral

r"r-[å l],r'lå tl
Anisotropic Dihedrals

Figure 2-l4Interpretation of the øparameter

Note that ø is decoupled from p so is rotation invariant. Thus we can identify the

scattering mechanisms independently of their physical orientation in space. It should

be noted that while the eigenvalues (and hence the entropy 17) are independent of the
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basis used to construct the scattering vector Ë , the a and B angles, which are

determined from the eigenvectors, are not independent of the basis choice.

2.21 Parameter estimation
The alpha parameter provides a powerful extension of the Pauli scattering

decomposition as it enables scattering other than isotropic scattering mechanisms to

be considered. The eigenvector decomposition of the coherency matrix [23] produces

three eigenvalues and eigenvectors and estimates of the entropy H and anisotropy .4

can be found by evaluating Equations (2.113) and (2.114) respectively. An alpha

angle ui caîbe extracted from arc cosine of the absolute value of the first element of

each of the eigenvectors ër, ë, andë, defined as

Ø =arccos( l. I ) üz=ãrecos( It I ) ø=arccos( It I ) (2.126)

The B value can also be extracted from the eigenvectors and is defined as the arc

tangent of the ratio of the absolute values of the second and third eigenvector

elements

(2.r27)

Expressions for the scattering angles Q, õ, y can also be determined in terms of the

eigenvector elements defined as

þ,=arcta^t 
];j I þz=arctant ]|j ) o,=u..,u,,[ 

Éj ]

ø=*ou,(-{*l 6, =ãrc,antfi$l n=un un(#*l

Q,=arctanifiSl õz=aÍctantfi$l rz=a,atantffi) (2.r28)

Q,=arctantfiSl 4 =a,"tu,'
g e

¿̂3

T3=arctaî
9t e ẑ1

In total there are fifteen angles that can be extracted from the three eigenvectors. The

general [t/3] transformation contains only eight degrees of freedom, hence the fifteen

extracted angles are not independent. This complicates the interpretation of
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individual q and þi and instead the concept of a dominant scattering mechanism is

introduced. A three symbol Bernoulli model is used which gives the best estimate, in

a maximum likelihood sense, of the average scattering mechanisms a and, B

d = Prar+ Prar+ P3a3

þ = Prþr+ Prþr+ Prþ,
(2.t2e)

P¡ ropresents the appearance probability of each scattering mechanism as defined in
Equation (2.113). Identification of the dominant scattering mechanisms enables a

range of classification schemes to proceed.

2.22 Classifïcation in the H -d space
The entropy H and ø values form a subset of the plane that can be used for

classihcation purposes. The averaging inherent in the definitions of a and F
requires that as the entropy values increase, the range of possible values decreases. As

a result the regions within the H-a space are not all equally populated. This reflects

the increasing inability to distinguish between scattering mechanisms as the

underlying entropy increases. The bounds of these values can be determined using

symmetry arguments. V/ithin the H - d plane, the feasible range of values is

bounded by two curves, defining azimuthal symmetry matrices. These bounding

curves are shown in Figure 2-15. From Section 2.16.3 we know that the canonical

form of the coherency matrix representing the first curye is given by

lrl, = for0<m<l

m

100
0m0
00m

(2.r30)

The appearance probabilities P; for a matrix of this form are given by

D_ 1

" - r+2* 2m l+2m
P,P2

m

Substituting into Equation (2.113) and (2.129) yields

1 +

mlf
l+2m

(2.r3r)

(2.r32)
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The coherency matrices for the second curve are defined as

_1
H= '

I+2m

for 0l m<0.5

1og,

for 0.5 <m<l (2.133)

(2.134)

0.5<m<l (2.r3s)

lrl,,
10

1

0

0

0

1

For the case of 0 < m < 0.5 the expressions for the entropy H and d wllIbe given by

1t
Q=-

2
0< m<0.5

For 0.5 1m11 the corresponding entropy and a values will be given by

-t ( (z*)" 'l
H=t+;,"r,[ffi¡-,1

fi
fl-_

I+2m

æ
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The Ë1- ø classification space can be divided into zones that represent different

scattering mechanisms. The subdivision shown in Figure 2-15, conesponds with the

subdivision proposed by Cloude and Pottier [36] in their entropy-based classification

scheme for land applications. There is some degree of arbitrariness as to how to

subdivide the H - a space. The zone boundaries are usually chosen based on the

knowledge of the quality of the calibration, the noise floor level and the variance of
the parameter estimates.

In the subdivision shown in Figure 2-I5, region 1 corresponds to the low entropy

surface scatter region with a values of less that 42.5". The region incorporates Bragg

surface scattering and geometrical and physical optical surface scattering along with

specular scattering that does not involve a 180'phase inversion between the HH and

W components. Scattering from calm seas, spheres and flat plates all fall into this

category. Region 2 represents low entropy dipole scattering. This corresponds to

scattering situations with strongly correlated mechanisms that have a large imbalance

between the HH and W components in amplitude. An isolated dipole or a Bragg

surface viewed at low grazing angles are both scatterers that would appear in this

region. The width of this zone is determined by the quality of the calibration as it

relates to the radar's ability to measure HH/VV ratio. Region 3 corresponds to low

entropy multiple (even) bounce scattering such as scattering from metallic dihedrals.

The upper entropy bound chosen for the f,rrst three zones is chosen as the basis of
tolerance to perturbations of first order scattering theories. Such theories generally

predict zero entropy for all scattering processes. By estimating the level of entropy

change due to second order and higher events, tolerance can be built into the classifier

so that the important first order processes can still be correctly identif,red.

Regions 4, 5 and 6 correspond to medium entropy scattering situations with the

dominant scattering mechanism being surface, dipole and multiple scattering

respectively. These zones represent situations with higher entropy values due to

increased surface roughness or due to the physics ofsecondary wave propagation and

scattering mechanisms. The upper bound for these cases is set at an entropy of H =
0.9. For higher entropy values one cannot distinguish surface scattering as a direct

consequence of our decreasing ability to classify scattering types with increasing
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entropy. To reinforce this fact, Cloude and Pottier included region 7, representing

high entropy surface scatter, which does not lie within the feasible region defined in

the H -d space,to highlight the fact that radar polarimetry will be most successfully

applied in low entropy problems.

Regions 8 and 9 represent high entropy scattering scenarios. For H > 0.9 it may still

be possible to distinguish double bounce mechanisms such as from a cloud of

anisotropic needle-like particles. In the extreme case in region 8 where the entropy

goes to one, we have random noise with no polarisation dependence.

An example plot showing the distribution of values in the H -d space for a

measurement of a pilot boat wake is shown in Figure 2-16.
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Figure 2-16 Distribution of values in the H - d space for a pitot boat wake

EO

0
Éb

gso
d
a
õ
Plo!
f,
Eso

20

¡'
I

t
lFe .

. Ì,

I

Ch apt er 2 P o I ørimetri c The ory 73











(1-H)

o.2 0.4 0.6 0.8

Figure 2-21 combinations between the entropy þ[ and anisotropy þ] images

90

80

^70
$.0
s
Ë'50
*,
I
fiso
#ro

10

0
1

I

Anieotropy
Entropy

Figure 2-22The distribution of values in the three-dimensional H -A-a classification space
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It is also possible to create an extended and complemented three-dimensional

H - A- a classification space as shown in Figure 2-22. This representation was used

by Pottier [39] to illustrate that it is possible to discriminate new classes using the

anisotropy value and highlights the importance of the anisotropy parameter in the

analysis and inversion of polarimetric data. Additional examples using the H -a and

H - A- ü space techniques are presented in Chapter 6.

2.24 Synopsis
In this chapter the polarimetric concepts and theory of scattering from point and

distributed targets have been illustrated using both the real space description based on

the Stokes vector and the complex space formalism based on the Jones vector. The

description of the polarimetric properties of scatterers using the Mueller matrix

derived from the Stokes representation has been presented in conjunction with the

equivalent description based on the Jones vector, which results in the covariance or

coherency matrix. These concepts are the basis of all polarimetric analysis and are

essential for the understanding of the work presented in the following chapters.

The representation of the polarisation state using the real space description based on

the orientation and tilt angles and the complex space formalism based on the complex

polarisation ratio has been discussed. The importance of the change of polarisation

basis using the unitary transformation matrix [U2] has been highlighted. The

relationships between this transformation and its role in the change of basis of the

scattering matrix, scattering vector and the coherency matrix has been demonstrated

for the general bistatic and backscattering cases.

The concept of optimal polarisation states and their geometrical relationships on the

Poincaré sphere has been discussed along with the methods developed for calculating

the locations of these states. These results are used in the following chapter in the

analysis of the polarimetric properties of common calibration targets.

The concept of distributed scatterers has been introduced along with a discussion of

the symmetry properties that are coÍrmonly assumed in target models. Reflection

symmetry is used in Chapter 5 to simplify the description of the scattering from the
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sea surface, while the role of azimuthal symmetry in clutter calibration techniques is

discussed in Chapter 3.

A review of the commonly used target decomposition theorems, which are

particularly useful for identifying the dominant scattering mechanisms, has been

presented. Classification techniques in the H-a and H-A-ã spaces have been

described in detail; these techniques are used extensively in Chapters 3 and 6.

While it is impossible to cover every topic relevant to radar polarimetry, the main

concepts and theory relevant to the work covered in the following chapters have been

presented. There are numerous other excellent descriptions of various aspects of the

theory of radar polarimetry that complement and extend the work covered here. In

particular the works by Huynen [l3], Boerner f42, 143, 1891, cloude [15, 35, 36,

1451, Pottier [190], Mott [lrTf,Papathanassiou [59], Hajnsekll42l, Krogager [191]

and Yang [192] provide authoritative accounts of both theoretical and practical

concepts.

Chapter 2 P olørimetric Theory 80



Chapter 3 Calibration
3.1 Introduction
Calibration and error correction of radar data is essential for reliable interpretations of

radar measurements. Over the past twenty years there have been several different

schemes proposed for the calibration of polarimetric radars. For conventional tadar

systems, standard calibration techniques [193] exist for obtaining calibrated power

measurements. The evolution of polarimetric systems has complicated the problem of

system calibration and new methods are needed to ensure that accurate phase

information is obtained. Calibration of the phase terms is a critical stage in such

measurements as it determines the validity of the polarimetric parameters derived.

This chapter describes the evolution of polarimetric calibration techniques using a

matrix representation of the system distortions and the vectorised form of the [^f]

matrix. It begins by describing a number of common calibration targets and their

polarimetric properties. Next, a review of the commonly used calibration techniques

is presented, noting their deficiencies in the context of practical application for

calibration in the field, as opposed to the laboratory. Several of these calibration

methods were tested, using specially constructed scatterers, so that an independent

judgement of their suitability could be made. Drawing on the experience gained from

these experiments, a new hybrid technique was proposed, together with a least-

squares data processing algorithms that estimates averaged calibration parameters

from properly symmetrised quad-pol single-look complex data measurements. This

calibration procedure was validated on reference scatterers and is now used routinely

with the DSTO radar.

3.2 Calibration targets
Before discussing calibration techniques, a review of the commonly used calibration

targets will be presented. The choice of calibration targets is strongly influenced by

the measurement environment. In a laboratory the emphasis is placed on the accuracy

of the theoretical scattering matrices of the calibration targets. The sensitivity to

positioning is a secondary concern, as there is the fine control over the target

orientation and placement. For field measurements, target alignment is difficult to

control and targets that are insensitive to positioning errors are generally used. The
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effors in the theoretical scattering matrices for these targets are usually determined

from laboratory measurements using a set of very accurate calibration targets. The

following section discusses the properties of the commonly used calibration targets

and highlights their suitability for field and laboratory measurements.

3.2.1 Metallic sphere

A commonly used calibration target is the metallic sphere. Its physical symmetry

yields scattering matrix elements that are insensitive to orientation, thus eliminating

alignment and orientation errors. Spheres are the only three-dimensional structures

for which an exact theoretical scattering matrix is known. In principle the scattering

matrix elements can be computed exactly using the Mie scattering expressions and

many computational algorithms [166, 193, 194] have been published for evaluating

these expressions efficiently for spheres with arbitrary size and constitutive

parameters. Metallic spheres can be produced with very high precision (ÂR . 5pm)

over a wide range of diameters [195] and gold plated spheres are often used in

precision calibrations in order to obtain more repeatable results.

Spheres do have some intrinsic limitations. They can only be used to calibrate the co-

polar channels, as the cross-polar responses for linear polarisations are zero. They

also have small radar cross sections and large spheres are required for field

calibrations in order that the return is sufficiently larger than the background noise.

Examples of calibration spheres are shown in Figure 3-1.
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The polarimetric properties of a sphere are shown in Figure 3-2. This illustrates the

general form of the [S] matrix, the polarisation signatures and phase-correlation plots

for the co- and cross-polar channels and the location of the characteristic polarisation

states on the Poincaré sphere. The sphere represents a special degenerate case for the

solution of the characteristic polarisation states since multiple solutions for cross-

polar nulls exist. These states lie on a circle defined in the plane orthogonal to the

characteristic plane shown in Figure 3-2 (d). The equation of this plane is derived by

Yang et al. ín U55]. The co-polar nulls and cross-polar maxima pairs (Cr,Sr) and

(Cz,Sù coincide and lie on the normal to the plane containing the cross-polar null

circle.
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Figure 3-2 Summary of the polarimetric properties of sphere targets

(a) S matrix (b) Co-pol power spectrum (c) Co-pot relative phase-correlation plot
(d) Polarisation fork (e) Cross-pol power spectrum (f) Cross-pol relative phase-correlation plot

3.2.2 Trihedral corner reflector
Trihedral corner reflectors are often used in polarimetric calibrations and can be

designed to provide a large radar cross section over a wide range of aspect angles.

They are relatively inexpensive to manufacture and have a wide beamwidth (typically

-30') in both azimuth and elevation dimensions and can be used to calibrate across

frequencies. They are often used to calibrate airborne and spaceborne synthetic

aperture radars; Figure 3-3 shows examples of triangular trihedral corner reflectors.

cû 1t0 27!
Ïlr
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Figure 3-3 Triangular trihedral corner reflectors

On axis, the reflected fields undergo three reflections each introducing a 180o phase

shift and expressions of the peak RCS values and scattering matrices are given in

[193]. A conventional trihedral comer reflector retums linearly polarised incident

waves without modification but reverses the sense of elliptically or circularly

polarised waves. The scattering matrices of these targets illuminated along boresight

are identical to that of a large sphere except for a multiplicative constant. As a result,

they are insensitive to LOS rotations. The polarimetric properties of the trihedral are

summarised in Figure 3-3.
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Although trfüedrals are commonly used to calibrate polarimetric radar systems, their

usefulness is limited by their inability to generate a strongly cross-polarised return. A

variety of patents have been issued to designs that yield the desired cross-polarised

response using wire grids and dielectric materials, but such reflectors are expensive to

manufacture and are susceptible to mechanical and environmental damage.

Michelson et al. [196] developed a depolarising reflector that overcomes many of

these limitations by combining a conventional comer reflector with a reflection

polariser formed from a comrgated or finned metal surface. The reflection polariser is

mounted on one panel of the trihedral such that the axis of the fins is aligned parallel

to one of the principal axes of the trihedral. Thus the axes of the original fins and

those in the images that are projected onto each of the other two faces of the trihedral

are oriented identically for all angles of incidence. This yields atarget that provides

both the large radar cross section and wide angular response of a trihedral corner

reflector and the unique polarisation response of a twist reflector in a compact

structure.

3.2.3 Dihedral corner reflector
A dihedral corner reflector is a passive reflector that consists of two, usually

rectangular, flat metallic plates that are joined at right angles along an edge. Example

dihedrals are shown in Figure 3-5.

Figure 3-5 Dihedral corner reflectors

In polarimetric measurements the dihedral plays an important role due to its high RCS

and double bounce scattering mechanism. On axis, the reflected fields undergo two

reflections each introducing a l80o phase shift as illustrated in Figure 3-6.
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Figure 3-6 Reflection of two orthogonal components from a dihedral

Dihedrals are extremely sensitive to the orientation of the target relative to the

polarisation coordinate system ll97l; in addition, effects such as edge scattering can

lead to significant effors between the calculated and measured values of the scattering

amplitudes. The orientation problems can be reduced to an acceptable level when

operating in an anechoic chamber under controlled laboratory conditions but pose

difficulties in field calibrations. Modification of the dihedral vertex can be used to

reduce the sensitivity to orientation. In a study by Souyris et al. ll98] the co-polar

and cross-polar backscattering characteristics for a number of shaped dihedrals were

studied. The cross-polar backscattering diagram for the regular dihedral was shown to

be very narrow due to the rectilinear vertex. By changing the rectilinear vertex to a

circular vertex, the cross-polar pattern was significantly enlarged but exhibited large

undulations in the backscattering diagram. These undulations were reduced by using

an elliptical vertex but produced a reduction in the width of the backscattering

diagram. An optimised elliptical vertex was found by imposing a low oscillation rate

and low co-polar level over a given solid angle. A similar procedure was used to

design a calibrator with cross-polar features as constant as possible over a given solid

angle. This procedure led to a shaped dihedral with a helicoidal vertex. Unlike the

elliptical vertex case, the structure of the helicoidal vertex dihedral produces a cross-

polar response with both a reduced undulation rate and wide cross-polar

backscattering characteristics. The principal disadvantage of all shaped dihedrals is

that physically large structures are required in order to provide adequate returns, while

shaping the vertex substantially increases the manufacturing costs.

Chapter 3 Cølibrøtion 86



The polarimetric properties of a dihedral including the general form of the [S] matrix

for normal incident waves, the polarisation fork, the co-polar and cross-polar

polarisation signatures and phase correlation plots are illustrated in Figure 3-7. The

dihedral is another example of a special case in the solution of the characteristic

polarisation states. In this case there are multiple solutions for the cross-polar nulls,

which define a circle on the Poincaré sphere. Detailed analysis is presented in [155]

including a derivation of the expression for the equation of the circle. Once again the

co-polar nulls and cross-polar maxima pairs (C1,S1) and (Cz,Sz) coincide and lie on the

normal to the plane containing the cross-polar null circle.
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Figure 3-7 Summary of the polarimetric properties of dihedrals
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3.2.4 Bruderhedral
The bruderhedral is a passive radar target with unique scattering characteristics and is

ideally suited for use with polarimetric radar systems. The bruderhedral is an even

bounce reflector formed from a dihedral in which one face is a flat plate and the other

is a section ofa cylinder. It produces strongly co-polarised returns but can be oriented

to calibrate both co-polar and cross-polar radar receiver channels. An example

bruderhedral is shown below in Figure 3-8.
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Figure 3-8 Bruderhedral

It has a relatively large radar cross section and exhibits a much wider lobe in the plane

parallel to the seam than a standard dihedral reflector. The net effect is to produce a

dihedral-like response, while decreasing the directivity in the plane along the seam

without significantly affecting its other properties. The performance of a typical

bruderhedral is illustrated below in Figure 3-9.
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Figure 3-9 Comparison ofbruderhedral and dihedral responses [1991

3.2.5 Finite length cylinders
An exact theoretical solution of the scattering from a finite length conducting cylinder

does not exist but the solution based on the assumption that the current along the axis

of the cylinder is constant provides accurate results in the specular direction if the

length of the cylinder is much larger than the wavelength. The effect of edge

scattering from the ends of the cylinder can be minimised by ensuring that the

diameter of the cylinder is much smaller than the wavelength. Numerical solutions to
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the problem of scattering from metallic and dielectric cylinders are presented in U93].

In general the complex dielectric constant is not known accurately and metallic

cylinders are preferred. They have low RCS values and like dihedrals are extremely

sensitive to the orientation of the target relative to the polarisation coordinate system.

Consequently they are not suitable targets for use in field calibrations

3.2.6 Dipoles

Dipoles have a strong polarising effect, which acts on and re-radiates the electric field

components parallel to their orientation. Linearly polarised waves are always

retumed, regardless of the incident polarisation. In calibration measurements, dipoles

are generally not implemented with wires due to their low RCS value and instead the

dipole return is obtained using screened trihedrals [200], either screened across the

front face or screened along one sides. The scattering characteristics are extremely

dependent on the target orientation relative to the polarisation coordinate system.

First we consider the case of the horizontal dipole. A summary of the polarimetric

properties is shown in Figure 3-10 and illustrates that there are multiple solutions for

the location of the cross-polar maxima and that the co-polar nulls Cr and Cz and one

of the cross-polar nulls X¡ coincide and lie on the normal to the plane containing the

cross-polar max circle.
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Figure 3-10 Summary of the polarimetric properties of a horizontal dipole

(a) S matrix (b) Co-pol power spectrum (c) Co-pol relative phase-correlation plot
(d) Polarisation fork (e) Cross-pol power spectrum (f) Cross-pol relative phase-correlation plot
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Corresponding results are obtained for the vertical dipole and for a 45o dipole. Once

agarnthe general form of the [fl matrix, the polarisation fork, the co-polar and cross-

polar polarisation signatures and phase correlation plots are displayed in Figure 3-11

for the vertical case and Figure 3-12 for the 45o case. As with the horizontal case,

there are multiple solutions for the locations of the cross-polar maxima in both

situations.

3.2.7 llelix
The helix represents the circular counterpart to the linear dipole, in that it has the

property that it will always generate circular polarisation regardless of the incident

polarisation. A helix can be regarded as being composed of two dihedrals with a 45o

difference between their orientation angles and a (two-way) 90o phase difference

(corresponding to a '/s displacement) between them [91]. This gives the helix a

more important role in practical situations than might immediately be expected, since

this type of scattering behaviour is frequently encountered in both urban and rural

situations [42]. The polarimetric properties of left- and right-handed helixes are

presented in Figure 3-13 and Figure 3-14.
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Figure 3-13 Summary of the polarimetric properties of right helix

(a) S matrix (b) Co-pot poìryer spectrum (c) Co-pol relative phase-correlation plot
(d) Polarisation fork (e) Cross-pol power spectrum (f) Cross-pol relative phase-correlation plot
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Figure 3-16 and Figure 3-17 show the properties of the two quarter plate reflectors.

Once again the solution of the characteristic polarisation states results in multiple

solutions of the location of the cross-polar maxima. The analysis of this special case

is described in detail in [155]
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Figure 3-16 Summary of the polarimetric properties of a quarter wave plate with +90' phase

(a) S matrix (b) Co-pol power spectrum (c) Co-pot relative phase-correlation plot
(d) Polarisation fork (e) Cross-pol power spectrum (f) Cross-pol relative phase-correlation plot
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(d) Potarisation fork (e) Cross-pol power spectrum (f) Cross-pol relative phase-correlation plot
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3,2.9 Polarimetric Active Radar Calibrator (PÄRCS)

Reflectors with specific scattering matrices can be realised by active devices called

Polarimetric Active Radar Calibrators (PARCS). They usually consist of a high-gain

ampliher connected between two orthogonal linearly polarised horn antennas. Their

advantages include wide beamwidths in both azimuth and elevation and the ability to

generate a high signal-to-background clutter ratio. They are designed to have good

polarisation isolation and use orthogonal horns to ensure low cross-coupling. They

are usually small in size, portable and can be powered by a battery making them well

suited to field calibrations. A schematic diagram of a typical PARC is shown in

Figure 3-18. Their disadvantages include a relatively high production cost, an

extemal power source requirement and the limitation to a single frequency band.

Their characteristics are also sensitive to environmental changes [198].

Linearly Polarised
Standard Gain

Antenna
10dB Gain

Linearly Polarised
Standard Gain

Antenna
10dB Gain

Receive Transmit

Amplifier

Figure 3-18 Schematic diagram of a typical PARC

3.2.10 Polarimetric delay calibrator
Delay line calibrators have the advantage that they separate the target return in range

from the structure on which they are mounted. Mclaughlin et al. [74] used a

12V Power
Supply
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polarimetric delay calibrator made from a pair of standard-gain horn antennas,

interconnected through isolators and a 30 metre length of coaxial cable. The isolators

prevent RF energy from flowing clockwise through the structure while the delay line

separates the calibration signal from the clutter background. The antennas are

orientated so that they are perpendicular to each other and the axis of the entire

structure is orientated 45o with respect to the horizontal plane. A schematic diagram

of this device is shown in Figure 3-19.

Receive Horn

Hom

Receive

Transmit Horn

Figure 3-19 Polarimetric delay line calibrator

The theoretical polarisation scattering matrix of the delay line calibrator is given as

ftal:
I r ll

[s]=o,l . . I (3.1)L ,,L-l -1 I

The ot constant depends on the gain of the two antennas and on the propagation loss

through the delay line used in the targetbut is not required to calibrate the system.

3.2.11 Polarimetric dual delay calibrator

A device, similar the delay line calibrator used by Mcl.aughlin et al. 1741, was

designed and constructed during this study. Instead of a pair of standard gain

antennas, a parabolic dish antenna with a dual linear feed horn with two delay lines

was used. The calibrator was constructed using an 8 - 18 GHz, 18 inch TECOM

parabolic dish antenna and. is shown in Figure 3-20. This antenna has frequency

independent, dual polarised primary feeds that are capable of receiving simultaneous
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vertical and horizontal polarisations. The gain and beamwidth of the antenna varies

rrom 26 dB and 6o at 8 GHz to 33 dB and,2.6o at 1g GHz. The delay lines were

constructed using flexible storm cable assemblies that were 0.29 inches in diameter

and were fitted with SMA straight plugs on each end. Two circulators and isolators

were also required in the design. These components have a maximum insertion loss of
0.6 dB and a minimum isolation of 16 dB. The delay lines were deliberately made

from different length cables so that the return from each path is separated in range to

minimise any cross-talk effects. The calibrator has been tested in the DSTO anechoic

chamber in a variety of configurations. Tests were performed with the delay line

configured to produce a strong cross-polarised return by connecting the lines such that

the received signal is retransmitted on the orthogonal channel, although normally the

delay lines are connected so that the received and retransmitted signal have the same

polarisation. ln normal use the calibrator is configured so that the return from the

horizontal channel will appear closer in range than the vertical signal, however,

rotating the device through 90o reverses this behaviour.

Figure 3-20 Dual delay line calibrator

3.3 Polarimetric calibration techniques
The aim of a polarimetric calibration technique is to compensate for the distortions of
waves propagating in the transmitter and receiver channels. These distortions arise

from polarisation coupling between channels and from gain and phase imbalances that

occur in the transmitter, receiver and antenna systems. Considerable effort has been

devoted to the development of techniques for calibrating polarimetric radar systems.
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In the most general case, to calibrate polarimetric radar it is necessary to measure the

response of four calibration targets, with target vectors that form an orthonormal set.

The number of targets can only be reduced if simpli$ing assumptions are made

conceming the form of the distortion matrices that characterise the radar system.

The most commonly used calibration approach involves simpliffing the system model

to yield a matrix calibration procedure in which a set of unknown system parameters

is determined by external calibration and then removed from target measurements via

an inverse matrix product. In the monostatic backscattering case, we assume that

reciprocity holds and hence that the cross-polar terms are equal. This reduces the

number of targets that need to be measured and ensures that the transmission and

reception matrices can be completely characterised by measuring the responses of a

single odd bounce reflector and a pair of even bounce reflectors that have been rotated

about the radar line of sight with respect to each other. In the case of imaging radars,

the scattering properties of the clutter are often used to simplify the calibration

process. Examples include the methods developed by van Zyll20ll and Klein 12021.

These estimate the cross-talk contamination of the radar by assuming that the co- and

cross-polarised responses of natural targets with azimuthal symmetry are

uncorrelated.

The calibration technique used is strongly influenced by operating conditions and

often a strategy must be designed to find a trade-off between the accuracy and

reliability of results t2031. The key elements of interest when deciding on the

suitability of a calibration scheme include the complexity of the calibration process,

the target deployment requirements, the accuracy of the symmetrisation procedure

(for monostatic systems) and the validity of assumptions about the quality of the

antenna/RF polarimetric isolation.

The overall objective of all such schemes is to provide calibrated rudar data, so that

the receiver channel po\¡/ers can be related to the chosen representation of target

scattering behaviour, such as the normalised radar cross section. However, the case

for polarimetric radars is complicated by the fact that such systems provide a multi-

dimensional complex description of the object. Thus there are many different

parameters that can be used to describe the scatterer, many of which are formed as
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complex ratios and, are insensitive to specific types of system error. Consequently,

some parameters are more sensitive to the quality of calibration than others. For

example, the complex co-polar correlation coefficient is insensitive to system cross-

talk but failure to correctly account for the cross-talk will affect other parameters like

the location of the optimal polarisation states and can lead to incorrect classification

of scattering behaviour.

All of this makes it diffrcult to decouple questions about the required accuracy of
calibration from the more general question of signal processing. Typically,

calibration aims at achieving <0.1 dB amplitude measurement accuracy, 13" phase

accuracy and ) 30 dB cross-polar isolation. These levels enable the application of a
range of target classification and identification methods.

Nonetheless, some care is required when choosing a calibration procedure, as all such

schemes make important assumptions about the radar system. It should be an

important feature of all useful schemes that they not only permit simple and effective

calibration but also permit the identification of situations where the validity of the

assumed models deteriorates. It is the objective of the following sections to outline

how such a choice can be made.

3.4 Matrix formulation of the calÍbration problem
The conversion of the2x 2 complex scattering matrix [S] into atargetvector is an

important step in the development of matrix formulations of the calibration process.

The vectorisation process can be performed using any orthogonal basis. The two

commonly used bases are the Pauli or lexicographic expansion described in Section

2.11 yielding the scattering vector Ëorot Ë0, respectively. The Eo" vector, based on

the Pauli expansion, ensures that all of the asymmetric components of [,S]l are

contained in one component. This property is important when considering

symmetrisation routines. The vector Ë0, obtained using the lexicographic expansion

is also widely used for calibration studies as it relates the elements of [S] to a target

vector in a very simple manner but spreads the asymmetric components of [,i] over

two terms.
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The matrix approach to calibration begins with the following linear system model

defined as

t ;u;-lz^l tr^, (3.2)

where E;!' is the observed scattering vector and lZtl is a 4 x 4 complex matrix

accounting for distortions caused by the system. In general, lZalhas sixteen complex

elements and hence requires a minimum of sixteen equations in sixteen unknowns to

solve the linear system represented in Equation (3.2). With lZal so established we can

then estimate the true scattering vector as

Ëor=lzol-'É;u; (3.3)

Clearly, a minimum of four special calibration targets is required to obtain an estimate

of fZal. To solve the linear system in Equation(3.2), the four targets chosen must

have a set of target vectors that form an orthonormal set. Targets with properties

corresponding to the Pauli basis matrices are one possible solution, requiring

measurements of a sphere, a dihedral corner reflector aligned at 0o or 90o to radar co-

ordinates, a dihedral corner reflector at 45o to radar co-ordinates, and a target that

generates in reflection the orthogonal polarisation to any incident wave.

The linear distortion model can then be applied, but it offers little physical insight into

the various system mechanisms responsible for the distortion of Eor. It also involves

a relatively large number of complicated calibration targets. For field calibration,

there is great interest in reducing the number and complexity of calibration targets

required. The following section illustrates how the distortion model developed by

Bames [204] reduces the calibration problem to a twelve parameter calibration

procedure. Such a model is at the heart of most approaches to polarimetric

calibration.

3.5 Distortion matrix models
The f,rrst polarimetric calibration techniques considered antenna polarisation radiation

pattems [205] and the isolation of RF system elements separately. Such internal

calibration techniques were not suited to complicated operational systems, so there
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was a need to develop extemal methodsl. Two of the first publications to outline radar

calibration as a general multi-port network problem were published in 1986 by Bames

12041 in the USA and \Moods [206] at DRA Malvern. These two publications

(particularly that by Barnes) have formed the basis for most subsequent

developments, and although there have been several publications which point out the

limitations of this approach l20ll , they still offer the key elements of relative

simplicity which is required for implementation in operationalradar systems.

Barnes [204] modelled the distortions that occur in a radar system by accounting for
system frequency response, mismatch effects and cross-polarisation coupling of
antennas by defining transfer matrices for the transmitting and receiving antennas.

This approach is referred to by 'Whitt et al. [208] as the constrained calibration

technique (CCT). The relationship between the measured target scattering matrix [S-]
and the true target scattering matrix [S] can be expressed as

[r']=tnl tsl trl (3.4)

where [R] is a 2 x 2 symmetric complex distortion matrix describing the receive path

and lTl is the transmit path. This model is usually referred to as the R^SZ model and in
its expanded form is written as:

I 
si, si,l _l ^,, ^*f I s,, s*l lr,, r,,l

lsî, sî, ) ln,, R* I ls,, s* ) Lr,, ,* l (3.s)

A derivation of this relationship is given in [209]. The subscripts fI and, V represent

horizontal and vertical polarisation and the order indicates the polarisation state of the

receiver followed by the transmitter.

One of the problems with a model such as Equation (3.5) is that it assumes the

transmit and receive paths are independent. Consequently, the distortion model for the

receive path would be independent of the transmit polarisation, which may not always

be valid 12071 and depends on the RF switching technology used. This assumption

I The Danish EMISAR system is one counter-example of a current radar system that adopts an internal
calibration scheme
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may be invalid in high power radar systems where switches using ferrite devices must

be used. Lower power systems, such as the DSTO high resolution radar system use

PIN or FET switches and have better isolation properties, so the assumption that the

transmit and receive paths are independent is usually acceptable.

The elements of the transfer matrices model different distortion effects. Ty¡¡ and, T¡1y

account for the coupling that occurs between the H and V channels of the transmitter

while Ts¡1 and Tyy accaùrtt for amplitude and phase effors present in the transmitted

signal. Similarly, Rnn aîd Ryy represent the amplitude and phase errors introduced

by the receiver and Rsy and Ry¡¡ represent the cross-polarisation coupling terms for

the receiver. These relationships are shown in Figure 3-21.

Co-pol
Receive Channel

RVH

Tnv

E;

RHV Ei

Cross-pol
Receive Channel

Target

Figure 3-21 Relationship between the distortion matrix elements

Freeman et al. [210] developed a similar approach to Bames but used PARCS to

realise the known target scattering matrices. The method introduced by Riegger et al.

[2ll] characterised the system errors in terms of coupling coeffrcients between

elements of the theoretical scattering matrix and elements of the measured scattering

matrix. This approach is essentially the same as Barnes except that Riegger expanded

the matrix product resulting in twice as many unknowns. The main drawback of this

procedure is that it requires the measurements of targets with a particular form of

scattering matrix that arc often difficult to realise.

Ei

4{
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Wiesbeck et al. [2I2] published a complete twelve term error model for the

systematic effors in polarimetric free space measurements called the radiation transfer

matrix. Ír addition to the multiplicative [Z] and [R] matrices, an additive isolation

matrix [4 is included to account for residual reflections from the surrounding

environment and errors induced by direct coupling between the transmit and receive

paths. The isolation matrix [{ is usually associated with a zero mean Gaussian

random process with unit covariance matrix. The relationship between the measured

target scattering matrix [f] and the true target scattering matrix [S] in this model is

given by

l';;,';]=l';;';l.l^;:^;Al';:';ll7:T,l (3.6)

This error model can be represented as a signal flow graph that illustrates the signal

flow in the system and highlights the points of influence for errors like spurious

signals, reflections and coupling. The properties and advantages of using this type of

representation are discussed further inl2l2l.

The RST model reduces the number of unknowns from sixteen to twelve, which also

reduces the number of calibration targets required from four to three (again, they must

be a set with independent target vectors). Barnes originally suggested the following

set of calibration matrices

.=[å:] 
"=[:i] 

*=[i l] (3.7)

Barnes proposed that such a calibration triplet could be realised using gridded

trihedral reflectors. In the case of the calibration of the DSTO radar system, the

calibration matrices have been realised using a dual delay line calibrator (described in

Section 3.2.11), mounted in a helicopter. The delay permits range separation of the

calibrator from the helicopter direct return and the delay lines separate Ft and F2 in

range. By rotating the device through 45", F3 can also be realised. Typically, trihedral
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reflectors and two dihedrals with relative orientations of 45" ate used as calibration

targets.

Having determined estimates for the [R] and [fl distortion matrices, the true scattering

matrix [S] can be obtained by inverting the matrix expressions. This relies on the

distortion matrices being invertible which is generally true for actual radar systems

tl30l. If a matrix is ill-conditioned, standard regularisation techniques can be applied'

Methods have been developed that reduce the number of targets that need to be

measured by making further assumptions about the form of the distortion matrices'

It is common to extract a complex number factor from the general expression shown

in Equation (3.4). The magnitude of this factor is determined by absolute radiometric

calibration and the phase is the absolute phase of the scattering matrix. This phase

angle is a function of the distance from the radar to the target and can generally be

ignored for polarimetric calibration. However, there is some difficulty over how to

uniquely define the absolute phase. In the review by [213] for example, the phase of

the HH term of [fl is arbitrarily chosen as reference. There are problems associated

with such a general definition (for example HH might be zero for some targets) and

there has been debate in the literature over a suitable invariant definition of absolute

phase 1132,2t41.

Despite these problems, it is standard to extract these two parameters (one complex

number) before performing polarimetric calibration. It is also common to assume that

[^R] and [7] have at least one complex element in common. This leaves only eight

calibration parameters from Equation (3.4) (plus one noise parameter) to be

determined.

A key advantage of the Bames model is that sensible physical models for system

behaviour can be built into [R] and lfl to reduce the number of unknowns' For

example, the small coupling hypothesis is often employed which assumes that the

cross-polarisation coupling terms for the transmit and receiver paths are small.

(3.8)
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In one calibration scheme proposed by ulaby 120g, 215, 2161, the antennas are

assumed to have perfect isolation and so [R] and [Tl are diagonal. This then reduces

the number of unknowns to four, which can be solved using only two calibration
targets. If we assume that the [^5] matrix is symmetric, then the scattering vector of
only one of the two targets needs to be known accurately to solve the system of
equations. In general, the assumption of zero cross-talk is seldom valid, so the small
coupling hypothesis is more commonly used.

3.6 Kronecker distortion matrix model
In the previous section a physically based distortion model was described. Another
model can be obtained by reformulating the distortion model in terms of target vectors
using the Kronecker or direct matrix product using the following relationship

lrl [s] [a]=[t]ø[a]' Ë0, (3.e)

The disadvantage of such a formulation is that the model becomes a non-linear
function of the system parameters as a result of the direct product. Nevertheless,
incorporating the small coupling hypothesis means that a simple, tractable calibration
procedure can be developed

If noise matrix contribution is initially ignored, Equation (3.6) can be re-written using
Equation (3.9) giving

t';u; =[n]ø[r]' Eor=fAol Ë0,=

rttttt \ln \zttt
Un \ízz \ztn
rztttt fzttzt fzztt,

ttztzt

\ztzz

fzztzt

fzztzz

(3.10)ko,

fztttz rzrtzz lzzttz

It is clear that the resulting matrix is composed of quadratic products of the elements

of [R] and [7]. Usingthe small couplinghypothesis, some of the elements of [Aaf can
be ignored because they are second order terms that are small compared with other
terms. This reduces the number of unknowns in þa] and simplifies the calibration
procedure. Clearly, once LAa] has been determined, an estimate of the true target
vector can be obtained via
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Ëor=l,lo]-t E;!'
(3.11)

The target vector formulation of Equation (3.10) naturally defines a covariance matrix

for the statistical variation of the scattering matrix. From Section 2.14-l we know that

the relationship between the coherency matrix [Z+] and the covariance matrix [Ca] can

be written as

lrol=\Ë^, ol")=lDol \É^, EL) [¿.]t =tD.l tc.l t¿l' (3.r2)

where [Do] is the unitary transformation matrix defined in Equation Q.afl- The

system distortion model defined in Equation (3.9) leads to the observed covariance

matrix has the general form

[c,,"] =l.ql lcl [,1]t +[c"] (3. 1 3)

where [C¡¿] is the noise covariance matrix. This relation is very important since it can

be used to obtain calibration data (i.e. information about the matrix [,'4]) from the

eigenvectors of lCot,f, which itself can be numerically approximated from the

observed scattering matrix data. The components of [r4] can be determined in a variety

of ways using external radar measurements but the primary techniques involve

measurements of active/passive point targets, symmetrisation using the vector

reciprocity theorem and exploitation of the statistical properties of distributed clutter

targets. In general a combination of these techniques is used. These approaches are

discussed in the following subsections.

3.6.1 Passive/active reflectors

Techniques exploiting passive reflectors such as dihedrals and trihedrals to determine

the elements of [r4] were used in the earliest calibration studies. Typically three large

passive reflectors were deployed, usually consisting of a trihedral and two dihedrals

(at 0o and 45"). Other reflector combinations are also possible such as a 45o dihedral

and a pair of dipoles. The dipoles are not generally realised as thin wires as their RCS

values are too small and instead the dipole retum is obtained using screened trihedrals
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[200], either screened across the front face or screened along one side. In theory, only
two calibration targets are required to solve for all the elements of þ] although no
suitable combination has been found. consequently, most systems require
measurements of three calibration targets, although it is possible to reduce this
number by making further assumptions about the elements of þ1.

Ulaby [216] published a general procedure for obtaining a suitable set of three such

targets and made no assumptions about the form or content of [A] and [fl. A similar
approach was proposed by yueh lr3l which makes use of the small coupling
hypothesis. These procedures are useful for evaluating sets of calibration targets, but
in most instances dihedral and trihedral reflectors are preferred due to their ease of
manufacture and deployment (although the dihedrals are difficult to align, having a
naffow beam width in one plane).

More recently the use of active transponders (PARCS) has become more common.

Several groups around the world are currently developing and using pARCS to
calibrate their radar systems [218-220]. PARCS are preferred since their stability and

calibration ensures that good point target measurements of the matrix [A] can be

achieved. Their primary disadvantage is their cost and complexity when compared

with passive reflectors. A technique for hnding the elements of þ] has been

developed by Freeman [221] using the small coupling hypothesis. This approach

demonstrates that the scattering matrices of the PARCS must have the following form.

[o ol [o 1l l--l -llts'J="1_r 0J rEr=óL;;l rEr='L ;-,1 (3.r4)

Sensitivity analysis of all these methods to small erïors in orientation have been

discussed in the literature 1213,2221.

3.6.2 Symmetrisation
The reciprocity theorem states that in network terms the quadratic form of the

received voltage at the terminals of an antenna is invariant under exchange of
transmitter and receiver [117]. This theorem is strong in the sense that it applies to all
radar signals in the absence of non-reciprocal propagation media such as magnetised
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ferrites. In the case of backscatter in the BSA co-ordinate system, the reciprocity

theorem ensures that the [S] matrix is complex syrnmetric. Thus S- and Sry ate

equal in both amplitude and phase. This property can be used to reduce the number of

unknowns in the solution of the elements of lA]. This symmetry property does not

mean that the observed scattering matrix will be symmetric, and in general the system

distortions and imbalances will generally cause the observed matrix to be non

symmetric. As a result it is critical that good estimates of the true syrnmetric cross-

polar values are obtained if target classification is to be performed.

The process of estimating a symmetric matrix from the observed data is termed

symmetrisation and several different strategies have appeared in the literature [201,

223,224]. In some systems like the NASA JPL system, symmetrisation is performed

before calibration and so the symmetrisation scheme employed is very important- The

simplest and most widely used approach was proposed by van Zyllz0ll.

Consider the expression for the measured [^yl matrix

tst,"",.,", =lI ;" ] [;;î ï ] [å ;,,]=l
S,, Srrrre'6'

Srrrre'q Srrrrrre'@'*6')
(3. r s)

(3.16)

Equation (3.15) illustrates that the presence of transmit/receive phase effors can lead

to non symmetry in the observed complex matrix. The distortion factors rre't and

rre'õ, are generally different and this mechanism enables the difference of phase

calibration erïors (õt- õù to be found using a calibrator with large cross-polar RCS

such as a dihedral rotated at45".An estimate of the sum of the phase errors (õr+ õz)

can be obtained using a calibrator with a large co-polar RCS such as a trihedral- This

approach is exploited in calibrating the DSTO high resolution radar system.

In the vanZyl approach the symmetric matrix is formed as a straight average of the

cross-polar terms

I 6'-õÐ+(!!f!ù
sw -- srn =irt"*2srp''4-õ))e-'* z
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The amplitude and phase calibration of the w channel is performed using

I
SW S*e-i(õt+6') (3.t7)

\rz

Other symmetrisation strategies have also been developed by Yueh 12231and, Quegan

12241. There is no difference between these methods for systems with low cross-talk

(smaller than J5 dB) but if the cross-talk increases there can be problems using the

simple vanZyl scheme.

The symmetrisation employed in Equation (3.16) is a straightforward solution of the

calibration equations, ignoring any SNR problems in parameter estimation. In more

general schemes, a weighted average of the cross-polar terms is employed for

s¡immetrisation, accounting also for the effects of noise and cross-talk, the latter of
which influences estimation of the cross-polar scattering amplitudes much more than

the co-polar.

If we assume reciprocity, the observed scattering vector is related to the underlying

matrix by a new relation of the form

Ëí'; =lZo,rfË,, (3.1 8)

where fZo,rf is a 4 x 3 matrix with twelve unknowns in place of the sixteen in

Equation (3.2). For this general model only three standard targets are required to

determine the elements of fzo,rf. Further, if we adopt the system model of [R] and

[4 in Equation (3.9) we can write lZo,r] in the form

SHu

SHV

SyH

SW

Ë;,;
(3.1e)

which can be further simplified if we adopt the small coupling hypothesis as
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fzo,r)=
4Âz

(3.20)
tztt,

0

Quegan 12241 outlines a least squares solution to Equation (3.20) which implicitly

involves a symmetrisation step involving a weighted average of cross-polar terms

such that an estimate of the true scattering vector can be obtained as shown in

Equation (3.19). Note that the observed covariance matrix is of the form

lcî" f = I Z o,,flcllz o",f' (3.21)

where lCit'l is 4 x 4 but has rank 3. This means that the observed covariance matrix

should have one zero eigenvalue. This can be used as an experimental check of the

validity of the system distortion model. The observed covariance matrix can be of

rank 4 in the presence of system noise in which case the smallest eigenvalue gives an

estimate of the noise floor.

Klein [202] showed that the eigenvector associated with the zero eigenvalue contains

valuable information about the calibration matrices [R] and [7]. This lead Yueh [223]

to constructed a symmetrisation operator from this eigenvector with the following

form

eof (3.22)

If the matrixlQl is defined as

ttttt t

[a]=

0

ttztzz

rzztzt

tzztzz

rut^ I rrrtn

rtttzz

fzzttt

rrrtr, * rrrtn

¿ =fq e2 e3

the observed scattering matrix [S,¿"] 
"un 

then be symmetrised in one of two ways as

-q
-e2

e
Ĵ

e4
(3.23)

(3.24)[S], = [s,,"][ø] [s], = ([ø]')-' [s.,"]
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This procedure uses the eigenvector to eliminate either [R] or [?"] from Equation (3.4)

but assumes that the underlying true covariance matrix has rank 3. In Yueh's method

the covariance matrix is formed through azimuth integration of the SAR image,

however, there is an implicit assumption that the eigenvector can be extracted from an

average over many pixels, which may not always be valid.

3.7 Clutter calibration
For a wide class of clutter target types, the assumption of reflection symmetry is often

made. In these cases it has been demonstratedl225l that the co- and cross-polarised

backscatter terms are uncoffelated which in mathematical terms can be expressed as

(s""$")= (s^s;)= o (3.25)

In Section 2.16.1it was shown that the general form of the covariance and coherency

matrices for reflection s¡immetry are

(c)= and (r)= (3.26)

The clutter calibration approach was originally demonstrated for specific random

media scattering problems using the second Born approximation U461. However, this

result has now been established as a robust phenomenon for a wide range of

distributed target types. As a result, Equation (3.25) has been included in many

calibration routines and provides two complex equations for the unknown elements of

lA] or t4. In many cases only an additional trihedral calibration step is required.

3.8 Field calibration methodologies
The following section reviews the variety of calibration routines that have been used

with polarimetric radar systems. A good introductory review is provided by Freeman

[213] but this does not include some of the more recent work A good review of

laboratory based bistatic calibration routines can be found in1226].

x x 0

x x 0

00x

x0x
0 )c 0
x0x
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3.8.1 YanZyl Algorithm
The van Zyl algorithn [201] is widely used and referenced due to its computational

simplicity and the fact that it requires only one comer reflector. However, it makes

assumptions about the distortion model, many of which may not be valid' In this

approach the measured scattering matrix is first symmetrised and then modelled as

rs.*r= o"-l;, 'Al';: :;][Å 
u;)=n"*[n",]rsl[ R,,l' (3.27)

The matrices representing the receiver and transmitter channels are assumed to be

identical although the matrix [Rr¡] is not in general equal to either [R] or [7] but is

instead a mixture of the two. In this calibration technique three parameters need to be

determined, namely

o ô, - cross-talk when v polarisation is transmitted or received

. 6 - cross-talk when H polarisation is transmitted or received

o f - co-polarised channel imbalance in amplitude and phase

The cross-talk terms are calibrated using the zero correlations for clutter scenes in the

image and the channel imbalance is determined by using a reference trihedral comer

reflector. The assumptions made about the clutter make this technique inappropriate

for calibrating the DSTO high resolution radar system'

3.8.2 Klein method

The Klein method [202] is based on the eigenvector extraction for rank 3 observed

covariance matrices of the form shown in Equation (3.23). It requires measurements

from a single trihedral but unlike the van Zyl technique makes no assumptions about

the matrices [R] and [Z]. This means it is expensive in terms of data storage and

computation and assumes that there is access to a scene with known rank 3 underlying

covariance matrix. It uses azimuth symmetry plus a trihedral point reflector to solve

for the elements of [R] and [Z]. It is more suited to calibration of polarimetric SAR

systems rather than systems like the DSTO high resolution radar system as the

assumptions about the clutter statistics are too restrictive.
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3.8.3 Freeman method
Freeman proposed a method 122I,222,2271ur;ing a set of 3 PARCS to solve for the

elements of system distortion matrices pR] and t4. It makes no assumptions, other

than the validity of the Barnes model, but it suffers in terms of cost and complexity.

The lack of a suitable PARC meant that this calibration approach was not attempted.

3.8.4 Wiesbeck method
V/iesbeck [195] developed a calibration routine based on the Kronecker product

model discussed in Section 3.6 using a three target calibration procedure where only
one of the targets needs to be known accurately. This technique has been extended

[228] to include the calibration of bistatic polarimetri c radar systems. This particular

method is more suited to laboratory or chamber based calibration rather than field
operations and consequently was not pursued with the DSTO radar system.

3.8.5 Nesti approach
Nesti ¿l al.ll97l developed a technique using a metallic sphere as the reference object

and a dihedral reflector in two different orientations as an auxiliary calibrator. The

scattering response of the dihedral is not required. Initially the co-polar channels of
the system are calibrated by measuring a metallic sphere. This enables the calibrated

co-polar response of the vertically orientated dihedral reflector to be determined. The

cross-polar response of the tilted dihedral is then used to calibrate the cross-polar

channels. Accurate range positioning of the dihedral is not essential, provided that it
remains strictly constant for the two angular positions. However, this method does

assume that the scattering matrix of the dihed¡al corner reflector in the vertical

position is diagonal.

Alignment of the dihedral reflector is critical to the validity of this technique. In an

anechoic chamber an angular accuracy of 0.2o can be achieved using positioning

lasers. The effect of dihedral alignment effors has been measured [197] and the

results indicated that small rotations about the vertical axis of the dihedral had only a
minor effect (<0.1 dB/degree). More significant effects (about 1 dBidegree) were

observed due to alignment errors with the horizontal axis perpendicular to the antenna

bore-sight. This strong requirement for the accurate alignment of the dihedral makes

this technique diff,rcult to implement in held calibrations.
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3.8.6 Gau algorithm
Gau et al. 12291proposed a calibration scheme that uses a single dihedral corner

reflector. This technique is only valid for monostatic or quasi-monostatic radar

systems and requires measurements to be made at two target orientations. The

calibration model used in this method separates the antenna polarisation effects from

the possibly nonreciprocal channel behaviour. This leads to four independent channel

parameters and only six instead of eight parameters are need to model the general

radar system. Since all the desired calibration measurements are taken using a single

dihedral that is simply rotated about the line of sight axis, propagation phase enors

associated with inaccurate positioning of multiple targets can also be avoided. But,

like the method proposed by Nesti et al. [197] this technique assumes that the

scattering matrix of the dihedral corner reflector in the vertical position is diagonal.

Thus the validity of this approach is determined by the alignment accuracy of the

dihedral in the vertical position. This strong requirement for accurate alignment

meant that this approach was not feasible in held conditions and this approach was

not attempted.

3.8.7 Muth technique

Muth [230] proposed a calibration technique using a continually rotating dihedral

which claims to offer many improvements in calibration data diagnostics and analysis

by making the uncertainty analysis tractable. The calibration procedure involves

collecting a complete polarimetric data set as the dihedral rotates through the full

360o. Independent Fourier analysis on each of the polarimetric components of the

data is used to examine the lack of symmetries in the data and perform the error

analysis. Nonlinear constraints are incorporated into the Fourier analysis to ensure

data and model consistency and the residuals are used to assess random uncertainties.

Triangular dihedrals have been shown to produce good results [231] with this

technique and repeated measurements of different sized dihedrals can be used as a

convenient consistency check. The insensitivity of this technique to knowledge of

instantaneous orientation suggested that it might form one part of a suitable

calibration scheme for the DSTO radar.

3.8.8 Quegan method

Quegan 1224] proposed a non-iterative technique using a single comer reflector

calibration, based on the assumptions of azimuthal symmetry and the small coupling
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hypothesis. The solution to the calibration problem is found using a least squares

approach. This method is particularly good at identifying when the underlying

assumptions fail and to see how such a scheme relates to the more widely used but

more restrictive van Zyl method.

3.8.9 Ulaby and Sarabandi algorithms

Sarabandi et al.l2I5l proposed another single reference calibration technique called

the isolated antenna calibration technique (IACT). This technique provides a fast and

efficient method for which only two calibration targets are required. Its primary

advantage is that there is no need for accurate alignment of the reflectors so it is well

suited for field calibration studies.

This method uses a sphere and any other depolarising calibration target to determine

the distortion matrices. The advantage of this technique is that the scattering matrix

of the depolarisingtarget need not be known. This gives the technique immunity to

errors caused by target orientation and lack of precise knowledge of the theoretical

scattering matrix elements.

The restriction of this approach is that it assumes that there is perfect isolation

between the receiver channels. The cross coupling terms in the distortion matrices,

Tuy, Tyn, Rnv and Ry¡y are assumed to be zero and this assumption leads to simple

expressions for the scattering matrix elements l2l5l.

The validity and accuracy of the IACT has been shown to be in good agreement with

theoretical results in both anechoic chamber and field calibration measurements.

Mclaughlin et al. [74] used this approach to calibrate a polarimetric radar operating

at X band in their study of the polarimetric properties of sea clutter at low grazing

angles. A modified version [203] has been used to calibrate data collected using

MERIC 12321, an experimental polarimetric radar at ONERA.

The main disadvantage of the IACT is that it does not account for the cross-polar

contamination that takes place in the orthogonal mode transducer and in the antenna

structure itself. In general it is impossible to achieve perfect isolation between the

receiver channels and cross-talk contamination can lead to significant errors in the
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cross-polarised terms when the ratio of cross- to co-polarised terms is small and/or the

cross-talk contamination is large. The polarisation isolation between channels needs

to be at least25 dB for this technique to be valid [215] and since the IACT ignores the

effects of cross-polar contamination there is no improvement to the effective

polarisation isolation of the system after the data has been calibrated' Other

techniques can improve the effective polarisation isolation by as much as 25 dB'

To overcome the limitations of the IACT, Sarabandi et at. 12091published a method

for calibrating single-antenna systems called the single target calibration technique

(STCT). The antenna system and two orthogonal directions in free space are

modelled as a four port network and channel imbalances and cross-talk contamination

are determined by measuring the backscatter from a single calibration target' This

technique uses the reciprocity relations for the passive network and assumes that the

cross-coupling terms of the antenna are equal. The cross-talk factors of the antenna

system and the transmitter and receiver channel imbalances can then be determined

using measurements from a single calibration target. The scattering matrix of this

target is assumed to be diagonal with equal diagonal entries. This scattering matrix

can be realised with either a metallic sphere or trihedral corner reflector' This

technique makes use of the radar's range-gating capability to remove short-range

reflections from the antenna system and multiple bounces between the antenna and

target. Like the IACT, the STCT is insensitive to target orientation, but accounts for

antenna cross-talk contamination. If the antenna cross-talk contamination is small then

the STCT is not appropriate and the IACT should be used instead. The validity and

acc'racy of the STCT has been demonstrated using X band scatterometers in an

anechoic chamber and under field conditions [209]. An ambiguity in the sign of the

cross-talk parameter is incurred but this can be resolved by measuring a target that has

a known phase relationship between the elements of its scattering matrix such as a

tilted cylinder.

3.8.10 Brock Procedure
Brock [233] also published a calibration method using a single calibration tatget that

provides a good response for all polarisation combinations' This approach has no

phase ambiguity associated with the cross-polarised terms but requires the transmitter

and receiver distortion matrices to be syrnmetric and identical. Since most system
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include nonreciprocal devices such as switches and circulators, the distortion.matrices
are usually non-syrnmetric but s5rmmetry can be restored and the effective transmit
and receive matrices can be made identical through the use of a reference target.

3.8.11 Chen method
Chen et al. [234] also proposed a single reference calibration technique using three

perfect polarisation isolated calibrators. The technique uses a flat plate, a dihedral
corner reflector and an arbitrarily rotated corner reflector. The magnifudes of the co-
polarisation terms in the polarisation scattering matrices of each calibrator are

assumed to be equal but a generalised approach has also been published [235] that
removes this requirement. In the generalised technique only the co-polarised terms in
the polarisation scattering matrix of the first calibrator are required. The range and

co-polarised RCS of the other two calibrators and the rotation of the third calibrator
can be derived and used to verify the calibration process.

3.9 calibration of the DSTO high resolution radar system
The following section examines the techniques investigated for calibrating the DSTO
high resolution radar system. Many of the calibration techniques described in the
previous section are unsuitable due to a variety of reasons such as restrictive
alignment or positioning requirements, invalid assumptions such as the isolation
between channels or properties of the clutter. Consequently a hybrid method was

developed using the delay line calibrator, described in Section3.2.11, to perform the
radiometric calibration while calibration of the relative phases of the scattering matrix
elements was performed using a rotating dihedral positioned on the ground. The least

squares solution developed by Quegan [224] canthen be applied to further reduce the
cross-talk if required.

3.9.1 Corrugated parallel plate target
The first attempt at polarimetric calibration was performed using a comrgated parallel
plate target proposed by Kitayama et al.12361. This target consists of parallel vertical
metallic plates arranged in a toothshaped electromagnetic absorber as shown in Figure
3-22' This type of target has properties that are similar to that of a linear wire target
but with alarge.;r radar cross section.
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Figure 3-22 Corrugated parallel plate

Assuming that the polarisation parallel to the edge of the metal plate is horizontal and

orthogonal to the edge is vertical, then the conceptual scattering mechanism can be

explained (somewhat simplistically) as follows. Figure 3-23 illustrates the scattering

mechanisms that occur when horizontally and vertically polarised waves encounter

the comrgated parallel plate target'

EE

VV\i

Figure 3-23 Scattering mechanisms from the corrugated parallel plate

When a vertically polarised wavo enc ers the target, the parallel plates have no

effect and the wave passes through the structure to the RAM material where it is

attenuated. A horizontally polarised wave, however, cannot penetrate the structure

due to the cut off condition of the parallel plate waveguides and thus is totally

reflected by the edge plates yielding a latge RCS. This behaviour occurs for all

frequencies below cut off ensuring that the structure is extremely broadband'
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A comrgated parallel plate target was constructed to assess its suitability as a
polarimetric calibrator. The structure consisted of twenty aluminium plates with
dimensions illustrated in Figure 3-24.

lmm

50mm
F'igure 3 -24 Plate dimen sions

The plates were aranged such that the spacing between the parallel plates was g mm.
In this conhguration the theoretical cut off frequency of the parallel plate waveguides
is approximately 18.75 GHz 12361. The plates were joined together using polystyrene
strips positioned at the ends and at the centre of the plates. This ensured that the plate
remained parallel and gave the structure suffrcient strength and stability to be
mounted on a foam column in an anechoic chamber. The plates were then attached to
a 600 x 230 mm section of RAM, which provided 50 dB of attenuation for the
frequencies of interest as shown in Figure 3-25.

Figure 3-25 Parallel plate target

The calibrator was found to be unsuitable for field calibrations due to the difficutties
in mounting and aligning the device accurately and low RCS values compared with a
similarly sized trihedral or dihedral. Consequently, other calibration devices were
investigated.
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3.9.2 Trihedral calibration

While calibration using only a trihedral comer reflector only provides an estimate for

the sum of the phase errors, held tests were performed to assess the consequences of

ignoring the cross-talk and helicity phase effors on both the eigenvalue

decompositions and polarisation signatures.

A number of trihedral targets rwere measured during the field trials. The first consisted

of an array of four small trihedral corner reflectors arranged on a wooden structure

shown in Figure 3-26. Eachreflector consisted of a 89 x 89 x 89 mm square trihedral

with an RCS of 2.1 dBrÊ at9.5 GHz, ananged such that each reflector is separated in

height and range by a distance of 0.75 m.

Figure 3-26 Trihedral corner reflector array

This trihedrul anay is normally used in ground based RCS field trials to assist in the

determination of the optimal antenna height. This process involves varying the

antenna height so that the target return is maximised from the trihedral reflector that
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best represents the scattering centre of the object to be measured. In the calibration

studies described here, the antenna height was adjusted so that the return from the

second reflector on the aray was maximised, conesponding to a height of 1.5 m

above the ground.

A typical range profile obtained from the array of corner reflectors is shown below in

Figure 3-27. The profile was obtained using a stepped frequency waveform consisting

of 256 frequencies, separated by 3.75 MHz, with a centre frequency of 9.5 GHz. This

produces a 40 m range window with a range resolution of 0.15 m and ensures that the

retums from the individual trihedrals in the arïay canbe resolved.

10

0

5 10 15 25 30 35 40

Figure 3-27 Range profile ofthe trihedral corner reflector array

The polarisation of the transmitted signal was varied on a pulse-to-pulse basis

enabling the full scattering matrix to be obtained. The trihedral alone gives a good

estimate for HFWV phase estimation (õt + õù and enables radiometric calibration of
HH/W channels. The estimated HH/W phase using the return from the second

reflector in the array was found to be 166.5..
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The trihedrals used in the affay were not precision made. To evaluate the influence

that the manufacturing deficiencies might have on the estimate of the HHA/V phase,

measurements were also performed on a precision made 305 x 305 x 430 mm

triangular corner reflector shown in Figure 3-28. This reflector has an RCS of

approximately 15.5 dBm2 at 9.5 GHz and was mounted on a 1 m high foam pedestal

support and was measured atarange of 450 m.

Figure 3-28 Triangular trihedral corner reflector

The reflector was carefully aligned with the radar antenna and positioned with a look-

down angle of 35o to ensure that the maximum RCS was achieved. The estimated
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HFVVV phase was determined again using the same technique that was used with the

The previous two measurements were both ground-based measurements, performed

on the outdoor antenna test range and hence are subject to multipath interference. To

study the effect that this might have on the HH/W estimates, further tests were

performed with a trihedral corner reflector deployed in a small helicopter at a range of

2000 m and a height of 300 m to ensure that the multipath effect would be negligible.

In this test a 400 x 400 x 400 mm square corner reflector was used, as shown in

Figure 3-29. The reflector has a sighting scope attached that enables the holder to

point the calibration device accurately towards the radar antenna. This reflector has

been measured at the DSTO outdoor antenna test range and is known to have an RCS

of 28.7 dBm2 at9.5 GHz.

Figure 3-29 400 x 400 x 400 mm Trihedral corner reflector

The range profile obtained when the corner reflector was deployed in the helicopter is

shown in Figure 3-30. A single dominant return is observed which is 25 dB greater

than the helicopter return. The phase difference between the HH and W signals from
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the range cell corresponding to the corner reflector was again determined and found to

be on average around 168'. This is in good agreement with the trihedral array results.
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Figure 3-30 Trihedral corner reflector return deployed in helicopter

To illustrate the deficiencies of the trihedral (only) calibration technique,

measurements of a rotating dihedral corner reflector were made and then calibrated

using only the HH^/V phase correction terms. A dihedral corner reflector was chosen

since the ideal behaviour is easy to model when rotated about the line of sight' A

dihedral corner reflector (300 mm X 300 mm) was constructed rotated using an

electrical stepper motor shown in Figure 3-31. The rotating device is capable of

varying the speed of rotation of the dihedral by varying the supply voltage'

Measurements were performed with the dihedral rotating at arate of 1o per second'

-HH
-HV

Trihedral Cormer Reflector
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Figure 3-31 300 x 300 mm dihedral and stepper motor

The scattering matrix of an ideal dihedral, tilted an angle 0 in the x-y plane can be

modelled using an [S] matrix of the form [191]

s D h"rrro!(o¡ =,J* +l:::::
sin20

-cos20
(3.28)

It is clear, from Equation (3.28) that the HH and W phases will always be lg0" out of
phase while the cross-polar terms are in phase with the HH signal for angles ranging
from 0o to 90o and 180o to 270", and 180o out of phase with the HH return for angles
between 90o to 180o and 270" to 360o as illustrated in Figure 3-32. Measurements of
the rotating dihedral were made using the same waveform used in the trihedral
measurements. The trihedral array was placed l0 m in fiont of the dihedral. The
range cell containing the retutn from the dihedral was identiñed and then the observed

[S] matrices were extracted from the measurements as the dihedral rotated through
360o' The uncalibrated phase relationships observed between the [Sl matrix elements
as the dihedral rotated are shown in Figure 3-33. The distortion in both the co- and
cross-polar channels is clearly evident. The HH and W signals are almost in phase,

rather than being 180o out of phase, while the two cross-polar phases differ by about
700.
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Applying the phase correction factor determined in the trihedral measurements yields

the results shown in Figure 3-34. The HH and W phases curves are now 180o out of
phase but the relationship between cross-polar phase and the co-polar phases is still
distorted. It is clear that if the trihedral (only) calibration was used that a phase error

of approximately 35o would exist between the HH and HV channels. If uncorrected

this error would manifest itself as helicity, and hence incorrectly suggest that the

target is capable of producing elliptical polarisation from incident linear polarisation.

Magnitude comparison of rotating dihedral at X Band using trihedral calibration
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Figure 3-34 Calibration using only the trihedral information

The effect of the phase errors is illustrated by analysing the 3 x 3 coherency matrix

described in Section 2.14.I. The 3 x 3 polarimetric coherency matrices [23] were

formed from the outer product of the Pauli scattering vector Ër, au"ruged over a3 xg
window. Eigenvalue analysis on the resulting [23] matrices was performed and plots

of polarimetric entropy (1{), anisotropy (A) and scattering alpha (a) were produced.

These are shown in Figure 3-35.

-HH__vH

-HH
-vH
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F'igure 3-35 Calibration using only trihedral results

Figure 2-14 n Section 2.20 shows that the value of d for a dihedral should be 90o,

while the value from the trihedral should be 0o. Low entropy values would be

expected in the cells corresponding to the trihedral anay and the dihedral. As a result,

2r should be close to one while )aand Xa two should be close to zero. Since only the

HH/W phase distortion has been accounted for, one would expect good results from

the trihedral, since the off diagonal values of the [S] matrix will be small and thus the

phase error between the co-polar and the cross-polar channels will have only a small

influence on parameters derived in the polarimetric decomposition. In the case of the

rotating dihedral, the influence of the HIVHV effors will become apparent when the

co- and cross-polar returns are similar in magnitude and have less of an effect when.

the co-polar retum is signif,rcantly larger than the cross-polar retum or vice-versa. As

the dihedral is rotated about the LOS, the ratio between the co- and cross-polar values

continually changes. At an orientation of 22.5o the co- and cross-polar returns should

be equal, while at 0" and 45o the retum in one of the channels is dominant.

i
I
å

À

d

¡
I

I
Irt,

i¡
¡

i

¡

ri

!

!.

L

:
r
ti,

i.I
t

Chapter 3 Calibrution t27



Consequently one would expect a cyclical error pattern to be observed in some of

the entropy values for the dihedral varies almost sinusodially between 0 and 0.35.

Significant variations in the anisotropy are also evident while the variation in d,
which is derived from the eigenvectors rather than the eigenvalues, is relatively small

and close to the ideal value of 90o.
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Figure 3-36 Comparison of the polarimetric parameters for the trihedral and dihedral

3.9.3 DihedralcalibratÍon
The trihedral calibration results can be improved by incorporuting measurements of a

dihedral. Measurements of a dihedral rotated by 45" about the LOS enables an

estimate of the difference in the phase effors (õt- õù to be obtained while the results

from the trihedral provide an estimate for the sum of the phase errors (âr + â2). The

individual phase errors can be determined directly or via a least squares approach.

Having determined the phase elrors, the data can be symmetrised using Equation

(3.16) and the VV channel can be calibrated using Equation (3.17).

0

- 
Rotat¡ng dihedral

- 
Trihednal arav

- 
Rotating dihedra¡

- 
Trihedral arrav
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Initially measurements of a dihedral at fixed orientations of 45o anó 22.5o were used

to determine the phase error terms. When rotated through 45o about the LOS an ideal

dihedral has a scattering matrix of the form

(3.2e)

In this orientation the ideal dihedral yields a strong return in the cross-polar channels

and zero return in the co-polar channels, however due to cross-talk, edge effects and

alignment elrors, the co-polar return will generally be non zero' When the dihedral is

rotated about the LoS by 22.5'one would expect equally strong retums from all four

channels and the scattering matrix will be of the form

[E,,.] = [i I (3.30)

In this configuration the amplitude imbalances can be determined. The results of these

measufements found that the ä1 phase error value was 34o and the ô2 phase error

value was 135o. Applying the calibration correction factors to the measurements of the

rotating dihedral described in the previous section gives the result shown in Figure

3-37. Comparison with the theoretical phase curves shown in Figure 3-32 shows that

there is now good agfeement between the two results' The coherency matrices were

regenerated using the amplitude and phase corrections derived from the trihedral and

dihedral measurements. The eigenvalue decomposition was recalculated and the new

plots were produced showing the variations in the entropy, alpha and anisotropy for

the cells containing the dihedral and trihedral targets. These results are shown in

Figure 3-38. The effect of correcting for the helicity error between the HH and HV

channels is evident in the entropy and anisotropy plots, which now yields superior

estimates for both the dihedral and corner reflectors. Correcting for the helicity eIÏors

has only almost no effect on the ãvalues, which still vary from 85o to 90o' The best

estimates are achieved when the co-polar return is largest and the entropy is lowest'

1

0
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Figure 3-41 A typicar range profile obtained with deray line caribrator

The retum from the delay line is clearly separated from the helicopter return while the
difference between the co-polar and cross-polar in the range cell corresponding to the
calibrator illustrates the low cross-talk. A peak corresponding to a reflection in the
delay line calibrator is also clearly evident and is delayed in range by twice the normal
amount and is significantly attenuated.

In the second measurement configuration the calibrator is rotated by 45o degrees
glvmg scattering matrices of the form

Ett
d)õ
aJ)o
E.

-20
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-ooItll sg,^=f t-l-1oii'"r=f l lJ orn"z=l-l rI Q32)

In this configuration the return from all four channels is strong enabling good
amplitude and phase calibration. A typical range profile is shown inFigne 3_42.
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.---- Delay line return

Reflected Delay line return
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Figure 3-42 
^typical 

range profile obtained with delay line calibrator held at 45o

The delay line calibrator has been measured in the DSTO anechoic chamber in both

configurations and accurate values for the RCS values across the 8 - 18 GHz

operating range have been obtained. The advantage of performing the radiometric

calibration with the delay line calibrator is that the results are free from both

interference caused by multipath and from interactions with the supporting structure

since the return is well separated from the helicopter return. To determine the

appropriate amplitude calibration factors, measurements of the delay line calibrator

were collected for a period of 60 seconds. The return from the calibrator was then

extracted from the recorded range profiles and the appropriate calibration factors for

the four channels were determined in order to yield the same RCS values measured in

the anechoic chamber.

'When the delay line calibrator was designed it was hoped that both the radiometric

and phase calibration could be achieved with one device. When phase calibration was

attempted using the delay line calibrator a number of inconsistencies were observed'

The sum of the phase efïofs (6t+ õùwas found to be 155'for the front delay line
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and 1600 on the rear delay line. The phase difference (õt- õz), however was

determined to be 140' for both the front and rear lines, which yields values of 7.5o

(front) and l0o (rear) for âr and 147.5o (front) and 150. (rear) for õ2. comparing
these results with the previous measurements obtained from the dihedral and trihedral

measurements where (6t+ 6ù was 168o and (á1- é'z) was found to be 102o, it is clear

that there is a significant discrepancy between the two results. The cause of this
inconsistency was discovered when further tests were performed.

Ground based measurements of the delay line calibrator rotating through 360o were
collected with the device mounted on the stepped motor used in the dihedral
measurements as shown in Figure 3-43.

Figure 3-43 Rotating delay line calibrator

Range profiles were obtained using a stepped frequency waveform consisting of 256
frequencies, separated by 3.75 MHz, with a centre frequency of 9.5 GHz giving a

range window of 40 m and arange resolution of 0.15 m. A t¡lpical range profile
collected during the measurement is shown in Figure 3-44.
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Figure 3-44 Range profiles obtained with the rotating delay line calibrator

The returns from the two delay lines were extracted from the range profiles and the

scattering matrices were formed. Calibrated magnitude and phase plots were then

generated using the phase coffection estimates obtained from the rotating dihedral

measurements and amplitude correction values derived from the delay line

measurements with the calibrator deployed in the helicopter. These plots are shown

in Figure 3-45 and Figure 3-46. The orientation dependence in the phase plots is

clearly evident, especially in the case of the return from the second delay line where a

significant offset exists between the HH and the W phases for some orientations.

Theoretically the HH and the W phase returns should be the same, however, this

behaviour is not observed. Experimental plots of the HIVW phase of a rotating

delay line calibrator show it to be a widely varying signal wlth 2njumps at points

where HH = W = 0. This causes a rotation dependence of phase that makes

calibration with such a device difficult. Results consistent with the trihedral and

dihedral measurements can be obtained with careful selection of orientations of the

calibrator. For example, if the orientation of the calibrator at an elapsed time of 65

seconds is selected, then the values of the ár and áz errors would be 32.5o and 134-2o

respectively. Using measurements at an elapsed time of 40 seconds yields very similar
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results to those observed in the helicopter measurements and would result in helicity

effors being introduced in the calibrated data. With careful selection of the orientation

of the dual delay line calibrator good phase calibration can be achieved, however, the

potential for introducing significant helicity errors is fairly high. Given the

importance of accurate phase calibration, it was decided that measurements of the

rotating dihedral measurements should be used instead. The median values found

from the f,rltered histograms as shown in Figure 3-40 is the preferred approach.

3.1- I Validation experiments
A number of validation measurements were performed to determine the accuracy of

the calibration technique described in the previous section. hitially, additional

analysis of the rotating dihedral measurements was performed. Comparisons of the

calibrated and uncalibrated polarisation signatures were produced for dihedrals at a

variety of orientations. The ideal polarisation signatures were generated from the [S]

matrices obtained using the expression in Equation (3.28) for a variety of rotations

about the LOS. An example plot is shown in Figure 3-47.
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Figure 3-47 Comparison of dihedral polarisation signatures
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Excellent agreement between the ideal and the calibrated signatures is achieved. To

further illustrate the quality of the calibration, the locations of the cross-polar maxima

were calculated for a complete 360o rotation of the dihedral at 1o intervals.

Theoretically the location of the cross-polar maxima should lie on the line with

ellipticity 0o and with a tilt angle corresponding the rotation of the dihedral about the

LOS. From Figure 3-47 it is clear that the experiment and theoretical results were

very similar with the ellipticity values for the cross-polar maxima ranging from 1.4"

to 2.7o.

Additional tests were also performed using a trihedral and the delay line calibrator

deployed in the helicopter. The received signals were range-processed and combined

to form an estimate for the three-dimensional Pauli scattering vector for each range-

time cell. The 3 x 3 polarimetric coherency matrices were then formed from the outer

product of the Pauli scattering vector averaged over a 9 x 9 cell. The plots of the total

power, polarimetric entropy (Ð and scattering alpha (ã) were then generated. The

results of this analysis for the 400 x 400 x 400 mm square corner reflector (shown in

Figure 3-29) deployed in a small helicopter at a height of 300 m and a range of 2100

m are given in Figure 3-48.

The total power plot shows a single dominant retum from the trihedral. The RCS of

the trihedral is significantly larger than the helicopter and dominates the return. Low

entropy values were observed in the range cells corresponding to the trihedral while

high entropy values (close to one) were observed outside the target region. From

Figure 2-14 and 2-15 it is clear that the value of a for the trihedral should be close to

0o while in the high entropy regions a value close to 60o should be observed. The

range cells containing the trihedral were extracted and the corresponding alpha values

were plotted as a function of time. The values of a varied between 1.9o and 5.1o

during the measurement period. Ideally these values should be zero, although since

the trihedral and helicopter are in the same range cell the helicopter retum will have a

small influence on the ø and entropy values.
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To minimise the effect of errors introduced by the helicopter, additional
measurements were also performed with the dual delay line calibrator, which
separates the calibrator retum in range from the helicopter return. Once again the
received signals were range-processed and combined to form an estimate for the

three-dimensional Pauli scattering vector from which the 3 x 3 polarimetric coherency

matrices were then formed and averaged over a 9 x 9 cell. The results from this
analysis are illustrated in Figure 3-49.

Two peaks are observed in the power plots, corresponding to the returns from the
helicopter and the delay line calibrator. The range cells with the delay line return were
extracted and the polarimetric parameters were plotted as a function of time. Low
entropy values were observed in the range cells corresponding to the helicopter and
the calibrator returns while high entropy values were found in the clutter regions.
Theoretically, the value of a for the delay line should be 45. due to its dipole like
scattering behaviour (a strong return in only one element of the [S] matrix). Alpha
values ranging from 43.3o to 46.Io were observed confirming the quality of calibration
process.

3.12 Synopsis
Calibration is an essential part of polarimetric measurements. A detailed examination
of polarimetric calibration techniques based on the Barnes distortion model has been
presented using matrix representations of the system distortions and the vectorised
form of the [^S] matrix. An alternative formulation based on the Kronecker distortion
matrix model has also been discussed. Methods for solving this system using active
and passive point targets have been described while techniques using symmetrisation
and the exploitation of the statistical properties of distributed clutter targets have also
been presented. A range of common calibration targets have been discussed and the
polarimetric properties have been illustrated with particular attention given to the
suitability of these targets for field calibrations.

The steps taken in developing a robust, repeatable field calibration technique for the
DSTO high resolution polarimetric radar system have been presented. The ratio of
the amplitude distortions r1/r2 was found to be around 0.6 dB (indicating good
amplitude balance) while the cross-talk was assessed using the delay line calibrator
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and found to be arotnd -27 dB. This inherently good system performance

considerably simplifies the field calibration requirements and means that the only

remaining parameters required for full polarimetric calibration are the transmit and

receive phase imbalances ôr and á2. These were estimated from the rotating dihedral

measurements and used to correct the data, assuming good temporal stability of the

system. The outcome is that a novel calibration technique has been produced using a

dual delay line calibrator and a rotating dihedral corner reflector. This formulation,

based on a least squares matrix technique, permits the adoption of average calibration

and syrnmetrisation procedures for quadpol single-look complex data sets' The

results from field measurements demonstrate that phase effofs of less than 4o have

been achieved with channel isolation of 27 dB'
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Chapter 4DSTO high resolution
polarimetric radar

The DSTO high resolution polarimetric radar system was developed in the late 1980's

and has been progressively upgraded over the last fifteen years. In 1998, in order to

support the research described in this thesis, the system was upgfaded to enable

collection of fully polarimetric data while maintaining sweep- to-sweep coherence.

This chapter describes the current radar system, the hardware modifications that have

occurred to support the work presented in this thesis and the software packages

developed to implement the analysis and calibration techniques described in Chapters

2 and3.

4.1 System specifications
The radar system is controlled by an Intel Pentium based personal computer. The new

polarimetric mode increased the demands on both the data storage and processing

requirements of the system and meant that a number of hardware upgrades were

required. The original computer consisted of a dual Pentium motherboard frtted with

Pentium 166 ly'rHz processors and 64 MB of RAM. Data was written to 2 GB

removable hard disks and processed offline. This has now been updated to a I GHz

Pentium III processor with 512 MB of RAM and 60 GB of storage space. Data is

written to recordable DVD-R or CD-R providing a flexible means of transferring

results. Recently the video system has been updated from an analogue to a digital

system allowing more accurate synchronisation between the radar sweeps and

recorded video frames.

The radar system is mounted in a commercial van and can be powered by a petrol

driven 240Y 50 Hz single-phase generator. This enables testing to be performed in

remote locations. Figure 4-1 shows the radar deployed on an RCS measurement trial.

An overview of the main radar subsystems is shown inFigwe 4-2.
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Figure 4-1 The DSTO mobile high resolution polarimetric radar system

êt&re

L-1&
!w-1re

Figure 4-2 Overview of main radar systems

4.2 Transmitter
A progr able oscillator generates the local oscillator signal and provides a 10

MHz common phase and frequency reference signal that is used for the timing and

data acquisition sampling signals within the radar. The local oscillator frequencies

and the corresponding output frequencies are listed in Table 4-1.
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8-9 t2 2

9-10 13 2

10-11 t4 J

tt-12 l5 J

t2-13 9 4
t3-t4 10 4
t4-15 11 5

15-16 t2 5

1,6 - l7 13 6

17-18 l4 6

Output Frequency
(GHz)

Local Oscillator Frequency
(GHz)

Filter Bancl

Tabte 4-1 Relationship between the ouþut frequency and the local oscillator frequency

A Comstron frequency synthesiser is used to generate a CV/ signal in the range of 3.0

to 4.0 GHz. The radar computer digitally controls the Comstron through a dedicated

parallel interface. The start frequency, frequency increment and number of frequency

steps are used to generate a binary coded decimal (BCD) frequency atray, which is

written to the Comstron controller card. The elements of this aftay are generated

using the following formula

Frequency(N) = lFr,o,, * (Frn",.^"n,xN) - Fr*^l- 60 MHz (4.1)

The number of frequency steps can be varied from 0 to 4096 and frequency

increments of 0 to 100 MHz can be produced, subject to the restriction that the

frequency range cannot exceed the filter bandwidth.

The output from the Comstron is fed to the up/down converter shown in Figure 4-3,

where it is pulse-modulated by gating a 60 MHz signal applied to a single side band

mixer. The signal is up-converted to the desired microwave frequency by mixing the

signal with the local oscillator signal. The resulting signal passes through the

microwave output conditioning circuit where is filtered and amplified to a suitable

level to drive the travelling wave tube amplifier (TWTA). A single pole single throw

(SPST) pin diode switch provides additional isolation between the TWTA and the

up/down converter.
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CHIRP YP 2-4 0/P

SINGLE
SIDEBAND

MODULATOR
20-140 MHz

SWITCHED
Stop Frequency
COMSTRON

2- GHZ

7 -8 Gltz
I - 10 GI{z
t0 - 12 CIIz
12' 14GIIZ
14- 16G{z
16 - l8 Gllz

60 MHz

HP837l
Local Osc
8-l8GHz

F'igure 4-3 Up converter circuit

The signal is amplified in the TWTA giving 20 V/ peak pulses that are fed to the

microwave head. The TWTA provides 55 dB of gain and has a noise figure of

approximately 40 dB. The fust stage of the microwave head consists of SPST pin

diode s,witches that are used to isolate the transmitter during reception. The

polârisation network (shown in Figure 4-4) follows and determines the polarisation of

the transmitted pulse.
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Figure 4-4 Polarisation network
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currently linear horizontal, linear vertical, left and right circular polarisations can be

generated. The signal is then radiated from the antenna system via a circulator and a

directional coupler. The output from the microwave head is connected to the input

feeds of the antenna system using two flexible waveguides.

4.3 Antenna
The antenna is mounted on a tripod mast (shown in Figure 4-5) that allows height

adjustments and manual steering of the antenna in azimuth and elevation. A TECOM

dual polarised parabolic dish antenna is used that can be operated from 8 - 18 GHz

and has an effective aperture of 24 inches. The antenna beamwidth and gain varies

from 4.20 and 31 dB at 8 GHz to 20 and 36 dB at 18 GHz. A dual polarised, quad-

ridged horn enables the antenna to simultaneously receive vertical and horizontal

polarisations while providing gteatet than 20 dB of isolation between the channels

with low phase and amplitude imbalance.

Figure 4-5 Antenna and tripod mount

The antenna elevation and azimuth is measured using a shaft encoder that has an

angular resolution of 0.1". These values are encoded as a BCD word and recorded for
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each sweep. Tracking of targets is accomplished visually by sighting the target
through a scope mounted on the side of the antenna. Provisions for mounting a digital
video camera also exist and a variety of anterma mounting options can be
implemented.

Recently the ability to operate the antenna remotely from a scissor lift has been added
by increasing the cable lengths. Polarimetric measurements have yet to be performed
in this new configuration but this will allow the possibility of investigating the
polarimetric behaviour of scatterers over a much larger range of look down angles.
However, it does introduce some new problems such as increased cable loss and
greater susceptibility to phase changes caused by cable movements.

4.4 Receiver
The signals received by the antenna are fed via directional couplers and circulators
into two identical receiver channels that measure the vertically and horizontally
polarised components of the backscattered wave. The signals pass through a pin
switch, directional coupler and microwave pre-amplifier before being mixed with the

local oscillator signal yielding a 3 - 4 GHz signal. This signal is bandpass filterecl
and amplified before being fed to image rejection mixers located in the up/down
converter shown in Figure 4-6. These mixers down-convert the signal to 60 MHz by
mixing it with the signal from the Comstron oscillator. A digital phase shift can be
added to the signal in the horizontal channel to account for phase imbalances in the
receiver channels.

HOR 3-4GI{z I/P

VER 3-4cIIz t?

HOR CI{IRP O/P

HORI/P C}IANNEL

VERYP C}IANNEL

HORIFOÆ

St pRqù69
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Fc -3500M82
BW - 1700MIlz

Figure 4-6 Down converter
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The signals in the horizontal and vertical channels are fed into two identical 60 MHz

IF strips (shown in Figure 4-7) where the signals are bandpass filtered and amplified

to a suitable level for detection in 60 MHz quadrature detectors. These detectors

produce I and Q outputs that represent the in-phase and quadrature components of the

detected signals.

r\ilo 10NEI!ll1
(ENM.ATON.

60 MEz
SWTTCED

a

IFMO OR

Figure 4-7 IF striP

During the radar transmit interval the receiver inputs are isolated from the circulator

with pin switches. Samples of the transmitted pulses on the horizontal and vertical

charurels are fed into the microwave pre-amplifiers in the receiver channels via

directional couplers. These signals travel through the receiver channels and arc

subsequently detected in the quadrature detectors. During the receive interval the pin

switches connect the receiver input to the antenna circulator while the pin switches in

the transmitter arm isolate the TWTA output.

4.5 Data acquisition and control system
The backscattered wave is recorded by simultaneously sampling the in-phase and

quadrature outputs from the quadrature detectors on the two receiver channels- This

is achieved using four 12-bit A./D converters. Pulses derived in the radar timing and

control circuits determine the conversion instant, while the radar computer controls

the rate at which the data is saved. The data rate is specified in sweeps per second and

timing calculations are performed assuming that all the sweeps are saved regardless of

whether the data is saturated. An option exists to discard saturated data but may result

in the achieved data rate being lower than the specified rate. The data rate has no

effect on the rate at which sweeps are transmitted. The radar always transmits and

receives sweeps at the maximum sweep rate which is given by

I
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Sn-eepRate=# !.2)

where PRI is the pulse repetition interval. The radar timing circuits use a 100 ns

resolution and the transmitter sample (TX) and receiver sample (RX) positions can be

fine trimmed using a tapped delay line arrangement that has taps at 7 to 9l ns in 12 ns

steps. The relationship between the timing parameters for the transmitted and

received pulses is illustrated in Figure 4-8 and the parameter ranges are shown in
Table 4-2.

iTX pulse width

RX sample delay + trim

delay + trim

RX gate delay i RX gate width

Pulse repetition interval

Figure 4-8 The relationship between the radar timing parameters

Table 4-2 Radar system timing parameters

Data acquisition, storing and processing can be broken into four major tasks that are

listed below in order of priority:

Data capturing and pre-processing:

Read the data from the A/D boards and perform saturation and AGC analysis.

TX output power -10 to +50 dBm
TX pulse width 0.1 - 2s.s ps
ïX sample delay !.1 - 25.5 ps
RX gate width 0.1 -409.5 ¡rs
RX sample delay 0.1 -25.5 ps
Range 150 - 37000 m
Number of RX samples 0 -2ss
TX sample fine trim 7,19,31,43,55,67,7 g,g I ns
RX sample fine trim 7,19,31,43,55 ,67,79,91 ns

Rad¿rr I Paranreter Ralt
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Data storage:

Write captured data to disk, inserting header and file breaks as appropriate'

Data processing and disPlaY:

Perform real time processing of captured data and display results.

User interface:

Update user interfaces and parameter displays to match the actual hardware settings

and monitor control elements and respond appropriately.

Each of these tasks is an autonomous operation and is performed by separate threads

in the radar van software. Data is passed between threads using a pipe mechanism

and is read from the A/D converters at the end of each sweep. Results are written to

the storage and processing threads in the form of a complete sweep. This allows each

thread to easily determine where each sweep begins and ends. A sustained data

recording rate of 650llsecond can be achieved by the current system and for short

periods of time, data rates of up to 850llsecond can be accommodated. If the system

is unable to keep up with the rate at which data is being captured, the data capturing

thread will be blocked from sending data to the storage thread and sweeps will be

discarded. Data is only written to the processing thread if there is sufficient room on

the pipe for the whole sweep to be written.

Captured data is stored in binary data files. A maximum of 10,000 sweep records can

be stored before the file is closed and another one is created. The files are numbered

with the record number of the first sweep and an extension of either HOR (horizontal

channel) or VER (vertical channel). Each data file starts with a file header that

records information about the stepped frequency waveform such as the start

frequency, frequency increment and number of steps. The sampling positions,

transmitter and TWTA attenuation, polarisation settings and time and date

information are also recorded in the file header. Each sweep record has its own

separate Sweep header that consists of the sweep number, time, range, receiver

attenuation and the azimuth and elevation of the antenna.

4.6 Doppler mode
One of the problems associated with using stepped frequency waveforms with a large

number of frequency steps is that it limits the radar's ability to perform Doppler
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processing since the time between samples with the same frequency becomes large

and results in aliasing problems. To address this problem a new waveform was

proposed which consisted of a stepped frequency waveform interleaved with a

constant frequency waveform thus allowing both Doppler and range profiles to be

collected in the same radar sweep. Tests were performed with a person walking
towards the radar carrying a corner reflector as shown in Figure 4-9.

Figure 4-9 Doppler mode testing

The waveform generated consisted of 256 frequency steps with a step size of 3.75

MHz interleaved with a constant frequency signal at the centre frequency of the first
signal. The results \Mere range and Doppler processed and the variations in the

observed signals are shown in Figure 4-10. The strong return from the calibrator and

the shift in the Doppler spectrum is clearly seen in both the HH and the W images.

The plot of the radial velocity versus time is shown in Figure 4-Il. Injtially the

Doppler peak is seen at 0 m/s when the calibrator was still stationary. The peak return
increases to 2.5 m/s after 5 seconds, reducing to 1.5 m/s after 15 seconds, before

retuming to 0 m/s at 30 seconds.
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4.7 Software tools
An extensive suite of software routines has been produced to support the new

polarimetric mode. The software routines include code for reading, calibrating and

processing the collected data and tools for analysing the processed data using the

decomposition and analysis techniques discussed in Chapter 2. A tool for visualising

the distribution of the characteristic polarisation states on the poincaré sphere was

also created. The following sections describe some of these tools and illustrate a

number of example outputs that can be generated.

4.7.1 Data processing tools
To support the polarimetric data collection mode, software for reading the new radar

data format was required. This was implemented as a Matlab subroutine that was

integrated into RCSLAB. RCSLAB is a Matlab package that has been developed at

DSTO for the analysis of fixed polarisation RCS measurements. It contains tools for
calibrating, processing and analysing the data collected by the DSTO high resolution
polarimetric radar system. The calibration package was modified to include the

polarimetric calibration technique described in Chapter 3 using the dual delay line
calibrator and rotating dihedral. A screenshot of the calibration software is sho'uvn in
Figure 4-12.

Figure 4-12 RCSLAB polarimetric calibration routine
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A new module was added to RCSLAB for performing the polarimetric analysis.

While a graphical user interface has not been implemented, command line based

Matlab routines have been produced for processing the tadar data files, generating

range profiles and forming the coherency or covariance matrices for variable sized

averaging windows. Eigenvalue decomposition routines supplied by Dr Shane Cloude

have been integrated into the software package and a variety of output routines have

been developed, including software for plotting the time variation of the polarimetric

entropy Ë1, anisotropy A, scattering alpha u and the distribution of points in the

H -A and H - A spaces. Routines for generating the image formed from the

products of lIIllAl, Írnll-Al, lllIllAl and [1-1{[ t-Af and the distribution of points

in the H - A- ø classification space have also been produced. These images have

been used by Pottier [39] to interpret the scattering mechanism present in polarimetric

measurements. Many of the low grazing angle sea measurements exhibited large

clutter regions, which biased the distribution of points in the H - d and H - A

spaces. The option of filtering out regions of high entropy and low backscattered

polwer (corresponding to clutter) has been implemented so that the distribution of the

returns of interest can be examined more closely. Examples of the filtering results are

shown on Figure 4-13.

Anisotropy 09 Entropy
Anirotropy og Entropy

Figure 4-13 Comparison of distribution in H - A- d space with and without clutter present
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4.7.2 Theoreticaltools
A number of tools have also been developed for studying the properties of elementary

scatterers with idealised scattering matrices. Matlab code has been written for
generating the polarisation signature plots for the co-polarised, cross-polarised and

matched antenna cases and the co-polar and cross-polar relative phase-correlation

plots. A number of examples of these plots for elementary scatterers are given in
Section 3.2. Routines for calculating the elements of the [S] matrix in an arbitrary

polarisation basis using the unitary transformation expressions given in Section 2.12

have been implemented along with software for obtaining a rotated scattering matrix,

scattering vector or coherency matrix using the expressions given in Sections 2.I5.I
and 2.15.2. This code has been used for predicting the scattering behaviour of the

rotating dihedral used in the calibration procedure described in Chapter 3.

4.7.3 Visualisation of optimal polarisation states

'While Matlab is good for generating simple 2D plots, it has only a basic interactive

3D visualisation capability. A significant amount of time and effort was spent

developing a package for calculating and visualising the location and distribution of
the optimal polarisation states on the Poincaré sphere. Initially the optimal

polarisation states were found using the technique developed by Boerner and Xi [17],
however, recently the approach proposed by Yang et al. ll55l has been implemented

due to numerical simplicity and the ability to correctly handle all the degenerate cases

that can potentially lead to numerical problems in the other commonly used methods.

The software was written in C++ and uses the Visualisation Toolkit (VTK)2 for the

3D visualisation [238], while the graphical user interface (GUD was produced using

FLTK, the Fast Light Toolkit3 (FLTK is pronounced 'fulltick'). The software

developed has been named XPOL VIS and has currently been compiled and tested on

both SGI workstations and Linux platforms and in the future it will be ported to the

windows environment. The main display is shown below in Figure 4-14.

'VTK is an open source project that can b
' FLTK is provided under the terms of the ble for
download from http : //www.fltk. org/
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Figure 4-14 The main display window in XPOL_VIS showing the optimal polarisation state
locations and the Huynen polarisation fork

The elements of the [^fl matrix are entered as complex numbers on the main display

window. The default option generates a texture map showing the cross-polar power

distribution on the Poincaré sphere.

Figure 4-15 The cross-polar po\ryer distribution mapped onto the Poincaré sphere
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are labelled and the locations of the optimal polarisation points are indicated by

coloured spheres. The cross-polar null locations are shown in red while the cross-

polar maxima are shown in magenta. The cross-polar saddle points are drawn as

yellow spheres while the co-polar nulls are drawn in green. The display of any of the

optimal states can be tum on and off by selecting /deselecting the appropriate check

boxes in the drop-down menus. Options for generating the texture maps for the co-

polar or the matched antenna cases also exist. The co-polar distribution map for the

previous example is shown in Figure 4-16. The texture map can also be removed to

reveal the Huynen polarisation fork and the target characteristic plane of Kennaugh

[12] as seen in Figure 4-14.

Figure 4-16 The co-polar po\ryer distribution mapped onto the Poincaré sphere

The orientation of the Poincaré sphere can be varied interactively using mouse inputs.

These functions include rotating, zooming and panning. Generating images from a

range of camera positions can be used to produce animated sequences. The default

option produces 36 images at 10o steps although finer steps can be specified. Example

images showing six frames are shown in Figure 4-17 and Figure 4-18.
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Figure 4-17 Asequence of cross-polar power images produced for varying camera positions
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Figure 4-18 A sequence of polarisation fork images produced for varying camera positions

A number of other features have also been implemented, including the ability to

import measured data and display the distribution of the optimal states within an

image. The effect of LOS rotations and the effect of introducing various forms of
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distortions into the [S] matrix can also be visualised using the software. Once again
the animation feature is particularly useful in these cases.

4.8 Synopsis
The main features and measurement capabilities of the DSTO high resolution
polarimetric radat system have been described and the hardware modifications that
have been made in support of the work performed in this thesis have been presented.

A brief description has been given of the software tools that have been developed to
process, analyse and interpret the data collected. An interactive software package for
visualising power distribution and location of the optimal polarisation states on the
Poincaré sphere has also been discussed and avariety of outputs that canbe produced
by this program have been illustrated.
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Chapter 5 Sea surface sc attering
This chapter examines the models adopted to describe radar scattering from the ocean

surface that provide a basis for the prediction and interpretation of polarimetric

signatures. Two distinct physical processes need to be modelled:

o the geometry of the sea surface, in terms of (a) its natural structure as a

random process associated with some distribution of wind-generated waves

and (b) possible quasi-deterministic features such as ship wakes

o electromagnetic scattering from the surface, which in practice means finding a

suitableapproximatesolutiontoMaxwell'sequations

These processes are coupled in the sense that the domain of validity of the

electromagnetic scattering model must include the class of surfaces that are consistent

with the sea surface of interest and it must yield meaningful results for the

illumination geometries of practical importance. For this reason, scattering at low

gfazing angles is of particular interest, since it exhibits some characteristics that

cannot be explained by the standard two-scale or composite surface scattering models

that are often applied at high grazing angles (20' - 70"). While numerous radar

studies have been performed at grazíng angles, few investigations have been

performed with polarimetric radat, hence the polarisation dependence of the sea

surface properties in this regime is still not well understood.

Initially the hydrodynamic aspects of the problems are discussed' Mathematical

representations of the sea surface in terms of statistical processes describing the

macrostructure and the superimposed microstructure are presented' Linear

hydrodynamic models using parametric wave models are described, along with

nonlinear models that provide a description of weakly interacting wind waves' The

accuracy of these models and the requirements for wave-resolving tadar

measurements are also considered. Modelling of quasi-deterministic features arising

from ship wakes is discussed, using numerical models capable of generating the

surface elevations and velocity f,relds produced by steadily moving bodies' either

submerged or on the surface. These results highlight the potential for exploiting the
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Kelvin wake generated by a moving ship for validating ocean surface polarimetric
measurements.

The electromagnetic aspects of scattering from features on the ocean surface are then
discussed. An overview of the scattering techniques from rough surfaces is provided
and includes a description of the small perturbation methods, techniques based on the
Kirchhoff approximation, two-scale models and analytical scattering theories. The
justification for adopting the two-scale model based on the extended Bragg models is
given' This model is formulated using a covariance matrix approach so that
depolarisation can be introduced, thus enabling predictions of the variations in the
polarimetric parameters for progressive and breaking waves to be obtained.

Finally, the hydrod5mamic and electromagnetic models are combined to illustrate the
modelling of the polarimetric variations of breaking waves. The validation of
scattering models using the surface elevations, slope and velocity fields predicted by
the computational model SWPE combined with a two-scale model is presented and
the potential for using this technique to validate the Doppler measurements performed
with the DSTO radar system is discussed. Finally an example illustrating the
differences arising from the linear and nonlinear wake models is given which
highlights the importance of modelling the nonlinear components of gravity waves.

5.1 Hydrodynamic models of the sea surface
While the sea is governed by the laws of hydrodynamics, and is well modelled as an
incompressible, inviscid, irrotational flow for which the fluid equations have a

relatively simple form, its dynamic nature and essential nonlinearity make it
exceptionally difficult to observe and characterise.

The inegular shape of the surface results from the presence and interactions of various
waves' over a wide range of spatial and temporal scales, subject to the local wind
stress and atmospheric turbulence, so the properties of these component waves are of
central importance.

The vertical accelerations of surface oscillations are the result of two restoring forces,
namely gravity and surface tension. These disturbances can be described

1.64
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mathematically using potential theory by solving Laplace's equation with the

appropriate (nonlinear) boundary conditions 1239). If the amplitude of the wave is

assumed to be small relative to the wavelength and water depth, the equation can be

linearised yielding the dispersion equation relating angular frequency to wave

number, of the form

(s.1)

where g is the gravitational acceleration, o is the surface tension of water, p is its

density and d is the water depth. ln this context, dispersion refers to the fact that the

celerity C or phase speed of a wave depends on its wavenumber

,' =(ø,*eL)"*r,,a

n-a -
k

g.ok
kp tanh(kd) (s.2)

ocean waves are often categorised as deepwater, intermediate or shallow. The water

depth is consider ed deepwhen *> tr ot kd > n l24}l,meaning that the same depth of

water can be deep for short waves yet shallow for waves of long wavelength'

Intermediate waves occur where the water column depth is in the range of t to $

while shallow water waves occuf when the depth is less than $ of the wavelength.

In the case of deepwater rwaves, tanh(kd) tends to one and the celerity is independent

of depth. For small wavelengths, surface tension is the predominant restoring force

and the waves are termed capillary waves. At larger wavelengths, the first term under

the square root sign in Equation (5.2) dominates and the resulting disturbance is called

a gravitywave whose celerity increases u, J À '

In shallow ,water, tanh(kd) can be approximated by the first term in the Taylor

expansion kd andthe expression for the celerity becomes
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(s.4)

The second term in Equation (5.3) decreases rapidly with increasing wavelength, thus

for gravity waves in this regime, the phase speed can be closely approximated by

Jgd andhence is independent of wavenumber. This allows the possibility of non-

dispersive waves.

5.1.1 Statistical description of the sea surface
The general representation of the sea surface as a statistical process is conveniently
described in terms of two components - a macrostructure corresponding to a

superposition of a continuous spectrum of roughly periodic waves, whose mean

direction and directional spreading behavior vary with wavelength, together with a

superimposed microstructure consisting of ripples, foam and spray [S0]. The former,

the directional wave spectrum ^t(¿), may include discrete low frequency components

in the form of swell, which has been generated by distant storms rather than local
winds and is hence highly directional and in the short term relatively monochromatic,

Ripples result from turbulent gusts of wind near the sea surface while foam and spray

are produced by the interference of various wind and swell waves and atmospheric

turbulence.

In most studies the 'oceanographic' model of the sea surface is adopted, that is,

superposition of weakly-interacting primary ìwaves, whose directional power density

s1[; is governed by an appropriate radiative transport equation,

As(/r)

ðt
= S, *,S,, +,Sr* +.....

where s,, is the source term for wave generation by wind or other causes, ,s,, is the

source term for nonlinear wave-Ìvave interactions, and Sr* represents dissipation

processes' The waves represented in .S(ã) are then taken to be those satisfying the

dispersion relation given in Equation (5.1) with the nonlinearity relegated to its role in
Equation (5.4). Accordingly, when the sea is not too rough the resultant surface has
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approximately Gaussian statistics. For higher sea states, when the nonlinear

contributions are more significant the Gram-Charlier expansion l24ll provides a

better description, though it is far less convenient mathematically. Various non-

Gaussian models 1242-2471 have been proposed which provide more realistic

descriptions of the probability distribution of the surface elevations in such

conditions.

Standard models for S(Ë) have been developed by oceanographers, with the Pierson-

Moskowitz 12481and Joint North Sea'Wave Project (JONSWAP) models developed

by Hasselmann et al. 12491being perhaps the most widely used.

The Pierson-Moskowitz spectrum describes the wave energy density as a function of

wave frequency as

4
5

4
U)So. exp (5.5)

where a is a constant depending on wind velocity, g the gravitational acceleration, f
is wave frequency in terms of Hz and ¡o the frequency where the spectral peak is

located. In the JONSV/AP spectrum,

(5.6)Sro*rrnr(f) = exp

where,

(f- )' and o=
for f 3fo
for f >fod =exp

0.07

0.09
(s.7)

2ot "f;

7 is known as the peak-shape parameter and represents the ratio of the maximum

spectral energy density to the maximum of the corresponding Pierson-Moskowitz

spectrum. The term, / is commonly referred to as the peak enhancement factor and

Equation (5.6) illustrates that the JONSWAP spectrum is the product of the
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coffesponding Pierson-Moskowitz spectrum and the peak enhancement factor. Based

on ocean wave measurements, 7 is assumed to be a random variable of a normal

distribution with a mean 3.30 and the variance 0.62 [250].

In addition to these two well-known frequency spectra, other parametric models for

S([) have been proposed, based on the numerous theoretical and empirical studies

detailing candidate equilibrium wind wave spectra 1249,25I-2541. While the long-

wave JONSV/AP spectrum is generally accepted as a reasonable representation of

fetch-limited wind-wave development, in the high frequency regime the models are

weak in both theory and observation and remain unreconciled across the full range of

wavenumbers [255], despite numerous studies 1252,254].

For remote sensing studies, precise knowledge of the short-scale wave roughness is of

great importance. As a first-order approximation, studies often present a spectrum for

high wavenumbers as an independent contribution to the sea surface geometry, but. it

is now recognised that the short waves are intimately coupled with intermediate and

long-scale waves necessitating the need for full wavenumber models such as those

developed by Donelan and Pierson 12561, Apel 12571and Elfouhally et al. 1258).

Elfouhaily et al. [258] notes that a good wave spectrum should be capable of

reproducing certain observations. In particular, in the high frequency regime the

integration of the slope spectrum should provide the wind-dependent mean square

slopes results of Cox and Munk 12591, while also representing the dynamics of

gravity-capillary wave curvature seen in laboratory measurements made by Jahne and

Riemer [260] and Hara et al. 126Il. The two dimensional wavenumber spectrum

proposed by Elfouhally et al. [258] was developed to meet these criteria and is valid

over all wavenumbers, is relatively simple in its analyic form and is quite well suited

to electromagnetic models.

Of course, the adoption of a spectral representation implies that the surface is weakly

stationary or slowly varying in its statistical characterisation. Further, for high

resolution (wave-resolving) radar, where the range cell dimensions may be as small as

0.15 m, while the dominant sea wavelength may be 15 m, say, it is obvious that the
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spectral representation of the gravity \¡/aves is not appropriate for the local scattering

calculations.

One of the key advantages of polarimetric radar is the ability to estimate the large-

scale surface slopes when the characteristic length scale / of large-scale slope

variability satisfies I >> ),and when small scale roughness is present so as to provide

aBraggscattering surface texture with its distinctive scattering matrix 12621. Schuler

and Lee [65] showed that long wave tilts in the azimuthal direction could be measured

directly from their influence on the polarimetric signature and applied this result to

measufe terrain slopes on land [66]. This technique can also be applied to

measurements of the sea surface to extract information on the directional rwave

spectrum S(k).

5.2 Quasi-deterministic surface features
In addition to the stochastic surface arising from wind-generated waves' scenarios

occur in which the sea surface exhibits quasi-deterministic features. The Kelvin wake

produced by a moving ship is one such example. Two computationally efficient

codes, named SWPE ("Sea Wave Pattern Evaluation") and NF^SFS ("Nonlinear Free-

Surface Flow Solver"), developed by Scullen and Tuck 1263, 2641 were used to

examine the surface elevations, slope and velocity fields produced by a moving

vessel.

5.2.1 Sea Wave Pattern Evaluation (SWPE)

S'WPE has its origins in the wave resistance prediction programs, MITCHELL and

pOLyMICH described by Tuck 12651and Lazauskas and Tuck [266] respectively. It

computes the surface elevations and velocity fields produced by steadily moving

bodies either submerged or on the surface using the Michell-Kelvin "thin ship"

approximat ion 12671. It models the disturbance of the body by a (known) continuous

distribution of singularities along the center-plane of the body, while assuming that

the kinematic and dynamic free surface boundary conditions can be approximated by

a linearised condition on the plane equilibrium surface. Calculations of the wave

elevation and velocity potentials behind surface piercing and fully submerged

monohull or general multihull vessels can be produced, while the near-field wave
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elevations are determined using a special polynomial representation of the Green,s

function of the local field.

5,2.2 Nonlinear Free-surface Flow Solver
NFSFS solves for the wave pattern produced by a fully submerged object travelling at

constant velocity within an inviscid incompressible fluid, beneath a free surface under

gravity. The solution method enforces the Neumann boundary condition on the vessel

body boundary (i.e. the normal component of velocity is zero over the body), while
the kinematic and dynamic exact (Stokes) boundary conditions are satisfied at the free

surface. An additional constraint (the radiation condition) ensures that the disturbance

in flow generated by the body tends to zero in the upstream direction. NFSFS differs

from SWPE in that the surface boundary conditions are applied in full, nonlinear

form, as opposed to SWPE's linear approach. This nonlinear approach allows for
greater accuracy of results, but is computationally more complex since the free-

surface location is unknown a priori. Accordingly, a Newton-like iterative procedure

is adopted in which an approximation to the surface wave pattern is gradually refined

from an initial guess until convergence is achieved at a quadratic rate. A detailed

description of the problem and the solution procedure is given in [26g].

5.2.3 Exploitation of quasi-deterministic surface features
One of the problems encountered in the validation of ocean surface polarimetric

measurements using computer models is that there are generally two unknowns

present; the scattering model being assessed and the stochastic surface geometry that

provides the test environment. One possible solution for solving the ambiguity

inherent in this scenario is to replace the stochastic surface with a quasi-deterministic

surface, such as the Kelvin wake generated by a moving ship. This approach is

illustrated in Section 5.6.3 where the surface displacements and surface flows
predicted by SWPE are combined with the electromagnetic scattering codes described

in the Section 5.4 to yield predictions of the polarimetric signatures. These

predictions are compared with experimental polarimetric measurements of wakes in
Chapter 6.

5.3 Nonlinear hydrodynamics
An exact scattering theory for the ocean is useless unless the proper kinematics and

dynamics of the ocean wind waves is used. In particular the properties of short
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gravity-capillary waves, which are Bragg scatterers at microwave frequencies, and

their interaction with other waves is required. Since the 1960's there have been

numerous papers examining the perturbation theories of the nonlinear hydrodynamic

equations at a free boundary. Hasselman Í269-2711 was the first to provide a

reasonably complete description of a perturbation approach about a mean equilibrium

level expanded up to frfth order in slope and experimental results have shown that this

approach provides an adequate description of weakly interacting wind waves for most

situations 1272-2741.In this technique the wave-wave interactions were classified as

either resonant or non-resonant interactions. Hasselman's approach was extended by

Valenzuela and Laing 12751 to incorporate the effects of surface tension. Second-

order resonance was shown to be possible among capillary waves, while resonance

among gravity waves only starts from the third order. Only gravity waves are

supported in Hasselmann's approach, but combining Hasselman's formulation and

Valenzuela and Laing's derivation, capillary waves can also be investigated under the

same terms as wave-wave interactions.

In parallel with these developments, ZaI<harov 1276] proposed another approach in

which the boundary conditions were rewritten at the surface itself, rather than

expanding the variables with respect to a mean reference at equilibrium. In this

approach the canonical properties of the velocity potential and the surface elevation

are established in terms of a well defined Hamiltonian and makes fewer simplifying

assumptions about the original hydrodynamic properties. In essence it involves

evaluating the boundary conditions at the free surface itself and then truncating them

in orders of the surface elevation.

These developments lead to controversy as whether Hasselman's and Zakharov's

approach were equivalent, with papers by Watson and V/est [277], Hammack and

Henderson 12781, Dias and Kharif 12791 making conflicting claims. Recently

Elfouhaily et al. [280] illustrated the similarities and differences between the two

approaches and showed that either the velocity potential or the elevation can be

equivalent, but not both variables simultaneously. Elfouhaily et al.12801showed that

the resonant condition determines which canonical variable will be the same.
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5.3.1 \ileak wave-wave interactions
The ability to model nonlinear processes is of specific interest for the interpretation of
polarimetric measurements performed using the DSTO radar system. In particular,

the role of processes that cause the surface to evolve through states not consistent with
simple linearised hydrodynamics is of special significance. Much of the previous

research in the context of microwave radar has focussed on the highly nonlinear

extreme case of wave breaking [85, 87,90, I02,291,282]. The integrated effect of
the weak interactions engendered by the free surface hydrod¡mamic boundary

conditions has also been studied and used in the estimation of altimeter bias [283-
2861.

V/eak wave-\Mave interactions modify the instantaneous surface geometry resulting in
sharpened crests and flattened troughs. Accurate measurement of surface slope or the

statistical distribution of surface slope provides a window onto this aspect of
nonlinearity. Another consequence is the temporal decoherence associated with
exchange of energy between normal modes. In flreld theoretic notation, we can write
the Hamiltonian of the wave field as a sum over orders of wave interaction,

¡¡ = I a4a[ a o + lVo,.,al o,o o_, + lf ,,o.,oi al a,a o, _, +
k k,j j ,k,t

= H2+ Hr+ Ho+ (s.8)

where al and ak are the creation and annihilation operators for the normal modes

t//o - ¿i(k-'ot) . The time evolution of the surface, represented here by a state vector

Y(r), is then given by

Y(r; = "inTh)tY1¡o¡

If we make the approximation that H=Ho then the surface is predicted to evolve as

Y,,,(t) - 
"iH¡ 

(t-tn)ty(ro 
) = 

"ino 

<r-h) 
lc uV oGJ - lc oe,o 

o(t-tù ei(kr-o,kto)
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(5.10)
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which becomes

Y,,, (t) = \ c oe- 
¡'o ( -t o) 

e¡ 
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(*- cù/) - Z, oV u 
(r)
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Equation (5.11) is the state resulting from independent propagation of the normal

modes, as expected. This raises some interesting questions such as for a given initial

state Y(ro), how does the actual surface observed atalater time, Y,¡"(r), differ from

y,,,(t) ? This is obviously a vitally important issue when the radar observation

process involves coherent integration. How this difference manifests itself in a given

radar signature will influence the choice of radar parameters, while the higher order

terms in the Hamiltonian provide a means for further examining the underlying

physics of the nonlinearities.

Given that polarimetric radar is well suited to the measurement of large-scale surface

slopes when small-scale roughness is present, the potential exists to measure the

spatial slope pattern with a precision sufficient to identify the presence of nonlinear

contributions and to determine their spatial properties. For X band radar, where )'-

0.03 m, this corresponds to a minimum length scale of - 1 m, which is adequate for

resolving surface gravity waves in the frequency band above - 0.5 Hz.

rwhile the continuing development of improved representations of the sea surface is

vital, the need to achieve cofitmensurate flrdelity in the electromagnetic scattering

techniques is equally important. A brief overview of the models commonly used to

model scattering from the sea surface is given in the following section.

5.4 Electromagnetic surface scattering models
The ocean surface becomes visible to radar systems due to the air-sea interactions.

Bragg scattering is widely recognised as the dominant mechanism contributing to the

microwave backscatter from the ocean surface away from the specular direction.

More specifically, the scattering is from the ocean waves of wavenumber

k=2kosind travelling along the LOS, where á is the angle of incidence of the

propagation vector in relation to the local surface normal, and ko is the wavenumber

of the electromagnetic radiation in free space. To first-order, for capillary waves and

second-order for gravity waves, the intensity of the Bragg scatter is proportional to the

spectral density of the Bragg resonant wave and the Doppler shift induced is equal to

the frequency of the Bragg resonant wave. If both advancing and receding waves are

present then the two spectral lines appear either side of zero Doppler frequency.
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The fact that the ocean surface acts like a diffraction grating with the principal returns

contributed by the Bragg resonant water waves was first recognised by Crombi e l2S7l
in 1955 during his observations at HF frequencies of the Doppler spectrum of radar

sea echoes. This is illustrated in Figure 5-1.

ì\12

Lw

Figure 5-1 Representation ofBragg scattering from the ocean surface

Crombie correctly determirted Lhat radio waves were backscattered by ocean waves

corresponding to half the radio wavelength (for near grazing incidence) travelling in
the radial direction. He also observed that the scattering ocean waves travelled in

trains superimposed on the crests of longer waves, and thus recognised the presence

of parasitic waves usually present in water waves. Crombie suggested the possibility

of higher order contributions and predicted a continuous spectrum for higher

frequencies where the resonant water waves are much shorter than the dominant

waves of the sea. Most of these pioneering observations were later verif,red and

quantified by V/right 1288-2901and Bass et al. 1291,2921for microwave frequencies

and led to the present understanding of the scattering physics of electromagnetic

waves for the ocean surface.

5.4.1 Electromagnetic scattering from rough surfaces
A great deal of attention has been focused on the scattering of electromagnetic waves

from surfaces with different scales of roughness. Scattering from the sea is a special

case of scattering from a rough surface. All available closed-form models for
electromagnetic scattering from random surfaces are asymptotic solutions of the exact

)v
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Maxwell equations. Scattering from a rough surface is often formulated as a global

boundary value problem (GBVP) in electromagnetics whose solution, in practice,

invariably relies on introducing a number of assumptions and approximations.

Typically examples of such simplifications of the electromagnetic aspects of the

problem are:

(iii)

Adopting the Rayleigh hypothesis.

Replacing the vector wave equation with the Helmholtz equation and

solving for temporal variability via the quasi-stationary approximation.

Modelling the seawater as a perfectly electrically conducting fluid.

Formulations based on the exact GBVP, though elegant, are often of little practical

value l2g3l. Two approaches are coÍtmonly pursued that are asymptotic solutions to

the exact Maxwell equations based on: (a) the small perturbation method (SPM)

originally developed by Rice 12941, (b) the Kirchhoff approximationll2Tl which uses

integral techniques based on Green's theorem.

5.4.2 The small perturbation method

Perturbation theory was first applied by Lord Rayleigh 12951 to obtain a low

frequency asymptotic solution of a monochromatic plane wave incident onto a

sinusoidal surface separating two different media. Rice [294] later used this approach

to obtain a first-order small perturbation method for scattering of electromagnetic

waves from a two-dimensional, randomly rough, perfectly or finitely conducting

surface. This approach yields a graling theory where the randomly rough surface

profile is decomposed in a set of sinusoidal gratings by means of the Fourier

transform 12961.

The small perturbation method starts with a rigorous integral equation (either surface

or volume integral) satisfied by the electromagnetic fields. This equation is obtained

from the harmonic Maxwell differential equations using a technique such as the

extinction theorem. Building an expansion in porwers of a small parameter, and

equating the terms of the same order provides a solution with a domain of validity that

is directly linked to the radius of convergence of the expansion series'

(i)

(ir)
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The SPM relies on two simplifying approximations. The first assumes that the wave

heights are much smaller than the radar wavelength and the second is a boundary

condition (Rayleigh's hypothesis) that matches the spectrum of outgoing plane waves

to the incident field. Essentially, it exploits the smallness of the roughness slope to

generate an expansion for the boundary condition and the smallness of the roughness

amplitude to generate an expansion for the scattered fîeld. The SPM carries the

polarisation factors but does not properly account for longer scale features on the

scattering surface and therefore fails to reproduce the near specular scattering.

In many cases, scattering problems of interest have progressed beyond the limits of
accuracy of first-order SPM. Consequently many researchers have investigated ways

of extending these theories using different series expansions with better convergence

and larger domains of validity. Examples include the phase perturbation method

(PPM) 1297-2991, the unified perturbation method (UPM) [300] and higher order

SPM techniques such as second order perturbation methods developed by Valenzuela

[301], the third-order SPM by Johnson [302] fourth-order SPM by Demir and Johnson

[303] and the fully polarimetric extension of SPM by van Zyl et at. 1136l which

retains the scattered fields up to second order accuracy. Barrick [304, 305] also

developed a second order perturbation theory, which has been used almost exclusively

for modelling Doppler spectra of signals backscattered from the ocean, particularly at

HF. This approach is formulated to include second-order scattering and hydrod¡mamic

effects; it has been generalised to describe bistatic polarimetric scattering by

Anderson et al. 13061. The validity of these techniques remains a topic of great

interest and numerous papers have been published on the regions of validity of the

SPM [307-310], PPM [311] and UPM [300, 312, 313].

5.4.3 The Kirchhoff approximation
The Kirchhoff method was developed by Antokolskii, Brekhovskikh, Isakovich,

Davis, Beckmann and others but is referred to as the Kirchhoff approximation (I(A)

since it is based on the Kirchhoff formulation of diffraction theory. References to the

original work are given in Beckmann and Spizzichino [127] and Bass and Fuks l3l4l.
The KA is generally used with integral formulations based on Green's second vector

theorem. This theorem states that the scattered field at any point within a source free

region bounded by a closed surface can be expressed in terms of the tangential fìelds
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on the surface. Mathematically, this can be expressed as the Stratton-Chu integral

although the assumption on the scattering mechanisms is purely heuristic.

The Kirchhoff approximation requires that the incident wavelength be smaller than

the radius of curvature of the surface, so that in the neighbourhood of any point on the

surface the field may be represented by the sum of the incident field and a reflected

field evaluated by assuming that the surface is locally planar. It is valid for gently

undulating surfaces with a large radius of curvature and incidence angle close to the

normal to the surface. The regions of validity of this technique have been extensively

studied [315-319] and a plot showing the regions of validity for the KA, SPM and

small slope approximation is shown in Figure 5-2

SSA

= conÍl

SPM

Figure 5-2 Regions of validity of classical SPM and KA approach (based in Fig 1.1 in [320])

Shadowing functions and iterations 132l-326] have also been proposed to improve the

accuracy and domain of validity of the KA methods. The term physical optics is

sometimes used synonymously with the KA, but should more precisely be reserved

for the combination of KA with shadowing corrections for the unlit regions of the

surface.

The KA accurately models the quasi-specular problem but lacks the polarisation

sensitivity of the SPM. Holiday 13271 published an approach that combines the two

(KL
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limits by including the second iteration of the surface-current integral equations, thus

extending the Kirchhoff approach to include the polarisation sensitivity of the SPM

for the backscattering case. Other authors have also investigated this problem

including Rodrigez and Kim [300], Tatarski [328] and Voronovich 13291. \ù/hile

these techniques have a larger domain of applicability and provide the polarisation

sensitivity lacking in the original Kirchhoff formulation, they are difficult to utilise.

Voronovich1329,330] proposed another technique referred to as the f,rrst-order small

slope approximalion SSA(1) which relies, in particular, on discerning and utilising the

symmetry and transformation properties that the solution must possess. The results

are expressed as a systematic series and more accurate results can be obtained by

evaluation of higher order terms, but this becomes numerical cumbersome.

Recently Elfouhaily [331] developed the extended Kirchhoff approach (EI(A) for

bistatic scattering from gently sloping, perfectly conducting surfaces. Analytical

iterations of the surface current integral equation are performed in the EKA using the

approach originally adopted by Holliday et al.l332l. Both the EKA and SSA have

similar analytic forms and have attractive features including relative simplicity and

the absence of an artificial surface scale separation. West [333] found that the

backscattered cross sections by the EKA model to be quite accurate for small and

intermediate incidence angles and under certain conditions even at low grazing

angles. Toporkov et al.1334) reported anomalous nulls occurring at large scattering

angles for horizontal polarisation using the EKA technique, which were not present

with the SSA, but obtained identical results to the SSA using a refined 2-D version of

the EKA [335]. Toporkov et al. 13341 also investigated the Doppler spectra

predicted using the EKA and SSA using linear and nonlinear surface models and

found generally good agreement for vertical polarisation but significant discrepancies

in horizontal polarisation results. Better prediction of the spectral separation at LGA

has been obtained using the second order SSA [336].

5.4.4 Bragg / Composite surface models

The two-scale model (TSM) is a heuristic concept that was originally conceived by

Kur'yanov [337] for determining the scattering of acoustic waves from rough

surfaces. This approach was later applied to electromagnetic waves by Fuks [338]

and Valenzuela 164l and now is widely used for the theoretical interpretation of radar
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scattering data, due to its relative simplicity and more importantly, its transparent

physical background [339]. Other two-scale models 1340-3431 have been developed

with wider ranges of validity and a simplistic representation of the composite model is

shown in Figure 5-3.

îJv

Small-scale

Large-scale Composite-rough

Figure 5-3 Composite surface model

In the TSM, the whole spectrum of roughness is separated into two classes

corresponding to the large and small-scale components. The TSM postulates that the

rough water surface is slightly rough over small scales and that the large-scale waves

may be treated by a tangent plane approximation in which they tilt and advect the

Bragg scattering waves, but at moderate incidence angles do not themselves

contribute to the scattering. Three different mechanisms contribute to the modulation

of the Bragg scattering produced by the large-scale tilts:

1. The surface tilt changes angle of incidence and hence changes the

wavenumber responsible for the resonant Bragg scattering.

2. The surface tilt modifies the direction of the local surface normal for each

facet and changes the local incident and scattering angles, which modifies the

RCS values.

3. For vector waves, local tilts modify the polarisation states producing induced

cross-polarisation terms due to the LOS rotation.

Chøpter 5 Seø surføce scattertng 179



Although the TSM provides a physically correct description of the process of
scattering it suffers from two inherent drawbacks. The parameter separating the large

and small-scale roughness is chosen arbitrarily (within certain limits) since the power

spectra encountered in most applications do not suggest a natural division of scales

[339]. This complicates the calculation of corrections since it is impossible to

determine if differences between experimental data and theoretical measurements

should be attributed to inaccuracies in the scattering calculations or to an inadequate

model of the surface roughness. Fuks [338] showed that the ambiguity in separating

the roughness scales hinders the solution of the inverse problem of determining the

roughness spectrum by characterisation of the scattered field. Nevertheless, TSM

work rather well for the case of the ocean surface, since the separation between the

large-scale component and the small-scale component is somehow related to gravity

and capillary waves [344].

Generally the TSM treats the small-scale waves as free propagating wind generated

\¡/aves. Problems are encountered at low grazing angles when the vertical component

of the wavenumber of the incident radiation is no longer small compared with the

surface displacement. Plant [345] recently showed that this limitation could be

overcome with a slightly expanded version of the theory using the full Kirchhoff
integral, to which Bragg scattering is an approximation.

The fact that o0r, values are occasionally found to be larger than or equal to ofu for

short integration times for incident angles between 20" and,8Oo is often quoted as

evidence for non-Bragg scatterrnglTg,109,3461. These results have led to attempts

to add non-Bragg scattering from the sea surface to the theory f70, I0g, 256,3471.

Plant [96] demonstrated that there is no evidence for non-Bragg scattering and that for

incidence angles up to about 50o and that the discrepancies in the RCS values are

caused by fading. He showed that the standard TSM scattering theory yields

probabilities of findin g o'ro > ol, that are only slightly smaller than those found

experimentally. Plant [112] also showed that for higher incident angles, Bragg

scattering from bound, tilted \Maves could be used to account for anomalies in the

Doppler spectra and for part of the under-prediction of the o|r, values. At very high

angles of incidence (LGA) this theory still does not account for the differences in the
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RCS values, but the addition of a non-Bragg component that is independent of the

incidence angle and polarisation brings the simulated cross sections and probability

distributions into good agreement with the experimental data. Plant proposed that the

physical interpretation of the non-Bragg component is return for the sea spray just

above the airlsea surface.

5.4.5 Analyticalscatteringtheories
In the search for more effective formulations, as number of approximate analytic

theories have been developed, including the integral equation model [348], the quasi-

slope expansion [328], tilt invariant scattering theory 13491, the distorted Born

approximation [350], the heuristic scattering mode [351], local spectral expansion

1352-3541, Green's functions refinement [355] and mean-field theories Í356, 3571.

These approaches are based on approximations for the scattered fîelds of a single

deterministic surface. Averaging is applied to these approximations to yield statistical

moments of the scattered fields. Stochastic theories have also been developed which

assume the field quantities to be random variables before the application of integral

scattering operators. Examples include the smoothing method [358, 359] and

operator-based approaches [360, 36 I ]

Analytical scattering theories are of great importance since they provide physical

insights, which cannot be obtained from the scattering properties alone and thus can

be used to explore how variations in the surface parameters will affect the scattering

behaviour. However, for most cases it is difficult to obtain a precise characterisation

of the domain of validity 13621 and some techniques require unacceptably long

computation times for evaluation of the higher-order expansion terms 1363,3641.

5.4.6 Surface scattering feature models

An alternative method to the GBVP approach assumes that the surface is made up of

various scattering features or obstacles present on or near the sea surface. These

models are referred to as scattering feature models. One of the first models was

developed by Goldstein [365] to explain the polarisation dependence of sea return at

low grazing angles. He proposed that spray droplets thrown upwards from the waves

caused destructive interference between the direct and reflected waves, producing the

observed differences in the HH and W returns. Unfortunately, this model failed to
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explain why a difference in the HH and W retums remained when no spray was

present. Goldstein's model was at least based on an observable feature of the sea

environment. Other models have been conceived with scattering shapes that were

unrelated to observable sea features. In many cases these shapes were selected simply
because convenient solutions existed. Examples included techniques using smooth

circular metallic disks [366], affays of semi-infinite planes [367] and hemispherical

bosses [368].

Other models have been proposed that are more closely related to the structure of the

sea. Stokes \ /aves [369] are commonly observed on natural water surfaces and have

a quasi-trochoidal structure whose crest resembles a wedge. This property has been

used in a number of scattering feature models [70, 72, l0ll. These models usually

incorporate the geometrical theory of diffraction (GTD) to explain the scattering.

However, these models are only strictly applicable when the edge of the wedge is

normal to the plane of incidence unless generalised via the uniform theory of
diffraction (UTD). Nevertheless, these models give results that are as good as and in
some case better than the predictions from the first-order Bragg or composite-surface

models 12931.

Other models have been developed that model the return based on scattering from
plume water masses generated at breaking wave crests. Wetzel [370] modelled the

plume as a conducting half cylinder sitting on an inclined flat plane. He assumed that

the incident electromagnetic field consisted of the direct flreld reflected from the

cylindrical surface, plus an indirect f,reld associated with the multipath contribution

produced by the reflected electromagnetic waves from the smooth water surface ahead

of the cylinder. This model is highly sensitive to changes in the local grazing angle,

plume diameter and position and polarisation changes. This is due to the substantial

difference in the LGA Fresnel reflection coeff,rcients for seawater at horizont al and,

vertical polarisations. Wetzel's plume model was combined with aBragg scattering

model [371] and produced improved predictions of the polarisation signatures at LGA
than models based on the Bragg model alone or composite Bragg and wedge

scattering models.
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A major problem with all of the scattering feature models is that assumptions must be

made about the shapes, size, orientation, speed and lifetime of the features

themselves. While scattering feature models are mainly used to model LGA sea

clutter, there is evidence that feature scattering occurs at alI grazing angles 12931-

5.4.7 Clutter statistics

In target detection problems, statistical distributions are conìmonly used to describe

the electromagnetic scattering characteristics of the ocean surface. Radar engineers

have empirically compared radar data with Gaussian, log-normal, Weibull and K-

distributions 1372,373]. For depression angles of five degrees or more and for large

cell areas, these statistics are usually reported as Rayleigh. For smaller angles and

ce1l sizes the temporal statistics have distributions with shapes that fall between

Rayleigh and the log-normal [80]. Conditions that cause spatial sea echo variations

with large standard deviations will also cause temporal sea echo variations with large

standard deviations. Therefore, depending on the sea surface details, spatial sea echo

distributions are usually expected to lie between Rayleigh and log-normal 1374]. At

LGA the probability distributions assume a different form due to sea spikes 13751.

Hansen and CavaleilTTl performed measurements at LGA and plotted their results

as cumulative distribution functions on Rayleigh probability paper. They found that

the W data could be fitted by a straight line, while the HH data started linear but

curved sharply for larger radar cross sections. Olin [75] found that this data could be

fitted by a single Weibull distribution for the W data, while the HH distributions

required two independent Weibull fits suggesting the presence of multiple scattering

mechanisms. Sayama et at.13761recently reported that sea clutter amplitudes obeyed

the log-Weibull distribution using millimetre wave radar at low gtazing angles and for

high sea states found that the sea-clutter amplitudes obeyed the log-normal, log-

Weibull and K-distributions in terms of the temporal and small scale fluctuations at X

bandl377,378l. In this case the Akaike Information Criteria (AIC) [379] was used to

determine the clutter statistics since it produces a more rigorous fit to the distribution

of data than the least squares method.

5.5 Covariance matrix formulation of Bragg models
A model for the covariance matrix of rough surface scattering is required in order to

interpret the entropy data for sea clutter in terms of wave processes on the ocean
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surface. The Bragg and the extended Bragg model can be formulated using the

covariance matrix approach, allowing the depolarisation processes that occur in sea

surface scattering to be studied using the decomposition techniques discussed in
Chapter 2.

5.5.1 First-order two-scale Bragg scattering model
The development of the two-scale first-order Bragg scattering model begins with the

first-order SPM described in Section 5.4.2. The interaction between the

electromagnetic waves and surface is manifest through a coupling of the

electromagnetic fields to a component of the surface roughness spectrum, which is in
resonance with the radar wavelength and local geometry. To f,rrst-order, the scattering

matrix [S] for the Bragg surface can be written as

[s]= =ffis
Suu S* Br(0,e,)

0

0

8,,(0,e,) (s.t2)
SW5,,

where z, is the backscatter amplitude containing the information about the roughness

conditions of the surface and B, and 8,, are the Bragg coefficients perpenrlicrlar ancl

parallel to the incidence plane. These are both functions of the complex permittivity

e, and the local angle of incidenc e 0 and are defined as

Br(0,e,) =
cos á- e,-sin2 0

8,,(0,e,) =
(e. -r)(sin2 0-e, (1+sin'zd))

cosd+ €, -sin2 0 €, cos0 + e, -sin2 0
(5. 1 3)2

From Equation (5.12) it is clear that the co-polarised ratio Brl B,depends only on the

complex permittivity and the local angle of incidence and is independent of the

surface roughness. The Bragg model predicts different scattering amplitudes for

coefficients perpendicular and parallel to the incidence plane with {, > Br. It is

convenient to characterise the ratio of scattering amplitudes using the scattering alpha

parameter ø, since it is independent of surface roughness and depends only on the

dielectric constant and the angle of incidence. In Equation (2.123), the normalised

Pauli scattering vector (for the backscattering case) is defined as
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Otr=ù1

lãl
€zp

cosaei|

sinacos Bei6

sinasin Be'Y

tS*
-sw

Jrlo,,(e,',)l 25n J'

cosue'Q

sinacos Be'6

sinasin BeiY

So+S*
So, - S*

25n

(s.r4)

Substituting the Bragg coefficients gives

1

5,,
Soo

1

Br+ Bu

B.',- Bl

0

(s. I s)ërr(0,e,) =
l'*lq,l'I

Three element unitary complex vectors have five degrees of freedom and can be

parameterised in terms of five angles using Equation (2J22)

1

Br+ B,

Bt- Bl

0
e3p ee( )

(s.16)

J'

Thus the alphaparameter for the Bragg model ü3 càrrbe defured as

l'*lq,l'I

üa =cos (s.17)

In the case of scattering from the sea surface we assume that the dielectric constant €'

is constant hence variations in an are a result of changes in the angle of incidence á'

The first-order Bragg model predicts that, for grazing angles (e=SO"), the Bragg

coefficient parallel to the incidence plane will be much larger than the coefficient

perpendicular to the plane (4, tt Br) . Examining the expression in Equation (5'17) it

is clear that in this case the value of un tends to 45o. On the other hand, in the case of

normal incidence (e =0"), ttt" scattering coefficients become equal, and the value of

alpha tends to zero. consequently, as the angle of incidence decreases, one would

expect to observe a conesponding decrease in the alpha parameter. This behaviour is

illustrated in Figure 5-4.

-l
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Figure 5-4 variation of Bragg alpha angte with angle of incidence for sea water

From Equation Q.62) we know that the polarimetric coherency matrix is defined as

frrç, e,¡l = (Ë, rç0, r,¡ . tcl rçe, e,¡) (s. I 8)

From Equation (5.12) it is clear that the first-order Bragg model always predicts zero

cross-polarisation and no depolarisation. Consequently, the coherency matrix

[fr@,r,)] predicted by this model will be of rank 1, hence the entropy and anisotropy

values are always zero. It is clear that such a model is too simplistic for microwave
polarimetric studies of sea clutter, where depolarisation is observed in measure d. data

174,92,90,2911.

The widely used two-scale model, described in Section 5.4.4 combines a small scale

roughness superimposed on a larger-scale that tilts the Bragg facets and modulates the

retum. The tilting of the surface means that the tilted scattering matrix can have a
non-zero cross-polarised component induced by the effective rotation about the LOS
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(see Section 2.15.1). However, the induced cross-polarised returns in such a model

are completely correlated with the co-polarised components. Consequently the

entropy and anisotropy values ane still zero and the model does not permit

depolarisation to take place. In order to proceed, a modified approach is required to

yield predictions of a depolarising covariance matrix. This can be achieved using the

extended or X-Bragg model [380].

5.5.2 The extended Bragg model

The extended Bragg model was developed by Hajnsek ll42l for the inversion of

surface parameters from polarimetric SAR image data sets. This model enables

predictions of a depolarising covariance matrix by the addition of a reflection

symmetric depolarising component to the Bragg model. The assumption of azimuthal

symmetry is too severe, but reflection symmetry with respect to the local surface

normal provides a means for modelling the depolarisation in the presence of large-

scale tilts and hence extends the model to a two-scale roughness profile.

The expression for the scattered electric fîeld generated by the Bragg facet shown

Figure 5-5, which can be written as

E'oo=i 2kcoso Boo 2(ztcsrne) (5.1e)

The scattered freld amplitude depends on the Fourier transform of the surface profile

2, thus the average scattered power depends on the component of the power spectrum

of the surface roughness that matches the incident wavelength. The polarisation

dependence is only a function of the local angle of incidence 0 and the dielectric

constant e, though the set of Bragg coefficients BHn, Byy and Bvn. These are averaged

over a statistical distribution P(fl to obtain a surface that depolarises incident

radiation and generates cross-polarisation while maintaining reflection symmetry

about the local normal to the Bragg facet. In the case where the surface is sloped,

additional cross-polarisation terms are induced due to the LOS rotation.

In order to proceed, a right-handed co-ordinate system must be established, centred on

aBragg facet as shown in Figure 5-5.
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Figure 5-5 Scattering geometry for an arbitrary surface

The expression for the local surface normal can be written as

ñ=n,i+nr!+n,Z (s.20)

Two principal slope components can also be defined from this normal. The first is the

range slope def,rned as the rotation about the x-axis and thc sccond is the azinutlt

slope defined as the rotation about the y-axis. The range slope is defined by the angle

y and can be written in terms of the local surface normal components as

-+
V

+
HË

(s.2r)

similarly the azimuth slope is defined by the angle øwhich is given by

(s.22)

The local tangent to the surface I canthen be found by calculating the cross product

between the incident wave propagation vector Ë and, the normal to the surface ñ.
This can be written as

ðnn
tany- ---¿-- - Y

dfr, nz

nx

nz

atan
ò".
òn"
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(s.23)

Having defined the new local co-ordinate system it is now possible to modify the

local scattering matrix in two rways.

The local angle of incidence á used for evaluation of the Bragg coefficients is

no longer simply the angle of incidence þ bú is now defined from the inner

product between the surface normal and incident wave vector as shown in

Equation (5.24) ll75l

cos á = ñ..k = -nr sin4 + n" cos Q =
tanysin{+cosQ

+tanz y+tanz at
(s.24)

The combined effect of range and azimuth slopes causes an effective rotation

of the surface in the plane of polarisation through an angle B defined as [175]

i ñxk

v;rl

o

cos B = ir.i
r- -r + tanp =

sin B = -lnxîl nycosQ+n,sinþ

tanal

sin{-cosþtany
-n

Thus the combined effect of the azimuth and range slope angles is to modify the

scattering matrix of the Bragg facet to

cos B

-sinB

0

8,,(0,e,)
lIcos/
lL'*B

- sln

cos

(5.2s)

(s.26)lsqB,e,e,¡f=
srn pll ar(0,e,¡

'"' B.lL o 'À

This can be re-written in the Pauli scattering vector form as

ËrrçP,o,e,¡ =

100
0 cos2p sin2B

0 -sn2B cosZþ

Br(0,e,)+ 8,,(0,e,)

Br(0,e,)- 8,,(0,e,)

0

=lR r(þ)lËrr(o,s,) (5.27)

From Equation (2.62) we know that the polarimetric coherency matrix is defined as
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lrrçe, e,¡] = (Er, 70, t,¡ . t ], ç, e,¡) (s.28)

In Section 2.16.1, the general form of the coherency matrix [23] representing the

backscattering case under reflection symmetry was shown to be

[4]=
t, ttz 0

ti, tr, o

00t'
(s.2e)

Using the effective rotation angle B defined in Equation (5.25), which represents any

mismatch between the radar polarisation axes and the projection of the axis of
symmetry of the medium into the plane of polarisation, the expression of the rotated

coherency matrix Uz(Ðl can be written as follows using Equation (2.S1)

l&"(p)l' (5.30)

where &"(P) is the rotation matrix defined in Equation (2.80) as

t| tr, 0

ti, tr, o

0 0t*
lr,(þ)l=[&,@)]

tå
lo

lR,(þ)l=

Thus the coherency matrix for the tilted depolarising surface facet is given by

lr,, ( p, 6, t,)) = m, fh, (þ)l(Ë,, çe, t,¡ . El, ç0, e,¡) [r*," tBl]-' (s.32)

Substituting the expression for Ërrçe,e,¡ into Equation (5.32) yields

00
cos2p sin2B

-sin2p cos2p
(s .3 1)

lt,,(þ)l-' (5.33)lTr, ç B, o, e,)] = *, lq, f B¡]

a(0,e,) b(0,e,) 0

b.(0,e,) c(0,e,) 0

000

where
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a(0,e,)=

(5.34)

0 0

Finally, configurational averaging over a statistical distribution P(P), which

represents the distribution of surface slopes, is performed and the coherency matrix

for the Bragg facet becomes

2f

(lur{t,r,)+ Bíe,r,)f 
)

(lu r{t, r,) + 8,,(0, e,¡) (n rg, e,¡ - au@, e )). )

(lu,{t, r,) - n,,{e, Ðl' )

b(0,e,)

c(0,e,)

Expanding Equation (5.33) and using the properties of reflection symmetric media

given in Equation Q.87) yields

a(0,e,) b(0,e,)cos(28) 0

lTrrqB,o,e,)]= *, b. (0, e,) cos(z p) c(0,e,) cos' (2 p) 0 (5.3s)

c(0,e,)sinz(28)

lrr r@, t,)] = I rtp>.frr, çB, e, e,¡]a P (s.36)

(s.37)

-n

Substituting Equation (5.35) into Equation (5.36) gives

lTrrlo,e,¡f=m,

b(0,e,)r 0

c(O,e,)õ 0

0 c(0,e,)(l- 6)

a(0,e,)

b. (0,e,)t
0

where

(5.38)

A summary of the small-scale scattering from each Bragg facet predicted by the

extended Bragg model is given in Equation (5.39).
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E)r=i 2kcoso aoo 2(ztcsøe)

Bra = Bt: cosd- €,-sin'0
cosá+ e,-sinz 0

(s, - t) [sinz 0 - e,(l+ sin' a¡]+ BlBW

Bnr = Bvt =

e,cos0 + e,-sin2 0

0

lauo + a*l'
(Bur+B*)(Bou-B*)*

lBnn - Brrl'

2

(5.3e)

a=

=

+lTrç0,e,)l=*,
U= Ir@)cos'qzp¡ aB

b

c

abî
b*î cõ

00

0

0

c(t- õ) , = Ip@)cos(2p) dp

-2t
î

In the two-scale model each Bragg facet is subject to a large-scale tilt. To incorporate

this into the extended Bragg model, the combined effect of any azimuth or range tilts

needs to be accounted for. Using the same analysis that was applied to the individual

Bragg facets the modified coherence matrix becomes

lT, ç 
p', e, e,)l = [&, ( þ' ¡ffr, 1e, e,¡]ln, 

" 
Ø )]-' (5.40)

where the combined effect of range and azimuth slopes causes an effective rotation of

the facet in the plane of polarisation through an angle þ' u" defined by Equation

(5.25). On expansion the (Uf .1Un -W).1 is no longer zeto since the tilt generates

correlation between the HV and the HH-W, although due to the symmetry

assumption the phase of (øf .1nn -W).) remains zero meaning there is no helicity

in the surface scattering [381].
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5.6 Modelling radar returns from sea models
At the beginning of this chapter it was noted that in order to describe radar scattering

from the ocean surface an understanding of the physical processes that influence the

geometry and electromagnetic scattering from the sea surface is required. The

previous sections have considered these two problems separately. The following

section illustrates a number of examples in which the two-scale Bragg models are

combined with the surface descriptions produced using SWPE and NFSFS to generate

predictions of the polarimetric signatures.

5.6.1 Justification for adopting the two-scale Bragg models

The two-scale models based on the Bragg and extended Bragg models were used to

predict the scattering from surfaces predicted using the SWPE and NFSFS codes

described in Section 5.2 and for modelling the changes in the polarimetric parameters

(entropy / anisotropy / scattering alpha) that occur during wave breaking. While there

are some problems with TSM, particularly at LGA (as noted in Section 5.4.4) there

are sufficient reasons to justify the selection of this approach. These reasons include

the fact the TSM provides a physically correct description of the process of scattering,

which can be evaluated efficiently while providing a simple means for modelling the

depolarisation processes that occur in sea surface scattering.

The SWPE simulation results are generally evaluated on a fine grid which typically

ranges from 301 x 301 up to 1001 x 1001 points. A computationally eff,rcient model

was required particularly when multiple antenna elevations were considered. The fact

that the two-scale Bragg models can be adapted to run on a multi-processor

environment using a parallel algorithm, since the scattering from individual grid

points can be determined independently, was seen as a significant advantage.

While problems are often encountered at LGA angles using TSM, only situations in

which the Bragg scattering assumptions remain valid have been considered. Thus the

numerical simulations have been restricted to scenarios with low sea states, or small

surface displacements (in the case of ship wakes) with low surface roughness. A

simple shadowing routine was also incorporated into the TSM, removing some of the

problems areas conìmonly encountered at LGA, but multipath effects and the

contribution from bounded waves and non-Bragg scatterers was not addressed. The
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importance of these effects at LGA has been noted and attempts to incorporate these

features into the scattering models will be made in the future.

5.6.2 Analysis of the entropy of breaking ocean vyaves

While the case of non-breaking waves is of great interest, the extreme case of

breaking waves has been studied extensively both experimentally and using numerical

techniques [85, 89, 90, 102, 382-38]1. In particular West has performed extensive

studies on the electromagnetic scattering behaviour from breaking waves at LGA [86,

88, 108,388-3911.

The extended Bragg model was used to derive a simple description of the polarimetric

behaviour of a breaking ocean wave. Initially the surface is modelled as a flat X-

Bragg surface. As the wave propagates towards the radar the model increases the

wave slope causing a local decreasing the angle of incidence. As the local wave slope

increases, there is a temporal increase in surface roughness due to the breaking wave

processes. From Equation (5.33), it is clear that the eigenvalue decomposition of [7]

willbe invariant to any azimuthal surface tilts (B). Thus the eigenvalues of [7] and

the polarimetric parameters derived from them, such as the entropy and anisotropy,

will depend only on the local angle of incidence 0 (i.e. range tilts), the dielectric

constant e, and the surface roughness, which is governed by the width (êt) of

distribution of surface slopes P(P).

For simplicity we assume that P(B) is uniform about zero with width 2þ1 as shown in

Figure 5-6.

P B)

-B' p'

Figure 5-6 Uniform distribution of surface slope
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Thus the distribution P(B) canbe defined as

I
P(p)

Otherwise

Thus substituting Equation (5.41) in Equation (5.38) gives

x

coherency matrix for the extended Bragg model becomes

a(O,e,) b(0,e,)sinc(2p,)

lTrrç0,e,¡]= m, b' (0, e,)sin c(2 B) c(0, e,)
l+sinc(4Br)

, = _[r ril) 
cos(2p) o O =l[,];cos(z Þ) d þ = sinc(2|,)

ir- Ã. 
1

u ="!r(p)cos'1zB¡ dp ='lufi;"or'(2p) dp =)tt+sinc(afl))

2þ'

0

lpl< p,
o= p,=+

0

0

-sinc(4p,))

(s.41)

(s.42)

(s.43)

where sinc(x)-sin(x). Substituting Equation (5.42) into Equation (5.37) the

2

(r
0 0 c(0,e,)

2

The width of the distribution of slopes determines the roughness component and

controls both the polarimetric coherence and the level cross-polarisation power.

When þr=0, the coherency matrix reduces to the simple first-order Bragg model

discussed in Section 5.5.1 and the polarimetric coherence becomes unity and the

cross-polar power is zero. As the value of Bl inueases, the coherence reduces while

the cross-polar power increases. When þt = 90" the surface becomes azimuthally

symmetric. The increase in the cross-polar power is faster than the fall in coherency

and thus for small p1 values the polarimetric anisotropy will be close to unity as

shown in Figure 5-7. As the value of þt increases the anisotropy will fall

monotonically to zero. These properties are discussed in more detail in [392].
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Figure 5-7 The variation in relative power and coherence with surface roughness

The polarimetric coherence between the left-left and the right-right circular

polarisation, Tunn, can be shown to be related to the elements of the coherency matrix

via the following expression [392]

(s.44)

This highlights the facf. that the yrroo depends only on the surface roughness B1.

Since the anisotropy can be interpreted as a generalised rotation invariant expression

for Tunn 13921 it is evident that the anisotropy is independent of the dielectric

properties of the surface and that for smooth surfaces (low B1) the anisotropy will be

close to unity. Increases in the surface roughness will result in a reduction in the

anisotropy.

Tunn =ffi=sinc(4Br)
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Figure 5-8 shows the variations in entropy that occur for changes in the surface

roughness and angle of incidence. This plot illustrates that the entropy increases with

higher roughness and with larger angles of incidence. As a wave forms one would

expect an increase in the range tilt and hence a decrease in the local angle of

incidence. If the surface roughness remains constant then it is clear from Figure 5-8

and the X-Bragg model would predict that the entropy should decrease. However, if
there is an increase in the surface roughness (as a result of wave entering the breaking

state) combined with an increase in the range tilt, then the X-Bragg model suggests

that the entropy can remain unchanged.
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Figure 5-8 Entropy of the X-Bragg model vs. surface roughness and angle of incidence

On the other hand, we see that the anisotropy value, shown in Figure 5-9, depends

mainly on the roughness and is largely insensitive to wave tilting. Hence, if we have

an increase in surface roughness there should be a decrease in anisotropy coupled with

unchanging entropy.
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The variation in scattering alpha parameter ã, shown in Figure 5-10, illustrates that

increasing the surface roughness produces only a slight increase in ãvalues, while

changes to the angle of incidence, caused by wave tilting which changes the local

range slope, have a much stronger effect. Thus, in the case of a breaking wave, where

an increase in range tilt correlated with increasing roughness is expected, at least for

upwind viewing geometry, the X-Bragg model predicts that the alpha parameter

should fall.

In summary, the X-Bragg model predicts that for a breaking ocean wave the entropy

will remain relatively unchanged while there will be a combined drop in the

anisotropy and alpha angle. To examine how well this model agrees with

observations of breaking ocean vr'aves, measurements in the littoral zone were

performed at Evans Head in New South Wales and Yallingup in Westem Australia.

Good agreement was observed and a detailed comparison is given in Chapter 6.

5.6.3 Validation of ocean surface measurements

Validation of ocean surface polarimetric measurements using computer models is

difficult because there are generally two unknowns present; the scattering model

being assessed and the stochastic surface geometry that provides the test environment.

One possible solution for solving the ambiguity is to replace the stochastic surface

with a quasi-deterministic one. The approach proposed in this work replaces the

stochastic surface with a Kelvin wake generated by a moving ship. At the moment,

certain limitations of the DSTO radar prevent this technique from being fully

exploited, but we present some preliminary results obtained using the surface

elevation, slope and velocity fields predicted by SV/PE combined with the two-scale

Bragg scattering model described in Section 5.5.1

To illustrate some of the capabilities of the SV/PE code, a simple hull model was

created for a pilot boat, similar to the one measured in the Queenscliff experiment

described in Chapter 6. The model dimensions were matched to the length, beam and

draft of the pilot boat, so that a good estimate of the surface wake pattern could be

obtained. The model consisted of 1340 flat patches and a 3D representation of the

hull is illustrated in Figure 5-11.
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F'igure 5-11 Pilot boat model

The wake produced by the pilot boat model was calculated using SWPE assuming a

constant speed of 6.4 ms-l lthe estimated speed of the pilot boat in the Queenscliff

measurements) travelling in the negative i direction. The surface displacements

were calculated on a regularly spaced grid with a 410 m extent in the .î direction and

300 m extent in the f direction and a spatial resolution of I m in both directions. The

resulting wake pattem is shown in Figure 5-12.
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Figure 5-12 Pilot boat wake elevation pattern
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Moskowitz directional wave spectrum [248] has also been developed. These results

can be easily combined with the SWPE output results to give more realistic

predictions.

The surface displacement produced by SWPE was then used with the two-scale Bragg

model to calculate the polarimetric response from the resulting surface. First a bicubic

surface is fitted to the surface displacements. The local surface normals ñ, and, the

angle of incidence fu ftom the specified radar position are calculated at each grid

point. These parameters are then used to determine the local angle of incidence á¡ to

the surface and the effective rotation of the surface þi in the plane of polarisation

using the analysis presented in Section 5.5.2. These values are then used in the Bragg

model given in Equation (5.26) to determine the elements of [S]. Images of the

simulated polarimetric response in the HH, W and cross-polar channels are shown in

Figure 5-13.

HH
150

-1@

-150 1@ 200
nrns. (m)

tA¡

2m
HangÐ (m)

3o0 'l0O

300 400

0

0 100

XY

1@ 200
R¡r¡¡ptn)

Toügor*

200
Rango (m)

300 400

gtO ,l{X)

150

100

50
Ð
$IÉ

E
$
å -50

-100

-150
0

€
o
Ð
b
É,

150

100

50

0

-50

-100

-150

þ
alt

150

100

50

-50

-100

-10 100

Figure 5-13 Simulated polarimetric response from the pilot boat wake pattern
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The simulation was run using a look down angle of 1.5o to match the measurement

conditions during the Queenscliff measurement. A number of radar look directions

were also considered to determine how the polarimetric signature varied with look

direction. Due to the low angle of incidence, the W return is significantly stronger

than the other channels as seen in Figure 5-13. Shadowed regions were identif,red

using a physical optics approach and the retum from these regions was set at the

background clutter level. While the simple Bragg model predicts that the cross-polar

response should be zero, Figure 5-13 illustrates that the range tilts produce an induced

cross-polar response due to the effective rotation about the LOS (see Section2.l5.\.

The scattering code for calculating the polarimetric response from the wake surfaces

produced by SIWPE has a high degree of flexibility in terms of illumination and

viewing geometry. To illustrate this the polarimetric response was generated for a

range of antenna aspects and elevation angles. A wake pattem produced by the pilot

boat was recalculated using a smaller 80 m x 80 m grid (to reduce computation time).

Once again, 1 m grid spacings were used in both directions. The polarimetric response

for aspects of 0' (looking in the positive i direction), 90o (looking in the positive !
direction) and 180o (looking in the negative i direction) were calculatedat elevation

angles of 1o, 5o, 10o, l5o and20". The results of these simulations are shown in Figure

5-14 to Figure 5-I7 and illustrate that the cross-polar response in the linear

polarisation basis provides far greater sensitivity and ability to map the wake slope

pattern than the co-polar responses.
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Figure 5-16 The effect ofvarying aspect and elevations angles on the cross-pol response
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SWPE is also capable of producing the surface slopes and velocities of the resulting

wake patterns. One key advantage of polarimetric radar, identified earlier in this

chapter, is the ability to estimate the large-scale surface slopes. In theory,

polarimetric measurements with the DSTO radar could to be used to validate the slope

predictions produced by SWPE, while measurements of the polarimetric Doppler

signatures provide, in principle a means for validating the surface flows. At present

there are certain hardware limitations that prevent this technique from being fully

exploited. Details of the problems encountered in the Doppler processing of high

resolution results are discussed in Chapter 6.

To illustrate the ability to generate the slope and velocity fields, a simulation using the

pilot boat model was run. The vessel was assumed to be travelling at a speed o16.4

ms-l using a 30 m x 30 m grid with 0.5 m resolution in both directions, assuming a

water eddyviscosity v"of 5 x 10-3 m2s-1, which is typical for ship wakes 1393,3941.

The plot of the surface slopes is shown in Figure 5-18 while the surface velocity plot

is shown in Figure 5-19.
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5.7 Weakly nonlinear processes
The SWPE results presented in the previous sections were produced using linear

solutions for the surface boundary conditions. The NFSFS code differs from SWPE

in that the surface boundary conditions are applied in full, nonlinear form. While the

continuing development of improved electromagnetic scattering techniques is of

crucial importance, the need to achieve coÍrmensurate fidelity in the representation of
the sea surface is vital. The nonlinear approach adopted in NFSFS allows for greater

accuracy of results and enables comparisons to be made between the linear and

nonlinear solutions to assess the effect the nonlinear contributions have on the

resulting surface elevation pattems.

Polarimetric radar is well-suited to the measurement oi large-scale surface slopes

when the characteristic length scale / of large-scale slope variability satisfies I >> ),.

For X band radar, where l"- 0.03 m, this corresponds to a minimum length scale of -
I m, which is adequate for resolving surface gravity waves in the frequency band
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above - 0.5 Hz. Thus we are motivated to assess the potential of polarimetric radar for

measuring the spatial slope pattern with a precision sufficient to identify the presence

of nonlinear contributions and to determine their spatial properties.

To highlight the nonlinear contributions, a comparison between the wakes as

computed using SWPE and NFSFS was performed. The nonlinearity arises both at

the free surface, where the kinematic and dynamic boundary conditions apply, and in

the approximations used to model the rigid body condition. The predicted surface

elevations produced by SWPE and NFSFS for a uniformly-translating submerged

spheroid are shown in Figure 5-20 and Figure 5-21 respectively. The results were

determined using a 200 m x 80 m regularly spaced grid with the object travelling at

10 ms-l at a depth of 5 m.
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The SWPE and NFSFS results demonstrate that while the surface elevations predicted

by imposing linear and the full nonlinear boundary conditions are similar in

magnitude, the surface features are noticeable different. Whether such nonlinearities

can be quantified in experimental measurements using the DSTO high resolution

radar system is yet to be established, but this result shows that the effects are

significant in the case of the deterministic wake pattern and should be taken into

account when interpreting the polarimetric signatures of random gravity waves.

Most of the experimental research on nonlinearities to date has focused on rwave

breaking initiated by the interaction between the wake and the ambient sea waves.

One of the problems with shallow grazing angle radar measurements of breaking

waves is that it is difficult to predict when and where wave breaking events are going

to occur. rWhile radar measurements caî interrogate a range of locations

simultaneously, the concept of initiating wave breaking events using a ship wake was

il)
150

50æ
0

t
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conceived, thus enabling some control over when and where the wave breaking events

would occur. This idea has been demonstrated using the wake produced by a ship

[395]. Modelling of this process has not been attempted, but the experimental findings

are discussed in Chapter 6.

5.8 Synopsis
A review of the hydrodynamic models and electromagnetic scattering techniques

adopted to describe radar scattering from the ocean surface has been presented.

Linear hydrodynamic models using parametric wave models have been described,

along with nonlinear models that provide a description of weakly interacting wind

waves. The modelling of quasideterministic features arising from ship wakes using

the SV/PE and NFSFS code has also been discussed and the potential for exploiting

the Kelvin wake generated by a moving ship for validating ocean surface polarimetric

measurements has been highlighted. An overview of the scattering techniques from

rough surfaces has been given, including a description of the small perturbation

methods, techniques based on the Kirchhoff approximation, two-scale models and

analytical scattering theories. The formulation of the Bragg and extended Bragg two-

scale models using a covariance matrix approach has been outlined, illustrating how

depolarisation can be introduced into the models, enabling predictions of the

variations in the polarimetric parameters for progressive and breaking waves to be

obtained.

The justification for adopting the two-scale model based on the extended Bragg

models has been explained and the limitations of these models at LGA have been

acknowledged. Examples in which the surface elevation, slope and velocity fields

predicted by SWPE are combined with a two-scale Bragg model have also been

presented to yield predictions of the polarimetric scattering from the resulting

surfaces. The potential for using these results to obtain information of the directional

wave spectrum and to assist in the interpretation of Doppler measurements has also

been discussed. Finally, an example illustrating the differences arising from the linear

and nonlinear wake models has been shown which highlights the importance of

modelling the nonlinear components of gravity waves.
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Chapter 6 Observed polarimetric signatures
of features on the ocean surface

This chapter describes polarimetric measurements of features on the sea surface

acquired. using the DSTO mobile high resolution polarimetric radar system, their

processing and interpretation using the models proposed in Chapter 5. Data was

collected at a nnge of locations around Australia as illustrated in Figure 6- 1 .

Figure 6-1 Locations where polarimetric data was obtained

Law grazrng angle measurements of the ocean, performed at Evans Head in New

South'Wales and Yallingup in Westem.Australia are presented. These results provide

a good comparison between the polarimetric characteristics of the near shore wave

field for two instances; one when the wave field is almost monochromatic and the

other when a broader spectrum of waves is present. A comparison with the values

predicted with the X-Bragg model discussed in Chapter 5 is given and shows good

agreement in both cases. The potential for exploiting wakes as a tool for testing

scattering theories and nonlinear contributions such as induced wave breaking is then

considered. Wake measurements performed in Darwin Harbour are described that

demonstrate the ability to measure wake structures using the DSTO radar system at
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low grazing angles. A more detailed investigation of the polarimetric properties of a

pilot boat wake acquired at Queenscliff, Victoria is then reported. These results are

studied using eigenvalue analysis of the coherency matrix using the techniques

described in Chapter 2 ard a scalar method derived from the location of the cross-

polar null locations. The results produced by SWPE using the model of the pilot boat

hull, for the same scattering geometry and estimated boat speed, are compared with

the experimental measurements and show similar trends. Finally, the potential for

using ship wakes as a tool for studying nonlinear scattering processes is demonstrated

using the wake produced by a boat to initiate wake breaking events with some control

over where and when the scattering events take place.

6.1 Evans Head measurements
In October 2002 the DSTO mobile high resolution polarimetric radar facllity was

deployed at Evans Head, NSW to collect polarimetric data of breaking ocean waves in

the littoral or surf zone. The measurements performed at Evans Head represented a

scenario in which a broad spectrum of waves was present. The resulting sea surface

exhibited a raîge of surface geometries and different degrees of nonlinear wave

interactions. [n such complex conditions, it is difficult to relate the physical scattering

processes to the observed polarimetric behaviour. Measurements were collected in

three different look directions, as indicated in Figure 6-2 to determine the differences

in the polarimetric entropy, anisotropy and scattering alpha based on the radar look

direction. The variation in these parameters is of particular interest as it can be shed

light on the physical scattering processes, variations in the surface roughness and the

degree of surface tilting using the analysis techniques described in Chapter 2. The

measurements also provided an opportunity to collect experimental data to compare

with the theoretical predictions of the X-Bragg model described in Chapter 5.

6.1.1 Experimental setup

The radar van was deployed at Postman's Hill, approximately 500 m from the beach

at an elevation of 50 m above sea level. This site offered a good, clear, unobstructed

view of the breaking waves from an elevated position. A look down angle of
approximately 5o was achieved in these measurements. An elevated view of the sea

conditions taken from a helicopter during the calibration measurements is shown in

Figure 6-3.
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Figure 6-2 Evans Head measurement site

Figure 6-3 Aerial view of the Evans Head site
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Measurements were conducted at X band using a stepped frequency waveform

consisting of 1024 frequency steps at 0.5 MHz intervals with a centre frequency of 9.4

GHz. This produces a 300 m range window and a range resolution of 0.293 m. The

polarisation of the transmitted signal was varied on a pulse-to-pulse basis enabling the

collection of quadpol data.

Calibration was performed using in-situ helicopter-borne calibration reflectors, due to

the absence of reliable clutter signals with the required s¡rmmetry to enable distributed

target calibration. The dual delay line calibrator described in Section3.2.ll was used

for the radiometric calibration, while phase calibration was performed with a rotating

dihedral mounted on a foam pedestal positioned on the ground using the technique

described in Chapter 3. Previous results [396] have demonstrated that this approach

gives phase errors of less than 5o and that the cross-polar isolation exceeds 27 dB.

6.1.2 Results from direction 1

The measurements performed looking directly out to sea were analysed first. In this

case (direction 1 shown in Figure 6-2) the direction of propagation k was

approximately orthogonal to the incoming swell. Measurements were accumulated

over a range of 500 to 800 m for a period of 600 seconds. The received signals were

then range-processed and combined to form an estimate of the scattering matrix for

each range-time cell. The variation in the magnitude of the elements of the scattering

matrix over a 200 second segment of the data is shown in Figure 6-4.

The received signals were combined to form an estimate for the 3 dimensional Pauli

scattering veclor Ër, for each range-time cell. The 3 x 3 polarimetric coherency

matrices were then calculated from the outer product of Ër" averaged over a 9 x 9

cell. The eigenvalue decomposition was performed and the polarimetric entropy,

anisotropy and scattering alpha values were determined for each cell. Images

illustrating the variation in these parameters over a 70 second section of the data are

shown in Figure 6-5.
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Two wave breaking regions are evident in the results shown in Figure 6-4. The main

breaking occurs close to the shoreline at ranges between 600 and 650 m, while there is

also evidence of wave breaking at a range of 780 m. On further inspection of the

local bath¡rmetry, a sandbar was discovered at this range. In Figure 6-5 it is clear that

there are a large number of cells that contain high entropy values combined with low

power returns due to a combination of shadowing from the incoming waves, the

scattering geometry and surface conditions. Thc regions of maximum interest are the

lower entropy / high power regions corresponding to returns from the incoming waves

as they form and break. To aid in the interpretation of the data, the results were

filtered, removing regions with high entropy and low power so that the variation in the

polarimetric parameters could be more readily observed. The filtered plots of
entropy, anisotropy and scattering alpha values are shown in Figure 6-6.
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Figure 6-6 Filtered results looking in direction 1

The distribution of the points in the H-A-d space was determined using the

complete data set and is shown in Figure 6-7, and the distribution of points after the

data has been filtered is shown in Figure 6-8.
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The distribution of the points in the H-A-d space shows that the main

concentration of points occurs for entropy values ranging from 0.6 to 0.8 with d
values ranging between 30o and 45o and anisotropy values ranging from 0.4 to 0.8.

The images formed from the matrix products corresponding to lI4[A], ll-HllAl,
VIlll-Al and [1-ä][I-A]were also created and are shown in Figure 6-9.

0020.atô0¡t

ìñr: ¡ì¡-'*

Figure 6-9 Image products formed between lIIl, Í14,IAl and [1-l] for direction 1

In Chapter 2 it was shown that the lIIllAl image highlights situations in which there

are two dominant scattering processes with similar probability values, the [II]ll-Al
image highlights the clutter regions, lI-HllI-Al highlights the presence of a single

dominant scattering process and the ll-I4lA) images highlights regions in which

there are two scattering mechanisms present with the secondary process having a

medium probability.

The results in the lI4lAl image in Figure 6-9 suggest that as the wave forms and

begins to break there are two dominant scattering processes present with similar

(r+t)

M (r++A

¡{r{) (1-HXr-åù
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probability values. As the waves come closer to shore and begin to break, the

ll{1ll-Al image indicates that the scattering appears more random, suggesting that the

surface acts as a depolariser. The [1-ä]ll-Al also suggests that there is some

evidence of a single dominant scattering mechanism located at the wave front. This is

possibly due to specular scattering from the \¡/ave front prior to breaking

These results are consistent with the wavetank measurements and simulations from

spilling breakers performed by Sletten and'Wu [85] and West and Sletten [94] which

suggest that there are multiple scattering mechanisms present and that the scattering is

dominated by multipath effects. In studies of mechanically generated breaking waves

at low grazing angles, Lee et al. 128I,397,3981showed that enhanced scattering

compared with Bragg scattering levels occurs throughout the evolutionary process of

wave-breaking and that the breaking wave surface is an efficient depolariser. They

also demonstrated [09] that at small grazing angles non-Bragg scattering was due to

fast scatterers generated by the rwave breaking and that with increasing wave

steepness and surface roughness, mechanisms of multiple scattering and multipath

interference become increasingly important.

Attempts were made to study the polarimetric Doppler signatures of the Evans Head

results so that a comparison could be made with the previous studies [101, 281, 398,

3991. However, the large sweep size used in the measurements meant that aliasing

problems were encountered during the Doppler processing. These problems are

discussed in more detail in Section 6.2.3.

6.1.3 Results from direction2
Next, the measurements taken looking in direction 2 (in Figure 6-2), approximately

45o to the incoming waves, were processed. Measurements were collected for ranges

varying from 650 to 950 m over a period of roughly 600 seconds. Once again the

received signals were range-processed and combined to form an estimate of the

scattering matrix for each range-time cell. The variation in the magnitudes of the

elements of the scattering matrix over a 200 second period that was representative of

the scattering characteristics observed over the ten minute measurement period is

shown in Figure 6-10.
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The coherency matrices were calculated, averaging over a 9 x 9 window. The

eigenvalue decomposition was performed and the polarimetric entropy, anisotropy

and scattering alpha values were determined for each cell. Images illustrating the

variation in these parameters over an 80 second section of the data arc shown in

Figure 6-11. The results were filtered to remove the regions with low power and high

entropy producing the images shown in Figure 6-12.
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Figure 6-12 Filtered results looking in direction 2

The results looking in directioî 2 appear similar to those obtained in the first

direction. Evidence of wave breaking both near the shore and in the sandbar region is

again apparent. The entropy values range between 0.6 to 0.8 while the scattering

alpha values are around 35o in the wave breaking regions and between 40o and 45o in

the regions where the waves begin to form prior to breaking. The anisotropy values

are slightly lower in direction 2 while the total power values are also reduced.

The distribution of points in the H-A-ø space is shown in Figure 6-13 and the

filtered results are shown in Figure 6-14.
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The main difference between these results in Figure 6-14 and those for direction 1 is

the absence of points in the region corresponding to entropy values ranging from 0.25

to 0.5 with scattering alpha values ranging from 35o to 45o. These values are possibly

due to the lack of specular scattering from the wave front due to the change in the

look direction. To confirm this hlrpothesis the images formed from the matrix

products corresponding to lfllÍAl, ll-I4lA), ll4ll-Al and ll-Hlll-Al were also

created and are shown in Figure 6-15.

00.20{ûûù81

iÞ

Figure 6-15 Image products formed between II{'' Il1il,lAl and [1-ll for direction 2

There are a number of conclusions that can be made from the results shown in Figure

6-15. The líl@l image product indicates the presence of multiple scattering

processes, while the lllfl-Al values are slightly higher than the results for direction

1, suggesting that the scattering is more random (more depolarisation) looking in this

direction. The values in the ll-Hlll-A] image are much lower than those observed

for direction 1. This is consistent with the previous analysis that suggested that the

high values observed in this image product in direction I were caused by specular

scattering from the front of the wave.

HA (r-fiB

H(r.Al (r-fi)(r.A!
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6.1.4 Results from direction 3
The measurements performed looking in the fïnal direction (direction 3 in Figure 6-2),

approximately 45o to the right of the incoming waves, were then processed. Once

again the measurements were collected for approximately 600 seconds at a similar

range. Plots illustrating the variation in the magnitudes of the elements of the

scattering matrix over a 200 second period were produced and are shown in Figure

6-16.
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Figure 6-16 Variation in the magnitudes of the elements of [^9] observed in direction 3

Once again wave breaking cause by the presence of the sandbar at a ruîge of 800 m

from the radar is visible in the results shown in Figure 6-16, while much stronger

returns are observed from the breaking waves closer to the shoreline. Plots illustrating

the variation in the polarimetric parameters over a 75 second section of the data arc

shown in Figure 6-17 while the filtered results are shown in Figure 6-18.
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The results in Figure 6-17 illustrafe that there are much larger clutter regions in

direction 3 and that the total power values are smaller than the results for direction I

but similar to direction 2, as expected. The entropy values in the filtered regions are

still in the range of 0.6 to 0.8 while there are more regions with low (around 30"-35')

scattering alpha values suggesting that there are more frequent wave breaking events

observed in this direction. The anisotropy values are similar to the values observed in

direction 2 and generally lower than the values from direction 1.

The distribution of points in the H - A- a space in Figure 6-19 clearly shows that

the majority of the po-ints lie in the high entropy clutter regions. Once again the results

were filtered so that the regions of interest, corresponding to the incoming waves,

could be separated from the clutter regions. The filtered distribution of points in the

H - A- a space is consistent with the results for direction 2 with slightly more points

in high entropy regions. The image products corresponding to lIIl[A], l-HllA|
Vllll-Al and [-ä][1 -A]were also calculated and are shown in Figure 6-21.
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The image products for direction 3 are very similar to the results obtained looking in

direction 2. The llfllAl image product again suggests the presence of multiple

scattering processes while the [1-ä][1-,4] shows very little evidence of specular

scattering, as was observed for direction l. The values in the llfll-Al image are

slightly higher than in direction 2, suggesting that the scattering is more random in

this look direction caused by more frequent wave breaking events.

In each of the look directions there is evidence that there arc characteristic variations

in the polarimetric parameters as the wave forms and begins to break. The

measurements in direction 1 looking orthogonal to the incoming waves were studied

in more detail. The variations in the entropy, anisotropy and d values were

compared with the results predicted by the X-Bragg model described in Chapter 5

using the numerical simulation described in the following section.

6.1.5 Simulated breaking rryave using the X,Bragg model
In Chapter 5 it was shown that the X-Bragg model predicts that the entropy of a

breaking wave should remain fairly constant as the wave forms with a slight increase

during the breaking process. The X-Bragg model also predicts that the anisotropy and

ø values should drop once the wave begins to break. To demonstrate this, a

simulation based on the X-Bragg model rwas run to illustrate a typical example of the

expected range (time) variation of H I Ala for a breaking wave process. The results

of this simulation are shown inFigwe 6-22.

The Evans Head measurements were performed at a low grazing angle of around 5o,

corresponding to an angle of incidence of 85o. Thus, in the far range (>128 units in

Figure 6-22), where the wave is not yet formed, the behaviour is described by a flat

Bragg scattering surface observed at an angle of incidence of 85o. At a range of 128,

the wave starts to break. In the simulation this is modelled as a progressive tilting of

the wave front (increase in d ) combined with an increase in the surface roughness

(increase the B). At range of 64 units, the wave is in a steady breaking state as it

progresses towards the radar.
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Figure 6-22 illustrates that the simulation predicts that the entropy, before and after

breaking, remains relatively unchanged while there is a small increase during the

formation of the wave itself. The anisotropy shows a much larger change, falling

steeply from a high value before breaking to a low one after breaking. This is

accompanied by a reduction in the alpha parameter.

In order to obtain a comparison with the X-Bragg simulation results, the results shown

in Figure 6-6 were studied in more detail. Regions corresponding to individual \¡/aves

are identified and a "wave-track" was selected as shown by the highlighted region in

Figure 6-23.

The mean statistics for each range bin within the highlighted region were extracted

and plotted as a function of range and are shown inFigvre 6-24. The behaviour is

similar to that predicted by the X-Bragg model in that the entropy remains fairly

constant along the track while both the anisotropy and the scattering alpha drop as

predicted.
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6.2 Yallingup measurements
In February 2003, a series of polarimetric measurements of sea clutter were performed

at Yallingup in Western Australia (see Figure 6-25). Additional sea clutter data was

collected from an elevated position of around 5o, the possibility of exploiting the

polarisation-Doppler domain with the DSTO radar system was explored. Previous

attempts at performing Doppler processing of the measured results had suggested that

the samplingrate of the radar might be too low for sweep sizes in excess of 256 steps

when using the fully polarimetric mode. To reduce the time between frequency

measurements, a smaller step size was selected and the polarisation of the transmitted

pulse was fixed throughout the measurements. Consequently, the time between

measurements at the same frequency was reduced by a factor of four.
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Figure 6-25 Yallingup measurement location

6.2.1 Experimental setup

The DSTO highresolution radar van was deployed on the Yallingup beach road giving

a cleat, unobstructed view of the incoming ocean waves. Measurements were

conducted using the two waveforms shown in Table 6-1.
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Parameter Waveform 1 Waveform 2

Start frequency 9324j|l4Hz 9324MHz

Frequency step 0.5 MHz 0.5 MHz
Number of steps 256 128

Pulse width 2ms 2ms

PRI 40 ¡rs 40 ps

Range Window 300 m 300 m

Range Resolution l.l7 m 2.34 m
Switching Pulse to pulse Fixed W pol

Table 6-1 Radar waveforms used during the Yallingup measurements

In the Evans Head measurements described in Section 6.1, the lack of a reference

marker in the range profiles meant that at times it was diffrcult to compare results

taken at different look angles. In the Yallingup measurements a fishing boat, fitted

with a cluster corner reflector (shown in Figure 6-26), was deployed to provide a

reference point for all of the measurements. The omni-directional scattering

characteristics of the reflector ensured that a strong signal was obtained regardless of
the orientation of the boat.

Figure 6-26 Cluster corner reflector
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The antenna system was set up on top of the radar van to yield the highest possible

look-down angle. The experimental set-up and the region of sea observed during the

measurements are shown in Figure 6-27 . The images show that the sea consisted of a

regularly spaced, almost monochromatic swell. The radar range window was

positioned so that the observed patch of sea represented the region in which the waves

begin to form with the possibility of wave-breaking occurring at the close ranges.

Figure 6-27 Experimental set-up and ocean view from the Yallingup site

6.2.2 Waveform L results

The data collected using the first stepped frequency waveform (in Table 6-1) was

analysed first and consisted of 256 frequency steps at 0.5 MHz intervals. Records

were collected over a raîge of 420 to 720 m for a period of 600 seconds. A number

of data sets were collected during the day with consistent sea conditions throughout

the measurement period. Consequently there was little variation in the scattering

behaviour observed between data sets. The received signals were range-processed

and then combined to form an estimate for the scattering matrix for each range-time

cell. The variation in the magnitude of the elements of the scattering matrix over a

period of 150 seconds is shown in Figure 6-28.
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The processed results were combined to form an estimate of kr" for each range-time

cell. Averaging the outer product of the Pauli scattering vectors over a 9 x 9 cell

produced the 3 x 3 polarimetric coherency matrices. An eigenvalue decomposition of

the coherency matrix was performed and the H, A and ø values were determined.

The variations observ.ed in these parameters in a 70 second section of the data arc

illustrated in Figure 6-29.

The total power plot shows a strong retum from the fishing boat and cluster corner

reflecter, located at a range of 600 m while the returns from the incoming waves are

easily identified. To assist in the interpretation of the results, the data sets was filtered

using a similar technique to that applied in the Evans Head processing. The regions

of low power and the returns from the boat and cluster corner reflector were removed

and the filtered results are shown in Figure 6-30.
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Figure 6-30 Filtered results for waveform 1

A number of observations can be made from the filtered results. The entropy values

are significantly lower than the results obtained during the Evans Head measurements

0

lt

lti
\.Iì'l
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where the typical values observed were in the range of 0.6 to 0.8. In the Yallingup

measurements the entropy values range between 0.2 and 0.4. The fact that a broad

spectrum of waves was presented in the Evans Head data coupled with the frequent

wave breaking events explains the higher entropy values. The general characteristics

are more readily seen in the plots of the distribution of points in the H - A-a space

shown in Figure 6-31.

Anisotropy Entopy

Figure 6-31 The distribution of points in the -FI - A - A space for waveform L

The return from the boat fitted with the cluster corner reflector causes a spread in the

distribution of points in the H - A-d space, particularly in the low entropy and low

ø regions. The data was filtered to remove the influence of the boat and the clutter

regions, producing the distribution of points in the H - A-d space shown in Figure

6-32. The filtered distribution of points in the H-A-d space show that the

majority of points lie in a nalrow band in the H - a plane, corresponding to entropy

values ranging from 0.2 to 0.4 and ø values in the range of 40o - 45". In the Evans

Head results this region was associated with specular scattering from the wave front.

Giving the simple structure of the waves and the lack of wave breaking observed it is

not surprising that the majority of points lie in this region of the H - A- a space.
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The image products formed from the combinations of the entropy and anisotropy

images and their complementary images are shown in Figure 6-33. These results

confirm that in most regions there is a single dominant scattering mechanism present

while at close ranges there are slightly higher values in the ll-I\tAl image,

suggesting two scattering mechanisms are present as the wave begins to enter a

breaking state.

A single wave track was isolated so that variation in the polarimetric parameters could

be studied in more detail. The wave track selected is shown in Figure 6-34.
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Figure 6-34 The variation in the polarimetric parameters along a wave track

The total po'wer plot shows a steady increase as the wave comes closer in range, while

the strong return from the fishing boat and cluster corner reflector is clearly seen at a

range of 600 m. The entropy values remain relatively constant along the wave track

with slightly lower values observed from the front of the wave. The anisotropy plot

shows that there is an increase in values in the low entropy regions indicating a

reduction in the surface roughness and the ã values remain relatively constant along

the track. The values from the center of the wave track were extracted and the returns
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from the boat and corner reflector removed. These values were plotted as a function

of range and are shown in Figure 6-35.
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Figure 6-35 The variation in the polarimetric parameters from the center of the wave track

The variations observed in Figure 6-35 can be explained using the results from the X-

Bragg model discussed in Chapter 5. Figure 5-7 illustrates that the X-Bragg model

predicts that the A values are relatively insensitive to changes in the surface

roughness. The fact that the ø values do not change significantly as the wave travels

towards the radar suggests that the angle of incidence (the local range slope) remains

relatively constant along the wave track. The fact that the ø values are in the range of

40o to 45' is consistent with values predicted by the Bragg model (See Figure 5-1) for

low grazing angles. Figure 5-6 illustrates the variation in the anisotropy predicted by

the X-Bragg model. This indicates that the anisotropy is largely insensitive to wave

tilts but is strongly influenced by the degree of surface roughness. The observed

increase in anisotropy at close ranges suggests that there is a decrease in the surface

roughness. From Figure 5-5 it is clear that a decrease in roughness coupled with a

constant angle on incidence should mean that the entropy remains largely unchanged.

This prediction is consistent with the experimental findings shown in Figure 6-35.
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6.2.3 Dopplerprocessing
The data collected using the second waveform (in Table 6-1) was analysed next. This

waveform differed from the previous waveform in that a fixed polarisation was used

during the measurements and consequently, polarimetric processing could not be

performed. The motivation for collecting this data was to explore the possibility of

exploiting the Doppler domain. Previous attempts at performing Doppler processing,

while using the polarimetric mode, indicated the samplingrate was too low. Aliasing

problems were evident in the Doppler domain for waveforms with large numbers of

frequency steps. In an attempt to overcome this problem, the number of frequency

steps was reduced to 128 and the polarisation of the transmitted pulse was fixed for

the duration of the measurement. W polarisation was selected as the previous results

indicated that the strongest returns were observed in this channel. Data was collected

over a range of 420 to 720 m for a period of 600 seconds. The results were range-

processed and the variations in magnitude of VV and HV returns are shown in Figure

6-36.
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The Doppler spectrum was calculated using 256 points with a 64 point overlap and is

shown in Figure 6-37. The occurrence of wave groups is particularly clear in this
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Figure 6-36 Variation in the W and HV returns using waveform 2
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representation, since the orbital velocity (and hence the Doppler shift) is proportional

to wave amplitude.
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Figure 6-37 Doppler spectrum using waveform 2

6.3 Polarimetric measurements of wakes
In addition to the low angle measurements of sea clutter and breaking waves, a

number of wake measurements were conducted. Initially, the motivation for these

measurements was to demonstrate the ability to measure the polarimetric

characteristics of wakes at low grazingangles and to provide comparison data for the

modelled results produced by the SWPE and NFSFS codes discussed in Chapter 5.

However, as noted in Chapter 5, there is the potential for using ship wakes as a tool

for studying nonlinear scattering processes such as wave breaking. Section 5.7

suggested that wave breaking events could be initiated using the interaction between

the wake and the incoming swell crests. This hypothesis is demonstrated in Section

6.5, with some control over where and when the scattering events take place, using the

wake produced by a boat.
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6.3.1 Darwinllarbourmeasurements
ln November 2000 measurements were conducted in Darwin Harbour involving a

wave-piercing catamaran to demonstrate that polarimetric wake images could be

obtained at low grazing angles using the DSTO radar system. Details of the catamaran

are shown in Table 6-1 and a picture of the vessel is shown in Figure 6-38.

Table 6-2 Wave piercing catamaran specifications

Overall length 86.6 m

Waterline length 76.4 m

Beam 26.0 m

Beam of hulls 4.33 m

Draft 3.50 m

Deadweight 415 tonnes

Service speed 40 knots

Lightship speed 48 knots

Figure 6-38 Wave piercing catamaran

The DSTO high resolution radar van was positioned at Emery point in Darwin

Harbour, and the cooperating vessel was instructed to perform a number of straight

line runs at 30 knots along a bearing of 154o True at a range of 1.5 lcn. The radar

antenna was set at a bearing of 263o True to align the radar look direction with the

perpendicular to the classical diverging wake arm, so that the wake echoes could be

accumulated effectively in spite of the high speed of the boat, as shown in Figure

6-39.

Chøpter 6 Obseroeil polørimetric signatutes of feøtures on the oceøn sutføce 242



DSTO

156'T

Figure 6-39 Darwin Harbour wake measurement geometry

High resolution range profiles were recorded using a stepped frequency waveform

consisting of 1024 frequency steps at 0.5 MHz intervals giving a 300 m radar

window, a signal bandwidth of 5I2 MHz and ararLge resolution of 0.293 metres. The

range window was positioned at a range of 1.5 km so that the ship would pass through

in the more distant half of the processed range footprint so as to maximize the

observation period of the wake as it propagated through the range window towards the

rudar. Data was collected over a period of 90 seconds and the variation in the

magnitudes of the [S] matrix elements is shown in Figure 6-40.

The results clearly show the strong return from the boat as it passed through the range

window followed by regularly spaced returns from the wake structure as it moves

toward the radar. The speed of the wake was estimated using the slope of the returns

in the radar images and was found to be 14.2 m/s.

Examination of the structure of the regions of enhanced backscatter suggests that

there is little convincing evidence of scattering from discrete breaking events. This is

consistent with the visual observation that the sea state was extremely low, so that

echoes resulted primarily from the microscale capillary wave structure being tilted,

advected and modulated by the wake components. This hypothesis could be tested by

coherent Doppler processing of the radar returns, but would require some

modifications to the existing radar data acquisition system.

T

Chøpter 6 Obseroeil polørimetric signatures of features on the oceøfl sutføce 243



E

o
o)c
nl
É

E

o
o)
ãtr

1500

1 450

1 400

1350

1300

1250

1200

20

10

0

-10

-20

-30

-44

20

-30

-40

dlE
o
o)
t
É.

HH profiles

50 100
Elapsed ïme (sec)

W profiles

50 100
Elapsed ïme (sec)

1 500

1 450

^ 1400g

Symmetdsed Cross Pol profiles

50 100
Elapsed ïme (sec)

Total power

50 100
Elapsed ïmc (scc)

20

10

0

-10

-20

-30

-¿+0

20

rt)

ã
fL

1 350

1 300

1 250

1200

1500

1450

1,100

1350

1300

1250

1 200

d¡E
0)

È
fL

0 0

0

1500

1 450

1400

1350

1 300

1 250

1 200

10

o ôa
-loã I'rã
-20d É

10

0
00E
!)
ã
À

10

-20

-30

-40
0

Figure 6-40 Results from Darwin harbour wake measurement

During the measurements, the polarisation of the transmitted pulse was varied at the

end of every frequency sweep rather than on a pulse-to-pulse basis. This meant that

some of the elements of the [S] matrix were separated by the sweep period rather than

a pulse interval. Consequently a detailed polarimetric analysis of these results could

not be performed, but the variation in the polarimetric parameters observed in

measurements of a wake produced by a pilot boat observed at Queenscliff, Victoria is

described in Section 6.4.

6.3.2 Comparison with modelled results

The SWPE code described in Section 5.2.1 was usedto generate aprediction of the

wake produced by the catamaran. An accurate CAD model of the catamaran hull was

obtained and is shown highlighted in Figure 6-41. This model was converted to

provide a suitable input file for SWPE. The simulated wake pattern was produced

using a 1000 x 1000 m grid with a grid spacing of 1 m in both directions, assuming

that the catamaranwas travelling at a speed of 15 ms-l in the negative i direction. An
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image of the predicted surface elevations for the catamaran model is shown in Figure

6-42.

Figure 6-41 CAD model of wave-piercing catamaran

500

1.008

0.756

250

0.504

0

-250

-1.009

-500
-1

-1.281
00 150 gx)

Mctro¡

Figure 6-42 The surface elevation pattern generated by the wave piercing catamaran

The surface predicted by SV/PE was used to generate the polarimetric response using

the two-scale Bragg model described in Chapter 5. The radar was positioned at a

distance of 2 km with a look down angle of 0.5o at an aspect such that the direction of

propagation vector k was orthogonal to the diverging wake, to match the
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measurement conditions specified in Darwin. The results from the simulation are

shown in Figure 6-43.
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Figure 6-43 Predicted polarimetric response from the surface elevation produced by S\MPE

The simulation results show that the dominant return occurs in the W channel while

the HH and cross-polar responses are predicted to be significantly smaller. These

trends are evident in the measured results in Figure 6-40, although the cross-polar

retum is not as strong as the HH values. The SWPE simulation also suggests that both

sides of the diverging wake should be visible, though not equal in intensity, however

the experimental results illustrate that only retums from wake structures on the side

closest to the radar were observed. This is attributable to the very low radiated power

and hence poor SNR.

6.4 Queenscliff pitot boat wake measurements
In November 2001, wake measurements of a pilot boat were collected at Queenscliff

in Port Phillip Bay near Melbourne, Australia. The results from the measurements in

Darwin Harbour demonstrated that wake structures were evident in the radar images
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at low grazing angles. The polarisation of the transmitted pulse was switched only at

the end of each sweep, so a detailed polarimetric analysis of the results could not be

carried out. At Queenscliff, the polarisation of the transmitted pulse was varied on a

pulse-to-pulse basis ensuring that a more detailed polarimetric analysis of the data

could be performed. Measurements were collected from a site adjacent to the

Queenscliff lighthouse, as this location was easily accessible by road and offered

elevated, unobstructed views of the main shipping channel. On the day that the

measurements were performed, the sea state was extremely low and very little

backscatter was observed from the sea surface, resulting in extremely high entropy

values. Measurements of a number of small fishing vessels and oil tankers were

obtained during the day, but the most interesting set of results was obtained from a

pilot boat operated by the Queenscliff sea pilots. This vessel measured 16.5 m in

length and 5.25 m in beam, with a draught of 2.0 m and was capable of speeds of up

to 25 knots. High resolution polarimetric range profiles were recorded at X band

while the vessel was travelling between its base at Queenscliff and pilot boarding

grounds located 4 miles south-west from the Point Lonsdale Lighthouse. A vessel

similar to the ship observed in the measurements is shown in Figure 6-44.

Figure 6-44 Pilot boat

6.4.1 Generation of range profiles

To obtain high resolution range profiles, the pulsed mode of the radar was used with a

stepped frequency waveform. During the measurements, the radar sweep parameters

were configured to produce a 300 m range window that did not exhibit any range fold-

over effects. This was achieved by matching the range window to the pulse width of

the transmitter using a 2 ¡ts pulse and a pulse repetition interval of 40 ps. High
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resolution range profiles were recorded using a stepped frequency waveform

consisting of fi24 frequency steps at 0.5 MHz intervals giving a signal bandwidth of

5I2 l|ilHz and a range resolution of 0.293 m. The polarisation of the transmitted

pulses was varied on a pulse-to-pulse basis to yield range profiles for the HH, HV,

VH and W polarisation states.

6.4.2 Wakemeasurements
Data was collected while the pilot boat conducted a high speed pass during a return

joumey between the pilot boarding grounds and its base located at Queenscliff. The

radar antenna was placed on top of the radar van to achieve the maximum possible

look-down angle as shown in Figure 6-45.

Figure 6-45 DSTO radar van deployed at Queenscliff

In this configuration, the radar antenna was approximately 10 m above sea level,

giving a look-down angle of 1.5o. During the data collection the radar operator

visually tracked the pilot boat and positioned the range window to span the wake
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sector behind the ship. Measurements were accumulated at a fixed bearing and range

so that the same patch of sea could be observed during the measurement time. The

pilot boat continued on its course, disappearing from the radar footprint

approximately l0 seconds after the measurements commenced. The radar continued

to make measurements of the same region of sea so that the diverging wake arms

could be observed as they propagated towards and away from the rudar.

Measurements were conducted over a period of 50 seconds resulting in 518 range

profiles.

6.4.3 Wake analysis

The received signals were range-processed and combined to form an estimate for the

scattering matrix for each range-time cell. The variation in the magnitude of the

elements of the scattering matrix is shown in Figure 6-46.
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The diverging wake structure is clearly evident, particularly in the W image. This is

consistent with the Bragg scattering model, which predicts that the dominant

scattering mechanism at low grazing angles will be the W return. The results were

50

Figure 6-46 Range profile images of the pilot boat wake
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then analysed using a technique that derived a scalar quantity based on the location of

the characteristic polarisation states for each range cell and using the eigenvalue

analysis of the coherency I covariance matrix described previously.

6.4.3.1 Scalar technique
The characteristic polarisation states for the [S] matrices in each range-time cell in the

wake image were determined using the technique developed by Yang et al ll55l.
Inspection of the locations of these characteristic states on the Poincaré sphere

revealed that the polarisation signatures were highly non-uniformly distributed in the

spatial domain. The location of the cross-polar nulls showed that the corresponding

eigenvector distribution made a strong transition in moving from the diverging wake

region to the ambient clutter regions. This is illustrated in Figure 6-47.
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The distances from the origin to each cross-polar null in the selected wake and clutter

regions shown in Figure 6-47 were then calculated and plotted as a histogram. The

diverging wake region exhibited a bimodal distribution while the clutter regions were

more uniformly distributed as shown in Figure 6-47. The histograms v/ere split into

two halves and the mean values of the points present in each region were calculated.
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The red and green lines in Figure 6-47 indicate these values. These scalar values were

then used to define features that could be used to classify spatial regions of interest as

either wake or clutter. In essence this scheme tests a given sample against the prior

distributions shown in Figure 6-47 and assigns the sample accordingly.

The range profile images were then divided into 5 x 5 cells. The cross-polar null

locations were calculated for each [S] matrix in the cell and the distances of the nulls

from the origin were determined. Histograms of these values were produced and the

mean values of the points in the two halves were calculated. This defined two scalar

values that were used to create the images shown in Figure 6-48.
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Figure 6-48 \Make images in the polarisation domain

The top image in Figure 6-48 represents the mean value of the points in the left half of

the cross-polar null histograms. Bright areas coffespond to small mean values and are

identified as wake crest regions. Dark regions corespond to larger mean values,

suggesting that the points in these regions correspond to clutter. Similarly, in the

bottom image in Figure 6-48 represents the mean value of the points in the right half
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of the cross-polar null histograms. Bright areas (wake regions) correspond to large

mean values while dark regions (clutter) correspond to smaller mean values. The

wake features are clearly evident in both images even though the resolution has been

reduced as a result of the cell averaging process.

In addition to the diverging wake contributions, additional structure can be seen

within the wake region corresponding to ambient sea waves propagating obliquely

relative to the line of advance of the pilot boat. The physical mechanism for the

enhancement of these contributions is not clear but it may be related to interactions

between the long ambient sea waves and vorticity within the turbulent wake region.

The scalar values can also be used to generate polarimetric maps of the wake regions

as illustrated in Figure 6-49. This figure shows a small section of the total power

image taken from Figure 6-46. Markers have been superimposed on top of the image

are defined by the scalar values. In this case the red markers represent regions where

the scalar values are small and map onto the wake crest regions. The green markers

correspond to large scalar values and map into the clutter regions. The blue markers

indicate intermediate values. One possible interpretation for these values is that they

indicate regions where wave breaking is occurring.

Figure 6-49 Identification of wake regions using the scalar parameter
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6.4.3.2 Eigenvalue analysis
Additional polarimetric analysis of the pilot boat wake was performed with the

eigenvalue decomposition technique (See Section 2.17.2) used in the Evans Head and

Yallingup measurements. This analysis was performed to see how the results

compared with the results obtained using the scalar method. First the Pauli scattering

vector for each range-time cell was determined and the coherency matrices were then

formed, averaging the outer product of the Pauli scattering vector over a 9 x 9

window. The eigenvalues of the coherency matrices were calculated and images of

the variation in the polarimetric scattering entropy H, anisotropy A and the average

scattering alpha d werc generated and are shown in Figure 6-50.
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Figure 6-50 The variation in the polarimetric parameters observed for the pilot boat wake

To assist in the interpretation of the results, the data was filtered to remove the clutter

regions. The filtered entropy, anisotropy and q images are shown in Figure 6-51.
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Figure 6-51 Filtered results for the pilot boat wake

There are a number of conclusions that can be made from the images shown in Figure

6-50. It is clear that the entropy provides and a good means for distinguishing between

the wake and clutter regions. The clutter regions appeat as high entropy regions,

corresponding to areas with low backscatter and random scattering behaviour. The

wake regions emerge as low entropy regions suggesting the presence of a single

dominant scattering mechanism. [n most cases this is surface scattering from the face

of the diverging wake as it travels towards the radar. This conclusion is supported by

the results in the anisotropy image that illustrates that in the low entropy regions there

are higher anisotropy values suggesting low surface roughness. The d image

indicates high values in the clutter regions with typical values of around 55o. In the

regions close to the vessel there are a number of regions with low ø values. These

values are typically around 35o and are similar to the values observed in the Evans

Head measurements for breaking waves. The a values further from the boat on the

diverging wake anns and in the region corresponding to ambient sea waves

propagating obliquely relative to the line of advance of the ship, exhibit values in the
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range of 40'to 45o. These values are consistent with the Bragg model predictions for

of tilted surfaces observed at low grazing angles. The distribution of points in the

H - A-a space in Figure 6-52 clearly shows that the majority of the points lie in the

high entropy clutter regions. The results were filtered so that the distribution of the

points in the wake regions could be studied. These results are shown in Figure 6-53.
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Figure 6-52 The distribution of points in the ,FI - A- d space for the pilot boat wake

The f,rltered distribution of points in the H - A- a space indicates that the majority of

points exhibit ø values in the range of 40' to 45o distributed fairly evenly across

entropy values ranging from 0.2 to 0.8. The image products corresponding to lllllAl,

[-Hl[A], Villl-Al and [-f1][1-l] were also calculated using the filtered entropy

and anisotropy images. These results are shown in Figure 6-54. The |.l-f{Ú-Al
indicates that in the wake regions there is a single dominant scattering mechanism

present. There is some evidence of multiple scattering mechanism in the lIf]lAl and

ll-HllA] images in the regions where low a values were observed. This adds funher

support to the notion that these regions correspond to areas where wave breaking

events taking place.
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6.4.4 Comparison of techniques

A comparison between the results obtained used the eigenvalue analysis of the

coherency matrix and the scalar technique based on the distribution of the cross-polar

null states is'shown in Figure 6-55. It is clear that both techniques yield very similar

results and provide an effective means of discriminating between the clutter and wake

regions.
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Figure 6-55 Comparison between the entropy and scalar techniques

The fact that the two results are very similar is not surprising when one considers the

manner in which the images were constructed. In regions of low entropy, there is a

single dominant scattering mechanism present. Consequently one would expect the

distribution of the cross-polar nulls to be spatially distributed in a similar region on

the Poincaré sphere. According to the definition of the scalar quantity proposed in

Section 6.4.3, one would expect a small value for the scalar quantity representing the

mean value in the left half of the histogram. In regions with high entropy, one expects

to observe random noise-like scattering, hence the spatial distribution of the cross-

-€r¡¡:€--.,--.*'=F-
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polar null states on the Poincaré sphere should be random, leading to high scalar

values. One of the differences observed between the plots arises in the wave breaking

areas. In the entropy plots these regions exhibit values similar to the clutter regions,

whereas in the scalar method the values are in the intermediate range.

6.4.5 Enhanced wake detection

Given the increased cost and complexity of polarimetric systems, it is important to

assess whether polarimetry can enhance wake detection at low grazing angles. There

have been several papers [113, 114,400] that have shown at it is possible to improve

the detection of wakes in SAR imagery using polarimetric processing. However, at

low grazing angles, the task is complicated by the fact that the entropy values from

the sea clutter are generally high.

Although the absolute values of the eigenvalues are important to assess the total

scattered power by the target, it is the distribution of this power across the eigenvalue

spectrum that is important in assessing the processing gains to be had in polarimetric

processing. To illustrate this consider the following scattering vectors Ë, and Ër. Th"

vectors are orthogonal if the inner product of their scattering vectors is zero

k, =lË,

k^ =lk^t l"

s*)i

s*li
5,,

5,, = uir wr=g (6.1)

For target detection in the presence of depolarising clutter, the receiver threshold is set

according a quadratic form as follows

Q = Ë.' lcl-' n > Thre.sholcl (6.2)

If Q is greater than some threshold then a target is detected. In this instance

Ë.ot.rponds to an instantaneous measurement of the scattering matrix and [C] is the

covariance matrix of the background clutter. The receiver threshold is usually set to

obtain a constant false alarm rate through knowledge of the statistics of Q (commonly

assumed multi-variate Gaussian). Equation (6.2) canbe rewritten in the form
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e = F,' *, (+,aë,, + 
),a,a: 

* ),a,a:), = lËl' w (6.3)

In this form it is clear that the best target-to-clutter ratio is obtained when the

observed normalised scattering vector ri is orthogonal to the first two eigenvectors of

[C] and lies parallel to the minimum eigenvector. Thus, an upper bound on the

processing gain is then given by the ratio of the maximum and minimum eigenvalues

of [q. In the event that the entropy is zero, the minimum eigenvalue will be zero

and the max processing gain will be infinite. At the other extreme, if the entropy is

one then all three eigenvalues are equal and the maximum processing gain is 0 dB. In

this case polarimetry provides no advantage over single channel intensity based

detection. If the anisotropy is high then the processing gain is obtained for a specific

scattering mechanism but if it is close to zero then the processing gain can be obtained

for a subspace of target scattering mechanisms. Clearly, for good detection

performance we require low entropy combined with low anisotropy.

The image of the ratio between the maximum and minimum eigenvalues was

generated for pilot boat wake and is shown in Figure 6-56. The maximum theoretical

gains occur in the regions where a single dominant scattering, particularly on the

diverging wake arms. In the clutter regions, where the entropy is high, the processing

gains are close to zero. In general the processing gain illustrated in Figure 6-56 will

not be achieved as the observed scattering vector will not satisfy the optimal

conditions. Additional studies to identify the probability of the target scattering

vector lying in the subspace spanned by the two smaller eigenvectors would be

required to determine the practical processing gains that can be achieved at low

grazing angles.
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Figure 6-56 Maximum processing gain using the polarisation domain

6.4.6 SWPE modelling
SWPE was used to generate the predicted wake using the pilot boat hull model

assuming a constant speed of 6.4 ms-l (the estimated speed of the pilot boat in the

Queenscliff measurements) travelling in the negative .i direction. The surface

displacements were calculated on a regularly spaced grid with a 4I0 m extent in the i
direction and 300 m extent in the f direction and a spatial resolution of 1 m in both

directions. The surface displacement produced by SWPE was used to calculate the

polarimetric response from the surface using a look down angle of 1.5o and at an

aspect that ensured that the direction of propagation Ë was approximately orthogonal

to the diverging wake arms. Additional details of the SWPE parameters and the

method used to generate the polarimetric response is given in Section 5.7.3. The

predicted polarimetric response is shown in Figure 6-57.
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Figure 6-57 Predicted polarimetric response from the pilot boat wake

The simulation results illustrate that the strongest return will appear in the W channel

and that a strong response is produced from the diverging wake arms. In general there

is good agreement between the modelled results and the experiment values.

6.5 Induced wave breaking measurements
Ocean wave modelling and the quantitative parameterisation of the air-sea exchange

requires a good understanding of both wave breaking and the subsequent dissipation

of energy in the ocean [401]. Understanding the mechanics of these processes is

essential but is complicated by the fact that in general wave breaking does not occur

periodically at the same location but rather, periodically at different locations, as is

observed in wave-group related breaking 14021. Shallow grazing angle radar

measurements can contribute significantly to the observational basis for ocean wave

modelling since they can interro gate a range of locations simultaneously, however the

problem of knowing when and where the wave breaking events are going to occur still

remains. The solution is to study mechanically-generated breaking waves in a

laboratory environment where the wave breaking events can be localised to suit

¡,l

"'"ìi
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cameras, radars and other measurement devices. The complaint about such studies is

that the tank boundary conditions are generally not very realistic.

The importance of identifying the role of nonlinear contributions in radar returns from

the sea has been highlighted in Section 5.8. The idea of initiating wave breaking

events using a ship wake was suggested to enable some control over when and where

the wave breaking events would occur. In November 1999, a series of wake

measurements were conducted at a site near Newcastle off the New South'Wales coast

involving a mechanized landing craft (LCM 8 class). It is often the case that such

vessels steam at speeds where the transverse wake dominates the diverging wake. In

order to observe this phenomenon, the vessel was instructed to steam directly towarcls

and away from the radar, along a line of the prevailing ESE winds. Measurements at

X and Ku band frequencies were obtained using the DSTO radar system.

6.5.1 TargetDescription
The vessel used in the wake measurements was a mechanized landing craft (LCM

class) used by amphibious forces to transport equipment and troops. A picture of a

vessel, similar to the one used in the measurements is shown in Figure 6-58 and the

dimensions and capabilities of the vessel are given in Table 6-3.

Figure 6-58 Mechanised Landing Craft (LCM class)
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Table 6-3 Mechanised landing craft dimensions

Length 22.4 m

Beam 6.4 m

Draught 1.6 m

Top speed l1 knots

Measurements were performed at X and KU band frequencies using a stepped

frequency waveform. High resolution range profiles were recorded using a waveform

consisting of 1024 frequency steps at 0.5 MHz intervals producing a 300 m range

window. This produced a signal bandwidth of 512 MHz and a range resolution of

0.293 metres. A 2 ps pulse width and a 40 ps pulse repetition rate were used to

eliminate the possibility of range fold over effects.

6.5.2 X band in-bound measurements

The first set of measurements were performed at X band. The vessel was instructed to

execute and in-bound run at l0 knots heading directly towards the radar. The starting

range for the first run was 1935 m and the final range of 1590 m. The radar van was

positioned on Fort Drive directly below Fort Scratchley, at a height of approximately

12 metres above sea level, giving a look down angle of 0.36o. Pictures of the trial site

and an aerial view of the sea conditions are shown in Figure 6-59 and Figure 6-60.

Figure 6-59 Radar Van deployed at Newcastle site
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Figure 6-60 An aerial view of the Newcastle measurement site

During the measurement the seastate was estimated to be between I and 2. The

polarisation of the transmitted signals was varied on a sweep-to-sweep basis enabling

the horizontal and vertical responses to be obtained in a single run, but this meant that

some of the elements of the [5] matrix were separated by the sweep period and

consequently a detailed polarimetric analysis of these results could not be performed.

Nevertheless, the ratio between the co-polar and cross-polar values for the wave

breaking events was determined and compared with wave-tank results.

Approximately 90 seconds of data was recorded for the inbound run giving a total of
1000 records. The raw range profiles recorded are shown below in Figure 6-61.

During the measurements the target moved through the radar range window. To assist

in the interpretation of the results, the range profiles were aligned so that the target

remained in a constant set of range bins for the duration of the measurement. Initially

the slope of the target track was estimated and a coarse linear correction was applied

to the data. A fine correction procedure was then used to align the data using a

matching criterion based on the correlation between adjacent range bins. In some

cases manual alignment of adjacent profiles was required to achieve the desired

results. The results of the alignments are shown in Figure 6-62.
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The aligned data indicates some interesting periodic transient enhancements during

the inbound runs. These events were hypothesised to be produced by wave breaking

events precipitated by the superposition of the dominant wake components with the

crests of the incoming swell. On this hypothesis, one would expect to observe the

same transients on the out-bound run but at a much higher frequency. In the out-

bound case the relative velocity corresponds to the sum of the boat and wave speeds,

whereas the in-bound leg would yield interceptions at the frequency associated with

the difference of the two speeds.

Using the speed of the vessel, the theoretical interception rate can be determined. An

aerial photograph of the area taken during the calibration measurements was used to

estimate the swell wavelength L.The group velocity and period of the incoming swell

was determined from the swell wavelength and the known bathymetry. Combining

this estimate with the known velocity of the ship enables the time interval t,6between

induced wave breaking events to be calculated using the following expression

2n
k

îrb
I

uJr-
2

(6.4)

where k = 2nlL, ø is the ship speed perpendicular to the wave crests, d is the water

depth and g is the gravitational acceleration : 9.8 ms-2. The solution for the inbound

ship corresponds to the minus sign in Equation (6.4) and substituting the estimated

values yields l*a = 12.2 seconds. Analysis of the recorded data found that the time

between events varied from 10.8 to 13.2 seconds with a mean value of around 12.1

seconds while the duration of enhancements ranged from4.l to 6.8 seconds.

ó.5.3 X band out-bound measurements

The second set of measurements was also performed at X band and the vessel was

instructed to execute an out-bound run heading directly away from the radar. Data

was collected at ranges varying from 1575 Io 2160 m using the same sweep

parameters in the in-bound run. Measurements were recorded over a 70 second

period giving a tofal of 760 records. The raw range proflrles collected during this run

are shown in Figure 6-63. Once againthe range profiles were aligned so that the target
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remained in the same set of range bins throughout the measurement. The aligned

results for the out-bound run are shown below in Figure 6-64.
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The periodic transient enhancements are also clearly evident in the out-bound run.

Once again these events were attributed to the interaction between the dominant wake

components and the incoming swell crests. The frequency of these events increased

significantly in accordance with the fact that the relative velocity corresponds to the

sum of the boat and wave speeds whereas during the in-bound run the interceptions

occurred at the frequency associated with the difference of the two speeds. Using the

knowledge for the wave period and the estimate of the boat speed of 9.6 knots, the

theoretical intercept rate was determined using Equation (6.4). Substituting the

estimated values gives Ç6 = 3.1 seconds. Analysis of the recorded data found that the

time between wave breaking events varied from 2.8 to 3.7 and the duration of
enhancement ranged from 1.7 to 3.3 seconds.

The results obtained in the in-bound and out-bound runs are significant as the

complaint about laboratory wave tank measurements is that the generated waves and

the tank boundary conditions are very unrealistic. At-sea measurements, while

realistic, lack the control over where and when the wave breaking events take place.

Using a vessel to create the wave breaking events provides a means of achieving the

best of both worlds, with some obvious but acceptable limitations.

6.5.4 Ku band in-bound measurements

The final set of measurements performed involved an in-bound run at Ku band. The

vessel was instructed to make an in-bound run at 10 knots from a starting range of

2160 metres finishing at arange of 1440 metres. Data records were recorded using a

stepped frequency waveform consisting of 5I2 steps of I MHz centred about 16.5

GHz. This produced a signal bandwidth of 512 MHz and a, range resolution of 0.293

metres. Data records were recorded for 110 seconds giving atotal of 1300 records.

The raw range profiles recorded in this run are shown in Figure 6-65. The range

profiles were again aligned so that the target remained in the same set of range bins

for the duration of the measurement and the results are shown in Figure 6-66.
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The results of the Ku band experiment clearly show the interaction between the

dominant wake components and the swell crests. The return from these events is

stronger than the results observed in the X band measurements. The higher frequency

means that small scale scattering phenomenon are observable which accounts for the

increased structure that can be seen in the range profile images.

Due to time restrictions, an out-bound Ku band measurement was not performed.

This is unfortunate since there is evidence in the in-bound run to suggest that the

interaction between the wave and incoming swell would be even more pronounced

than in the X band case.

6.5.5 \ilave breaking events

The wave breaking events observed in the in-bound and out-bound runs were studied

in more detail. The ratio between the co-polar and cross-polar powers was calculated

for one of the periods of enhancement observed during the in-bound and outbound

runs. The raw results (green) and the results obtained using a moving average filter

(blue) are shown in Figure 6-67 and Figure 6-68.
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The enhanced HH return is clearly evident in both cases. The results were compared

with the experimental wavetank results obtained by Fuchs et al. 190] shown in Figure

6-69 which illustrates the variation in the HH, W and the ratio of HHA/V during the

four phases of the wave breaking process. This figure illustrates that during the

steepening-cresting phase the HH/W ratio rises quickly to about 0 dB. ln the

plunging jet phase the peak HItr and HII/W ratios are observed, while in the

splashing-ploughing phase the HH returns drop and the HH and W returns seem to

decorrelate. In the frnal decaying scar phase the HH returns drop back to the

background levels while the HIVW ratio returns to values between 0 and -10 dB.

Fuchs et al. l90l also discusses the variations in the Doppler spectra that occur during

the stages of breaking. Once again due to the aliasing problems encountered in the

Doppler processing with large frequency steps, a comparison of the observed changes

in the Doppler speeds during the wave breaking events in the inbound and outbound

runs could not be performed. Details of the variations observed in the wavetank

measurements are described in [90]. Nevertheless the results in both the inbound and
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outbound measures exhibit many of the characteristics observed in the wavetank

measurements and give support for the hypothesis that the periodic returns observed

in the inbound and outbound run are indeed a results of induced wave breaking

events.
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Figure 6-69 Wavetank results from Fuchs et al.l90l (Fig 9) showing the variations that occur
during the four phases of wave breaking

6.6 Synopsis
This chapter has described the polarimetric analysis of the experimental data collected

during this study with the DSTO high resolution radar system. It has shown the

differences between polarimetric characteristics of the near shore wave field for an

almost monochromatic scenario and the case where a broad spectrum of waves is

present. The results illustrate that the distribution of points in the H-A-a is

influenced by the radar look direction and the degree of wave breaking present. There

are indications to suggest that multiple scattering mechanisms are present during

breaking and that the level of depolarisation increases as the wave forms and enters

the breaking state. Characteristic decreases in the anisotropy and scattering alpha

values were also observed for breaking rü/aves while the entropy values appeared to
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remain relatively constant. A comparison with the values predicted with the X-Bragg

model showed that good agreement with the experimental findings and suggested that

the drops in A and a are a result of the increased tilting of the wave front combined

with an increase in the surface roughness.

The potential for exploiting wakes as a tool for testing scattering theories and

investigating nonlinear contributions has been demonstrated. Wake measurements

performed in Darwin Harbour confirmed the ability to measure wake structures using

the DSTO radar system at low gazing angles. A detailed investigation of the

polarimetric properties of a pilot boat wake acquired at Queenscliff has been given

using eigenvalue analysis of the coherency matrix and a scalar method derived from

the location of the cross-polar null locations. The use of ship wakes as a laboratory

for studying nonlinear scattering processes has been demonstrated using the

interaction between the wake produced by a boat and incoming swell crests. Using

the vessel to create the wave breaking events provides a means of achieving some

control over where and when the wave breaking events are going to take place (with

some acceptable limitations) while maintaining realistic boundary conditions.
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Chapter 7 Conclusion and summary of
contributions

This dissertation presents the findings from polarimetric investigations of radar

echoes from features on the sea surface, including freely-propagating gravity and

capillary waves, breaking waves and ship wakes, with special emphasis on using the

Cloude-Pottier HlAld decomposition of the coherence/covariance matrix. While

previous radar studies at low grazing angles have mainly been concerned with the

RCS statistics, frequency responses, the dependence of clutter power on co- versus

cross- polarisation and the form of the Doppler spectra, the work presented in this

thesis focuses on the variations in the polarimetric parameters (HlAld) while using

the H--a, H-A and H-A-d spaces to examine and characterise the scattering

mechanisms present.

A vital precursor issue addressed in this work is the polarimetric calibration of high

resolution radar systems, focussing on the need to be able to calibrate in the field as

opposed to the ideal laboratory environment. After reviewing existing techniques,

constructing and testing several, a hybrid approach was devised, based on the use of a

dual delay line calibrator together with a rotating dihedral reflector. The calibration

trials have shown that the resultant distortion of the amplitude ratio 4f r, in the DSTO

radar system is less than 0.6 dB while the cross-talk was assessed to be around-27 dB

using the dual delay line calibrator. This inherently good system performance

simplifies the field calibration requirements and means that the only remaining

parameters required for full polarimetric calibration are the transmit and receive phase

imbalances ár and á2. These values were obtained from measurements of a rotating

dihedral and extensive field measurements demonstrated that the residual phase errors

are less than 4o at X band. The outcome is a novel calibration technique that permits

the adoption of average calibration and symmetrisation procedures for polarimetric

single-look complex data sets. This result is significant since accurate calibration

ensures that meaningful information about the scattering characteristics of targets can

be obtained from the polarimetric decomposition of the coherency matrix and from

the location of the optimal polarisation states on the Poincaré sphere. It also offers the
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possibility of improved target classification and identification from polarimetric

measurements.

A number of contributions have been made to the understanding of the polarimetric

variations of progressive and breaking waves observed at low grazing angles. While

numerous studies of radar scattering from waves have been performed at low grazing

angles in the field, in wave tank measurements and using numerical simulations, the

polarisation dependence of scattering in this regime is poorly understood. The

measurements performed at Evans Head in New South Wales and Yallingup in

Western Australia add to this area of knowledge by providing a comparison between

the polarimetric characteristics of the near shore wave field for two instances: one

when the wave field is almost monochromatic and the other when a broader spectrum

of waves is present. The results illustrate that the distribution of points in the

H - A- a is influenced by the radar look direction and the degree of wave breaking

present. Analysis of the image products formed between the entropy and anisotropy

images and their complementary images indicates that multiple scattering mechanisms

are present during breaking and that the depolarisation increases as the wave forms

and enters the breaking state. These findings are consistent with observations from

wave tank experiments. Characteristic decreases in the anisotropy and scattering alpha

values have also been observed for the breaking waves while the entropy values

appear to remain relatively constant. A comparison with the values predicted with the

extended Bragg scattering model shows good agreement with the experimental

findings and suggests that the decrease inA and ø are a result of the increased tilting

of the wave front combined with an increase in the surface roughness.

Contributions have been made to the numerical modelling of the polarimetric

properties of ship wakes. While previous studies have been carried out that

demonstrated the advantages of polarimetric processing of simulated SAR data for the

detection of ship wakes at low to medium angles of incidence, the benefits of
polarimetry for wake detection closer to grazing has hitherto received far less

attention. Efforts to gain a better understanding of the polarimetric variations that

occur in wake refurns were undertaken using computer models of wakes produced by

a wave piercing catamaran and a pilot boat models. The computational model SWPE
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has been used to generate predictions of the surface elevation, slope and velocity

fields produced by steadily moving bodies either submerged or on the surface. The

question of the importance of nonlinear hydrodynamic effects was addressed by

comparing predictions ftom SWPE with those from a fully nonlinear code, N¡',SFS.

This investigation concluded that the effects of nonlinearity were significant in the

case of the deterministic wake pattern, from which the important conclusion can be

drawn that they should be taken into account when interpreting the polarimetric

signatures of random gravity waves. The surfaces elevations predictedby SWPE and

NF'^SF'S have been used as input to the electromagnetic scattering models based on the

two-scale extended Bragg model, which enables a depolarising covariance matrix to

be defined. This model was selected since it provides a physically meaningful

description of the scattering process that can be evaluated efficiently while providing

a direct basis for modelling the depolarisation processes that occur in sea surface

scattering. Predictions of the polarimetric scattering from the predicted wake surfaces

have been produced and exhibit many of the features observed in the experimental

measurements establishing the validity of the scattering model in a qualitative terms

and perhaps providing a basis for a quantitative assessment. These results are

significant since they highlight the potential for exploiting wakes as a 'laboratory' for

validating ocean surface polarimetric measurements. One of the problems

encountered in these kinds of measurements is that there are generally two unknowns

present: the scattering model being assessed and the stochastic surface geometry that

provides the test environment. The solution proposed in this work, to remove this

ambiguity, is to replace the stochastic surface with a quasi-deterministic surface in the

form of a Kelvin wake produced by a moving ship, but this technique has not been

fully exploited experimentally due to hardware limitations of the DSTO radar.

The results from the experimental measurements of ship wakes have also produced

some notable contributions. The ability to measure the polarimetric properties of ship

wakes at low grazrng angles has been demonstrated and the comparison with the

computational results shows good agreement. Polarimetric analysis of the results from

the pilot boat measurements performed at Queenscliff using the Cloude-Pottier

HlAld decomposition of the coherence/covariance matrix has been presented and has

demonstrated that the entropy parameter provides a good means for distinguishing

between the wake and clutter regions. An alternative approach using a novel
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technique based on the location of the cross-polar null states has been presented. The

equivalence of these approaches has been highlighted and the ability to generate

polarimetric maps of the wake regions established. The application of wakes as a tool

for studying highly nonlinear hydrodynamic processes has also been demonstrated

using the interaction between the wake produced by a boat and ambient swell crests.

This result is significant as a common complaint about laboratory wave tank

measurements is that the generated waves and the tank boundary conditions are not

representative of real ocean conditions. At-sea measurements, while realistic, lack the

control over where and when the wave breaking events take place. Using a vessel to

create the wave breaking events provides a means of achieving the best of both

worlds, with some obvious but acceptable limitations.

Looking to the future there are a number of extensions to this work that could be

considered. Proper exploitation of the Doppler domain is seen as one of the key areas

for future work. Modification to the current radar hardware is required to achieve this

goal as outlined in Chapter 6 which described the problems encountered while trying

to perform Doppler processing with the waveforms needed for high range resolution.

Eliminating this limitation would add an extra dimension to the processing by

enabling analysis in the range-Doppler-polarisation domain. Doppler information

would also enable comparisons with the velocity fields predicted by SWPE to be

obtained and would enable information on the directional wave spectrum to be

extracted.

Another extension to the current work would be to look at more general, bistatic

scattering geometries. In recent years there has been significant interest in bistatic

measurements, particularly with airborne and spaceborne polarimetric SAR. The

bistatic case introduces a completely new set of problems with one of the major

challenges being bistatic field calibration and finding a suitable set of calibration

targets. Plans are currently in place to add a bistatic polarimetric capability to the

DSTO radar system.
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