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Abstract

Nowadays, data storage, server replicas/mirrors, virtual machines, and vari-
ous kinds of services can all be regarded as different types of resources. These
resources play an important role in today’s computer world because of the con-
tinuing advances in information technology. It is usual that similar resources
are grouped together at the same site, and can then be allocated to geograph-
ically distributed clients. This is the resource allocation paradigm considered
in this thesis. Optimizing solutions to a variety of problems arising from this
paradigm remains a key challenge, since these problems are NP-hard.

For all the resource allocation problems studied in this thesis, we are given
a set of sites containing facilities as resources, a set of clients to access these
facilities, an opening cost for each facility, and a connection cost for each
allocation of a facility to a client. The general goal is to decide the number
of facilities to open at each site and allocate the open facilities to clients so
that the total cost incurred is minimized. This class of the problems extends
the classical NP-hard facility location problems with additional abilities to
capture various practical resource allocation scenarios.

To cope with the NP-hardness of the resource allocation problems, the
thesis focuses on the design and analysis of approximation algorithms. The
main techniques we adopt are linear programming based, such as primal-dual
schema, linear program rounding, and reductions via linear programs. Our de-
veloped solutions have great potential for optimizing the performances of many
contemporary distributed systems such as cloud computing, content delivery
networks, Web caching, and Web services provisioning.
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