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Abstract

Abstract

This thesis presents experimental and theoretical work performed on various
rhodium-holmium (Rh-Ho) and gold-praseodymium (Au-Pr) bimetallic clusters and
their oxide counterparts. More specifically, structural and/or electronic properties for
these clusters are ascertained from investigating how their adiabatic ionisation energies
(IEs) are affected by: (a) the sequential addition of oxygen atoms onto the base
bimetallic cluster within each series, or (b) the composition of the bimetallic clusters
i.e. the transition:lanthanide metal atom ratio within each cluster.

The clusters were experimentally generated via dual laser ablation and detected
using time-of-flight mass spectrometry (TOF-MS) coupled with threshold laser
ionisation. Upon successful formation and detection, the experimental adiabatic IEs of
these clusters were determined using Photoionisation Efficiency (PIE) spectroscopy. In
regards to aspect (a) of this thesis listed above, it was observed that the sequential
addition of individual oxygen atoms onto bare Rh-Ho and Au-Pr clusters either caused:
(i) a significant change in or (ii) had little-to-no effect on the experimental adiabatic
IE. For clusters that displayed the former behaviour, the addition of the first oxygen
atom was observed to significantly decrease the adiabatic IE relative to that of the bare
bimetallic cluster within that series. The addition of a second oxygen atom onto the
monoxide counterpart was observed to significantly increase the adiabatic IE back to a
value similar to that of the bare bimetallic cluster. In regards to aspect (b) of this
thesis listed above, it was observed that: (i) the substitution of a transition metal atom
for a lanthanide metal atom generally lowers the experimental adiabatic IE of each
cluster, and (ii) the sequential addition of transition metal atoms onto a cluster
generally increases the experimental adiabatic IE of each cluster.

In order to gain more insight into the nature of the observed experimental
adiabatic IE trends mentioned above, Density Functional Theory (DFT) Investigations
were performed on the neutral and cationic species for the RhHo,O, (n = 0-2),

RhoHo:0,, (m = 0-2) and the AusiPri (K = 0-3) clusters. From these, the lowest energy
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Abstract

neutral and cationic geometries (in addition to other properties such as atomic charges
and normal modes of vibration) were determined and subsequently, the theoretical
adiabatic IEs of each cluster were calculated. When compared within each series, the
experimental and theoretical adiabatic IE trends as a function of: (i) sequential
addition of oxygen atoms in the RhHo,0O, (n = 0-2) and RhoH0:0,, (m = 0-2) cluster
series, and (ii) substitution of a gold atom for a praseodymium atom in the AusPr;
(k = 0-3) cluster series, both displayed similar behaviour. From this, specific ionisation
transitions between neutral and cationic structures were able to be assigned and thus,
structural and electronic information about each cluster was able to be inferred.

In addition to the DFT investigations, Franck-Condon Factor (FCF)
calculations were performed in order to simulate the Zero Electron Kinetic Energy
(ZEKE) and PIE spectra for each cluster in the RhHo0.,O. (n = 0-2), RhoH0:0,,
(m = 0-2) and AusiPr; (k= 0-3) series. The purposes of these additional calculations
were to: (i) identify the most likely transition from two or more competing candidates
that occurs upon ionisation for each cluster, and (ii) apply slight corrections to the
experimental adiabatic IEs obtained from the PIE spectra in order to account for

thermal tailing resulting from vibrational hot band transitions at 300 K.
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Introduction | Chapter 1

1.1. Gas-Phase Transition Metal Oxide Clusters - Relevance to Catalysis

Transition metal oxides (TMOs) have been the topic of intense research over
the last few decades due to their widespread use in the area of heterogeneous catalysis
as both catalysts and catalytic supports. Industrially significant reactions such as the
catalytic oxidation of alkanes and alkenes, oxidative dehydrogenation of light alkanes,
and many others can be catalysed using TMOs."® However, despite TMOs being used
extensively in heterogeneous catalysis, there still remains a dearth of understanding
regarding the mechanistic details and structure-reactivity relationships behind how
TMOs function as catalysts or as supports.® Gaining an enhanced understanding of
these particular aspects of TMO catalysis is of vital importance as it will inevitably
lead to more efficient and educated approaches in the design of next-generation TMO
catalysts rather than the “trial and error” approach that is currently applied (not just
for TMO catalyst design, but the design of all industrial heterogeneous catalysts in
general).”

A valuable approach used to gain a fundamental understanding of the
mechanistic details and structure-reactivity relationships underlying heterogeneous
TMO catalysis is to investigate the structures of gas-phase TMO clusters and their
reactivity with small molecules. TMO clusters are well-suited to model solid-state
metal oxide surfaces as the chemical transformations involved in processes that utilise
TMO catalysts occur on localised, active sites on the oxide surface that possess a
spatial extension on the sub-nanometre scale. These catalytically active sites are
characterised by steps, defects, ledges and/or corners on the metallic oxide surface
that can differ significantly in charge density (i.e. they can be electron-rich or electron-
deficient), thus allowing them to be considered as cationic and anionic TMO clusters
of varying sizes and structures. Hence, if the reactivity of small molecules (e.g. methane
in the partial oxidation (POX) process or n-butane in oxidative dehydrogenation) with
gas-phase TMO clusters of various types, sizes and charge states is investigated, then
molecular-level details regarding the energetics, kinetics and reaction mechanisms can
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be attained, thus providing an overall understanding of how reactant molecules are
activated in these catalytic processes.

An example of an industrial process where such insight has occurred is for the
selective oxidation of hydrocarbons catalysed by vanadia surfaces. Castleman and co-
workers investigated the formation of acetaldehyde via oxygen atom transfer from
ViOy" clusters to ethylene.® Of the varied range of cationic vanadium oxide clusters
experimentally investigated, only the (V.0;5),* (n = 1,2) clusters were found to transfer
an oxygen atom to ethylene to form acetaldehyde as the dominant reaction pathway.
When the stoichiometry of these clusters differed by even just one oxygen atom (e.g.
V204t and VoO¢") then other reaction pathways became dominant (e.g. Association
reactions with ethylene or molecular oxygen loss), resulting in no acetaldehyde
production. Density functional theory (DFT) calculated reaction pathways provided
the rationale behind these experimental observations showing that the V,O;" and
V4Ot clusters possessed radical oxygen centres (M-Oe) with elongated metal-oxygen
bonds, which were ultimately responsible for their pronounced catalytic behaviour.
Other cationic vanadium oxide clusters that did not have the 2:5 vanadium-to-oxygen
ratio were found to lack these radical oxygen centres, making the catalytic oxygen
atom transfer to ethylene unfeasible. Overall, this work was able to: (i) infer that the
active sites on vanadia surfaces responsible for the selective oxidation of hydrocarbons
can be envisioned as V,0s clusters possessing radical oxygen centres, and (ii) provide
the energetics, kinetics and reaction mechanisms underlying the chemical
transformations involved in this industrial process. With such success in achieving
fundamental insight into industrial processes catalysed by TMO surfaces, it is of no
surprise that a vast number of experimental and computational studies aimed at
investigating the structure of gas-phase TMO clusters and their reactivity have been

performed to date.®!0-131
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1.2. Emergence of Gas-Phase Bimetallic Transition Metal Oxide Clusters

To date, most experimental and computational studies aimed at investigating
the structures and reactivity of gas-phase TMO clusters have been limited to
monometallic oxide clusters. It is well known that introducing a second type of
transition metal into transition metal surfaces can enhance their catalytic activity
towards certain industrially-relevant processes such as CO oxidation and alkane

132

hydrolysis."”> Therefore, investigating the effects of introducing transition metal
heteroatoms on the structure and reactivity of TMO clusters allows for the possibility
of tailoring the composition of the TMO cluster to provide improved catalytic activity
and provides a tractable way of exploring and designing more efficient TMO catalysts.
Despite this, very little is known about the structures and reactivity of bimetallic
cluster oxides composed of two different transition metals. With respect to structural
investigations, Janssens and co-workers have performed infrared multiple photon
dissociation spectroscopy in combination with DFT calculations on various titanium-
vanadium oxide cluster anions to investigate how the electronic and geometric
structures change by exchanging V atoms with Ti atoms.?® In addition to this, Jarrold
and co-workers have used anion photoelectron spectroscopy and DFT calculations to
determine the lowest energy isomers of various neutral and anionic molybdenum-
tungsten oxide, molybdenum-vanadium oxide and molybdenum-niobium oxide clusters,
thus gaining insight into the effect that mixing W, V, and Nb atoms with Mo atoms
has on the electronic and geometric properties of these clusters relative to their
monometallic oxide counterparts.®*% DFT calculations have also been performed by
Wang and co-workers aimed at investigating the structural and magnetic properties of
the TiVO,, VMnO,, and MnCoO, (m = 34) bimetallic clusters, finding that
pronounced magnetism is achieved for most of these bimetallic oxide clusters (with the
exception of the MnCoOs cluster) relative to the monometallic oxide species.'® With
respect to reactivity studies, Castleman and co-workers have used DFT calculations to

investigate the structure and reactivity of the ZrNbO; cluster relative to its
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isoelectronic counterpart Zr.Os, which itself was found to readily oxidise carbon
monoxide, strongly associate acetylene, and weakly associate ethylene.'® They found
that both the structure and reactivity of ZrNbO; should mimic that of Zr:Os,
suggesting that investigations directed towards probing the structure and reactivity of
anionic clusters could be used to infer the same properties for their neutral isoelectronic
counterparts. In addition to this, Mafuné and co-workers have experimentally
investigated the reactivity of cationic gold-titanium oxide clusters with CO, in
conjunction with DFT calculations. They found that the reactivity was highest for
those clusters consisting of one and three Au atoms bound to titanium oxide clusters
possessing the same stoichiometry as bulk-phase titania (i.e. (TiO.)," (n = 1-22)).1%
Recently, Bernstein and co-workers have used DF'T calculations and the single photon
ionisation technique coupled with time-of-flight mass spectrometry to also investigate
CO reactivity but with various neutral cobalt-vanadium oxide clusters, finding that the
VCoOy4 cluster displayed pronounced reactivity with CO to generate the VCoOs cluster
and CO.."" Also recently, He and co-workers have performed experimental work and
DFT studies directed towards investigating C-H bond activation by cationic vanadium-
silver bimetallic oxide clusters towards ethane,'*! and by the AuNbOs* cluster towards
methane, ethane and n-butane.* Regarding the former, they found that the reactivity
of the various V-Ag oxide clusters towards ethane was greatly influenced by the
presence of Ag atoms, with the reactivity decreasing with an increasing number of Ag
atoms. Regarding the latter, they found that selective activation of a C-H bond in
methane and multiple C-H bonds in ethane and n-butane were initiated by a radical
oxygen centre in the AuNbOs" cluster and promoted by the presence of the Au atom.
Overall, these experimental and theoretical studies clearly show an emerging
interest in investigating the structure and reactivity of bimetallic cluster oxides as they

provide an exciting new field of study with respect to catalysis.
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1.3. Transition-Lanthanide Bimetallic Clusters and Their Oxide
Counterparts — A Brief History of Previous Work Performed

Another variety of bimetallic oxide clusters are those composed of transition and
lanthanide metal atoms. It has been found that doping TMO catalysts with lanthanide
metal atoms can promote catalytic activity in industrial processes (such as the POX
process), with greater conversion efficiency and selectivity.*** Therefore, investigating
the structure and reactivity of transition-lanthanide bimetallic clusters and their oxide
counterparts can potentially provide an efficient and tractable way of helping to
develop very efficient and selective catalysts in various industrial processes.

Although a great deal of previous experimental and computational studies have

101,144-165

been done on gas-phase lanthanide and lanthanide oxide clusters, very little
work has been done on transition-lanthanide bimetallic clusters and their oxides. Zhang
and co-workers have performed DFT investigations on Ni and Ti-doped Lais clusters
where they found that substituting a La atom with a Ni or Ti atom lowered the
binding energy of the cluster as a whole (relative to Lais), where Ni preferred to occupy
a surface site and Ti preferred to occupy the central site.'® In addition to this, Liu and
co-workers have performed DFT calculations on La,Ni, (m+n < 7) bimetallic clusters,
reporting the lowest energetic isomers for each respective cluster.'” In the 1970’s,
Cocke and Gingerich produced the dimers AgHo, AuHo and CePd in the gas-phase and
determined their dissociation energies, standard heats of formation and appearance
potentials.!®1% More recently, Lievens and co-workers have generated gas-phase Au,Er*
(3 < n < 20) clusters and performed stability and dissociation pathway analyses on
them.'™ They found that AucErt and AuicErt were exceptionally stable due to them
both containing 8 and 18 roaming valence electrons, respectively, which afford closed
electronic shell structures for each of these species.!™ However, no specific inferences
were made about whether there are geometric changes induced by Er-doping of the Au

clusters. With respect to reactivity, Huang and co-workers have investigated the

reactivity of the LaFe" dimer towards alkanes. It was observed that this dimer can

Page | 5



Introduction | Chapter 1

dehydrogenate two ethane molecules sequentially, whereas the separate cationic atoms
are either non-reactive towards ethane (Fe™) or can only dehydrogenate one ethane
molecule (La")."™ With respect to work performed on the oxides of transition-
lanthanide bimetallic clusters, Gibson produced these types of clusters in the gas-phase
via the laser ablation of oxalates into vacuum.'™ It was proposed that ZrO, and HfO,
act as coordinating ligands to the basic cluster structure of various lanthanide oxide
clusters. These transition-lanthanide oxide clusters were proposed to form cubic
structures based on the crystal structures of lanthanide monoxides. However, no
computational work was performed to verify the proposed structure for each cluster. In
addition to this work, Lievens, Asmis and co-workers have used vibrational
predissociation spectroscopy and DFT calculations to investigate the geometric and
electronic  properties of the rare-gas-tagged [(CeO,)(VO.).]* (n=1,2) and
[(Ce203)(VO2)]* clusters, finding that the most stable structures had oxidation states of

+3 and +5 for Ce and V, respectively, and not an oxidation state of +4 each.'™

Page | 6



Introduction | Chapter 1

1.4. The Scope of this Thesis

With such little work performed to date, there is clearly still much to be learnt
about the structure and reactivity of transition-lanthanide bimetallic clusters and their
oxide counterparts. In particular, it would be of significant interest to understand the
oxide chemistry of these types of clusters by investigating where the oxygen atoms
prefer to bind and how this affects the electronic properties. The focus of the work
presented in this thesis is to provide such an understanding by using a combined
experimental and theoretical approach to determine the structural and electronic
properties of various rhodium-holmium (Rh-Ho) and gold-praseodymium (Au-Pr)
bimetallic clusters and their oxide counterparts. Rhodium and gold were chosen as the
transition metals since they are catalytically relevant in the cluster regime.!/719!
However, due to the fact that the chemical properties across the lanthanide series are
generally thought to be similar,'”? pragmatic reasons were used to select the lanthanide
metals. Therefore, holmium and praseodymium were chosen as the lanthanide metals
due to them being monoisotopic, thus minimizing complications in the mass spectra.

The clusters are experimentally generated via dual laser ablation and detected
using time-of-flight mass spectrometry coupled with threshold laser ionisation. Upon
successful formation and detection, the experimental adiabatic ionisation energies
(AIEs) of the following clusters are determined using Photoionisation Efficiency (PIE)
spectroscopy: RhHo,0, (n = 0-2), RhoHo:,0, (m = 0-2), AuPr:0, (z = 0-2), AuPr:0,,
(m = 0-1), AusPr,0, (n = 0-2), and Au,Pr. Chapter Two presents a discussion of the
underlying theory and details behind the experimental setup and PIE experiments.
Chapters Five and Eight present the PIE spectra and experimental AIEs obtained for
the Rh-Ho and Au-Pr clusters, respectively. Overall, the experimental AIEs displayed
in Chapters Five and Eight show how the two following trends influence the electronic
properties of these clusters: (i) the sequential addition of oxygen atoms onto the base
bimetallic cluster within each series, and (ii) the composition of the bimetallic clusters

i.e. the transition: lanthanide metal atom ratio within each cluster.

Page | 7



Introduction | Chapter 1

In order to gain more insight into the nature of the observed experimental AIE
trends mentioned on the previous page, DFT calculations are performed on the neutral
and cationic species of the RhHo0,0, (n = 0-2), RhoH0,0,, (m = 0-2) and the AusPr;
(k = 0-3) clusters. From these, the low-lying neutral and cationic geometries (in
addition to other properties such as atomic charges and normal modes of vibration) are
determined and subsequently, the theoretical AIEs of each cluster are calculated. In
addition to these DFT calculations, Franck-Condon Factor (FCF) calculations are
performed in order to simulate the Zero-Electron Kinetic Energy (ZEKE) and PIE
spectra for each cluster in the RhHo,O, (n = 0-2), RhoH0,0,, (m = 0-2) and Aus;Pr;
(k = 0-3) series. This is done in order to: (i) identify the most likely ionisation
transition if there are two or more competing candidates for a particular cluster, and
(ii) apply energy corrections to the experimental AIEs obtained from the PIE spectra
in Chapters Five and Eight in order to account for thermal tailing resulting from
vibrational “hot band” transitions at 300 K. Chapter Three presents a discussion of the
underlying theory behind ZEKE spectroscopy and DFT calculations in addition to the
details behind the computational procedure and the simulated ZEKE and PIE spectra.
Chapters Six and Seven present and discuss the results from all the aforementioned
theoretical work performed on the RhHo,O, (n = 0-2) and Rh:Ho:O, (m = 0-2)
clusters, respectively. Chapter Nine presents and discusses the results from the
theoretical work performed on the AusPr; (k = 0-3) clusters. Overall, comparison
between the experimental and theoretical AIE trends as a function of: (i) sequential
addition of oxygen atoms in the RhHo0,O, (n = 0-2) and Rh:H0,0,, (m = 0-2) cluster
series, and (ii) substitution of a gold atom for a praseodymium atom in the AusiPr; (k
= 0-3) cluster series ultimately allows for structural and electronic information to be

inferred for each of these clusters.
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Chapter Two

Experimental Theory, Techniques and Apparatus

This chapter presents information on the experimental techniques and apparatus
utilised to generate, detect and determine the adiabatic ionisation energies (IEs) of the
gas-phase Rh-Ho and Au-Pr clusters and their oxide counterparts. The underlying
theory behind the techniques and design of the apparatus will also be discussed.
Firstly, a general introduction into metal cluster sources will be discussed followed by
the presentation of, and discussion on, the design of the dual ablation source used to
generate the aforementioned clusters in the gas-phase. Next, the general theory behind
time-of-flight mass spectrometry (TOF-MS) will be discussed followed by how it is used
collectively with the dual laser ablation source to generate and detect the clusters in
the gas-phase. Lastly, the underlying spectroscopic theory behind the photoionisation
process and photoionisation efficiency (PIE) spectroscopy will be discussed followed by
the procedural details describing how the PIE experiments were performed on the Rh-
Ho and Au-Pr clusters and their oxide counterparts. A discussion on how the PIE
spectra were generated and experimental adiabatic IEs obtained from them will be

presented at the end of this chapter.
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2.1. Laser Ablation and Metal Cluster Sources
2.1.1. Metal Cluster Sources

In early cluster chemistry, small gas-phase metal clusters were produced by
heating up a source chamber (containing the metal of interest) to a temperature higher
than the boiling point of the metal. This method was very effective in producing small
gas-phase metal clusters but was often limited to the boiling point of the metal and the
limited extent to which the internal degrees of freedom were cooled.

In 1981, Smalley et al. developed a relatively simple laser vaporisation method
of producing cold, highly concentrated molecular beams of small gas-phase metal
clusters.! In their experimental setup, the 2! harmonic (532nm) from a Nd:YAG laser
is focussed onto a target metal rod which creates a hot, highly concentrated plasma
containing neutral, anionic and cationic species. This process is called laser ablation
and after it has occurred, the resulting metal vapour which is formed in the ablation
process is supersonically expanded whilst entrained in a high density pulse of inert
carrier gas from a pulsed supersonic nozzle. The supersonic expansion of the various
types of metal cluster species cools them down to low temperatures. The development
of this method was a great advance in metal cluster chemistry as it could be used to
generate most types of metal cluster compounds in the gas-phase and ensured that only
the lowest rotational, vibrational and electronic states of the clusters were occupied due
to low temperatures caused by the supersonic expansion. This is of great importance to
the spectroscopy of gas-phase metal clusters as the lowest states need to be occupied in
order to be spectroscopically probed with minimal complications. It is for these various
reasons that any experiments involving the formation and reactivity of any gas-phase
metal clusters include a design that in some way mimics that of the Smalley-type laser
ablation source. However, as the number of these studies are too numerous to list
concisely, only those pertinent to development of the laser ablation source used to
produce the Rh-Ho and Au-Pr clusters and their oxide counterparts will be discussed in
this thesis.
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2.1.2. Generation of Gas-Phase Transition-Lanthanide Bimetallic Clusters
and their Oxide Counterparts

In 1983, Bondybey et al. implemented a Smalley-type laser ablation source in
order to investigate the electronic structure and spectra of the bimetallic diatomic
molecules CuGa, Culn and SnBi.?? In their design, the pertinent molecules of interest
were generated via the laser ablation of metal alloy rods. However, the major
disadvantages involving this procedure are: i) being limited to generating bimetallic
clusters with certain metal-to-metal ratios by the percentage composition of the alloy
rods, and ii) the complexity and high costs associated with alloying various metals. In
order to surmount these disadvantages, Kaya et al. implemented an alternative design
to generate bimetallic clusters in the gas-phase.! Their design involved laser ablating
two individual metal rods (with two individual Nd:YAG lasers) separated by 5 mm and
entraining the resulting metal vapours together in the same high density pulse of inert
(He) carrier gas prior to supersonic expansion. Producing gas-phase bimetallic clusters
via this dual ablation source design proved to be more advantageous than ablating
metal alloy rods as the relative composition of bimetallic clusters could be controlled by
adjusting the relative ablation-timing of each metal rod with time-delay instruments,
and/or the individual laser fluences used to ablate each rod. Additionally, this dual
ablation source design also allows (in principle) any type of gas-phase bimetallic cluster
to be generated by placing the desired metals into the source without the cost and
effort of alloying the two metals in randomly chosen percentage ratios depending on
the metal-to-metal composition ratios desired in the bimetallic clusters of interest.

The various gas-phase Rh-Ho and Au-Pr clusters and their oxides counterparts
presented and discussed in this thesis were generated using a dual laser ablation source
similar in design to that developed by Kaya et al. to generate gas-phase bimetallic
clusters (and investigate their reactivity with small molecules).* Figure 2.1 shows a
cross-sectional depiction of two slightly different dual laser ablation sources used to
generate the Rh-Ho (Figure 2.1(a)) and Au-Pr (Figure 2.1(b)) clusters and their oxide
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6'(a) 6'(b)

Figure 2.1. (a) The dual laser ablation source used to generate the Au-Pr clusters and
their oxide counterparts, and (b) A side-on, cross-sectional view of the dual laser
ablation source used to generate the Rh-Ho clusters and their oxide counterparts. Refer
to the text in Section 2.1.2 for the components/parts that correspond to each number.

NOTE: Features 4(a) and (b) are not labelled in Figure 2.1(b) due to the side-on view,
but are present.
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counterparts in the gas-phase. A general description the ablation source is given below.

As observed in Figures 2.1(a) and (b), the two pertinent metal rods (2 mm in
diameter x 25 mm in length) are positioned 5 mm apart inside a stainless-steel ablation
cap (1) and attached to a gearbox (2) that is connected to a screw mechanism (3)
(Oriel, motor-mike 18014) which induces rotational motion such that the rods rotate in
opposite directions relative to each other. In addition to this rotational motion, the
screw mechanism also translates the two metal rods up and down along the rotational
axis. The steel ablation cap that houses the metal rods also contains two 1 mm
diameter holes each located on opposite sides of the cap through which the 2
harmonic (532nm) output from two separate neodymium-doped yttrium aluminium
garnet (Nd:YAG) lasers (Big Sky Laser, ULTRA-CFR) both running at 10 Hz are
focussed onto the constantly rotating and translating metal rods using 250 mm focal
length lenses (4(a) and 4(b)), thus ablating them. This generates a hot metal vapour
containing neutral, anionic and cationic species for which the temperature has been
estimated to be as high as 10000 K.> The constant rotational and translational motion
of metal rods ensures that a fresh surface is continuously ablated. The generation of the
hot metal vapour via ablation is timed so that it occurs in the presence of a high
density pulse of pure helium carrier gas (CIG gases 99.98%) delivered into a 3 mm
diameter ablation channel via a pulsed nozzle (5) (General Valve, Series 9, 20 pm)
driven by a home-made nozzle driver. As the metal rods readily oxidise before ablation,
there are sufficient amounts of metal oxides inherently present to lead to the formation
of the oxide cluster counterparts of the Rh-Ho and Au-Pr clusters, thus eliminating the
need to seed the helium carrier gas with an oxidising gas (such as Os or N,O). In all
experiments, the lanthanide metal rod is positioned closer to the nozzle then the
transition metal rod. Typical ablation powers used are 12 mJ pulse! for the holmium
and praseodymium rods (both from DXL, 99.9%) and 2 mJ pulse! for the rhodium

(DXL, 99.9%) and gold (Goodfellow, 99.9%) rods. Optimal signal of the bimetallic
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clusters is achieved in both the Rh-Ho and Au-Pr experiments when the transition
metal rod is ablated 4 ps after the lanthanide metal rod.

The hot metal vapour generated from the ablation process is entrained in the
high density pulse of helium carrier gas and carried down the 3 mm diameter ablation
channel and into a ‘condensation tube assembly’. It is from this point where the cluster
source design used differs significantly between the Rh-Ho and Au-Pr experiments.

The cluster source schematic shown in Figure 2.1(a) is used for the experiments
involving the generation of the Au-Pr clusters and their oxide counterparts. In this
design, the condensation tube assembly is made up of four sections; the first is 2 mm in
diameter and 10 mm in length (6(a)), the second tapers out slowly from 2 mm in
diameter to 5 mm in diameter and is 20 mm in length (6(b)), and the third and fourth
are both 2 mm in diameter and 20 mm in length (6(c) and 6(d)). The total length of
the condensation tube assembly is 70 mm.

The cluster source schematic shown in Figure 2.1(b) is used for the experiments
involving the generation of the Rh-Ho clusters and their oxide counterparts. In this
design, the different species formed in the ablation process are carried by the helium
into a Fast-Flow Block (FFB)/condensation tube assembly. The assembly is made up
of two sections; the first is a stainless-steel FFB which has an internal diameter of 5
mm and a length of 50 mm (6'(a)), and the second is a brass condensation tube that
has an internal diameter of 2mm and a length of 30 mm (6'(b)). The total length of
the FFB/condensation tube assembly is 80 mm. The FFB was implemented into the
design in order to eventually investigate the reactivities of bimetallic clusters in the
gas-phase, where the reactant molecule of interest would be diluted in a mixture of
helium gas and delivered into the FFB via a second pulsed nozzle (7). However, only
preliminary experiments were performed and are not within the scope of this thesis.

In both cluster sources, as the ablated products entrained in the helium carrier
gas reach the end of the 3 mm diameter ablation channel and move through either of

the condensation tube assemblies, they experience collisional cooling and form various
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types and sizes of transition metal clusters by association reactions (e.g. M, + M; =
M;, where M is a transition metal atom). Upon reaching the end of the condensation
tube assembly, the clusters undergo supersonic expansion into a second chamber where
they are ionised and detected (more details to follow in Sections 2.2 and 2.3). Upon
supersonic expansion, all molecules experience varying degrees of cooling of their
translational, rotational, and vibrational degrees of freedom; translation cooling is more
effective than rotational cooling which itself is more effective than vibrational cooling.®
This means that the translation temperatures (T7) of the metal clusters in the
molecular beam are cooled down the most efficiently, followed by their rotational
temperatures (7T:) and then their vibrational temperatures (7)), which are the least

effectively cooled upon supersonic expansion (equation 2.1.1):
T,.<T<T, (2.1.1)

Due to the inefficiency in vibrational cooling upon supersonic expansion, metal
clusters in a supersonically-expanded molecular beam have been found to possess
vibrational temperatures that are approximately the same as the condensation tube
from which that expanded from.” Hence, the vibrational temperature of all clusters
formed in the ablation process using the two cluster source designs presented in Figure
2.1 1is ca. 300 K, as reported previously by our research group in the work involving the

NbsCy (n = 1-4), NbsCy (n = 1-6) and TasZrCy (y = 0-4) metal clusters.*?
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2.2. The Wiley-McLaren Time-of-Flight Mass Spectrometer

The technique of Time-of-Flight Mass Spectrometry (TOF-MS) first emerged on
the mass spectrometry scene in the 1960s. However, due to the lack of suitable
technology needed to record and process a time-of-flight (TOF) spectrum, it was
quickly replaced with magnetic and quadrupole instruments.’” In the 1970s-80s,
advances in fast digital electronics, ionisation methods and the development of the
‘reflectron’!'? lead to the re-emergence of TOF-MS. It is an extremely powerful
spectrometric technique as it allows for a mass spectrum to be rapidly acquired with
excellent resolution.” It is for this reason that TOF-MS is used in conjunction with the
dual laser ablation sources discussed in Section 2.1.2 to detect and characterise the Rh-
Ho and Au-Pr clusters and their oxide counterparts.

Figure 2.2 is a schematic showing the basic set-up of a Wiley-McLaren TOF
mass spectrometer, which consists of: (i) a backing plate with an electrical potential
across it, (ii) an extractor plate with an electrical potential across it, (iii) a ground
plate held at ground potential, (iv) an ionisation region of length s, (v) an acceleration
region of length d, (vi) a field-free drift region of length D, and (vii) a detector. This
design is particularly advantageous as it provides higher overall resolution than a
single-field TOF mass spectrometer (which has no extractor or ground plates), and
allows for extra parameters to be adjusted so that optimal mass resolution can be
attained. In this TOF mass spectrometer design, the TOF is defined as the time taken
for all of the ions to travel from their initial position in the ionisation region to the
detector.

The first stage of Wiley-McLaren TOF-MS involves the acceleration of all ions
generated in the ‘ionisation region’ through the ‘acceleration region’ and into the ‘field-
free drift region’. When generated, the ions (all possessing the same charge ¢ but
different mass m) undergo acceleration in both the ionisation and acceleration regions

as they experience two separate forces due to: (i) the electric field Es generated by the
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Figure 2.2. Schematic showing the basis design of Wiley-McLaren time-of-flight mass

spectrometer.’

electric potential Vg applied across the backing plate, and (ii) the electric field Ey
generated by the electric potential Vy; applied across the extractor plate. As all the ions
experience the same electric field in both regions, they are assumed to possess the
same, constant kinetic energy Ej but with varying velocities v. Overall, this leads to

the derivation of equation 2.2.3 from equations 2.2.1 and 2.2.2.

E.=E +E,=qV +qV,=q(V.+V,) (2:2.1)
-
B =mv (2.2.2)

Therefore, by letting eq. 2.2.1 = eq. 2.2.2:

E =E

T k

qUQ+VJ=%mV2 (2.2.3)

In the second stage of Wiley-McLaren TOF-MS, each ion enters the ‘field-free
drift region’. As they move across the field-free drift region, the ions separate out by

their masses and velocities according to equation 2.2.3; the relationship between the
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mass of each ion and its velocity is shown in equation 2.2.4. It shows that the velocity

of each ion is inversely proportional to the square root of its mass.

2a(V.+V,) (2.2.4)
4/ - 2.

The time taken for ions to move across the field-free drift region of length D and
reach the detector (a.k.a. the ‘drift time’ — denoted tp) is given simply by equation

2.2.5:

¢ =D (2.2.5)

Hence, substitution of eq. 2.2.4 into eq. 2.2.5 yields equation 2.2.6, which shows that
the drift time of each ion is directly proportional to the square root of its mass. This is
why heavier ions have a longer tp than lighter ions, allowing for the separation of all

ions by mass in the drift region.

(2.2.6)

In the third stage of Wiley-McLaren TOF-MS, there is a response time between
when the ions hit the detector and when the corresponding signal is read by a digital
oscilloscope (or some other type of digital output device).

As the response time of the detector and the time taken for the ions to
accelerate from the ionisation and acceleration regions into the field-free drift region are
considered negligible, the drift time of the ions is approximately equal to the observed

TOF of the ions in Wiley-McLaren TOF-MS (Equation 2.2.7).

TOF;%

TOF=D (2.2.7)
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Figure 2.3 shows an example of a TOF spectrum obtained using a Wiley-
McLaren TOF mass spectrometer. As observed, the spectrum contains signals with
varying intensities corresponding to each ion generated in the ionisation region, along
with their corresponding TOF values. The width of each signal is governed by the
velocity distribution associated with each ion, as a group of ions with the same mass

will possess slightly different initial velocities prior to ionisation and acceleration.

Signal Counts (Arbitrary Units)

N W

—7 ©* *r r T I © T F = F w F N w T & @ & & T
2.4x10° 2.5x10° 2.6x10° 2.7x10° 2.8x10°
Time-of-Flight (Seconds)

Figure 2.3. A typical example of a time-of-flight spectrum obtained using a Wiley-
McLaren TOF mass spectrometer.

Each signal in a TOF spectrum can be assigned to a particular mass by
graphing the /(m/q) values of the proposed masses assigned to each signal versus their
time-of-flight values (Note:" For positive ions, q = -ze where z is the charge number of
the ion (41 for the cluster ions in this thesis) and e is the elementary charge of an
electron (-1.602x10" Coulombs). The charge number z is used instead of q in this
thesis). If the relationship in this graph is observed to be exactly linear, then the
correct masses have been assigned to each peak. After assigning the time-of-flight

spectrum, a mass spectrum may then be obtained by placing the TOF values into the
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linear equation obtained from the y(m/q) versus TOF graph. Plotting the intensity
data from the time-of-flight spectrum versus this output will produce the mass
spectrum. This is the procedure that was used to transform the time-of-flight spectra
into the mass spectra shown in Chapters Five and Eight for the Rh-Ho and Au-Pr

clusters and their oxide counterparts.
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2.3. Experimental Setup and General Procedure

The experimental setup used to generate, detect and perform PIE experiments
on the various Rh-Ho and Au-Pr clusters and their oxide counterparts in this thesis is
shown in Figure 2.4. It consists of a source chamber and a flight/detection chamber.

The source and detection chambers are differentially pumped to a background
pressure of ca. 1x107 Torr using two cryogenically-cooled 6-inch diffusion pumps
(Varian VHS-6), which themselves are backed by two identical rotary pumps (Welch
1397) (1(a) and 1(b)). Both background pressures are measured with separate ion
gauges (Dunniway T100K) attached to each chamber (2(a) and 2(b)) which themselves
are connected to two separate ion gauge controllers (Terranova 934).

The source chamber contains the dual ablation source used to generate the
transition-lanthanide bimetallic clusters and their oxides, which is mounted on the end
flange of the chamber (3). Pure helium gas (CIG gases, 99.98%) with a backing
pressure of 60 psi is delivered behind the nozzle located inside the dual ablation source
via a gas manifold. The nozzle, driven by a home-made nozzle driver, then delivers a
dense pulse of helium gas into the source (typical gas pulse width is ca. 150 ps), thus
increasing the pressure inside the source chamber to ca. 1x10* torr. This is the
operational pressure that is maintained throughout the duration of the experiment.
After the helium gas is introduced, the two metal rods housed in the source are then
ablated with focussed 532 nm output from two separate Nd:YAG lasers running at 10
Hz through glass window ports that are attached to side flanges located on both sides
of source chamber. The metal vapour created by the ablation of both metal rods is
carried by the helium gas through the condensation tube assembly, where the clusters
are formed. Upon reaching the end of the condensation tube assembly, the clusters then
supersonically expand into vacuum and form a molecular beam which then enters the
flight /detection chamber. The specific details regarding the ablation process, dual
ablation source design, and rudimentary supersonic molecular beam dynamics have

already been discussed in Section 2.1.2.
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;1(a) $1(b)

Figure 2.4. The overall experimental setup used to generate, detect and perform PIE
experiments on the Rh-Ho and Au-Pr clusters and their oxide counterparts (NOTE:
The dual ablation source design used to generate the Au-Pr clusters and their ozides is

shown). Refer to the text in Section 2.3 for the components/parts that correspond to
each number.
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The flight/detection chamber contains a custom-built Wiley-McLaren TOF
mass spectrometer® with a built-in ion optics assembly (4) and dual micro-channel
plate (MCP) detector (5) (El Mul, MCP-M585) that are all used collectively to detect
the clusters formed in the ablation process. The Wiley-McLaren TOF mass
spectrometer itself (as discussed in Section 2.2) consists of a three electrode stack that
is used to accelerate the cluster ions through the field-free drift region to the MCP
detector (all three electrodes are labelled in Figure 2.4). These electrodes are all
circular aluminium plates with a diameter of 70 mm and a width of 2 mm. The spacing
between the repeller (6) and extractor (7) plates is 25 mm, and the spacing between
the extractor and ground (8) plates is 20 mm. Throughout the entire experiment,
voltages applied across the repeller and extractor plates are held at +2600 V and
42115 V, respectively, with the ground plate being held at ground potential. The
extractor and ground plates both have 15 mm diameter holes in their centres covered
with nickel mesh (90% transmission, Buckbee-Mears Inc.) in order to keep the electric
fields created between all of the plates uniform.

The molecular beam containing the neutral clusters formed in ablation process
enters the flight/detection chamber in the region between the repeller and extractor
plates. The neutral clusters are then ionised in this region with unfocussed UV laser
light generated by frequency-doubling the output from a tuneable dye laser (LAS
GMBH, LDL 2051) pumped by the 3" harmonic (355 nm) output from a Nd:YAG
laser (Spectra-Physics GCR-10). The ionising light enters this region through a window
port located on a side flange attached to the six-way cross that houses the three
electrode stack and ion optics assembly. Once the clusters are ionised, the three
electrode stack accelerates the cluster ions in a direction perpendicular to the molecular
beam direction through the ion optics assembly and into the field-free drift region (9).
The ion optics assembly, which consists of an einzel lens (with an internal diameter of
10 mm) and vertical and horizontal deflectors, helps focus and steer the cluster ions
through the field-free drift region and towards the MCP detector. As the cluster ions

Page | 32



Experimental Theory, Techniques and Apparatus | Chapter 2

move through the field-free drift region, they are separated out due to their mass-to-
charge ratio (as discussed in Section 2.2).

Once the cluster ions reach the end of the field-free drift region, they collide
with the dual MCP detector, which consists of three plates: The front plate, the back
plate, and the collection plate. The front and back plates are both typically held at ca.
-1050 V, with the collection plate being held at ground. Upon collision, an output
current is generated which is then amplified x25 using a pre-amplifier (Stanford
Research SR445) before being delivered to a digital oscilloscope (LeCroy Model
9350AM, 500 MHz) for averaging over 1000 laser shots (1000 oscilloscope averages) and
sent to a computer for further analysis. A TOF spectrum displaying all of the cluster
ions is obtained (and then converted to a mass spectrum using the method discussed in
Section 2.2). The timing between the pulsed nozzle, the ablation lasers and the

ionisation laser is controlled with a digital delay generator (Griffith University,

TARDIS II).
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2.4. Spectroscopic Theory, Techniques and Procedures
2.4.1. The Born-Oppenheimer Approximation

In quantum chemistry, a molecule is represented by a total molecular
wavefunction, W., that contains within it all the electronic and vibrational information
required to describe it in a particular state (neglecting rotation and spin contributions
for the time being). However, as the electrons within the molecule are much lighter
than the nuclei, any electronic movement occurs on a much faster time scale than the
nuclei can vibrate. Hence, the nuclei can be approximated to remain fixed and the
molecular wavefunction can be constructed in such a way that the electronic motion is
treated separately from the vibrational motion. This is known as the Born-
Oppenheimer (BO) approximation® and it allows the total molecular wavefunction to
be written as a product of two separate wavefunctions; the electronic wavefunction,
we(q;QQ) which is dependent on the electronic coordinates (q) and parametrically
dependant on the nuclear coordinates (Q), and the vibrational wavefunction, ., (Q)
which is dependent only on the nuclear coordinates and describes the vibrational

motion of the molecule:

Y =v QW (Q) (2.4.1)

In addition to separating the total molecular wavefunction, the BO
approximation also allows the total energy of the molecule (Erra) to be separated into

the sum of two terms; the electronic energy term (E.), and the vibrational energy term

(Evib) :

E . .=E+E (2.4.2)

total

When rotation and spin contributions are considered for the molecule, the total
molecular wavefunction (Equation 2.4.1) can be factorised further to include the
wavefunctions that describe the rotational motion and spin contributions. Furthermore,

the energetic contributions from the rotational motion and spin can also be included
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additively into the total energy of the molecule (Equation 2.4.2). The expansion of the
BO approximation to include these rotation and spin contributions further highlights
that all the various types of properties of the molecule (electronic, vibrational,
rotational and spin) can be treated separately. However, in the context of this thesis,

only the electronic and vibrational contributions will be considered.

2.4.2. The Franck-Condon Principle

Consider a molecule that has undergone an electronic transition between two
different states due to the absorption or emission of a photon of energy hv. Such a
transition is bound to have underlying vibrational transitions occurring concurrently
and as such, a range of vibronic signals will be observed with a varying range of
intensities. The Franck-Condon (FC) principle'®’” is one that is implemented to
account for the observed intensity distribution of these vibronic signals. It states that
as electrons are considered less massive than nuclei, an electronic transition will take
place much faster than the nuclei can respond.’® This means that all vibronic
transitions that accompany the absorption or emission of a photon occur within a fixed
nuclear framework, with the intensity of each observed vibronic signal depending
entirely on the extent to which the vibrational wavefunctions in the lower and upper
states overlap. In this quantum mechanical formalism of the FC principle, the intensity
of a vibronic transition is proportional to the square of the transition moment R.,

which is expressed mathematically as:
R, =V wr dr, (2.4.3)

where p is the electric dipole moment operator, ¥.,'' is the vibronic wavefunction in
the lower state and ¥%.,'is the vibronic wavefunction of the upper state. When the BO
approximation is implemented, both vibronic wavefunctions can be written as a
product of their separate electronic and vibrational wavefunctions, which transforms

equation 2.4.3 into this:
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R :J‘Iw:l//vﬂl//ggu;dredr (2.4.4)
When integrating equation 2.4.4 over all electronic coordinates dr., it transforms into:
R, = [y, Ry,dr

R, =R [y dr=R (y,

wv> (24.5)

Where R. is defined as the electronic transition moment and is considered to be
constant as a consequence of the BO approximation. The integral in the centre of
equation 2.4.5 (and shown in Dirac ‘bra-ket’ notation on the right hand side (r.h.s.) of
eq. 2.4.5) is defined as the vibrational overlap integral and its value is an indication of
the extent to which the two vibrational wavefunctions in the lower and upper states
(denoted ¥,"" and ¥,', respectively) overlap. The square of this vibrational overlap
integral is defined as the Franck-Condon Factor (FCF) for the vibronic transition in

question:

FCF=<1//V y/v'>2 (2.4.6)

As the intensity of each vibronic signal is proportional to Re., the consequent
implementation of the FC principle and BO approximation effectively culminates in
each vibronic signal intensity (denoted I) being proportional to the magnitude of its

corresponding FCF:
[ocFCF (2.4.7)

In addition to the value of a FCF for a given vibronic transition, the Boltzmann
population of the lower vibration state at a given vibrational temperature T, also

influences I of a vibronic signal. Therefore, I can be approximated by using Equation

2.4.8:

N2 Bk
z//V> o B0 /KT, (2.4.8)

I;<l//v
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where F;'' is the energy of the ith lower vibrational state, E;'’ is the energy of the
ground vibrational state, and k is Boltzmann’s constant (1.381x10% J K). Hence,
when considering the analysis of a vibronic spectrum, one must take into account a
whole range of FCF values for various vibronic transitions in addition to the

vibrational temperature of the molecular system in question.

2.4.3. Photoionisation Theory

Photoionisation is a process that involves the ejection of an electron from a
neutral atom or molecule following an interaction with a photon possessing sufficient
energy, hv.” The minimum photon energy required to eject the electron from a neutral
molecule in its ground state is defined as the Ionisation Energy (IE)." The common
unit used for IEs in the area of gas-phase metal cluster chemistry is the electron volt
(eV), where 1 eV = 1.6022x10" J. Hence, all IEs presented and discussed in thesis will
be in units of ‘eV’.

When a molecule, M undergoes an ionisation transition due to photoionisation,
it becomes a singly-charged molecular cation, M™ with the general assumption that
there are no additional processes involving excitation of electrons in MT' after the
transition has occurred. This means that M* is assumed to be produced in its lowest
electronic state following photoionisation of M. Interestingly, ionisation transitions
occur in a very similar manner to that of electronic transitions; there are underlying
vibrational transitions that accompany the ionisation transition (i.e. transitions
between vibrational states in the neutral and cationic structures, both in their ground
electronic states). Hence, if one were to perform ultra-violet photoelectron spectroscopy
(UPS) on M (a technique involving the ionisation of M with ultra-violet radiation
followed by the separation of ejected photoelectrons based on their kinetic energy), a
range of vibronic signals with varying intensities would be observed in its UPS
spectrum. The FC principle can then be applied to account for the observed intensity

distribution of these vibronic signals arising from the ionisation transition (just as for
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electronic transitions). However, as opposed to electronic transitions, orbital selection
rules for the photoionisation process described above are negligible — all ionisations are
allowed.’ The only selection rule encountered for ionisation transitions (without
consideration of rotational contributions) is that AS = +1/2, where is S is the total
spin quantum number associated with M and M™.

With the knowledge that ionisation transitions are akin to electronic transitions
in that they possess underlying vibrational structure, this allows for two types of IEs to
be defined for M: (i) the adiabatic 1E, and (ii) the vertical IE. The difference between
the two is shown in Figure 2.5. Note that the Morse potential for diatomic molecules
has been used to describe the PESs of M and M* to better highlight the difference

between the two different types of IE.

m
3 ) ]Cationic Vibrational States
o .
T Vertical |IE
-,g Adiabatic IE
2
o)
. M
\ /
\\ // Neutral Vibrational States

'

Internuclear Distance (R)

Figure 2.5. Diagram illustrating the difference between vertical and adiabatic IEs. The
Morse potential for diatomic molecules has been used to describe the PESs of M and
M to better highlight the difference between the two different types of IE.
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As observed in Figure 2.5, the vertical IE is defined as the energy difference
between the lowest vibronic state on the PES of M and the vibronic state on the PES
of M" that corresponds to the same nuclear positions as for M (i.e. the nuclear
geometry remains fixed upon the ionisation transition). The corresponding ionisation
transition is termed the ‘vertical ionisation transition’ and is expected to produce the
largest value for the vibrational overlap integral (equation 2.4.5), thus resulting in the
most intense vibronic signal. The adiabatic IE is defined as the energy difference
between the lowest vibronic states on both PESs of M and M*, with the corresponding
ionisation transition termed as the ‘adiabatic ionisation transition’ or alternatively as
the ‘0-0 transition’. As the nuclear geometry does not remain fixed upon an adiabatic
ionisation transition, the associated vibrational overlap integral is expected to be lower
in magnitude, thus resulting in lower vibronic signal intensity than that of the vibronic
signal corresponding to the vertical ionisation transition. However, if the ground state
geometries of M and M* are very similar, then there will be no discernable difference
between the vertical and adiabatic ionisation transitions, thus resulting in no
appreciable difference between the vertical and adiabatic IE values of M.

The IE, be it vertical or adiabatic, is one of the most important physical
properties that can be measured for gas-phase metal clusters. Once a set of
experimental [Es have been determined for individual metal clusters within a particular
cluster system, IE trends as a function of cluster size, composition or sequential
addition of non-metal/metal atoms onto a bare metal cluster can be used to
investigate, with the aid of computational investigations, any changes in geometric and
electronic properties that occur upon any of the aforementioned changes within a
particular cluster system. Hence, in order to investigate the geometric and electronic
properties of the various Rh-Ho and Au-Pr clusters and their oxide counterparts
generated and detected via the techniques outlined in Section 2.3, the experimental
adiabatic IEs of these clusters are determined using Photoionisation Efficiency (PIE)
spectroscopy. For the RhHo,0, (n = 0-2), RhoHo:0,, (m = 0-2) and AusPr; (£ = 0-3)
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clusters specifically, any observed experimental adiabatic IE trends within these cluster
series are complemented by computational investigations in order to provide more

rigorous insight into the nature of the trends.

2.4.4. Photoionisation Efficiency Spectroscopy

Photoionisation Efficiency (PIE) spectroscopy is used to determine the
experimental adiabatic IEs of the various Rh-Ho and Au-Pr clusters and their oxide
counterparts generated and detected via the techniques outlined in Sections 2.1.2 and
2.3. When performing a PIE experiment, the signal intensity of a molecular ion is
recorded as the energy of the ionising laser is scanned in the vicinity of the ionisation
threshold.” As the experiment is used to directly determine the minimum photon
energy required to ionise the molecule, it is imperative that the photon fluence of the
ionising light be sufficiently low so as to not induce multi-photon ionisation (MPI); the
experiment must be performed under single-photon ionisation (SPI) conditions.
Additionally, fragmentation of larger molecules induced by high photon fluences can
also occur and contribute to the molecular (daughter) ion signal, potentially leading to
false IE assignments. This adds to the requirement of keeping photon fluence low
enough so that SPI is the dominant ionisation process in the experiment. Overall, if the
PIE experiment is successfully performed on a molecule under SPI conditions, a
spectrum similar to the form shown in Figure 2.6 will be obtained when the signal
intensity of the molecular ion is plotted against ionising photon energy. The
appearance energy of the molecule (AE) corresponds to the photon energy at which
there is a sudden onset of molecular ion signal in the PIE spectrum (indicated by the
arrow in Figure 2.6). This AE value is then corrected for field ionisation in order to
obtain the experimental IE of the molecule (more details in Section 2.4.5 below).

When analysing the PIE spectrum of a molecule, the gradient of the ion signal
intensity is qualitatively indicative of the amount of geometric change experienced by

the molecule as it undergoes photoionisation. This is due to underlying vibronic
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transitions that accompany the ionisation transition experienced by the molecule (see
Section 2.3.3), with the length of the vibronic progression influencing how gradual or
rapid the onset of ion signal is. Additionally, when the ion signal intensity is observed
to plateau in the PIE spectrum, this indicates the end of the vibronic progression due
to the highest energy FC-allowed vibronic transition being reached for the ionisation

transition.

Field
Correction

AE IE

lon Signal Intensity of M*

Photon Energy of lonising Light

Figure 2.6. A plot representing the ion signal onset of M* once the AE of the neutral
molecule M has been reached. Once obtained, the AFE is then field-corrected to obtain

the experimental IE of the molecule.

A short vibronic progression underlying the ionisation transition will result in a
steep gradient of ion signal intensity being observed in the PIE spectrum. In contrast
to this, a long vibronic progression underlying the ionisation transition produces
shallow gradient of ion signal intensity. As short vibronic progressions are indicative of
very minor geometric changes upon an electronic or ionisation transition, a steep
gradient of ion signal intensity observed in a PIE spectrum also indicates little-to-no
geometric change experienced by the molecule upon ionisation. The same

rationalisation can be used for PIE spectra that have long vibronic progressions
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underlying them; long vibronic progressions are indicative of a significant amount of
geometric change experienced by the molecule upon an electronic or ionisation
transition and hence, a shallow gradient of ion signal intensity will be observed in the
PIE spectrum.

When the experimental TE of a metal cluster is determined using PIE
spectroscopy (from field-correcting the experimental AE of the metal cluster), it is
generally assumed that the value obtained represents the adiabatic IE of the metal
cluster. This implies that the initial onset of ion signal observed in the PIE spectrum of
a metal cluster is due to the band origin transition (i.e. no vibrational excitation in
either state) and any additional onset observed thereafter is due to various other
vibronic transitions that accompany the ionisation transition. However, as the
vibrational temperature of all clusters generated in the laser ablation process described
in Section 2.1.2 is ca. 300 K, it is likely that the initial onset of ion signal observed is
actually due to vibronic ‘hot band’ transitions and not the band origin transition — a
phenomenon characterised as ‘thermal tailing’. This means that all experimental
adiabatic TE values obtained for the various Rh-Ho and Au-Pr clusters and their oxide
counterparts in this thesis are slightly red-shifted from the true adiabatic IE (i.e. the
band origin transition). Fortunately, this effect can be accounted for by simulating the
vibronic structure underlying the PIE spectra for each individual cluster at 300 K and
adding a correction factor to the experimental AE once potential vibronic hot band
candidates causing early ion signal onset have been identified (this is discussed in more
detail in Chapter Three). This thermally-corrected experimental AE is then field-
corrected to obtain the true adiabatic IE. However, an experimental PIE spectrum by
itself gives little-to-no information regarding the extent to which thermal tailing affects
ion signal onset. Hence, all experimental adiabatic IEs determined from the PIE spectra
presented in Chapters Five and Eight are assumed to be due to the band origin
transition and are subject to slight corrections to account for red-shifting attributed to
thermal tailing.
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2.4.5. Details behind the Photoionisation Efficiency Experiments

The PIE spectra of the RhHo.0O, (n = 0-2), Rho:Ho0:0, (m = 0-2), AuPr:0,
(z = 0-2), AusPr:0, (m = 0-1), AusPr:0, (n = 0-2), AusPr, and AusPr.OsH, clusters
presented in Chapters Five and Eight were recorded by monitoring their ion signals as
a function of ionising UV wavelength under SPI conditions. All the data points in these
PIE spectra were collected at 0.25 nm intervals in the wavelength regions investigated
(222-280 nm and 218-265 nm for the Rh-Ho and Au-Pr experiments, respectively).

The ionising laser light used to perform all of the PIE experiments is generated
by frequency-doubling the output from a tuneable dye laser (LAS GMBH, LDL 2051)
pumped by the 3 harmonic (355 nm) output from a Nd:YAG laser (Spectra-Physics
GCR-10) running at 10 Hz. The frequency-doubling is achieved by using a f-barium
borate (BBO) doubling crystal coupled with a compensator, with the output being
separated from the residual fundamental output via an assembly made up of four
Pellin-Broca prisms. This four-prism assembly is also advantageous for the PIE
experiments as it allows for the beam direction of the frequency-doubled output to
remain constant whilst the wavelength of the dye laser is scanned.

As mentioned in Section 2.4.4, it is imperative that the photon fluence of the
ionising laser beam used for the PIE experiments be sufficiently low so as to not induce
MPI or fragmentation processes. In order to help ensure this, the ionisation laser beam
is expanded by x5 and collimated using a telescope assembly comprising of two lenses
with focal lengths of 50 mm and 250 mm. After leaving the telescope, the central part
of the newly expanded and collimated beam then passes through an adjustable iris set
to a diameter of 5 mm, which creates a Smm-diameter ionising laser beam with reduced
photon density (and photon fluence) that then enters the flight/detection chamber.
Variations in output efficiencies from the dye laser are minimised by a home-made
computer program which incorporates the stepper motor controlling the BBO doubling
crystal and compensator angles, pyroelectric power meter (Ophir Nova II), boxcar
integrator (Stanford Research Systems SR250) and a digital oscilloscope (LeCroy 9350
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AM, 500 MHz) to attenuate the ionisation laser power to the value desired and hold it
constant at each wavelength.

After entering the flight/detection chamber, the ionising laser beam overlaps
perpendicularly with the molecular beam, exits the chamber and then hits the
pyroelectric power meter. Each ionising laser pulse that hits the power meter generates
a flat-top pulse with a rise time of ca. 3 ms that is proportional to the laser pulse
energy. This output pulse is then sent to the boxcar integrator where a small section of
the flat part of the pulse is integrated and the value sent to the oscilloscope, where the
voltage value displayed is proportional to the laser pulse energy. This was necessary as
the rise time of the flat-top pulse is much longer than the ps flight time of the cluster
ions, such that both signals cannot be displayed on the oscilloscope simultaneously
(which is required by the home-made computer program that drives the PIE
experiments). The optimal ionising laser powers used for the Rh-Ho and Au-Pr PIE
experiments are ca. 80 pJ pulse® (ca. 400 pJ cm?) and ca. 60 pJ pulse! (ca. 300 pJ
cm?), respectively. These laser powers are consistent with those recommended for
performing PIE experiments involving transition metal clusters to ensure SPI
conditions (400 1J cm™ or less), as suggested by Knickelbein and co-workers.? Overall,
expansion and collimation of the ionising laser beam in addition to the attenuation of
its laser power effectively ensures that SPI is the dominant ionisation process in all the
PIE experiments.

As mentioned in Section 2.3, a digital delay generator (Griffith University,
TARDIS 1I) is used to control the timing between the pulsed nozzle, the ablation lasers
and the ionisation laser in order to attain decent cluster ion signal. Once the cluster
signal appears on the digital oscilloscope, the home-made computer program is then
started to run the wavelength scans and eventually obtain a PIE spectrum.

Before starting a wavelength scan, the program first requires two things: (i) that
the voltage level proportional to the laser power desired to run a wavelength scan is set

to a pre-determined value in the program and indicated by amplitude on the digital
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oscilloscope, and (ii) a polynomial function for the stepper motor that controls the
BBO doubling crystal and compensator angles in order to attain maximum frequency-
doubled output at each wavelength to be used in the scan. Once these two
requirements have been met, the program is then started at the shortest wavelength of
the scan. At first, the ionising laser power is attenuated over 10 laser pulses (10
oscilloscope averages) by the program driving the stepper motor positions. Once the
integrated voltage output from the pyroelectric power meter is within £7 % of the pre-
determined voltage set in the program and indicated on the digital oscilloscope, the
crystal and compensator angles remain at their current positions and a mass spectrum
is then collected and averaged over 1000 laser pulses (i.e. 1000 oscilloscope averages).
The laser power is also averaged over 1000 laser pulses. Once completed, the averaged
mass spectrum, laser power and wavelength are all downloaded and stored on a
computer before the program moves the dye laser to the next wavelength position.
Once a wavelength scan has been completed, it is then opened by another
program which displays all the mass spectra collected individually at each wavelength
and the corresponding average laser power over the 1000 pulses. In order to generate
the data points needed to create the PIE spectrum of a particular cluster, the program
is used to integrate the area under the peak corresponding to the cluster of interest.
This generates a data file which has columns that contains the following information
corresponding to each data point in the scan: (i) the integrated area of the cluster
peak, (ii) the wavelength, and (iii) the average laser power used. The integrated area at
each data point is then divided by the corresponding laser power to normalise it and
give the cluster ion signal intensity at each wavelength in the scan. Overall, this
procedure is used to generate a range of data points for a series of wavelength scans
across different laser dye regions. In order to create a complete data set for the cluster
of interest, overlapping scans are concatenated by scaling the cluster ion signal

intensities until they are consistent.
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Whilst the wavelength scans are being performed, there are two issues that
could potentially affect the quality of the PIE spectra obtained: (i) Large pulse-to-pulse
cluster ion signal fluctuations caused by inhomogeneities on the surface of the metal
rods as they are ablated,” and (ii) long-term cluster ion signal drift. To compensate for
issue (i), the time taken to average out the mass spectrum over 1000 laser pulses at
each wavelength corresponds to one complete translation/rotation cycle of the two
metal rods (ca. 100 s at 10 Hz). Therefore, any fluctuation of cluster ion signal due to
these inhomogeneities should be moderately constant at each wavelength data point.
To compensate for issue (ii), the wavelength scans are always performed from shortest
to longest wavelength, with the laser returned to the starting wavelength at the end of
the scan. If the cluster ion signal intensities, relative to laser power, are similar in the
two mass spectra collected at the shortest wavelength, then the cluster ion signal drift
is considered negligible and the scan is deemed acceptable for analysis.

Once a complete data set for the cluster of interest is obtained, the wavelength
corresponding to every data point in the set is converted to the actual wavelength.
This is determined by measuring the fundamental output from the dye laser using an
opto-galvanic cell. These actual wavelength values are then converted to vacuum
wavenumbers. The cluster ion signal intensity is then plotted against the photon
energy in vacuum wavenumbers, thus generating the PIE spectrum for the cluster of
interest. Two lines are then fitted to the baseline and the linear rise of the signal in this
spectrum, with the intersection of these two lines being denoted as the appearance
energy (AE) of the cluster. From this, the adiabatic IE of the cluster is determined
using a correction factor of IE=AE+6.1/V (where V is the voltage difference between
the repeller and extractor plates = 485 V cm! for the experimental design) as
recommended by Schlag and co-workers in order to account for the slight red-shifting
in IE caused by the dc extraction field.” This procedure of IE determination has an

conservatively estimated error of £0.05 eV associated with it, as first postulated by
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Knickelbein and Yang in their work involving photoionisation studies of niobium

clusters.?
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Chapter Three

Theoretical Background and Methodology

This chapter presents background information on all of the theoretical techniques that
were utilised to determine the structural and electronic properties of the transition-
lanthanide bimetallic clusters and their oxide counterparts. Procedural details
regarding how these theoretical techniques were implemented is also presented. Firstly,
a general introduction into the central tenets behind density functional theory will be
discussed, followed by a general discussion on basis sets. Next, the discussion will focus
more specifically on the B3P86 density functional and how it is coupled with the
Stuttgart-Dresden (SDD) basis set with utilisation of various Effective Core Potentials
(ECPs) to theoretically investigate the structural and electronic properties of the
transition-lanthanide bimetallic clusters and their oxide counterparts. Lastly, a rigorous
discussion on Zero-Electron Kinetic Energy (ZEKE) spectroscopy will be presented
followed by the procedural details behind how vibrational overlap integrals and their
corresponding Franck-Condon Factors (FCFs) are calculated and used to simulate
ZEKE spectra and PIE spectra for the transition-lanthanide bimetallic clusters and

their oxide counterparts.
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3.1. The Schrodinger Equation

The ultimate objective of most molecular structure calculations is to solve the
time-independent Schrodinger equation in order to attain the total ground state energy
(and numerous other properties) for a given molecular system containing N electrons

and M nuclei:

HY? (iR, )=E"¥ (iR, ) (3.1.1)

J\T? AT?

A

where H, ¥ (i.R,) and E are the total Hamiltonian operator, ground state

wavefunction and total ground state energy of the molecular system, respectively. In
the absence of external electric and magnetic fields, the total molecular Hamiltonian is
generally comprised of five fundamental operators, each one representing either kinetic

or potential energy contributions to the molecule:
H:TC+T +XA/\,+XA/ +\A/M (3.1.2)

where the first two operators correspond to the kinetic energies contributions of the

electrons and nuclei (Te and TN ), and the last three correspond to potential energy

contributions from nucleus-electron, nucleus-nucleus and electron-electron interactions

A A

(V.,, V. and Vee). The total energy of the molecular system is therefore also

comprised of five different energy contributions, each relative to the five different

operators in the total Hamiltonian:

tot
E = Ez, + ETN +E, +E, +E_ (3.1.3)

In practice, solving the Schrodinger equation accurately in the form presented in
Equation 3.1.1 with the total molecular Hamiltonian (eq 3.1.2) is quite onerous. This is
because molecular wavefunctions that are variably dependent on the co-ordinates of the
N electrons and M nuclei are often difficult to express accurately due to the correlated

motion of all these particles within the molecule (meaning that no particle is moving
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independently of all the others). Simplification is thus required in order to tractably

solve for E" and is achieved by implementation of the Born-Oppenheimer (BO)

approximation (Section 2.3.1). When this approximation is applied, the electrons
within the molecule are treated as moving in a field of stationary nuclei; which is
justified as nuclear motion occurs more slowly than electronic motion due to nuclei
being much heavier than electrons. This allows for the following three simplifications to

be made: (i) the molecular, ground state wavefunction ¥ (i.R,) becomes dependant
only on the electronic co-ordinates, with dependence on the nuclear co-ordinates
becoming parametric ie. ¥ (f\r,ﬁ“,)&‘l’;" (), (ii) all kinetic energy contributions
due to nuclear motion equate to zero i.e.TN = Er, =0, and (iii) all potential energy

contributions due to nucleus-nucleus interactions (Exx) equate to a constant for fixed
nuclear positions. Collectively, these three simplifications allow for the total energy of

the molecular system to be expressed as follows:

E" =E

o+ E; (3.1.4)

Where Exx is the potential energy contribution due to nucleus-nucleus interactions, and

Efj' is the ground state electronic energy contribution to E. The latter value is

obtained by solving the electronic Schrodinger equation:
2 el (- elyrel (-
Hojglo (r.‘\") = Eo To (r.w) (3'1’5)

Where W' (%) is the ground state electronic wavefunction (which is normalised and

anti-symmetric with respect to the interchange of electronic co-ordinates), and He is

the electronic Hamiltonian operator which has the form:

H,=T+V,+V, (3.1.6)
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Alternatively, the determined value of E; via the use of ¥ (%) and the Schrodinger
equation is also known as the expectation value (denoted by <ﬂel>) of Ha. This is

because EZ' is the observable that is represented by the quantum mechanical operator H. and

in Dirac bra-ket notation, this alternative representation can be expressed as:

(f1,)=(¥ @)

ﬁd‘wéd (1})>=E§1 (3.1.7)

As shown in Equation 3.1.6, the electronic Hamiltonian is dependant only on the
kinetic energy contributions of the electrons, and the potential energy contributions
due to nucleus-electron and electron-electron interactions. Hence, this allows E:' to be
expressed as a summation of the individual energy contributions corresponding to each

operator in the electronic Hamiltonian displayed in Equation 3.1.6:

E = Ep +Ey, +E, (3.1.8)

Once the BO approximation has been implemented, the approach to attain E”
proceeds as follows: (i) the electronic Schrodinger equation (Eq. 3.1.5) is solved for a

given ‘I’;' (%) at fixed nuclear positions in order to attain EZ' of the molecular system,

(ii) Exy is calculated via the following formula for fixed nuclear coordinates of the M of

nuclei:

(3.1.9)

M M
By=2.2
A=1B>A

2,2
Tap
where Zx and Zg are the respective nuclear charges of nuclei A and B, and rap is the
distance between them, and (iii) E!" is then calculated via the simple summation

expressed in Equation 3.1.4.

Overall, the objective of molecular structure calculations, once applying the BO

approximation, is still the same: to calculate E" of the molecular system. However,
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the main part of achieving this goal is now to solve the electronic Schrodinger equation
(Eq. 3.1.5) for a given ground state electronic wavefunction ¥ (%). There are two
overall approaches that can be used to achieve this: (i) wavefunction-based methods,
and (ii) electron density-based methods. As all results presented from the molecular
structure calculations were performed using the latter method, only the background

theory to electron-density based methods will be discussed.
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3.2. Density Functional Theory
3.2.1. Brief Background
In the framework of Density Functional Theory (DFT), the ground state

electron density of the molecular system p, (%) is used to construct ¥ (i) and Ha in
order to solve Equation 3.1.5 to obtain Ef)'. This effectively means that Efj' is a

functional (i.e. a function that maps some other function to a number) of p, (%), which

is denoted E! I:p[](fN)] to represent this fact. This is because <ﬂ]> =E through

A

Equation 3.1.7, where the expectation value <H|> is a functional as it is a function

which maps ¥ (i) (which itself is a function p,(%) in the context of DFT) onto E,

A

thus making <H|> and E; both functionals which ultimately rely on p,(%). Therefore,

since E:)' is a functional of p, (%), the individual energy components of which E;' is

comprised (Eq. 3.1.8) must also be functionals of p,(%,). Hence:

Bl e Bl E ] o

e

However, straight-forward determination of E! I:pu (fN)J from Equation 3.2.1 is

problematic due to complications arising from electron-electron interactions that affect
the first and third terms on the right hand side (r.h.s) of the equation. In order to
simplify matters, Kohn and Sham proposed treating all electrons in the molecule as a

fictitious system of non-interacting electrons which have the same p (i) as a real

system of interacting electrons. This simplification allows for: (i) the first term in
Equation 3.2.1 to be separated into specific components which relate to the kinetic

energy of the fictitious non-interacting electrons (denoted E[ I:po (fN)]) and corrections
to this value arising from electron interactions (denoted AE[ [pﬂ (fk)]), and (ii) the

third term in Equation 3.2.1 to be separated into specific components relating to the
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energies associated with classical (denoted E [po(f]\):l) and quantum mechanical

(denoted AE™ [po(f\.)]) electron-electron interactions:

Egl [Po(fw ):| = E;I [Po(flv ):| +E Ne [Po(f\' ):| + ECCCL [po(f\' ):|

AF] [l A ] 522

With this separation shown in equation 3.2.2, the first three terms on the r.h.s
can all be determined exactly and are representative of the specific energy
contributions arising from the fictitious non-interacting electron system. The last two
terms are coined the ‘difficult’ terms and as such are combined into a single energy

component called the exchange-correlation energy (denoted E_ [po (fh)}) Hence, Ef)'

can now be expressed as this:

E! [po(fw )] = E;I [pg(fw )] +E,. [po(f\f ):| +E" [Po(f\' )] +E . [po(f\v )] (3.2.3)

It is important to point out that if E_ I:po (f\v)] were known exactly, then the

electronic Schrodinger equation would be solved exactly for the molecular system of

interest. However, the explicit form of E_ [po(f\)] is thus far unknown, making how

the exchange and correlation components of this term are treated the distinguishing
factor between all available DFT functionals. The first three terms on the r.h.s of

equation 3.2.3 are treated in the same manner by all DFT functionals.

3.2.2. Types of Density Functionals
There are three main types of DFT functionals used widely in computational

chemistry to treat the exchange and correlation terms in E_ [po (fN)]: (i) Local density

functionals, (ii) Gradient-corrected (or non-local) density functionals, and (iii) Hybrid

functionals. Those from types (i) and (ii) that specifically treat the exchange and
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correlation components of E_ [po (fN)] are called exchange functionals and correlation

functionals, respectively.

Local density functionals require that the electron density used in the
calculation be single-valued at every position in the molecule. Functionals that conform
to this requirement are those that have effectively been derived from the analysis of the
uniform electron gas; a system which has the same density value at all positions. An
example of a widely used local density exchange functional is the Slater (S) functional!
(also known as the Local Spin Density (LSD) exchange functional). An example of a
widely used local density correlation functional is the Vosko, Wilk and Nusair (VWN)
functional® (also known as the LSD correlation functional). These two examples can be
combined to form a local exchange-correlation functional known as the SVWN
functional.

Gradient-corrected density functionals involve the use of the electron density
and its gradient in calculations. These functionals are generally more chemically
realistic and accurate than local density functionals due to the fact that electron
density is non-uniform in atoms and molecules. An example of a gradient-corrected
exchange functional is the Becke (B88) functional.®* An example of a gradient-corrected
correlation functional is the Lee, Yang and Parr (LYP) functional.* As with local
exchange-correlation functionals, these two examples can be combined to form a non-
local exchange-correlation functional known as the BLYP functional.

Out of the three types of DFT functionals that are available for use in
calculations, hybrid functionals are the most accurate and computationally expensive.
They define the exchange functional using a linear combination of HF, local and
gradient-corrected exchange terms. This combined exchange functional is then coupled
with a local and/or a non-local correlation functional to give a hybrid exchange-
correlation functional. A typical example of a hybrid functional is the B3LYP
functional. This functional is composed of the Becke three-parameter (B3) combined

exchange functional® and is coupled with the gradient-corrected LYP functional.
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Hybrid functionals are used in a large percentage of computational investigations
involving transitions metal clusters (despite the fact that they are the most

computationally expensive) due to the high accuracy that they can provide.

3.2.3. The B3P86 Density Functional

The B3P86 is a hybrid exchange-correlation density functional. The exchange
term is defined by the B3 combined exchange functional. The correlation term is
defined by the Perdew 86 (P86) gradient-corrected correlation functional.® The
mathematical expression of the exchange-correlation term of the B3P86 density

functional is shown in equation 3.2.4 (NOTE: The dependency on p, (%) is implicit in

the equation).®

EZX=(1-A)E+AE +BAE ™+ CE* +(1-C)E;™ (3.2.4)

Where, E® is the local exchange term defined by the S (or LSD exchange)
functional, E/F is the exchange term from the HF method, AE®® is the gradient-
corrected exchange term defined by the B88 functional, E*¢ is the gradient-corrected
correlation term defined by the P86 functional, EY is the local correlation term
defined by the VWN (or LSD correlation) functional and constants A, B, and C are
equal to 0.20, 0.72 and 0.81, respectively as determined by Becke.?

As observed from Equation 3.2.4, the exchange term in the B3P86 functional is
a linear combination of HF, local and gradient-corrected exchange terms coupled with
local and gradient-corrected correlation terms. The mixture of these different types of
functionals helps gives rise to the high accuracy of all calculations performed using this
functional and as such, has been chosen for investigating the geometric and electronic
properties of the RhHo.O, (n = 0-2), RhoH0:0,, (m = 0-2) and AusPr; (k = 0-3)

clusters.
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3.3. Basis Sets
3.3.1. Mathematical Formalism and Molecular Orbitals

In the context of this thesis, a basis set is defined as a set of mathematical
functions (called basis functions) that are used to represent the atomic orbitals (AOs)
of each atom in a given molecular system. For the most popular basis sets used in
computational chemistry, Gaussian functions are chosen as the basis functions and as
such, the atomic orbitals (AOs) approximated by them are called Gaussian-type
orbitals (GTOs). A normalised GTO in its general form is expressed (in atom-centred

Cartesian coordinates) as this:”

3/4 eink erern T2
2&} (8“) +J+k1-(]-,k! i J ok —a(x2+y2+22)

¢(X’y’z’.a’j’j’k):(_ 22k | X7

(3.3.1)
T

Where ais the exponent (which controls the width of the GTO), and 4, j, k are non-
negative integers that determine the nature of the orbital (i.e. s-type, p-type etc.
orbitals).

In practice, the best computational results are obtained when the basis set used
consists of a set of basis functions which themselves are composed of a certain number
of linearly combined GTOs. Such basis functions are called Contracted Gaussian
Functions (CGFs) and the GTOs from which they are composed are called Primitive
Gaussian Functions (PGFs). Hence, each CGF that is a basis function y for a chosen

basis set can be expressed mathematically as:”

;((X,y,z;{a}, i,j,k):icagﬁ(x,y,z;aa ,j,j,k) (3.3.2)
a=1

Where M is the number of GTOs (or PGFs) used in the linear combination (a.k.a. the
‘degree of contraction’) and ¢, is the contraction coefficient for each individual PGF

(i.e. how much each PGF contributes to the linear combination).
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It is important to point out that most basis sets used in computational
chemistry contain a mixture of CGFs and uncontracted PGFs to approximate the
various AOs of a given atom (e.g. a basis set may contain 8s basis functions but only
two of them may be CGFs and the six will remain as uncontracted PGFs). As such,
the general notation used to describe a basis set is: (xsxpxd..x[)/[ysypyd..x[], where the
information in parentheses represents the total number of PGFs in the basis set
(segregated into x PGFs of each angular momentum(l)-type), and the information in
square brackets represents that number of Gaussian functions after contraction has
taken place (segregated into y CGFs/uncontracted PGFs of each Ftype). Unfortunately
though, this notation does not explicitly show how the CGFs have been constructed
from the available PGFs. Such information (if required) is obtained by viewing all the
basis function information within the given basis set (such as exponents, contraction
coefficients, degree of contraction for each CGF etc.).

There are two ways of contracting PGFs to construct CGFs: (i) Segmented
contraction, and (ii) Generalised contraction. In segmented contraction, a set of PGFs
are contracted to make a set of CGFs but each PGF can only be used once to
construct a particular CGF (i.e. you cannot use the same PGF to construct two
different CGFs). In generalised contraction, a set of PGFs are still contracted to make
CGFs. However, all PGFs representing GTOs of a particular Ftype enter all CGFs
representing GTOs of the same Ftype, but with different contraction coefficients (e.g. a
PGF that is representing an s-orbital needs to be contracted into every CGF that
represents an s-orbital). Basis sets that contain CGFs constructed via segmented
contraction are called ‘segmented contracted basis sets’. Basis sets that contain CGF's
constructed via generalised contraction are called ‘general contracted basis sets’.

Regardless of how many CGFs and uncontracted PGFs are used to represent a
set of basis functions {y} in a given basis set, the ultimate purpose of assigning them
to approximate AQOs is so they can be used to construct basis functions that

approximate the molecular orbitals (MOs) of a given molecular system. This is done by
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constructing each individual MO by linearly combining the appropriate atomic basis

functions y (be they CGFs or uncontracted PGFs):

N
® =>c.7, (3.3.3)

Where @; is the ith MO, y, is the set of N basis functions representing each
contributing AO and ¢; are the MO expansion coefficients (which control how much
each individual basis function y, contributes to the overall construction of the MO in
question).

Once all of the individual MOs within a molecular system are constructed, they
can be used to form the electronic wavefunction for the molecular system. Hence, if the
ground state electronic wavefunction of a given molecular system needs to be
determined (in order to obtain E by solving equation 3.1.5), then the set of MOs that
correspond to it must first be determined. An iterative process called the Self-
Consistent Field (SCF) method is used to find this set of MOs {®@}, which effectively
aims at determining the values of c¢; for each basis function that gives rise to each
individual MO within this sought-after set.

In the context of DFT, the MOs corresponding to a given molecular system are

called Kohn-Sham Molecular Orbitals (KS-MOs). In order to obtain E! I:po (fN)} for the

molecular system, the SCF method is used to determine the KS-MOs corresponding to

¥ (%) of the molecular system. The formalism behind the SCF method is not reviewed

here and interested readers are directed towards references 7, 8 and 9 for more specific

details regarding this iterative process.

3.3.2. Effective Core Potentials (ECPs)
In chemical systems involving heavy atoms, calculations can take long periods of

time due to the large number of basis functions that are needed to describe the large
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number of electrons. However, because the core electrons of heavy atoms are said to be
inert and play no significant part in chemical interactions, computational time can be
decreased by replacing the core electrons with analytical functions that represent the
interaction between the nucleus and the core electrons as seen by the valence electrons.
These functions are called Effective Core Potentials (ECPs) and once implemented
leave only valence electrons to be treated explicitly in the quantum chemical
calculation, reducing the number of basis functions needed and the computational time
required to complete the calculation. Additionally, ECPs can be modified to account
for the relativistic effects experienced by the inner-most core electrons of a heavy atom
that can arise from their high (near light-speed) velocities.”

There are two types of ECPs available for use in computational chemistry (used
in conjunction with an appropriate basis set): (i) model potentials (MPs), and (ii)
pseudo-potentials (PPs). MPs attempt to model the all-electron potential for valence
electrons occupying orbitals that possess the correct radial nodal structure."” PPs
attempt to model the same potential but for valence electrons that occupy pseudo-
valence orbitals i.e. orbitals generated via a formal transformation of regular valence
orbitals that yield correct orbital energies but possess a more simplified radial nodal
structure.'” In this thesis, all calculations were performed using the SDD basis set,

which uses PPs to treat the core electrons.

3.3.3. The SDD Basis Set

The Stuttgart-Dresden (SDD) basis set is one that incorporates PPs into
quantum chemical calculations. When used in conjunction with any type of method, it
treats each element up to Ar with the D95V basis set!! and the remainder of the
periodic table with Stuttgart-Dresden PPs coupled with either segmented or general
contracted basis sets (depending on the element after Ar that is chosen). There are
three different theoretical levels of reference data for the Stuttgart-Dresden PPs; The
Hartree-Fock PP (HF), the Woods-Boring quasi-relativistic PP (WB) and the Dirac-
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Fock relativistic PP (DF). The notation for each particular PP is: XYn, where X is the
reference system for generating the PP (S for a single-valence electron ion or M for a
neutral atom), Y is the theoretical level of reference data (HF, WB or DF for each
respective PP) and n denotes the number of core electrons replaced by the PP. When
the SDD basis set is used in chemical calculations, any of these different Stuttgart-
Dresden PPs can be implemented depending on which elements are present in the
molecular system of interest. Table 3.1 shows various ranges of elements and the
corresponding default Stuttgart-Dresden PP that is implemented in an SDD
calculation.'

In this thesis, the SDD basis set is used on the following elements: Rh, Au, Ho,
Pr, and O. Table 3.2 shows the respective segmented contracted basis sets and the
corresponding PPs (if applicable) used on each element.'>'31* As observed in Table 3.2,
the praseodymium and holmium atoms are not treated with the default MWB28 PP,
but with the MWB48 and MWB56 PPs, respectively. These two PPs are part of a class
known as the large-core 4f*/Q=11 quasi-relativistic PPs (where @Q is the number of
valence electrons treated explicitly by the quantum chemical calculation and n =
number of felectrons) and regard all orbitals of lanthanide atoms with principle
quantum numbers n = 1-4 as core orbitals, thus replacing the corresponding electrons
(48 and 56 electrons for praseodymium and holmium, respectively) with an effective
potential.'>!% The 5s, 5p, 6s and 5d orbitals are left untreated and are thus considered
to be valence orbitals when the large-core PPs are implemented. Since f-electrons of
lanthanide atoms are known to take little-to-no part in chemical bonding and can make
calculations very complicated and time-consuming, the implementation of these two
large-core PPs to treat praseodymium and holmium in calculations involving the
RhHo:0, (n = 0-2), RhoH0:0, (m = 0-2) and AusiPri (k = 0-3) clusters is chemically
sound. More specific details regarding these ‘large-core’ PPs and their use on

praseodymium and holmium are discussed in more detail in Section 4.1.1.
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Element Stuttgart-Dresden PP used by default
K,Ca MWB10

Sc to Zn MDEF'10

Ga to In MWB28

Sn to Ba MWB46

La to Yb MWB28

Lu to Hg MWBG60

T1 to Rn MWBT8

Ac to Lr MWB60

Table 3.1. The elements and the corresponding default Stuttgart-Dresden PPs that are
implemented when used in a calculation involving the SDD basis set.”

Element Segmented Contracted Basis Set Stuttgart-Dresden PP Used

Rh (8s7p6d)/[6s5p3d]* MWB28§®
Au (8s7p6d)/[6s5p3d)* MWB60?
Pr (14s13p10d8f69)/[10s8p5dAf3g]" MWB48de
Ho (14513p10d8f69)/[10s8p5dAf3 g MWB564¢
O (9s5p) /[4s2p]° None
A — Reference 13 D — Reference 15
B — Reference 14 E — Reference 16

C — Reference 11

Table 3.2. The elements pertinent to all of the clusters discussed in this thesis and the
corresponding segmented contracted basis sets and Stuttgart-Dresden PPs used on
them in all of the calculations performed for this thesis using the SDD basis set.
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3.4. Computational Procedure and Details

Initial optimisations were performed on various starting geometries of the
RhHo0:0, (n = 0-2), RhoHo:Om (m = 0-2) and AusPr; (K = 0-3) clusters using the
B3P86 hybrid DFT method coupled with the SDD basis set in the Gaussian 09 suite of
programs'’ without symmetric constraints. In each calculation, large-core 4f"/Q=11
quasi-relativistic PPs developed by Dolg et al'™'% were used for the holmium and
praseodymium atoms. The conventional SDD PPs were used on the rhodium and gold
atoms (see Table 3.2). Harmonic vibrational frequency calculations were subsequently
performed on all unique structures located to determine if they were true minima (zero
imaginary frequencies). For all unique minima within ca. 1 eV of the lowest energy
structures (including the lowest energy structures themselves) found to possess higher
symmetry, re-optimisation and harmonic frequency calculations within the highest
possible symmetric point group were performed. This was done in order to ensure that
there were mno significant differences between the symmetry-constrained and
unconstrained energies, and to properly analyse and assign the ground states and
vibrational modes of each relevant structure. Hirshfeld atomic charges® were also
calculated for the low-lying neutral and cationic candidate structures of interest to the
assignment of the ionisation transition for each cluster. Hirshfeld charge analysis was
chosen as it is found to yield more chemical meaningful atomic charges than those
calculated via other methods such as Mulliken, Bader or Weinhold charge analysis."” In
addition, stability tests were also performed on the corresponding wavefunctions of all
neutral and cationic minima discussed and displayed in this thesis to ensure that there
were no instabilities present.

For the RhHo., Au;, AuPr,, AwPr and Prs; clusters, the various starting
geometries considered for initial optimisation consisted of differing types of linear and
triangular configurations. The starting geometries considered for RhHo.O consisted of
the oxygen atom interacting with a holmium or rhodium atom, a Ho-Rh or Ho-Ho edge

or all three atoms in the optimised structure of the RhHo, trimer base. The starting
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geometries for RhHo,0, consisted of the O, molecule interacting associatively (O
molecule intact) or dissociatively (two separate O atoms) with the optimized structure
of the RhHo, trimer base. Among the associatively bound starting geometries, the O,
molecule was made to interact with the RhHo. cluster singly bound to either a
holmium or rhodium atom, doubly bound to either a Ho-Rh or Ho-Ho edge, or triply
bound to all three atoms. The dissociatively bound starting geometries contained
various combinations of the two separate oxygen atoms being singly bound to either a
holmium or rhodium atom, doubly bound to either the Ho-Rh or Ho-Ho edge, or triply
bound to all three atoms in the RhHo, cluster.

The starting geometries for RhoHo. consisted of differing types of two
dimensional and three dimensional configurations. The starting geometries for RhoHo-O
consisted of the oxygen atom interacting with a holmium or rhodium atom, a Rh-Ho,
Ho-Ho or Rh-Rh edge or with one of the RhHo, trimer faces in the optimized structure
of the RhoHo. tetramer base. Starting geometries for RhsHo.O: consisted of the O,
molecule interacting associatively or dissociatively with the optimized structure of the
RhyHo. tetramer base. Amongst the associatively bound starting geometries, the O»
molecule was made to interact with the RhsHo. cluster singly bound to either a
holmium or rhodium atom, doubly bound to either a Rh-Ho, Ho-Ho or Rh-Rh edge or
triply bound to all three atoms across one of the RhHos trimer faces. The dissociatively
bound starting geometries contained various combinations of the two separate oxygen
atoms binding in the same fashion as all the multiple starting configurations considered
for RhoHo,0.

For all calculations involving the neutral RhHo.O, (n = 0-2) and AusPr;
(k = 0-3) clusters, the doublet, quartet, sextet and octet spin multiplicities were
considered. For the Rh,H0.On (m = 0-2) clusters, the singlet, triplet, quintet and
septet multiplicities were considered. Once the lowest energy spin states of each neutral
cluster were found, the pertinent multiplicities of the cationic species were calculated

with consideration of the AS = +1/2 selection rule for ionisation. By considering all the

Page | 65



Theoretical Background and Methodology | Chapter 3

multiple starting geometries and various multiplicities, it is expected that the lowest

energy part of the potential energy surface of each cluster was successfully explored.
The Cartesian coordinates and energetic data for the RhHo.O, (n = 0-2),

RhoHo:Om (m = 0-2) and AusiPri (K = 0-3) structures presented in this thesis are

located in the Appendix sections B, D and F for reference.
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3.5. Simulated Zero-Electron Kinetic Energy and PIE Spectra Details
3.5.1. Zero-Electron Kinetic Energy (ZEKE) Spectroscopy

In Section 2.3.3, it was mentioned that ultra-violet photoelectron spectroscopy
(UPS) can be used to probe the vibronic structure associated with an ionisation
transition undertaken by a molecule M. The UPS spectrum of M, which will display a
range of vibronic signals with varying intensities, is generally obtained by measuring
the varied kinetics energies of the ejected photoelectrons. These kinetic energy values
will ultimately depend on: (i) The energies of the MOs in neutral M from which they
are ejected, and (ii) the energies of the vibronic transitions that occur from M to M*.
Although UPS can provide such detailed information, there is one drawback to the
technique; it suffers from being a low resolution technique due to its limited ability to
measure the kinetic energies of photoelectrons with sufficient accuracy.?

In 1984, a technique known as Zero-Electron Kinetic Energy (ZEKE)
Spectroscopy was developed to provide higher-resolution detail of the underlying

vibronic structure.?'?

This is achieved by focussing only on those electrons that possess
zero Kkinetic energy once ejected from M. Electrons that possess non-zero kinetic
energies (a.k.a. kinetic electrons) are discriminated against and are not detected. Figure
3.1 illustrates the difference in the ionisation processes involved in UPS and ZEKE
Spectroscopy.

As shown in Figure 3.1(a), UPS involves irradiating M with a photon that
possesses more energy than is required to specifically access either the zero-point energy
level or a particular vibrational energy level of M* (indicated by the green arrow).
After interacting with this photon, the photoelectrons that are ejected from M will
possess a varying range of kinetic energies (red arrows — Figure 3.1(a)) that are equal
to the energy differences between the photon energy used, and the energies of the
numerous vibronic transitions that accompany the ionisation transition. This is slightly
contrasted to ionisation process involved in one-photon ZEKE spectroscopy, shown in

Figures 3.1(b).
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Figure 3.1. The ionisation processes involved in: (a) Ultra-violet Photoelectron
Spectroscopy (UPS), and (b) one-photon Zero-Electron Kinetic Energy (ZEKE)
spectroscopy. The green arrows represent the photon energies used in each type of
spectroscopy. The black arrows in process (a) represent the energy of the wvibronic
transition, and the red arrows in process (a) represent the range of kinetic energies the
electrons can possess once ejected from M. NOTE: The kinetic energy of an ejected
electron is the difference between the photon energy used, and the energy of any of the

vibronic transitions.

As observed in Figure 3.1(b), ZEKE spectroscopy involves scanning a
monochromatic, tuneable light source (such as a laser) across the various vibronic
states of the cation. If the energy of an incident photon is equal to that of a vibronic
transition during the scan (green arrows in Figure 3.1(b)), a photoelectron will be
ejected that possesses zero kinetic energy (within a certain bandwidth). These ZEKE
electrons are then extracted as they are produced via a pulsed electric extraction field
that is applied a short time after ionisation and helps discriminate against kinetic

electrons using TOF-MS. Overall, collecting all of the ZEKE electrons produced over
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the entire scan will result in the obtainment of a ZEKE spectrum, which will display a
range of vibronic signals with varying intensities and higher resolution than can be
achieved using UPS. Unfortunately, though this approach to ZEKE spectroscopy seems
simple in theory, it has proven difficult to implement experimentally.” This lead to the
development of pulsed field ionisation ZEKE (PFI-ZEKE) spectroscopy, which is easier
to implement experimentally and provides even higher resolution ZEKE spectra than
the approach illustrated in Figure 3.1(b).

In the PFI-ZEKE approach, a laser is used to excite M into long-lived, high-
lying (n > 150) Rydberg states that converge onto rotational, vibrational, and
electronic states of the cation above the ionisation threshold (i.e. in the ionisation
continuum).?? A few microseconds after laser excitation, a pulsed field is applied to
remove the electrons from these Rydberg states, thus ionising M and giving rise to
ZEKE electrons. At the same time these ZEKE electrons are produced, Kkinetic
electrons are already present due to direct ionisation that can occur from the laser
excitation. However, as these kinetic electrons are generated microseconds before the
ZEKE electrons (due to the excitation laser being fired microseconds before the pulsed
ionisation field is applied), TOF-MS can be used to distinguish the former electrons
from the latter. Additionally, resolution of ZEKE spectra obtained with the PFI-ZEKE
approach can be varied simply by controlling the speed at which the ionising pulsed
field voltage is ramped up from 0 V to the desired voltage; the slower the ramp speed,
the higher resolution that can be achieved (up to 0.2 cm™).** Irrespective of this, PFI-
ZEKE spectroscopy mostly provides spectroscopic information about MT™. If vibronic
hot band transitions occur, then spectroscopic information about M can also be
attained.

Since its emergence, PFI-ZEKE spectroscopy has been used extensively to
successfully probe the structures of various transition metal clusters.?3! In this previous
work, DFT calculations, Franck-Condon Factor (FCF) calculations and ZEKE spectral
simulations have all been used to help aid in the interpretation of the experimental
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ZEKE spectra. More specifically, DFT calculations are first performed in order to
determine the geometries and harmonic vibrational modes of the neutral and cationic
species of the pertinent cluster. FCF calculations are then performed using the
geometries and harmonic vibrational modes of the neutral and cationic species of
interest in order to predict the range of vibronic signals that can occur with varying
intensities (with the assumption that the neutral and ionic potentials are both
harmonic). Lastly, these signals are then convoluted with Lorentzian (or alternatively,
Gaussian) functions at a particular Full-Width Half-Maximum (FWHM) in order to
account for spectral broadening due to wunresolved rotational transitions, thus
producing the simulated ZEKE spectra. Overall, if the simulated spectrum compares
well with the experimental spectra, then geometric information of the neutral and
cationic structures of the cluster can be inferred.

Another feature of PFI-ZEKE spectroscopy that remains relatively unexplored is
its potential to be used to simulate the PIE spectra of molecules. According to
Wigner’s threshold law for single photoionisation, the rovibronic states of the cationic
structure of a molecule should appears as “steps” in a PIE spectrum.* Hence, as PFI-
ZEKE spectroscopy is used to probe the rovibronic states of cations, this implies that
signals observed in a PFI-ZEKE spectrum should correlate well with “steps” that can
be observed in PIE spectra.?* This correlation has been noted before in previous work
involving PFI-ZEKE spectroscopy.®® Therefore, if the PFI-ZEKE spectrum (whether
experimental or theoretical) is known, then a PIE spectrum can be generated simply by
integrating the ZEKE signal intensities with respect to photon energy. Taatjes and co-
workers have performed work akin to this in their study of the photoionisation
efficiency of HONO.** In their work, they calculated FCFs for the photoionisation
transition of transsHONO from DFT-calculated neutral and cationic structures,
convoluted the resulting signals with Gaussian functions with a FWHM of 0.04 or 0.06
eV to simulate spectral line broadening, and then integrated these signals with respect

to photon energy to generate the simulated PIE spectrum. The resulting simulated
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spectrum was found to compare fairly well with that obtained experimentally, thus
inferring geometrical information about the neutral and cationic structures of HONO.
More recently, Ahmed and co-workers have used the same method in their work
involving PIE spectroscopy of the PtCH, and H-Pt-CHjs clusters.® In a similar fashion
to Taatjes and co-workers, they used DFT to determine the neutral and cationic
structures of PtCH, and H-Pt-CHs, calculated FCF's for the photoionisation transitions
of both clusters, convoluted the resulting signals with Gaussian functions with a
FWHM of 0.025 eV, and then integrated these signals in order to generate simulated
PIE spectra for both clusters. The simulated PIE spectra were observed to compare
very well with experimental PIE spectra, thus allowing the authors to infer structural
information of PtCH, and H-Pt-CHjs in their neutral and cationic states.

In this thesis, FCFs are calculated for ionisation transitions of interest for the
RhHo0,0, (n = 0-2), RhoH0,0,, (m = 0-2) and Aus;Pr; (kK = 0-3) clusters with the
intention of using them to simulate PFI-ZEKE spectra corresponding to these
transitions. As discussed in Chapter Two, the implementation of the FC principle and
BO approximation effectively culminates in vibronic signal intensities being
proportional to the magnitude of their corresponding FCF's, justifying the use of the
calculated FCFs to simulate the PFI-ZEKE spectra corresponding to the ionisation
transitions of the aforementioned clusters (as PFI-ZEKE signals represent the vibronic
transitions that underlie ionisation transitions). In this way, all of the simulated
spectra presented in Chapters Six, Seven and Nine are produced. In a similar fashion to
the work performed by Taatjes, Ahmed and their respective co-workers, the simulated
PFI-ZEKE spectra are then used to simulate the PIE spectra for ionisation transitions
of interest, which themselves are also presented in Chapters Six, Seven and Nine.
Overall, the simulated PFI-ZEKE (termed ‘ZEKE’ from here onwards) and PIE spectra
for the RhH0,0, (n = 0-2), RhsH0:0,, (m = 0-2) and AusiPri. (k = 0-3) clusters will be
used to: (i) identify the most likely transition from two or more competing candidates

that occurs upon ionisation for each cluster, (ii) infer geometric information about the
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neutral and cationic structures of each cluster, and (iii) apply slight corrections to the
experimental adiabatic IEs obtained from the PIE spectra in order to account for

thermal tailing resulting from vibrational hot band transitions at 300 K.

3.5.2. Procedural details for the ZEKE and PIE Spectral Simulations

The vibronic spectral lines that constitute the ZEKE spectra presented in this
thesis were simulated via multi-dimensional vibrational overlap integrals and their
corresponding FCF's that were calculated for ionisation transitions of interest for the
RhHo0,0, (n = 0-2), RhyHo:0m (m = 0-2) and AusiPr; (k = 0-3) clusters (NOTE: The
relationship between vibrational overlap integrals and their FCFs is expressed
mathematically in Section 2.4.2 — Equation 2.4.6). The calculations are performed using
the ezSpectrum 3.0 program developed by Mozhayskiy and Krylov.* The program
allows for the two quantities to be calculated in the following two ways: (i) If the
normal coordinates of the neutral and cationic structures are the same or very similar,
then the normal modes of these two structures will be parallel and thus, the vibrational
wavefunctions corresponding to them can be expressed as products of one dimensional
harmonic oscillator wavefunctions (the harmonic approximation). This allows for the
multi-dimensional vibrational overlap integrals, and subsequently their FCFs, to be
evaluated as products of one-dimensional vibrational overlap integrals,” and (ii) If the
normal coordinates of the neutral and cationic structures are significantly different,
then their corresponding normal modes will be non-parallel. This means that the multi-
dimensional vibrational overlap integrals (and subsequently, their FCFs) cannot be
evaluated via the products of one dimensional integrals and thus are evaluated directly,
with the inclusion of Duschinsky rotations®**® of the normal modes of the neutral and
cationic structures as full-dimensional integrals.”” Method (ii) was preferred over
method (i) and as such, all vibronic spectral lines (and their spectral intensities)

constituting the ZEKE spectra presented in this thesis were simulated from multi-

dimensional vibrational overlap integrals and FCFs calculated using method (ii).
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The input file for the program requires the following information to calculate
the vibrational overlap integrals and their corresponding FCFs so that a ZEKE “stick
spectrum” can be generated for an ionisation transition of interest: (i) Optimised
geometries of the neutral and cationic clusters pertinent to the ionisation transition (in
Cartesian coordinates), (ii) the harmonic vibrational frequencies corresponding to these
neutral and cationic structures, and (iii) the normal mode vectors for each of these
harmonic vibrational frequencies. Once all of this information has been placed into the
input file, various spectral parameters are set (such as adiabatic IE (a.k.a. the band
origin transition), temperature, whether or not combinations bands are allowed, the
maximum number of excitations allowed in the neutral and cationic states etc.) and
the calculations are performed. Upon completion, an output file is generated which
contains the following information regarding each ZEKE spectral line: (i) the energy
position relative to the adiabatic IE set, (ii) the corresponding value of the vibrational
overlap integral, (iii) the energy of the neutral vibrational state from where the
vibronic transition starts relative to the ground vibrational state of the neutral cluster,
(iv) the assignment of the vibronic transition underlying it (in terms of the number of
quanta of one or more of the normal modes from the neutral and cationic structures),
and (v) the spectral intensity, I (which is calculated by the program using Equation
2.4.8 displayed in Section 2.4.2).

All of the vibrational overlap integral and FCF calculations were performed
with the allowance of combination bands and with the maximum number of excitations
allowed in the neutral and cationic states set to 3 and 6, respectively. Additionally, all
calculations were performed with the temperature set to 300 K, which is the
approximate vibrational temperature of the neutral clusters entrained in the molecular
beam (refer to Section 2.1.2). Lastly, for each ZEKE transition, the adiabatic IE (a.k.a
the band origin transition) was set to the experimental appearance energy (AE)

determined from the PIE spectrum of the cluster of interest. The AE value was used
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instead of the experimental adiabatic IE value as it not field-corrected, thus allowing
for more accurate corrections to be applied due to thermal tailing (vide infra).

Once the ZEKE stick spectrum corresponding to an ionisation transition of
interest has been generated, it is then convoluted with a 0.00062 eV (ca. 5 cm™)
FWHM Gaussian line shape in order to account for the broadening of each ZEKE
signal due to underlying rotational transitions that are expected to arise from thermally
populated rotational states (NOTE: Gaussian functions were chosen for convolution as
Taatjes et al. and Ahmed et al. used them to simulate spectral line broadening before
integration to yield their simulated PIE spectra — See Section 3.5.1). This value of
FWHM was chosen so as to maintain consistency with the FWHM of ZEKE signals
simulated and experimentally determined by Yang et al. for various other transition
metal cluster species.”®*° This convolution process then gives rise to a ZEKE spectrum
that can be directly compared to a ZEKE spectra obtained experimentally.

As mentioned in Section 3.5.1, the signals observed in a ZEKE spectrum
correlate well with the “steps” that can be observed in a PIE spectrum. There are two
benefits that arise from this simple fact: (i) It allows for the identification of the
vibronic hot band transitions at 300 K that can give rise to early onset of cluster ion
signal in the PIE spectrum, thus allowing for energy corrections to be applied to the
simulated ZEKE signals and subsequently, the experimental adiabatic IE of the cluster
(which by definition, corresponds to the band origin transition), and (ii) once this
energy correction has been applied to all energies in the simulated ZEKE spectrum, the
signal intensities from the resulting corrected ZEKE spectrum can then be integrated
with respect to their photon energy to yield a simulated PIE spectrum for the
ionisation transition of interest, which can then be compared to that obtained
experimentally. The following procedure below describes how all of this is performed so
as to obtain the simulated PIE spectra and corrected experimental adiabatic IEs for
the RhHo.O, (n = 0-2), RhsHooOn (m = 0-2), AuPr and AuPr; clusters. The
experimental AEs of the Aus and Prs clusters were not determined as part of this work
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so no correction could be made to their experimental adiabatic IEs. However, their
ZEKE spectra were still simulated with the adiabatic IE set to previously determined
experimental values for structural identification purposes.

Firstly, the lowest energy vibronic hot band signal present in the simulated
ZEKE spectrum with considerable intensity is identified visually. An energy correction
factor is then calculated by taking the difference between the band origin transition
energy (which is set to the experimental AE of the cluster), and the energy of this
vibronic hot band transition. This energy correction factor is then applied to all
transition energies in the simulated ZEKE spectrum to generate a corrected ZEKE
spectrum. In this corrected ZEKE spectrum, the energies of the vibronic hot band
transition asserted to be responsible for thermal onset and the band origin transition
are shifted higher in energy, with the new band origin transition energy corresponding
to the thermally-corrected experimental AE of the cluster at 300 K (denoted AE! in
Chapters Six, Seven and Nine). Once obtained, this experimental AE' is then field-
corrected via the equation described in Section 2.4.5 to yield the corrected experimental
adiabatic TE for the cluster (denoted IE! in Chapters Six, Seven and Nine). Once this
value has been determined, the corrected ZEKE spectrum is then used to simulate the
PIE spectrum for the cluster as described previously (vide supra). It is worth noting
that in some of the ZEKE spectra, it is not possible to identify the specific vibronic hot
band transition that is responsible for thermal onset of the PIE spectrum due to a
dense array of vibronic hot band signals being simulated. On these occasions, different
arbitrary energy correction factors are used to shift the resulting simulated PIE
spectrum until a good match is observed to the experimental PIE spectrum (this is
after both the simulated and experimental spectra are normalised).

Once the simulated PIE spectrum has been generated for the ionisation
transition of interest, it is then compared to the experimental PIE spectrum of the
cluster. Both the simulated and experimental spectra are first independently normalised

before the comparison is made. The experimental PIE spectrum is normalised to either
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one of these two values: (i) a mean value of cluster ion signal intensity calculated by
averaging all the cluster ion signal intensities from the beginning to end of a plateau
region in the experimental PIE spectrum, or (ii) if the highest energy FC-allowed
vibronic transition had not been reached experimentally (resulting in no observed
plateau of the cluster ion signal in the experimental PIE spectrum), then the PIE
spectrum is normalised to the highest cluster ion signal intensity value in the
experimental PIE spectrum. The normalisation procedure for the simulated PIE
spectrum is performed in the same manner as normalisation procedure (i) listed above
for the experimental PIE spectra (as all simulated PIE spectra must plateau within the
energy range defined by the allowed transitions). Overall, the comparison between the
normalised simulated and experimental PIE spectra is indicative of how accurately the
neutral and cationic structures have been calculated. If excellent qualitative comparison
between the two spectra is observed, then it indicates that the neutral and cationic
structures that were used to simulate the ZEKE and PIE spectra are the most likely

structures of the pertinent cluster in the experiment.
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Chapter Four

Benchmarking Chapter

In this chapter, the coupling of the B3P86 density functional with the SDD/SDD' basis
set is benchmarked against known parameters of diatomic molecules pertinent to the
RhHo0,0, (n = 0-2), RhyHo:0, (m = 0-2) and AusiPri (K = 0-3) clusters. This was
done in order to test the validity of using this computational methodology to calculate
the electronic and geometric properties of the aforementioned clusters and
subsequently, their theoretical IEs. Additionally, the use of this methodology in
accurately simulating ZEKE and PIE spectra from FCF calculations between the
neutral and cationic geometries is benchmarked against the experimental ZEKE and

PIE spectra measured for the NbsO cluster.
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4.1. Justification of Basis Set

In order to explain the observed trend in experimental IEs, DFT calculations
(specifically employing the B3P86 density functional) are performed on the neutral and
cationic RhHo0,0, (n = 0-2), RhoH0:0,, (m = 0-2) and AusiPri (k= 0-3) clusters. Since
felectrons of lanthanide atoms are known to take little to no part in chemical
interaction and can make calculations very complicated and time-consuming, the large-
core 4f'/Q=11 quasirelativistic pseudopotential (PP) version of the Stuttgart-Dresden
(denoted SDDT) basis set developed by Dolg et al.™ is used for the lanthanide atoms in
the aforementioned clusters. For holmium and praseodymium, in the [Xe]4/°6s°5d! and
[Xe|4f6s°5d" electron configurations respectively, all electrons apart from the 5s, 5p, 6s
and 5d are taken into the PP. The 4f/Q=11 notation denotes the number of
f-electrons (n) and the number of valence electrons (11) considered for the calculations
involving the Ho and Pr atoms. Thus, the SDD' basis set on Ho and Pr affords a
valence electron configuration of 5s?5p°6s°5d! for both lanthanide atoms. An example of
where this basis set has been used to calculate various structural and electronic
properties of lanthanide-containing clusters is by Nemukhin et al. for the Ho. cluster.’
In this work, various ab initio methods were used (with the 4//Q=11 PP) to predict
and assign the optical UV-Vis spectral transitions observed for Ho, suspended in an
argon matrix. They found that the predicted UV-Vis transitions correlated extremely
well with the experimentally observed transitions, thus confirming the assumption that
f-electrons play no significant part in chemical interaction and that the SDD' basis set
is suitable to predict and verify experimental data.

The SDD' basis set is used only for the Ho and Pr atoms in this thesis and the
standard SDD basis set is used on the Rh, Au and O atoms. Therefore, it is necessary
to benchmark the use of the SDD/SDD' basis set (in combination with the B3P86
density functional) against known parameters for pertinent diatomic molecules

containing all atoms mentioned previously.
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To test this, seven diatomic molecules were chosen to benchmark against; HoO,
Ho., RhO, Rhs, Prs, AuPr and Au,. The former four diatomic molecules were chosen as
they have known parameters and chemical bonds relevant to the RhHo,O, (n = 0-2)
and RhoHo:O,, (m = 0-2) clusters. The latter three diatomic molecules were chosen for
the same reason for the AusiPri (k= 0-3) clusters.

Table 4.1 shows various experimental®'” and previously calculated!®*%
parameters of Ho.,, HoO, RhO and Rh, in addition to those calculated using our
computational method. Even though there are no known experimental parameters for
RhHo, the geometry of this dimer was also calculated so that relative bond strengths
could be compared to the other four diatomics. In general, all of our calculated
parameters were found to compare well with experimental and other previously
calculated values. Notably good agreement betwe<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>